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Abstract
Semiconductor nanowires are auspicious as active compo-

nents of electronic or optoelectronic devices. Tailoring of the
optical and electrical properties can be achieved by tuning the
nanowire diameter and thus employing the size-quantization
effect. The surface of colloidally synthesized nanowires is sat-
urated with organic ligands that promote directional growth
and passivate trap states. Consequently, the surfactants pro-
vide means to influence the morphology and the spectral char-
acteristics of the semiconductor nanostructures.

Here, the fabrication and spectroscopical analysis of CdTe,
CdSe and CdS nanowires and heterostructures thereof were
conducted and correlated to the utilized ligand system in or-
der to unveil the structure–property relation. The photolumi-
nescence of native ligand-capped CdTe-nanowires was investi-
gated at cryogenic temperatures, revealing feature-rich emis-
sion lines that entail a concerted series of NIR replicas. These
replicas were allocated to vibrational modes of the organic
surfactants. Ligand-exchange reactions were employed to ma-
nipulate the nanostructure surface post-synthetically, while
retaining the coordinating effect of the original ligands dur-
ing crystal growth. The anorganic ligand-exchange reaction
was used to compose CdSe/CdS core/shell hetero-nanowires
with precise shell dimensions. However, customization of the
synthesis-ligand system enabled the reduction of the trap-
induced emission in CdS nanowires, while obtaining nanowires
with compatible morphologies. By using multi-modal X-ray
microscopy, the electrical response of the catalytically grown
nanowires could be correlated to the elemental distribution of
the lithographically contacted sample.

Careful modification of both, the synthesis and the passi-
vation ligand system can provide a useful tool to further de-
sign the optical properties of nanostructures beyond dimen-
sion tuning. Especially the anorganic ligand-exchange reac-
tion renders a high degree of customization potential and as
such is well suited to advance the applicability of nanowires
in functional devices such as photosensors.





Zusammenfassung

Halbleiter-Nanodrähte sind vielversprechende aktive Kom-
ponenten für electronische und optoelektronische Bauteile. Die
optischen und elektrischen Eigenschaften von Nanodrähten
können angepasst werden, indem der Nanodrahtdurchmesser
variiert wird und der damit einhergehende Größenquantisie-
rungseffekt zum Tragen kommt. Die Oberfläche von kolloidal
synthetisierten Nanodrähten ist mit organischen Liganden ab-
gesättigt, die zum Einen gerichtetes Wachstum unterstützen
und zum Anderen Fehlstellen passivieren. Die Liganden er-
möglichen somit eine Einflussnahme auf die Morphologie und
die spektralen Eigenschaften der Halbleiter-Nanodrähte.

In dieser Arbeit wurden die Herstellung und die spektrosko-
pische Analyse von CdTe-, CdSe- und CdS-Nanodrähten sowie
daraus gebildete Heterostrukturen unter Anbetracht des ver-
wendeten Ligandensystems korreliert, um somit die Struktur-
Eigenschafts-Beziehung herauszuarbeiten. Die Photolumines-
zenz der nativ ligierten CdTe-Nanodrähte wurde bei tiefen
Temperaturen untersucht, wodurch facettenreiche Emission-
linien mit dazugehörigen Repliken im NIR-Bereich offenbart
wurden. Diese Repliken wurden den Vibrationsmoden der or-
ganischen Liganden zugeordnet. Es wurden verschiedene Li-
gandenaustauschreaktionen durchgeführt, um die Oberfläche
der Nanostrukturen nach der Synthese zu manipulieren, wo-
durch der koordinierende Effekt der Originalliganden während
des Kristallwachstums erhalten blieb. Unter Anwendung der
anorganische Ligandenaustauschreaktion konnten CdSe/CdS
Kern/Schale Heterodrähte mit wohldefinierten Schalenabmes-
sungen entwickelt werden. Auch durch Anpassen des Synthese-
Ligandensystems konnte die fehlstelleninduzierte Emission der
CdS-Nanodrähte reduziert werden, während die Morphologie
der so synthetisierten Nanodrähte vergleichbar blieb. Mit Hilfe
von multimodaler Röntgenmikroskopie konnte die elektrische
Antwort der katalytisch gewachsenen Nanodrähte mit der Ver-
teilung der Elemente auf der lithografisch kontaktierten Probe
korreliert werden.



Die behutsame Modifizierung sowohl des Synthese- als auch
des Passivierungsligandensystems kann für die weitere Opti-
mierung der optischen Eigenschaften der Nanodrähte abseits
der Manipulation ihrer Dimensionen eine Stellschraube bieten.
Insbesondere die anorganische Ligandenaustauschreaktionen
bieten ein hohes Maß an Anpassungspotential und ist des-
halb für die Weiterentwicklung von Nanodrähten bezüglich ih-
rer Verwendungsmöglichkeiten in verschiedenen Bauteilen wie
zum Beispiel Photosensoren gut geeignet.
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1 Introduction

The ongoing miniaturization of electronic devices and the conjoined per-
formance enhancement promise eminent potential for information technol-
ogy and environmental science. [1,2] The individual nanostructures are con-
ceptualized to have a limited extend of at least one dimension in the range
of 1–100 nm. These nano-scaled materials exhibit size-tunable properties
that differ from the well-known characteristics of the corresponding bulk
materials. While this class of materials is in principle established, novel
nanostructures emerge frequently due to advances in synthesis. To exploit
the full capacity of the nanoscopic components, the materials paradigm,
namely the interrelation between processing, structure, properties, and
performance, must be elucidated.

One-dimensional nanostructures such as nanowires (NWs) are partic-
ularly viable for opto-electronic applications such as sensors, [2–6] photo-
voltaics, [7,8] and photonics. [9–11] The elongated geometry bridges both, the
nanoscopic and the microscopic regime, thus promoting the implementa-
tion of nanowires in functional devices, as electrical contacting is compa-
rably facile. The stark anisotropy may introduce polarization dependence,
which further advances the sensitivity of photonic applications. [12,13]

Owing to their direct band gaps in the visible range of the electromag-
netic spectrum, cadmium chalcogenide semiconductors are of particular
interest. For these II-VI compound semiconductors, economically suit-
able colloidal-synthesis routes have been developed. The solution–liquid–
solid method allows for size-tunability and tailoring of surface proper-
ties. [14] The inorganic/organic interface can further be modified using a
self-limiting ligand-exchange protocol, which facilitates substitution of the
original surfactants with organic molecules exhibiting different binding
motifs or even inorganic ions. In a sequential exchange approach, even a
complete inorganic shell having a thickness of several monolayers may be
fabricated using colloidal atomic-layer deposition. [15,16] By combining dif-
ferent materials, a variety of core/shell heterostructures can be designed
as to enable the precise modification of the band alignment and the pas-
sivation of shallow trap states. [17,18]
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1 Introduction

Further, CdE (E = S, Se, and Te) NWs typically exhibit both, wurtzite
and zinc blende lattice modification. The alternation of crystallographic
segments along the wire-axis results in an axial potential landscape due to
the respective band gaps associated with the different lattice spacings of
the two structures. [19] This polytypism introduces crystallographic defects,
such as stacking faults and twinning boundaries, which reduce the charge-
carrier mobility and lifetime. [20–22]

To identify structural characteristics that are detrimental to the optical
quality, the evaluation of the optical properties has to be conducted on
the single-particle level. Especially the photoluminescence intermittency
of colloidal nanocrystals impairs the fluorescence quantum yield. [23,24]

While the defect-mediated processes, such as Auger recombination and
surface trapping, can hardly be observed in ensemble measurements due
to averaging-effects, a detailed analysis of their origins is necessary in or-
der to further advance optical quality. [25]

In this thesis, the optoelectronic properties of solution-based NWs were
investigated with respect to surface characteristics and crystal structure
alternations. For a detailed analysis of the charge-carrier dynamics, the
photoluminescence of CdTe NWs having mainly wurtzite conformation
was investigated at cryogenic temperatures. Postsynthetical surface treat-
ments were conducted to gain insight into the effect of the NW–ligand
interaction. Additionally, CdSe/CdS core/shell NWs were synthesized
and spectroscopically analyzed as a model-system for one-dimensional het-
erostructures. Furthermore, the effect of varying surfactants introduced
during synthesis of CdS NWs was studied. Due to the surface defects be-
ing energetically close to the band edges in CdS, the trap emission band is
located in the visible region of the spectrum. The relative intensity of this
defect band with respect to the near band-edge emission may serve as a
means to estimate defect density. [26–28] Thus, the passivation efficiency of
the different ligands may be directly ascertained. Concludingly, the elec-
trical performance of a CdTe NW sample was correlated to the elemen-
tal composition by simultaneously monitoring the X-ray beam induced
current and the X-ray fluorescence in a multi-modal synchrotron-based
experiment.
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2 Theoretical Considerations

The investigation of the structural and optical properties of one-dimen-
sional binary semiconductor nanostructures has been the objective of this
work. In the first part of this chapter, a brief theoretical background con-
cerning the characteristics of solid-state materials is presented. The second
section provides an introduction to the nature of quantum confined parti-
cles and the optical properties of these nanostructures. Subsequently, the
possibility to tailor the fluorescence characteristics by using semiconduc-
tor heterostructures is illustrated. In a final section, the colloidal synthesis
of nanowires is described.

2.1 Structural and Optical Properties of
Semiconductors

Solid-state materials can be described by presuming a periodical arrange-
ment of atoms in a crystal lattice. The interatomic distance is equivalent
to the lattice constant in the unit cell, which is approximately equal to
the size of the constituent atoms. Thus, the outer orbitals of said atoms
overlap, giving rise to new wavefunctions through linear combination of
atomic orbitals (LCAO). [29]

These newly formed molecular orbitals define the electronic levels of
the crystal and thus, the band structure. Depending on the arrangement
of the bands and the resulting band gap, solids can be classified into
metals, semiconductors and insulators. The size of the band gap is not
only influenced by the elemental configuration, but also by the geometric
arrangement of the atoms within the lattice and consequently, the crystal
structure. Because the optical properties of a solid strongly depend on
the structural properties of the material, the origin of the band structure
and details about the crystal lattices typically found in the sample system
discussed in this thesis are illustrated in the following sections. After the
structural nature of the solid-state materials has been contemplated, the
corresponding optical characteristics will be elucidated.

3



2 Theoretical Considerations

2.1.1 Band Structure

In a macroscopic crystal, a multitude of atoms contribute to the forma-
tion of the band structure that represents a continuum of electronic levels
within the solid. The atoms are considered to consist of immobile posi-
tively charged ions and of electrons. The atomic orbitals spatially overlap
in dependence on the interatomic distance. The electrons of the individual
atoms contributing to the solid have to differ in quantum numbers as is
stated in the Pauli exclusion principle. Consequently, the orbitals of the N
atoms split into N closely-spaced discrete electronic levels. While several
of these quasi-continuous bands arise in a macroscopic solid, the inert core
bands are usually neglected as the periodic potential introduced by the
ionic cores reduces the interaction strength of the more tightly bound core
electrons. The movement of the valence electrons, however, is conceptu-
alized to be nearly free as the static potential of the crystal lattice only
evokes a weak perturbation, resulting in the formation of broad bands. [30]

interatomic distance

p

s

energy

VB

CB

Eg

lattice constant

Figure 2.1: Energy di-
agram of solids. The
electronic band structure
and thus the size of the
band gap Eg is depen-
dent on the interatomic dis-
tance. The discrete elec-
tronic levels of the N sin-
gle atoms evolve into con-
tinuous bands with decreas-
ing spacing between atoms
as the spatially overlapping
atomic orbitals split into N
levels with different ener-
gies due to the Pauli exclu-
sion principle.

These continuous bands are separated by regions of forbidden energy
ranges as is illustrated in Figure 2.1. The fundamental band gap Eg of
a solid is energetically situated near the Fermi level EF of the system,
which is the chemical potential of the electrons at zero absolute tempera-
ture. Depending on the width of the band gap, solid-state materials are
classified into metals, semiconductors and insulators. In semiconductors,
the electronic bands below and above the band gap are denoted valence
band (VB) and conduction band (CB), respectively. The distribution of
electronic levels and thus the size of the band gap is influenced by the in-
teratomic distance as can be deduced from Figure 2.1. Consequently, the
temperature dependency of the lattice spacing, quantified by the linear
expansion coefficient, results in a modulation of the band structure with
thermal energy. [31,32]

2.1.2 Crystal Structure

The crystal structure of a solid-state material consists of symmetric pat-
terns of atoms forming a unit cell. Due to the periodical arrangement of
the unit cell throughout the lattice, this smallest building block depicts
the structure of the complete crystal. The nanostructures investigated
during the course of this thesis are either II–VI or III–V binary semicon-
ductors. These subclasses are known to form both wurtzite (WZ) and
zinc blende (ZB) lattices. The former exhibits a hexagonal close packed
(hcp) geometry, while the latter has a face centered cubic (fcc) structure.

4



2.1 Structural and Optical Properties of Semiconductors

Both systems have a tight arrangement of atoms amounting to the high-
est packing density of 0.74. They differ only slightly through the relative
displacement of their hexagonal layers, resulting in individual stacking or-
ders. On the vertices of a densely packed sheet of spheres, two relative
placements of the successive plane are possible. Contemplating a stacking
of layers A (gray) and B (white) as in Figure 2.2, the spheres of a third
plane can be situated either exactly above those in the first layer or in
the vertices being occupied by none of the preceding layers. (a)

(b)

A
B
A

C
B
A

Figure 2.2: Placement
of hexagonal layers in
WZ and ZB structure.
The position of the first
(gray) and second (white)
layer are similar for both
cases. In case of WZ (blue)
the spheres in the third
layer are positioned exactly
above those in the first
plane. In a ZB (turquoise)
structure the spheres of the
third layer are situated in
the vertices that are not oc-
cupied yet.

The resulting
stacking sequences ABABAB. . . and ABCABC. . . correspond to the WZ
(blue) and ZB (turquoise) structure, respectively. From these different se-
quences, a zig-zag like or a slanted appearance of the side facets of the
crystal arises. This phenomenon can be utilized to determine the crystal
structure of a given nanostructure in detail. In binary semiconductors like
cadmium chalcogenides, the individual atom types build the same sublat-
tice structure with the atoms of one type being located in the tetrahedral
voids formed by the sublattice of the counterion. [31,33]

The morphology of nanocrystals (NCs), however, is not only governed
by the nature of the constituent elements, but also by the surface of the
structure. Colloidal synthesis poses a suitable means for phase control
through the introduction of different organic surfactants. Typically, the
WZ phase is considered to be the more stable and thus prevalent config-
uration of cadmium chalcogenide NCs such as CdSe and CdS. However,
also the metastable ZB phase may be thermodynamically stabilized by
careful choice of coordinating ligands. [34] The binding motif between or-
ganic molecule and inorganic structure is of considerable importance as it
may well influence the majority type of surface ions and thereby promote
a specific crystal phase. [35]

Further synthesis parameters such as reaction temperature and stoi-
chiometry may contribute to kinetically controlled crystallization. In case
of catalyst-assisted growth methods, the interrelation may be rendered
even more complex due to the introduction of new interfaces. Addition-
ally, the nucleation barriers of WZ and ZB cadmium chalcogenides are
near-equal and the small difference may easily be overcome by inconstan-
cies of nucleation conditions during colloidal synthesis as will be discussed
further in Section 2.5. [36] The resulting polymorphous structures may ex-
hibit varying band gaps contingent on the crystallographic conformation
related to the lattice spacing. This is of particular interest in case of
polytypic particles that comprise several domains having different crystal
structures as will be elaborated in greater detail in Section 2.3.
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2 Theoretical Considerations

2.1.3 Interband Transitions

In a semiconducting material, an electron can be elevated from the VB
into the CB across the fundamental band gap, while rendering the initial
state unoccupied. The positively charged vacancy, the so-called hole, is
equivalent to a quasi-particle that is similar to an electron. However, these
electron–hole pairs can only be generated if the incident energy exceeds
the band gap. Furthermore, direct and indirect interband-transitions have
to be differentiated as not only the conservation of energy but also that
of crystal momentum has to be satisfied.

Figure 2.3: Electronic
characteristics of semi-
conductors. Based on
the DOS (a1) and the
F–D distribution (a2), the
number of occupied states
(a3, grey) can be calculated
for both electrons (blue)
and holes (red). Additional
electronic levels in the
band gap originate defect
states (b).

(a3)(a2)(a1)

EE E

f(E)ρ3D(E)

(b)

EV

EC

N(E)

E

shallow kBT

deep
e− traps

h+ traps

conduction band

valence band

shallow kBT

In direct semiconductors, such as the compound materials analyzed in
this thesis, the transition rate is strongly dependent on the density of
states (DOS), which is schematically represented in Figure 2.3a1 for the
3D case. This probability density function ρ3D expresses the number of
energy levels in a system with a given volume, while the Fermi–Dirac
(F–D) distribution f(E) that is illustrated in Figure 2.3a2 provides the
number of fermions occupying a state with energy E at thermodynamic
equilibrium. Contemplating both the DOS and the F–D distribution, the
electron density Ne (Figure 2.3a3) can be calculated as

Ne =
∞∫

EC

ρ3Df(E)dE = NC exp
(

EF − EC
kBT

)
, (2.1)

including the Boltzmann constant kB and temperature T as well as the
temperature-dependent concentration coefficient NC. The latter can be
interpreted as the effective density of states that is dependent on the
electronic effective mass m∗

e and the reduced Planck constant ℏ:

NC = 2
(

m∗
ekBT

2πℏ2

)3/2
. (2.2)

The movement of the charge carriers in the crystal lattice is conceptualized
by approximating them as free particles having effective masses m∗ that
account for the periodic potential. [33]
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2.1 Structural and Optical Properties of Semiconductors

These effective masses, and thereby the charge-carrier mobility, can be
estimated by calculating the second derivative of the usually parabolic
energy dispersion of the respective bands. If the Coulomb interaction be-
tween the oppositely charged particles is sufficient for the formation of a
bound electron–hole pair, the charge carriers can be treated as a quasi-
particle called an exciton. Contingent on the interaction strength, and
consequently the radius of the electron–hole orbit, tightly bound Frenkel
excitons and free Wannier–Mott excitons can be discriminated. While the
former are highly localized and are primarily found in molecular crystals
with low dielectric constants, the latter typically occur in semiconductors
and extend over several unit cells due to the high dielectric screening in
these crystals. By conceptualizing the exciton in analogy to the hydrogen
atom and adapting the equation of the Bohr radius aH to account for the
dielectric constant ϵr of the medium and the reduced mass µ of the quasi-
particle, the equilibrium distance r(n) between the carriers with charge q

forming this delocalized neutral complex may be estimated: [37]

r(n) = n2aX = n2 ϵrm0
µ

aH = n2 4πℏ2ϵ0ϵr
q2µ

. (2.3)

The exciton Bohr radius aX describing the ground state with quantum
number n = 1 as well as the effective masses, the band-gap energy and
the lattice constants a for WZ and ZB structure of the cadmium chalco-
genide materials investigated in this thesis are listed in Table 2.1. The

Table 2.1: Characteristics
of cadmium chalcogenides.
The lattice constant a is
provided for both WZ (top)
and ZB (bottom) crystal
configuration. The elec-
tronic properties are spec-
ified for the prevalent crys-
tal structure. [38,39]

CdTe CdSe CdS

a 4.57 4.30 4.14
/Å 6.48 6.05 5.82

Eg 1.6 1.74 2.42
/eV

m∗
e 0.11 0.13 0.20

/m0

m∗
h 0.41 0.45 0.70

/m0

aX 6.7 5.4 2.7
/nm

exciton binding energy effectively reduces the recombination energy, thus
introducing electronic states in the classically forbidden band gap. How-
ever, the delocalized free excitons exhibit Rydberg energies at the order
of 10 meV and are consequently only observable at conditions well below
room temperature (RT). [30,40]

In addition to the excitonic reduction of the effective band gap, electron
and hole trap states may introduce electronic levels below the CB edge
and above the VB edge, respectively. As is illustrated in Figure 2.3b,
shallow and deep defect-states can be discriminated for both charge car-
riers. The shallow levels are typically located in close proximity to the
respective band edge and are thermally ionized at RT. If introduced by
impurity elements, these states may provide free carriers and thus con-
tribute to doping of the semiconductor. The deep levels, however, exhibit
higher ionization energies than kBT and often impair the opto-electronic
properties by acting as recombination centers. [33,41–43]
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2 Theoretical Considerations

2.2 Semiconductor Nanostructures

So far, solid-state materials have been described on the basis of their
structural properties. However, material size and geometry also have an
impact on the electronic and optical characteristics of nanoscaled semicon-
ductors. Miniaturization of the material towards the wavelength of the
electron wave evokes new properties that deviate from those of both the
corresponding bulk structure and single molecules. In the resulting inter-
mediate system, the motion of the charge carriers within their respective
bands is restricted. Consequently, only a finite number of states per vol-
ume element and energy can be occupied. The functional form of this DOS
is influenced by the degrees of dimensionality. Quantum structures can
thus be classified by the number of reduced dimensions of charge-carrier
propagation. The resulting types and the respective DOS functions are
illustrated in Figure 2.4. [30,44]
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= ρN(E) (2.4)

Figure 2.4: Density of states of quantum structures. The various quan-
tum structures and their corresponding DOS functions for electrons are sketched.

A conventional particle with sufficiently large dimensions and thus three
degrees of freedom may be considered as bulk material. If the charge car-
riers are confined in one dimension as is the case in a 2D quantum well, the
continuous bulk DOS ρ3D is altered to a Heaviside step function θ. Inter-
estingly, the DOS is independent of the energy within each quantization
level in quantum wells. As free motion is only possible in one dimension
in a quantum wire, the DOS is changed to include a reciprocal decrease
between the jumps. The DOS of fully confined quantum dots exhibits
discrete quantized levels that are represented by a Dirac δ-function. [45]
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2.2 Semiconductor Nanostructures

Not only the degree of dimensionality but also the extend of the quantum
structure along the reduced axes influences the optical properties of these
materials. The size-dependent energetic levels of the quantized states in
conduction and the valence band may be described by applying the particle
in a box model. The potential acting on the particle is zero inside of the
box, while it presents as infinitely high potential walls that confine the
particle to the box. For a one-dimensional system, the time-independent
Schrödinger equation(

9
ℏ2

2m∗ · ∂2

∂x2 + V (x)
)

Ψ(x) = EΨ(x) (2.5)

renders the energy eigenvalue of the quantized motion. To account for the
approximately spherical shape of quantum dots, a spherical coordinate
system should be utilized. After separation of the Schrödinger equation
into a radial and an angular part, the energy levels occuring in a particle
with radius r can be extracted: [46,47]

En = n2ℏ2π2

2m∗r2 . (2.6)

Due to their differences in effective mass m∗, the kinetic energy has to
be calculated for both charge carriers separately. Because the effective
mass of the electron is usually significantly lower than that of the hole,
the kinetic energy of the electron with its corresponding higher mobility
is much more subject to changes in particle size. The energy level spac-
ing in both VB and CB is increased in particles with small radii due to
this confinement energy. Contemplating the Coulomb interaction between
electron and hole and the confinement energy and the energy of the bulk
band gap Eg, the effective energy gap E∗

g can be calculated as

E∗
g = Eg︸︷︷︸

bulk band gap

+ ℏ2π2

2

(
1

m∗
e

+ 1
m∗

h

)
r−2

︸ ︷︷ ︸
confinement

− 1.8e2

4πϵ0ϵr
r91

︸ ︷︷ ︸
Coulomb

, (2.7)

with the factor 1.8 accounting for the spherical geometry of the particle. [48]

In addition to this geometrical limitation, the dielectric coating of the
nanostructures may provide a finite potential step at the nanocrystal–
ligand interface, consequently rendering Equation 2.7 postulated by Brus
et al. deficient, as it applies to the model system of an infinite potential
well. Similarly, nanoscopic inorganic core/shell heterostructures can only
be inchoatly described by the equation.
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2 Theoretical Considerations

2.3 Semiconductor Heterostructures

The opto-electronic properties of nanoparticles (NPs) may be precisely tai-
lored by designing heterostructures that consist of differing semiconductor
materials. Especially colloidally synthesized nanoparticles often exhibit
poor fluorescence quantum efficiency due to the insufficient passivation
of surface traps. These trap states originate from the lower coordination
number of the surface atoms. The dangling bonds at the unsaturated
cationic and anionic sites may trap electrons and holes, respectively, and
thus, increase non-radiative recombination. Surface ligation with organic
molecules employed for precursor complexation and growth control dur-
ing synthesis is usually incomplete due to steric hindrance between the
surfactants. Furthermore, only one species of surface atoms may be pas-
sivated efficiently. Epitaxial layers of a semiconductor can substitute the
organic ligands and coordinate both surface species of the original struc-
ture and thus increase the photoluminescence quantum yield by saturating
the dangling orbitals. [49] Additionally, the location of the charge carriers
within the heterostructure and consequently the radiative lifetime can be
influenced by careful combination of the different components. [50]

Depending on the relative band alignment of the materials, semiconduc-
tor heterojunctions are classified into different types, namely straddling,
staggered and broken gap structure. The junction geometry of a given
combination of material A and B can be estimated by leveling the vac-
uum energies of the components and thus, retrieving the CB offset from
the respective electron affinities χ in accordance to Anderson’s rule:

∆ECB = ECB,B − ECB,A = χB − χA. (2.8)

Subsequently, the VB offsets can be calculated contemplating the band
gap values. [51]

In a type-I (straddling) structure, the band edges of the small band
gap material are situated within the band gap of the other semiconduc-
tor. Thus, both charge carriers are contained to the same component.
In a type-II (staggered) structure, however, both VB and CB edge have
elevated energies with respect to the second semiconductor. This con-
figuration effectively evokes charge-separation as electron and hole are
spatially localized in the material with the lower CB edge and higher VB
edge, respectively. A type-III (broken gap) alignment presents an extreme
case of a staggered junction in which the band gaps do not overlap.
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2.3 Semiconductor Heterostructures

Semiconductor hetero-NWs can be realized with different geometries,
which are represented in the top row of Figure 2.5. In the bottom row,
the band alignment of typical material combinations and the correspond-
ing electron (blue) and hole (red) wavefunctions are sketched. The most
prominent configuration in colloidal chemistry is the core/shell structure,
which is obtained by coating the preexisting particles (cores) with epi-
taxial layers of a second material (shell). As stated above, this proce-
dure is well suited to improve the fluorescence efficiency and modify the
effective band gap energy, especially when opting for a type-I alignment.
Anisotropic nanostructures such as NWs allow for improved charge-carrier
separation if the type-II junction is aligned with their long axes. Due to
their extended geometry, block NWs are comparably easy to contact with
electrodes and may thus be utilized in opto-electronic devices.

E

χA χB

vacuum energy

CdTeCdSe ZB WZCdSeCdS CdS

conduction
band

valence
band

(b)(a) (c)

Figure 2.5: Schematic of
various hetero NWs.
Geometric layout (top) of
core/shell (a) block (b)
and polytypic NWs (c)
and the respective result-
ing band alignment (bot-
tom). The electron (blue)
and hole (red) wavefunc-
tions are sketched for a
type-I (a) and type-II (b)
heterojunction. The de-
piction of the quasi-type-
II band alignment resulting
from the crystal phase al-
ternations is not quantita-
tively scaled. [20]

Finally, colloidally synthesized NWs present an alternating potential land-
scape due to their polytypic growth. The crystal structures do not only
differ in nucleation energy but also in the size of their band gap. In case
of CdTe, bulk values of 1.654 eV and 1.607 eV at low-temperature were
reported for WZ and ZB, respectively. [36] Based on a CB offset of 65 meV,
these wires are aligned in a quasi-type-II structure. However, the phase
alternations in CdTe NWs are usually frequent and especially the ZB seg-
ments consist of only a few monolayers. Consequently, the charge-carrier
separation may be ineffective and the NW might have to be treated as
a single structure with an average band gap instead of a heterostructure
with separate domains as was reported for CdSe NWs. [19]
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2 Theoretical Considerations

2.4 Photoluminescence Properties of Cadmium
Chalcogenide Nanocrystals

In this section, the temporal and spectral characteristics of the photolu-
minescence (PL) originating from semiconductor NPs will be elucidated.
While tuning of the band gap is well established nowadays, the PL quan-
tum efficiency and the optical stability of cadmium chalcogenide nanos-
tructures are still to be advanced. The PL properties of colloidal nanocrys-
tals have been reported to depend strongly on surface characteristics such
as trap states and ligation. [52,53]

2.4.1 Temporal Characteristics

The aspired radiative recombination is superseded by non-radiative decay
processes, resulting in a reduction of quantum yield ηr as is theorized in

ηr = 1
1 + τr/τnr

(2.9)
Equation 2.9. The decay rates τr and τnr associated with the competing
radiative and non-radiative cases, respectively, both contribute to the PL
efficiency of the semiconductors. The depopulation of the excited state
can be devised as a reaction of first order, translating to an exponential de-
crease in PL intensity as a function of time. For multi-exponential decays

τ̄ =
∑

i αiτ
2
i∑

i αiτi

=
∑

i
fiτi

(2.10)

accounting for different recombination channels i, the average lifetime τ̄

can be determined according to Equation 2.10 using the pre-exponential
factor αi that indicates the individual amplitudes at t = 0. Furthermore,
the fractional contributions fi related to each decay time τi can be de-
duced accordingly. [54] When contemplating the PL dynamics of colloidal
NPs, dark states introduced by fine-structure splitting of the excitons in
cadmium chalcogenide nanostructures and fluorescence intermittency as-
sociated with Auger recombination have to be discriminated.

In case of pure excitonic recombination, the fine structure can be modeled
by a three-level system involving a ground level and two individual excited
levels, which account for the optically active (bright) and the optically for-
bidden (dark) state. [55] Because the bright–dark splitting energy ∆EBD

that separates the latter is typically in the range of a few meV, mixing of
these excited states occurs at RT by thermally induced redistribution of
the level population. At cryogenic temperatures (∆EBD ≫ kBT ), bright
and dark excitons can be distinguished based on the bi-exponential behav-
ior of the fluorescence lifetime signal. Depending on the oscillator strength
of the excited states, the short and long component can be attributed to
bright and dark excitonic recombination, respectively. [56,57]
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2.4 PL Properties of Cadmium Chalcogenides

The distinct intensity fluctuations of colloidal NPs known as fluores-
cence intermittency or blinking are theorized to be caused by randomly
occurring ionization and neutralization events that render the fluorophores
in charged "off" and neutral "on" conformation. The resulting intensity
fluctuations of a single emitter that are schematically illustrated in the
time trace in Figure 2.6a can be classified into bright "on" (turquoise) and
dark "off" (green) periods by selecting a threshold "th" (yellow).
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Figure 2.6: PL intermit-
tency of colloidal NPs.
Schematic intensity fluctu-
ations of a single nanocrys-
tal exhibiting an "on" state
(blue) and an "off" state
(green) (a) that entail dis-
tinct decay dynamics (b)
that can be ascertained by
gating the recorded time
trace using a threshold (th,
yellow). The "on" state (c1)
is presumed as a neu-
tral nanocrystal, while the
"off" state (c3) is the-
orized to result from a
charged nanocrystal that
promotes Auger recombi-
nation. State transitions
(c2) associated with blink-
ing arise from ionization
("on"→"off") and neutral-
ization ("off"→"on") events.
Adapted from ref. [23]

The bright "on"- state (c1) comprises the classical PL mechanism with
charge-carrier recombination in a neutral semiconducting environment.
The dark "off" state (c3) is associated with Auger-assisted recombination
in the presence of electric field on the order of MV cm-1 that is induced
by charge separation and, ultimately, excess charges in the nanostruc-
ture. The extra carrier can be presumed as a third body that facilitates
three-particle recombination and thus strongly promotes non-radiative
pathways, effectively quenching the PL. State transition processes (c2)
encompass randomly occurring ionization and neutralization events that
are presumed as the origin of PL intermittency with power-law interval
times. The charge-ejection and neutrality-restoration mechanisms that
initiate and conclude the blinking cycle, respectively, are still being dis-
cussed in literature. NP ionization is hypothesized to be either a result
of direct quantum tunneling, thermo-ejection (both c2 center) or Auger
auto-ionization in case of an initial multi-excitonic state (c2 left). The
reverse process, namely neutralization, is assumed to be evoked by a sim-
ilar set of mechanisms (c2 right). [23,58] Because the excess charge-carrier
is ejected from the NP or at least highly localized on the semiconduc-
tor surface, which results in a reduced wavefunction overlap, the surface
chemistry strongly impacts the blinking of the individual nanostructures.
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2 Theoretical Considerations

The PL dynamics (Figure 2.6b) of the "on" and "off" periods can be ex-
tracted by carefully selecting the aforementioned threshold intensity, ul-
timately resulting in the classification into either neutral or charged con-
formation of the single emitter. These gated groups have been found to
exhibit radiative decay times at the order of τr ∼ 10 ns and non-radiative
recombination on a much smaller timescale of τr ∼ 10–100 ps. [59,60]

2.4.2 Spectral Characteristics

The PL properties of colloidally synthesized NPs are not only subject
to temporal intensity fluctuations, but also spectral inhomogeneities and
hence, spectral broadening. As previously discussed in Section 2.2, the
effective band gap is dependent on both the material composition and the
size/geometry of the structure. The ensemble PL spectrum is consequently
a convolution of the individual spectra of the single emitters present in the
probed polydispers sample. However, spectral broadening also plays a sig-
nificant role on the single particle level, with several broadening processes
contributing to the shape of the emission, as is schematically illustrated
in Figure 2.7. These mechanisms that broaden the "natural" spectrum (a)
of an individual emitter include exciton–phonon coupling (b1), spectral
diffusion (b2) and the exciton fine-structure (b3). [61]

Figure 2.7: Spectral
broadening of colloidal
NPs. The "natural" spec-
trum (a) of an individual
emitter is subject to several
homogeneous broadening
mechanisms, namely exci-
ton–phonon coupling (b1),
spectral diffusion (b2) and
the exciton fine-structure
(b3), which evoke the
single-emitter spectrum
(c). The inherently broad
spectra that originate from
the individual emitters
convolve to an inhomoge-
nously broadened ensemble
spectrum (d).
Adapted from ref. [61]
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While the investigation of the resulting single-emitter spectra (c) on the
individual particle level may circumvent the effect of polydispersity (blue,
green and turquoise single-emitter spectra) that leads to the inhomoge-
neous broadening inherent to the ensemble spectrum (d), a reliable attri-
bution of the spectral characteristics to the material composition and mor-
phology remains challenging. Especially in the case of NWs, single-particle
and single-emitter can not necessarily be treated synonymously, as several
emission centers may be present along the one-dimensional structure. To
gain a better insight into the characteristics inherent to the spectrum of
an individual emitter, the involved broadening mechanism attributed to
interactions of the exciton with the environment are discussed.
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2.4 PL Properties of Cadmium Chalcogenides

Exciton–Phonon Coupling

Phonon sidebands arising from electronic excitations coupling to different
types of nuclear vibrations contribute to homogeneous spectral broaden-
ing. As the relaxation pathways and, consequently, recombination rates,
are dependent on the magnitude of the exciton–phonon interaction and
its apportionment between the various phonon types, the coupling mech-
anisms remain an active topic of research. [62] Here, excitonic coupling to
optical and acoustic modes is discriminated, with the former happening
via Fröhlich interaction, whereas the latter are mediated via the deforma-
tion and the piezoelectric potential. [63,64] The exciton–phonon coupling-
strength is best construed using the dimensionless Huang–Rhys parame-
ter, which describes the ratio between non-degenerate exciton-level (zero-
phonon line) and the various satellite phonon-sidebands. [65–67]

Spectral Diffusion

Migrating charges evoke fluctuating local electric fields, leading to random
shifts of the emission wavelength, that originate from the Stark effect. At
sufficiently low bin times and cryogenic temperatures, this diffusion of the
PL signal was found to exhibit not only a meandering around a central
emission energy, but also distinct energetic jumps of the jitter center. [68,69]

These discrete hops in particular were reported to originate from charge
trapping in deep potential wells as opposed to a more diffusive motion of
the charge through shallow potentials, which are uniformly distributed on
the NP surface. [70] Furthermore, the supposedly random charge migration
was found to be governed by a memory effect that is associated with the re-
laxation to a stable surface-charge configuration. [71] The complexity of the
potential landscape formed by the crystal itself and the molecular ligands
passivating the surface sites renders a multitude of surface compositions
of different energy configurations.

Exciton Fine-Structure

Finally, the excitonic levels themselves are partitioned into several fine-
structure states, which in turn incur phonon interactions. [55] The splitting
is caused by the crystal-structure dependent crystal-field splitting, the
spin-related exchange interaction of the charge carriers and their Zeeman
interaction. [72] The morphology of the nanostructures causes degeneracies
within the excitonic levels, which can be classified into so-called dark and
bright states, which can be detrimental to an efficient recombination due
to charge-carrier trapping in low-energy dark states. [73,74]
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2.5 Colloidal Synthesis of Quantum Nanowires

Nanofabrication is generally actualized by either the top-down or the
bottom-up approach. While the former is based on disintegration of the
corresponding bulk material, the latter process is started from building
blocks smaller than the aspired structure. In the first part of this section,
the colloidal growth-mechanism is introduced, while the second part deals
with different approaches to surface modification.

2.5.1 Solution–Liquid–Solid Method

A prominent example for the colloidal synthesis of one-dimensional nano-
structures is the solution–liquid–solid (SLS) method, which was estab-
lished in analogy to the vapor–liquid–solid (VLS) mechanism. [14,75,76] Dur-
ing synthesis, the precursors introduced into the solution or vapor phase
adsorb at the liquid-catalyst surface. The organic remnants are cleaved
catalytically from the precursors before the semiconductor components
dissolve into the low-melting metallic particle (liquid). Due to the limited
solubility of at least one of the precursors in the catalyst droplet, supersat-
uration occurs, succeeded by crystallization from said particle (solid). [77]

As schematically shown in Figure 2.8, the semiconductor NW grows from
the supersaturated particle at the liquid/solid interface. [1]

Figure 2.8: Schematic
of the SLS mechanism.
The precursors present in
the solution diffuse into
the liquid catalyst particle.
Crystallization is induced
due to supersaturation. [78]
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The diameter of the crystallizing NW is mainly governed by the size of
the catalyst nanoparticles. Consequently, the monodispersity of the metal
NPs is essential for the synthesis of colloidal NWs having a narrow diam-
eter distribution. [79] The length of the resultant NWs is primarily con-
strained by the concentration of the respective precursors. Quenching
of the reaction after a given time can be used as a means to influence
the abundance of precursors and thus control the NW length. The wet-
chemical synthesis is conducted at temperatures of 200–350 °C [1], due to
the limited temperature stability of the organic components such as co-
ordinating solvent and aliphatic ligands. Thus, a suitable low-melting
catalyst material has to be selected.
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2.5 Colloidal Synthesis of Quantum Nanowires

The phenomenon of melting-point depression is conducive to the variety
of eligible materials as the phase-transition temperature is lowered sig-
nificantly. Given the low melting point of nano-scaled bismuth particles
(150 °C) [80], the metal is well suited for the colloidal synthesis of cadmium
chalcogenide NWs. However, pure Bi-NPs were found to exhibit defi-
cient thermal size-stability, thus evoking broad size-distributions of the
resultant NWs. Hence, polymer-stabilized Bi-NPs are commonly used to
promote the monodispersity of the crystallizing NWs. [77,81]

The morphology of the NWs is additionally preserved by coordinating sur-
face ligands, which passivate the electron-poor metal surface-atoms and
stabilize the nanostructures in unpolar solvents through their aliphatic
chains. Typically, the anisotropic growth of colloidal nanostructures is in-
fluenced with these organic molecules through manipulation of the growth
kinetics by altering the surface energy of a given facet. [82–84]

While the one-dimensional geometry is determined by the nucleation at
the liquid/solid interface during catalytic growth, the ligands indirectly
influence the resulting structure by altering the reactivity of the precursor
and thus, the thermolysis of the cadmium complex at the solution/liquid
interface. This change in reaction kinetics has been reported to affect
both NW diameter and crystal phase. [79,85,86] Crystal-phase control in col-
loidally grown NWs was recently achieved by manipulating the precursor-
conversion chemistry through use of either the free n-tetradecylphosphonic
acid (TDPA) or the deprotonated complexant, n-tetradecylphosphonate
(TDPT). The protons provided by the free acid promote the chalcogenide-
precursor cleavage, resulting in a near-stoichiometric ratio of Cd and Te
dissolved in the Bi-NP, which was reported to cause polytypism. The an-
ionic ligand species, however, binds more strongly to the metal cation than
the often used di-n-octylphosphinate (DOPT), consequently reducing the
precursor reactivity. The decrease in Cd:Te ratio facilitates solid catalyst
particles that expedite the growth of mainly WZ NWs. [22,87]

The controlled synthesis of phase-pure NWs is aspired, as crystal-structure
alternations, which can be treated as planar defects similar to twinning
boundaries and stacking faults, have a detrimental effect on the optical
properties. [19,20,88] In addition to their influence on the reaction kinetics,
the ligands saturate the surface dangling-bonds. While the role of surface
passivation and also the relation between the ligand binding-motif and
shallow trap states has been thoroughly investigated, [89,90] a systematic
study on the influence of the ligand-chain length is still lacking.
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2.5.2 Surface Modification

The luminescence of nanostructures has been found to be sensitive to
surface ligation as well as geometry and size of the crystal. [89] To design
the luminescence characteristics and still maintain the beneficial effect of
the original ligands during synthesis, a post-synthetical modification of the
surface is required. The native capping molecules can be replaced with
either organic or inorganic species in a ligand-exchange reaction (LER). [89]

Specific functional groups can be utilized to tailor the bonds between
the ligands and the surface atoms or to adapt the colloidal stability of the
NCs in different solvents. Instead of large organic ligands even inorganic
ions (e.g. S2–) can be introduced for stabilization in polar media. [15,16]

Recent advances in surface chemistry have shown, that the chemisorp-
tion of inorganic ligands can be utilized as a half-reaction in a sequential
process called colloidal atomic layer deposition (c-ALD). In a second half-
reaction a full layer of a binary compound can be completed. Using this
self-limiting mechanism, epitaxial layers of the inorganic shell material
can be deposited on the colloidal nanostructures. [91–93]

Organic Ligand-Exchange Reaction

The NC–ligand interaction can be evaluated by adopting the concept of
the covalent bond classification (CBC) that is commonly used for the
description of organometallic complexes. The ligands are categorized as
L-type (Lewis base), Z-type (Lewis acid) and X-type, corresponding to the
number of electrons (2,-2,1) the neutral molecule contributes to the metal–
organic bond. [94–96] Consequently, L-, and Z-type ligands coordinate to
surface cations and anions, respectively. The amphoteric X-type ligands,
however, can interact with both, metal and non-metal surface-sites of bi-
nary nanostructures. While the charge-neutrality of the NC/ligand struc-
ture must be preserved, various ligand-exchange schemes including differ-
ent binding motifs are possible. Ultimately, the LER is dependent on the
acid–base equilibrium, the solubility of the free ligands and the binding-
strength differences. [97]

The ligand affinity for the NC surface may be estimated by applying the
Pearson principle of hard and soft acids and bases (HSAB). It states that
acids with a high charge-density and a low polarizability interact more
strongly with bases exhibiting similar characteristics than with a partner
with complementary properties. The dangling bonds of the positively
charged surface cadmium are therefore more efficiently passivated by soft
ligands. [98,99]
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2.5 Colloidal Synthesis of Quantum Nanowires

Colloidal Atomic Layer Deposition

Atomic layer deposition is a technique that exploits the self-limiting na-
ture of the sequential surface reactions during which the finite number of
reactive sites is saturated by the precursor. After removal of the excess re-
actant, the complementary precursor is introduced. While the successive
ionic layer adsorption reaction (SILAR) has already been employed as a
binary reaction-sequence for colloidal core/shell synthesis, precise control
of precursor concentration and reactivity remained challenging. [100] How-
ever, an accurate determination of the total surface area is essential for
high-quality epitaxial shell-growth and the avoidance of side nucleation.
By exploiting the self-limiting character of the c-ALD method, which is
based on purging of the unreacted molecules, the error-prone estimation
of the core surface-area can be eluded. [15]
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Figure 2.9: Reaction
scheme of the colloidal
atomic layer deposition
technique. The original
sample covered with native
surfactants (e.g. PAs) is
transferred from the un-
polar (top) to the polar
(bottom) phase by adding
(NH4)2S. The first half-
reaction is completed after
the back-transfer of the
S-terminated sample (gray)
into the unpolar solvent
using DDAB. The cycle is
completed by depositing
Cd (blue) on the NW
surface during the second
half-reaction.

The reactant removal is accomplished via a phase-transfer reaction be-
tween unpolar and polar solvents, as is exemplarily illustrated for the col-
loidal deposition of a CdS shell on the metal-rich surface of a NW in Fig-
ure 2.9. The native surfactants (e.g. phosphonic acids (PAs)) passivating
the Cd-terminated core NWs are replaced with a nucleophilic chalcogenide
monolayer (gray) that is electrostatically stabilized by the counterions
(e.g. NH –

4 ) in the polar formamide, while the original ligands remain in the
unpolar toluene. The first half-reaction is completed by transferring the S-
terminated NWs into fresh toluene using di-n-dodecyldimethylammonium
bromide (DDAB). The c-ALD cycle is finalized with the second half-
reaction that comprises the addition of the metal precursor (blue). [15,91]
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In this chapter, the experimental background for the characterization of
one-dimensional nanostructures is presented. The first sections provide
details about confocal microscopy and supplementary spectroscopic meth-
ods used for analysis of the optical properties. The structural analysis of
the colloidally synthesized NWs is elucidated subsequently. Concluding,
the calculation of exciton properties based on the effective-mass approxi-
mation is explicated.

3.1 Confocal Scanning Microscopy

Optical microscopy is a versatile method to characterize structure and ge-
ometry of a given sample. In a conventional wide-field setup, a large area
of the sample is illuminated evenly and the light originating from the en-
tire area is captured by a photosensitive detector. The resolution of such
an imaging system is limited by the diffraction of light. The diffraction-
intensity pattern of a radiating point source like fluorescent nanostructures
results in a three-dimensional point-spread function (PSF). [101] The Airy
pattern represents said Gaussian intensity distribution projected onto the
image plane. Arising from the circular aperture of a lens, this pattern
comprises the bright central Airy disk surrounded by concentric interfer-
ence rings. [102] The Airy radius ΔrA describing the distance between the
center spot and the first minimum is defined as

∆rA = 1.22
2 · λ

n · sin(α) = 0.61 · λ

NA , (3.1)

where λ is the wavelength of light and the numerical aperture NA in-
corporates the refractive index n of the surrounding medium and the half
angular aperture α. Two objects that are separated by ΔrA are imaged as
a combined pattern with the first-order minimum of one coinciding with
the principal maximum of the other, thus eliciting a discernible local min-
imum in the sum PSF. For two emitters of equal intensity, this amounts
to the maximum lateral resolution of a diffraction-limited microscope as
specified by the Rayleigh criterion. [103,104]
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3.1 Confocal Scanning Microscopy

In this conventional microscope a multitude of fluorescent objects in
the wide sampled area contribute to the image, resulting in a significant
background. To enhance the signal-to-noise ratio in a confocal setup, the
excitation light is focused to a diffraction-limited spot on the sample. A
pinhole is inserted in the plane optically conjugated to the illumination
and the detector focus. Thus, light originating from outside of the illu-
minated sample volume is spatially filtered by the pinhole. As there are
two confocal planes contributing to the instrument PSF, both the excita-
tion and the detection PSF have to be considered. Due to the gaussian
character of the resulting convoluted function, the full width at half max-
imum (FWHM) of the intensity distribution is reduced by a factor of

√
2

in comparison to the response of the conventional wide-field microscope.
Hence, the lateral resolution [105] of a confocal setup is given by

∆xconf = 0.44 · λ

NA . (3.2)

However, the resolution of a confocal fluorescence microscope may dif-
fer from the theoretical expression stated in Equation 3.2 owing to the
Stokes shift of the fluorescence. As the Airy radius depends on the wave-
length of the light being diffracted, both the excitation and detection
wavelengths have to be considered, when evaluating the resolution of a
confocal setup. [106]
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Figure 3.1: Schematic
of a confocal setup. The
excitation light (dashed
line) is focused through the
objective to a diffraction-
limited spot on the sample.
The reflected laser light is
blocked by the longpass
filter, while the light emit-
ted from the nanostructure
(turquoise) in the object
plane advances to the
detector. Light emanating
from positions laterally
(yellow) or axially (blue)
shifted is not focused onto
the detector positioned in
the image plane.

The principle of a confocal configuration is schematically illustrated in
Figure 3.1. The excitation light emitted by a laser is guided onto a beam-
splitter (BS), having a high transmittance. The deflected part advances
into an objective and is focused onto the sample located in the object
plane. The reflected excitation light and the fluorescence originating from
nanostructures in the diffraction-limited spot are recollected by the lens
and directed through the beamsplitter onto the image plane. In the infin-
ity space in which the beam is collimated, various optical elements can be
inserted. A longpass filter is used to block the reflected excitation light
from advancing towards the detector. A tubular lens focuses the fluores-
cence onto the point detector. Due to the small size of the photodiode used
as detector, the redundant pinhole can be omitted. Light emanating from
objects laterally or axially shifted from the illumination spot is imaged
outside of the detection focus. Thus, the signal-to-noise ratio is enhanced
and the resolution is improved. Consequently, only a small fraction of
the sample is investigated at a time. To obtain an image of a larger area,
either the sample or the microscope is raster scanned. This point-by-point
detection allows for space-, energy- and time-resolved measurements.
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The confocal setup that was primarily used for this thesis can be op-
erated at low temperatures (< 20 K) or at room temperature (RT), is
sketched in Figure 3.2 and the various components are presented in the
following subsections. For the extensive optical characterization of semi-
conducting nanostructures, the excitation unit has to satisfy multiple pre-
requisites. The wavelength of the light should allow for efficient generation
of charge-carriers in the sample. Additionally, the time-resolved analysis
requires pulsed excitation, ideally with a pulse repetition rate that can be
adapted to the recombination kinetics of the material. Likewise, a suitable
detection unit which enables the temporally and the spectrally resolved
analysis has to be implemented. Finally, the scanning setup includes com-
ponents for beam-shape and focus-position control.

Figure 3.2: Schematic
of the low-temperature
confocal setup. The laser
beam is guided through
several optical components
onto the mirror scanner,
which is used for position
control of the in-plane focal
spot on the sample. A mir-
ror on a magnetic mount
can be removed from the
setup to switch from the
LT setup to experiments
at RT. Light emanating
from the illuminated area
advances to the detection
unit. scanning setup

ex
cit

at
ion

unit

detection unit
streak camera

spectrograph

APDsTi:S
a

SHG spatial filter attenuator

mirror scanner

focus
camera

telecentric lens system

power meter

trigger
diode

objective

stage

cryostat

RT
se

ct
io

n

DPSS

3.1.1 Excitation Unit

For the excitation of semiconductor nanostructures various laser sources
were utilized during the course of this thesis. Coherent light was generated
either by different laser diodes, a white-light laser source combined with a
tunable single-line filter or a sophisticated variable frequency mode-locked
laser system.

The latter comprises a continuous-wave (CW) laser pumping a titanium-
sapphire (Ti:Sa) laser and an optical parametric oscillator (OPO) or a
second harmonic generator (SHG) for frequency conversion to the aspired
wavelength regime. The 532 nm frequency-doubled diode-pumped solid-
state (DPSS) pump laser consists of a neodymium-doped yttrium ortho-
vanadate (Nd:YVO4) crystal as gain medium emitting at 1064 nm and a
lithium-triborat (LBO) crystal for second harmonic generation.
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3.1 Confocal Scanning Microscopy

At high output powers of 8–10 W, the DPSS is exciting the titanium-doped
sapphire (Ti3+:Al2O3), which emits in a wavelength range of 680–1100 nm.
Due to resonance conditions in the laser cavity, however, only certain las-
ing wavelengths can be amplified. The range of these longitudinal modes
is further reduced by a birefringent filter (BRF). To switch from CW to
mode-locked operation, the phase between the pulses revolving in the cav-
ity is adjusted. The intensity of the concerted pulses is sufficiently high
to exploit the Kerr-effect of the Ti:Sa crystal. [30] The mode-locked light
is focused more strongly than the CW component due to the intensity-
dependent change of the refractive index in the saturable absorber mate-
rial. Thus, the CW light can be removed from the cavity with a slit, while
the mode-locked pulses revolve in the cavity without attenuation. Due to
the length of the cavity, the system is operated with a repetition rate of
76 MHz.

To adapt the excitation light to the prerequisites of the sample, an SHG
and a pulse picker can be implemented in the excitation unit. Finally, the
timing of the pulses is monitored by a photodiode, which is utilized to
trigger the detectors that allow for time-resolved measurements.

3.1.2 Confocal Scanning Setup

The excitation light, with applicable characteristics like wavelength and
repetition rate, is guided into the confocal setup. A spatial filter unit
is used to preclude aberrations in the laser output and form a collimated
beam with a gaussian profile. For this, the distorted input beam is focused
with a lens, resulting in the parallel fraction of the beam being refracted
into a bright spot in the center surrounded by concentric rings caused by
the non-parallel fraction. A circular aperture placed in the focal plane
allows the primary component to pass. The off-axis irregularities in the
beam are blocked by this pinhole. A second lens is used for recollimation
to a smooth transverse intensity profile.

The optimized beam passes through an attenuator composed of a po-
larizing filter sandwiched between two birefringent retarders. The initial
half-wave plate alters the polarization direction of the incident light. Via
the rotational orientation of the half-wave plate with respect to the linear
polarizer, intensity regulation is achieved. The final quarter-wave plate
converts the polarization of the light from linear to circular, which is nec-
essary to preclude polarization effects inherent to geometrically anisotropic
samples.
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A pellicle beamsplitter (R/T = 4/96) subsequently reflects 4% of the
attenuated beam into a galvanic mirror scanner (OEM XY-Scanmodul,
ARGES GmbH), while the other part is transmitted onto a power meter
to monitor the excitation intensity. The mirror scanner, in combination
with a telecentric lens system situated between the scanner and the ob-
jective, allows for point-by-point scanning of the sample by tilting of the
installed mirrors and consequently altering the angle of entry of the beam
into the objective. The lenses ensure that the beam passes through the ob-
jective irrespective of the scanner position. Scanning is actualized with a
real-time computer-controlled measurement data acquisition system (AD-
win gold, Jäger Messtechnik).

The setup can be used for measurements either at ambient conditions or at
cryogenic temperatures under reduced pressure. A mirror can be inserted
into the path of the beam behind the telecentric lens system to deflect
the light into the cryostat. The objective (LMPLFLN, Olympus, 100x,
NA=0.8, WD=3.4 mm, f =1.8 mm) focuses the excitation light onto the
sample, which is mounted beneath an inverted sample stage constituted
of three stepping type piezoelectric motors used for horizontal positioning
and vertical focus control, respectively. In the RT setup, sample position-
ing perpendicular and parallel to the beam is achieved via manual linear
micro-translation stages. Because no prerequisites concerning vacuum and
temperature stability have to be met in this configuration, the objective
is readily interchangeable to adapt to the experimental demands.

In either configuration, the objective is used to recollect the light re-
flected and emitted by the sample. Having advanced through the telecen-
tric lens system and the mirror scanner, a fraction of the light is reflected
and focused onto a two-dimensional sensor. This camera is employed for
focus control by imaging the retro-reflection of the light on the sample.
The light transmitted through the beamsplitter is guided towards the de-
tectors. Contingent on the type of measurement that is to be conducted,
different filters can be inserted, namely neutral-density (ND) filters for
wavelength-independent attenuation and shortpass (SP) or longpass (LP)
filters to selectively remove part of the spectral components. Especially
the LP filter plays a critical role as it blocks the reflected excitation light
from the detection beam path.
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3.1 Confocal Scanning Microscopy

3.1.3 Cryostat

The closed-cycle cryostat (attoDRY 700, attocube systems AG) itself
is vacuum sealed for thermal insulation, and heat-radiation shielding is
actualized through a copper shroud kept at 65 K. Stage and sample are
conductively cooled to approximately 4 K through thermal contact to the
helium expander chamber, the so-called coldhead. For precise tempera-
ture regulation, a heating pad is mounted in the cryostat. Although the
objective is positioned in close proximity to the sample inside the cryostat
as is illustrated in Figure 3.3, it is thermally coupled to the vacuum shroud
to keep it at approximately room temperature.
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mounting
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Figure 3.3: Schematic
of the utilized closed-
cycle cryostat. The so-
phisticated design compris-
ing radiation shields and
tubes ensures that the ob-
jective can be operated
at RT within the vacuum
chamber. [107]

3.1.4 Detection Unit

For the characterization of the fluorescence emitted by the sample, various
detectors can be utilized, depending on the information to be retrieved.
Aspects of interest are the overall PL intensity, temporal and spectral
properties and the correlation between the latter.

Two-dimensional images of a sample area are acquired by point-by-point
scanning of the region of interest while simultaneously monitoring the PL
intensity in each pixel with an avalanche photodiode (APD) (Micro Pho-
ton Devices). These sensitive solid-state semiconducting photodetectors
are working at high reverse bias voltages on the basis of the photoelectric
effect. The charge carriers emitted through the photoelectric conversion
of the incident photons are accelerated due to the externally applied elec-
tric field. At sufficiently high kinetic energies, an internal current gain
is achieved through impact ionization within the detector material. As a
result of this avalanche process the small single photon-initiated current
can be amplified.

For time-correlated measurements, the APD is connected to a PicoHarp
300 TCSPC system (PDM series, PicoQuant). This system registers
the time of arrival of single photons emitted by the sample with respect
to the excitation pulse. The time difference is ascertained via a time-to-
amplitude converter (TAC), which ramps an electric signal upon detection
of the trigger pulse. Repetition of this process results in a histogram of
events over time, which corresponds to a fluorescence decay curve. By use
of a second equivalent APD and a 50/50 beam splitter, photon-incidence
correlation measurements can be performed to probe the nature of an
emitter. Because the time elapsing between the detection of photons on
one APD with respect to the second is investigated, these antibunching
experiments can be conducted with both pulsed or CW excitation.
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The spectral distribution of the PL is analyzed with a spectrograph com-
bined with an adjacent charge-coupled device (CCD). A two-dimensional
array of photoactive capacitors allows for the spatial distribution of the in-
coming photons to be recorded. In a depletion layer evoked by an applied
bias, electron-hole pairs are generated through impact ionization. While
the holes are moved towards the substrate due to the electric field, the elec-
trons remain confined in the nearest potential well. Readout is actualized
by the concept of a bucket brigade describing the pixel-by-pixel transport
of the electrons accumulated in the various capacitors towards the output
register. In a second cascade along the output register, the charge carriers
are transferred to the amplifier and subsequently converted into a voltage
that is proportional to the intensity of the light.

The correlation between fluorescence kinetics and spectral information
can be determined by employing an additional beamsplitter between APD
and CCD as to monitor both detectors synchronously. However, the var-
ious lifetimes being retrieved may not directly be attributed to different
spectral features. To gain access to this type of interrelated informa-
tion, the spectrally distributed output of the spectrograph can be guided
through the device onto an APD. Especially to investigate the PL dynam-
ics on very short time-scales a streak camera can be utilized to monitor
the PL lifetimes versus spectral position.

The data acquisition system facilitates multiple measurement modes that
are programmed in LabVIEW. Parameters such as scan area, number of
pixels and integration time can be defined in the graphical user inter-
face and the intensity information collected via the goldbox are visualized
concurrently to the scanning procedure. The primary imaging mode can
be combined with the output of a trigger signal per pixel to synchronize
the time of detection with the advance of the focus. Thus, spectrally or
temporally resolved data may be retrieved for all spatial coordinates.

Furthermore, the modular and accessible design of the optical setup
can facilely be extended. By implementing a second scanning device,
excitation and detection focus on the sample can be effectively decoupled
to probe the charge-diffusion length in the structure under test.
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3.2 Structural Analysis of Nanostructures

3.2 Structural Analysis of Nanostructures

To gain insight into the structural properties of quantum NWs such as
geometry and crystallinity, a multitude of feasible methods is available.
Information about NW diameter and crystal structure is important for
the evaluation of the spectroscopic characteristics because both have an
influence on the effective band gap of semiconductor nanostructures. Ad-
ditionally, the presence of single NW on the substrate should be validated
to preclude ensemble averaging effects. Since not only the structure of the
inorganic NW itself, but also the organic ligand-shell, significantly affects
the PL, analysis of the surfactants is needed.

3.2.1 Electron Microscopy

Higher resolving power can be accomplished by using a source of illumina-
tion with high energy. The wavelength of the accelerated electrons used as
the illuminating beam in these microscopes is multiple magnitudes of or-
der shorter than that of visible photons. Although these imaging systems
have limited magnification due to diffraction, the actual resolving power
is reduced by the aberration of the magnetic fields used for beam shaping
in analogy to optical lenses in a conventional microscope. The essential
components of electron microscopes (Figure 3.4) comprise the electron gun
that accelerates the electrons towards the anode, electrostatic and elec-
tromagnetic lenses, detectors, the vacuum system and an electromagnetic
shielding. Two main types of electron microscopes are commonly used to
investigate nanoscopic structures: the transmission electron microscope
(TEM) and the scanning electron microscope (SEM). [108]
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Figure 3.4: Layout of
components in a TEM.
The electrons are acceler-
ated from the gun towards
the anode and are subse-
quently transmitted trough
the sample before being de-
tected with a fluorescent
screen. Shape control of the
beam is actualized via mag-
netic lenses (circled num-
bers), namely 1⃝ condenser
2⃝ objective aperture 3⃝ in-

termediate and 4⃝ projector
lens.

In transmission electron microscopy, a micrograph is retrieved from
the interaction of the electrons and the sample they pass trough. The re-
sulting image depends on the acceleration voltage and the magnification
of the system as well as on the atomic number and the thickness of the
sample. To ensure that the accelerated electrons are transmitted through
the sample, high acceleration voltages of 100 to 400 kV are used. [109] For
inorganic samples, such as semiconductor nanoparticles, voltages above
200 kV are typically applied. In imaging mode, electrons that are trans-
mitted through the sample without any interaction, are registered to form
a bright-field (BF) image, while the scattered electrons are blocked by
an aperture inserted in the back focal plane. Likewise, a dark-field (DF)
image can be obtained by detecting diffracted electrons at specific angles
instead of the central beam.
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Contrast arises from elastic and inelastic scattering events. Some elec-
trons are scattered elastically by the positively charged atomic cores of the
sample, which alters the trajectory, thus removing them from the image
plane. Inelastically scattered electrons may be precluded from detection
due to their loss of kinetic energy. Changes in amplitude and phase of the
electron waves upon scattering result in different contrast types. While
most images contain both amplitude and phase contrast, the latter may
be neglected at the lower magnifications typically used in a conventional
TEM. The more prominent amplitude contrast can be subdivided into
mass-thickness and diffraction contrast. Thick samples or elements hav-
ing high atomic numbers cause large scattering angles, which result in
dark regions in the micrograph as the scattered electrons are blocked by
the objective aperture. In polycrystalline samples, diffraction contrast
may be utilized to visualize crystallographic domains due to the specific
orientation of the grain with respect to the incident beam. [110]

To image not only grains but the position of the atoms within crystal lat-
tice in detail, the phase contrast can be analyzed to compute a micrograph
with atomic resolution as is done in high-resolution TEM (HRTEM). In
this mode, contrast is generated through interference of the electron wave
on the atom columns of the crystal. Although only the amplitude of the
resulting interference pattern is detected, information about the crystal
lattice is retrieved from the phase of the exit electron wave. [111]

In scanning electron microscopy an image is produced by raster scan-
ning the focused electron beam over the surface of a sample. Comparably
low acceleration voltages of 5 to 30 kV are applied as to reduce penetra-
tion depth. [108] Similarly to the contrast formation in TEM, the image is
obtained by detecting electrons originating from elastic and inelastic scat-
tering events as is depicted in Figure 3.5. Instead of imaging the projected
geometry of the specimen, the sample surface is visualized in an SEM with
a large depth of field, which results in a three-dimensional appearance.transmitted
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Figure 3.5: Electron-
matter interaction in an
EM. The primary electrons
interact with matter (the
sample) to scatter elasti-
cally or inelastically. These
deflected electrons can be
detected either downstream
(TEM) or upstream (SEM)
of the sample as BSE or SE.

This is mainly due to the comparatively low energy of the secondary
electrons (SE) and their short mean-free path in solids. This allows only
electrons that are ejected from surface-near atoms by inelastic scatter-
ing interactions of the primary beam with the sample to be collected.
Thus, the topology of the sample can be rendered. However, no in-depth
information can be gained by monitoring the signal of the SE due to
their small escape length. Instead, the composition of the sample can be
mapped by detecting the backscattered electrons (BSE), since the strength
of backscattering increases with the atomic number of the probed material.
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Because of their high energy, the elastically scattered BSE can emerge from
a larger interaction volume, which limits the resolution of the micrograph.
Additionally, only relative differences in atomic mass of adjacent regions
can be imaged, while an element-specific analysis is not possible via this
material contrast. Identification of the elements present in the sample can
be achieved by analyzing the characteristic X-rays that are emitted when
an electron from the inner shell of an atom is removed by the electron beam
and subsequently replaced by an electron from an outer shell. [112,113]

3.2.2 Atomic Force Microscopy

To circumvent the diffraction limit, an atomic force microscope (AFM)
can be utilized. This imaging system is probing the surface of a sam-
ple on an atomic scale. The sample topology can be characterized due
to attractive and repulsive forces between the sample and a mechanical
profilometer that is raster scanned over the region of interest in close prox-
imity to the surface. [114] The interactions between sample and probe result
in deflection and torsion of the cantilever, which are monitored by a laser
that is focused onto the back of the cantilever as is schematically shown in
Figure 3.6. Variations in detection position of the reflected beam on the
quadrant photodiode are used to reconstruct the topographic images. [115]
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Figure 3.6: Schematic of
an AFM. The deflec-
tion of the cantilever is
monitored via a laser re-
flected onto a photodetec-
tor. A proportional-inte-
gral feedback-circuit is used
for height adjustments of
the cantilever.

To explain the working principle of an AFM in more detail, the nature
of the interactions and their influence on the local potential have to be
contemplated. The combination of long-range attractive and short-range
repulsive forces can be visualized using the interatomic Lennard-Jones po-
tential, which is illustrated in Figure 3.7. Attractive components like Van
der Waals forces, that arise from electromagnetic-field fluctuations and
that are independent of chemical composition, take effect over a distance
of several nanometers. At much lower distances of below 1 nm, ionic and
Pauli repulsion are the dominant forces. [116]
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An AFM can be operated in three imaging modes, namely contact, in-
termittent and non-contact mode. Scanning in contact mode is conducted
in the repulsive regime with the probe being in mechanical contact with
the solid surface at a chosen force. In this static approach, changes in
cantilever deflection are directly proportional to variations in topography.
In intermittent (tapping) mode, the cantilever is driven to oscillate close
to resonance. Being influenced by both the attractive and the repulsive
components, the probe contacts the sample intermittently at the point of
maximal deflection. The damped amplitude of the oscillation with respect
to the driving signal is used as the main feedback parameter. Additionally,
the phase of the cantilever oscillation can be monitored to obtain infor-
mation about different materials present in the sample. For imaging in
the dynamic non-contact mode, which is operated solely in the attractive
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Figure 3.7: Lennard-
Jones potential. Attrac-
tive and repulsive forces be-
tween sample and probe
form a potential V, that
is dominated by the for-
mer interaction at long dis-
tances d, while the latter
is more significant at short
ranges. The different imag-
ing modes work in different
regimes, resulting in vary-
ing probe-sample distances.

regime, the drive-frequency is modulated to the resonance frequency of
the cantilever. In this mode, the variation in resonance frequency due to
long-range forces is utilized for feedback.

The intermittent mode is typically used to image semiconductor nano-
structures. In comparison to contact mode, the mechanical contact be-
tween sample and probe is reduced, thereby circumventing the large lat-
eral forces that may cause damage to both the sample and the probe. The
force during periodic contact, may exceed the constant force used for the
static measurements. For even more gentle conditions as are beneficial
for soft surfaces, the non-contact mode can be utilized. However, these
measurements are usually conducted in vacuum conditions, rendering the
intermittent mode more convenient for NWs. [117]

3.2.3 X-ray Diffraction

In addition to NW geometry, the crystal structure of the semiconductor
is influential on the optical properties and should thus be analyzed. The
regular array of atoms composing the crystal can be investigated by means
of X-ray diffraction (XRD). The incident electromagnetic X-ray waves are
scattered elastically by the electrons of the atoms forming the crystal.
Consequently, spherical waves with the same frequency emanate from the
scattering centers, which superpose to form an interference pattern. In
case of a periodic arrangement of atoms and thus, electrons, the secondary
waves interfere constructively if the condition described by Bragg’s law [118]

in Equation 3.3 is satisfied:

n · λ = 2 · d · sin θ. n ∈ N (3.3)
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Consequently, reflection spots arise only in specific locations in the diffrac-
tion pattern originating from a lattice with an interplanar distance d. For
a comprehensive analysis of the crystal structure, either the wavelength λ

or the angle of incidence θ have to be varied. This can be circumvented
to some extend, if a powder, providing a statistical orientation of the
sample, is used instead of a single-crystal. For anisotropic nanostructures
however, the reflexes of some crystal directions may be hardly detectable
in a conventional XRD-setup, as the orientation of the structures on the
substrate is limited due to their geometry. The shape of the peaks in the
resulting diffractogram is influenced by the size of the analyzed crystal as
the FWHM declines with increasing number of lattice planes. [119]
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Figure 3.8: XRD data
for CdTe. Representation
of ZB (turquoise) and WZ
(blue) crystal structure
with (a) highlighted unit
cells and (b) their crys-
tallographic orientation
in a CdTe NW. (c) The
respective stick patterns of
zb-CdTe (PDF-no. 00-015-
0770, top) and wz-CdTe
(PDF-no. 00-019-0193,
bottom) are annotated
with their Miller indices.

The NWs investigated during the course of this work consist of ZB and
WZ segments. The orientation of the unit cells with respect to the long
wire axis and the corresponding XRD stick-patterns are shown in Fig-
ure 3.8. A NW consists of only a limited number of lattice planes in most
crystallographic directions, thus rendering the diffraction peaks broader
than in a bulk crystal. Although this restriction does not apply to the
fast-growth axis (z-axis), the shape of the peak is influenced by stack-
ing faults and alternations in crystal structure. Thus, the NW comprises
several small crystal grains, which are stacked together with a defined
orientation. Careful analysis of the diffractograms can reveal the crys-
tal phases present in the NW and give an estimate about their relative
amount. [88,120]
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3 Methods

3.2.4 X-ray Fluorescence Spectroscopy

Another method exploiting the high energy of the X-ray photons is X-ray
fluorescence (XRF) spectroscopy. With energies exceeding the binding
energy of core-atomic levels, the X-ray photons excite the corresponding
core-electrons, concurrently creating a vacancy. This unoccupied state
is subsequently repopulated with an electron from a higher energy level,
resulting in the emission of a secondary X-ray photon. This process is
illustrated in Figure 3.9a for the transitions Kα and Kβ. Contingent on the
electronic configuration of the atoms in a material and the probe energy,
a characteristic spectrum comprising the possible spectral lines is emitted
as is exemplarily shown for CdTe (L-transitions) in Figure 3.9b. [121,122]
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Figure 3.9: Principle of X-ray fluorescence. Schematic representation of
the excitation of a core-electron (bold) by the incident X-ray photon. (a) The
created vacancy (transparent) is repopulated with an electron from a higher shell
resulting in the emission of XRF photons, which evoke characteristic XRF lines
that are exemplarily shown as CdTe L-lines in gray (Cd) and blue (Te)(b). The
major XRF lines (colored) and the absorption (black) are sketched to visualize
their origins and elucidate both, Siegbahn and IUPAC nomenclature (c).

Depending on the origin of the photo-electron and the electron replacing
it, the transitions are labeled according to the Siegbahn nomenclature
using the letters K, L, M in combination with lower-case greek letters.
The newer IUPAC notation uses a more systematic approach to label the
involved orbitals unambiguously as depicted in Figure 3.9c. [122,123]. The
prominent Lα1 line (Siegbahn) for example, is denoted L3-M5 (IUPAC) in
correspondence to the repopulation of a 2p3/2 hole with a 3d5/2 electron.
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3.2 Structural Analysis of Nanostructures

The strength of the XRF lines depends on the absorption coefficient and
thus the excitation energy as well as on the transition probability. The
individual XRF peaks that fingerprint the element i are centered around
the transition energy Ei and can be described by the Gaussian function

g(E) = Ni

σi

√
2π

· exp
(

−(E − Ei)2

2σi
2

)
, (3.4)

comprising the standard deviation σi, the energy E and the number of
counts Ni that relate to the integral of the function. While the transition
energies are unique for each element and spectrally narrow, the various
XRF peaks often overlap due to the broadening introduced by the detec-
tor, thus rendering quantification of the sample compounds intricate. [122]

The XRF analysis may be further complicated by the elastic Rayleigh
and the inelastic Compton scattering. While the peak originating from the
former process is centered at the energy of the probe, the energetic position
of the signal evoked by the latter is influenced by the geometry of the
setup. In forward scattering configuration, the Compton peak is spectrally
situated in proximity to the Rayleigh peak. However, this geometry is only
suitable for X-ray transparent samples. In contrast, the smaller angle in
the backward scattering configuration allows efficient collection of XRF
photons, while the Compton peak is shifted towards lower energies closer
to the XRF peaks attributed to the elements of interest. To minimize
the spectral overlap between XRF and Compton peaks, a position of the
detector in the sample plane at an angle of 90° with respect to the beam
is aspired. [124]

The often complex X-ray spectra are additionally affected by processes
occurring in the detector rather than in the investigated sample. The
primary XRF photons originating from the sample may evoke secondary
XRF events within the detector-absorber material. The energy shift be-
tween the resulting escape peak and the primary XRF peak corresponds to
the XRF transition energy of the absorber element. Other spurious peaks
are caused by multiple photons impinging on the detector within the tem-
poral resolution of the module. These pile-up peaks manifest at energies
corresponding to the sum of the contributing XRF photon energies. In
complex sample architectures, the XRF photons may be re-absorbed. Be-
cause the extent of this self-absorption is largely dependent on the sample
thickness, the orientation of the sample with respect to the XRF detector
is usually a critical parameter. However, this generally detrimental effect
is negligible in case of the studied system due to the small diameter of the
NWs. [125]
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3.2.5 Analysis of X-ray Beam Induced Current

X-ray based methodologies can be combined in a multi-modal approach
to exploit the various light-matter interaction processes. The core-holes
that have been created concurrently to the ejection of the photo-electrons
during the initial excitation event are repopulated via Auger or XRF pro-
cesses, which in turn generate vacancies in shallower levels. The resulting
particle shower evokes a multitude of electron-hole pairs, which subse-
quently thermalize to the band edges of the semiconductor. Equivalent to
optically excited electron-hole pairs, the X-ray generated charge-carriers
can either recombine or contribute to an electrical current in an external
circuit that is referred to as X-ray beam induced current (XBIC). The core
levels and the band edges in a semiconductor are schematically illustrated
in Figure 3.10, with typical energies for hard X-ray and optical transitions
provided as annotations, respectively. Contrary to an absorption event
just above the band gap, a single X-ray induced de-excitation cascade
leads to multiple electron-hole pairs. [126,127]

The XBIC signal is dependent on the local charge-collection efficiency
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Figure 3.10: Energetic
levels in a typical semi-
conductor. A single X-
ray absorption event in the
core levels causes a particle
shower that generates mul-
tiple charge-carriers which
thermalize to the band
edges.

and can consequently serve as a measure of the device performance. For
the extraction of the small X-ray induced electrical signal, amplification
and noise-separation procedures are applied by means of lock-in amplifica-
tion. By demodulation of the electrical signal originating from the sample
against a periodic reference signal, both direct current (DC, raw signal)
and alternating current (AC, modulated signal) can be evaluated. [128]

A multi-modal experimental setup comprising XRF and XBIC detection
is illustrated in Figure 3.11, including a schematic of the principal signal
paths (turquoise) required for the evaluation of the electrical response.
The substrate with the lithographically contacted sample (Section 4.3.1)
is attached and electrically connected to a printed circuit board (PCB)
with sockets for a coaxial cable. The PCB in turn is mounted on a sample
holder that is screwed to a kinematic base plate. The sample is probed
by an intensity modulated X-ray beam (blue). The periodic modulation
of the initially continuous synchrotron radiation is achieved by means of
an optical chopper, which additionally provides the reference frequency as
output signal. The amplitude of the raw electrical signal is matched to the
range of the analog-to-digital converter of the lock-in amplifier (LIA) by
means of a pre-amplifier (PrA). The PrA can additionally be utilized to
apply a bias voltage to the sample. By splitting the pre-amplified raw sig-
nal, the DC signal can be ascertained without further analysis in the LIA,
while the AC signal is retrieved via frequency mixing with the sinusoidal
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3.2 Structural Analysis of Nanostructures

reference signal and subsequent employment of a low-pass filter. Conse-
quently, the modulated electrical signal induced by the periodic probe is
isolated from contributions with other frequencies.

For data acquisition, voltage-to-frequency (V2F) converters are com-
monly utilized. However, the amplifier outputs are typically branched
and recorded with two separate V2F devices to account for negative and
positive contributions, respectively. To circumvent the splitting of the
pre-amplified signal, the direct signal may also be retrieved by using an
additional demodulator in the LIA without employing a low-pass filter,
thus effectively accepting all frequency components. [129]
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Figure 3.11: Principle of XBIC and XRF measurements. The incoming
X-ray beam (blue) is modulated by the chopper. The X-ray fluorescence origi-
nating from the sample is collected by the fluorescence detector positioned close
to the sample/beam interaction point. The electrical signal is pre-amplified and
either fed into the lock-in amplifier and demodulated against the reference signal
(chopper frequency) or directly passed to the data acquisition unit. Before being
converted from a voltage to a frequency both DC and AC signal are split into
two branches, one of which is inverted as to accept negative contributions. The
signal path is illustrated according to ref. [129]

The combination of XRF and XBIC analysis enables the spatial corre-
lation of the elemental composition with the electrical performance of the
nanostructure. While the resolution of the former might be enhanced by
using the much smaller probe of an electron microscope at the cost of lower
sensitivity, the latter is mainly influenced by the diffusion length of the
charge-carriers, which often exceeds the spot-size by orders of magnitude.
Additionally, the versatile X-ray setup can be readily upgraded to include
further modalities such as XRD and X-ray excited optical luminescence
(XEOL). [130]
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3.2.6 Thermogravimetric Analysis

The organic surfactants used for colloidal synthesis of NW are another
component that is considered to influence the optical properties of semi-
conductor nanostructures. The thermal stability of the organic molecules
can be investigated through thermogravimetric analysis (TGA). During
these measurements, the weight of a sample is monitored while the tem-
perature is varied over time. Both, physical and chemical phenomena that
induce a change in weight may be ascertained. These processes include
adsorption and desorption as well as chemisorption and thermal decom-
position.

For the analysis, the previously dried substance is loaded into a heat-
stable crucible (e. g. Al2O3), which is placed on a precision scale enclosed
by a furnace. Conventionally, the temperature is increased with a con-
stant rate, while sequential temperature ramps can also be programmed.
To prevent the sample from oxidation, the TGA can be conducted under
inert gas atmosphere. Instead of plotting the TGA curve, the correspond-
ing first derivative (DTG curve) may be calculated for enhanced visualiza-
tion of the deflection points, which render information about the thermal
reaction.

If the measurement parameters are adequately chosen, a plateau of con-
stant mass will have been reached at the end of the temperature ramp.
This corresponds to the solid residue that is thermally stable under the
experimental conditions. Provided that the geometry of the semiconduc-
tor nanostructure has been determined, the number of particles can be
estimated. Thus, the surface saturation with the organic ligand that has
been removed during the TGA may be calculated.
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4 Experimental Details

In this chapter, the synthesis procedures for the investigated nanostruc-
tures are described. The first section presents an overview of the wet-
chemical synthesis of one-dimensional semiconductors, the second part
elucidates surface-modification methods for these colloidal NPs. Consec-
utive sample-preparation steps are specified in the third section.

4.1 Synthesis

The fabrication of monodispers NWs in solution is dependent on various
parameters. These include the high-boiling coordinating solvent as well as
the different precursors and the metal-catalyst particles. The latter were
prepared antecedent to the NW synthesis. The experimental parameters
reported here reflect the standard procedure. Auxiliary, different additives
were included to influence the morphology of the NWs during growth.

4.1.1 Synthesis of Metal-Catalyst Particles

The metallic bismuth NPs were synthesized following a protocol proposed
by Wang and Buhro. [77] A solution of dried octadec-1-en (ODE) and
poly(1-hexadecene)0.67-co-(1-vinylpyrrolidinone)0.33 (PHD-co-PVP) was
prepared prior to use by Ann-Katrin Sassnau.

Under nitrogen atmosphere, 0.140 g (0.444 mmol) bismuth(III) chloride
(BiCl3) were dissolved in 1.1 mL tetrahydrofuran (THF) to form a milky
suspension. While continuously stirring, 10 g of the 25 wt% PHD-co-PVP-
ODE solution were injected at room temperature before adding 0.12 g
lithium bis(trimethylsilyl)amide Li[N(SiMe3)2]. After the solution had
turned red, the temperature was increased to 200 °C. The resulting dis-
persion was cooled to room temperature after 16.5 hours and 0.5 mL of the
synthesis mixture were retrieved for isolation and purification, while the
remainder was stored under inert conditions as a stock solution. To iso-
late the Bi-NPs, the aliquot was mixed with 1 mL of toluene and 4 mL of
methanol and subsequently centrifuged at 24 400 relative centrifugal forces
(RCF).
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Purification was achieved by decanting the supernatant and redispersing
the precipitate in the mixture of toluene and methanol (1:4, v:v). The
suspension was sonificated for thorough mixing before centrifugation. The
purification cycle was repeated twice and the isolated black Bi-NPs were
stored in 3 mL of toluene under inert conditions.

4.1.2 Synthesis of Precursors

Cadmium Precursors
In a typical nanowire synthesis, a pre-synthesized cadmium complex hav-
ing either di-n-octylphosphinic acid (DOPA) or n-tetradecylphosphonic
acid (TDPA) as coordinating ligand was used as the cadmium precur-
sor. These complexes were prepared using cadmium acetate dihydrate
(Cd(ac)2 ·2 H2O) following procedures established by Wang et al. [22]

Cd(DOPT)2 was prepared by dispersing Cd(ac)2 and double stochio-
metric equivalents of DOPA in ODE. The flask was degassed and sub-
sequently back-filled with nitrogen, repeatedly. After three cycles, the
dispersion was degassed under reduced pressure for 30 min. The reaction
gradually cleared while being heated to 150 °C under nitrogen atmosphere.
After 30 min at temperature, a vacuum was progressively applied, result-
ing in the formation of a colorless precipitate. The suspension was stirred
for 60 min and ensuingly cooled to RT. 30 mL of acetone were added and
the precipitate was retrieved by centrifugation at 24 400 RCF and subse-
quent decantation of the supernatant. The precipitate was redispersed in
fresh acetone, centrifuged and the supernatant decanted. This procedure
was repeated three times, before the colorless crystalline powder was dried
under reduced pressure.

Cd(TDPT)2 was prepared accordingly. A dispersion of Cd(ac)2 and
double stochiometric equivalents of TDPA in ODE was degassed and sub-
sequently back-filled with nitrogen for three cycles. The suspension grew
gradually turbid during degassing for 60 min. The reaction was heated
at 200 °C under nitrogen atmosphere for 30 min. A vacuum was progres-
sively applied, after the suspension had cooled to 100 °C. The flask was
back-filled with nitrogen and 30 mL acetone were added, resulting in a col-
orless precipitate. Through centrifugation at 24 400 RCF and subsequent
decantation of the supernatant, the precipitate was retrieved. For purifi-
cation, the precipitate was redispersed in fresh acetone and the procedure
was repeated three times. A colorless crystalline powder was obtained
through drying of the precipitate under reduced pressure.
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4.1 Synthesis

Chalcogenide Precursors
For NW synthesis, tri-n-octylphosphine (TOP) chalcogenide stock solu-
tions (0.025 M) were utilized. For the preparation of TOPE (E = Se, Te),
10 mL of the solvent were added to 0.25 mmol of the respective chalco-
genide powder under nitrogen atmosphere at RT. The respective solutions
were stirred for at least 24 hours prior to use.

4.1.3 Synthesis of Cadmium Chalcogenide NWs

In a typical synthesis of CdE (E = Se, Te) NWs 5.0 g tri-n-octylphosphine
oxide (TOPO) and 35 mg (50 µmol) Cd(DOPT)2 were heated to 100 °C
under nitrogen conditions. The mixture cleared as both TOPO and the
cadmium precursor melted. The solution was mixed for one hour under
reduced pressure at 100 °C, as to remove excessive water. Subsequently,
the solution was heated to 250 °C under nitrogen atmosphere and one-third
stochiometric amounts of the chalcogenide-precursor solution (0.025 M)
premixed with 20 µL of the Bi-NPs suspension were injected. The reaction
was kept at temperature for three minutes and ensuingly cooled to RT by
removing the heating mantle. At 100 °C, 10 mL of toluene were added to
the suspension.

The isolation and purification procedure comprises centrifugation at
24 400 RCF and subsequent decantation of the supernatant under inert
conditions. The precipitate was redispersed in 10 mL of toluene before
sonification for thorough mixing. The purification cycle was repeated three
times and the resulting stock solution was stored in nitrogen atmosphere.
This standard procedure was applied for the synthesis of both CdTe and
CdSe NWs. Optionally, di-n-octylphosphine (DOP) was injected together
with the TOPE solution.

The CdS NWs however, were mainly synthesized by Ann-Katrin Sassnau
following a different protocol. For a standard synthesis, 32 mg (0.25 mmol)
CdO, the desired phosphonic acid (PA) and 5 g TOPO were heated to
350 °C under nitrogen atmosphere. The mixture was continuously stirred
at temperature until the solution had cleared. The reaction was degassed
at 110 °C under reduced pressure for one hour, subsequently back-filled
with nitrogen and heated to 300 °C. After the temperature had stabilized,
the premixed sulfide-precursor solution consisting of TOPS (2 M), Bi-NPs
and 500 µL TOP was injected. The reaction was quenched after three
minutes and cooled to RT by removing the heat source. 10 mL of toluene
were added to the dispersion at 100 °C. The CdS NWs were retrieved and
purified as described before but under ambient conditions.
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4.2 Surface Modification

Surface passivation is a critical parameter for the growth kinetics during
synthesis as well as for the resulting optoelectronic properties. Therefore,
different approaches to the modification of the semiconductor surface have
been chosen. The original organic surfactants have been replaced by ei-
ther different organic molecules or by anorganic layers. Additionally, the
surfactants have been stripped from the NWs using TGA setup.

4.2.1 Ligand Removal via Thermogravimetric Analysis

The post-synthetical heat treatment was conducted in a conventional TGA
(TGA 209 F1 Iris, NETSCH-Gerätebau GmbH) instrument. A fraction
of the stock solution was purified and diluted with toluene under nitrogen
atmosphere. 3 µL of the suspension were transferred onto a Si/SiO2 sub-
strate. The wafer was placed in an aluminum crucible and the ensemble
was heated to 600 °C at a rate of 20 K/min under a flow of protective
gases (N2). The thermal stability of inorganic/organic core/shell system
was investigated using an established TGA procedure. The purified NW
suspension was centrifuged and the precipitate was dried under reduced
pressure. The resulting powder-like sample was filled into a ceramic Al2O3
crucible and heated to 600 °C at a rate of 10 K/min under protective ni-
trogen flow. The thermal response of the organic surfactants DOPA and
TOPO was analyzed using the same protocol. Prior to the measurements,
a corresponding thermogravigram of the empty crucible was recorded.

4.2.2 Organic Ligand-Exchange Reaction

The DOPT-capped CdTe NWs were subjected to a ligand-exchange reac-
tion to replace the initial long-chained surfactants with pyridine follow-
ing a protocol established for cadmium-based NCs. [131] In preparation of
the surface treatment, 1.5 mL of the CdTe NW stock solution were pu-
rified under inert conditions. The sample was centrifuged at 24 400 RCF
and the supernatant subsequently decanted. The precipitate was redis-
persed in 5 mL of toluene by sonification. The purification cycle was com-
pleted twice. For the LER, the purified NWs were redispersed in 10 mL
of pyridine following a third centrifugation step. The reaction mixture
was heated to 65 °C while stirring continuously. After 3 h at tempera-
ture, the dispersion was stirred for 12 h at RT. The pyridine-capped CdTe
NWs were retrieved by centrifugation and decantation. The precipitated
CdTe/Pyr NWs were redispersed in 1.5 mL toluene for storing.
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4.2.3 Colloidal Atomic Layer Deposition

The synthesis of core/shell NWs utilizing the c-ALD procedure was car-
ried out by Sara Grunewald following a protocol proposed by Ithurria and
Talapin. [15] In preparation of the first c-ALD cycle, 200 µL of a CdSe NW
sample stored in toluene were added to 1 mL toluene and 1 mL formamide
(FA) in a 4 mL vial. For the first half-reaction, the NWs were transferred
from the nonpolar phase into the polar phase by adding 4 µL of an aque-
ous solution of diammonium sulfide ((NH4)2S, 40–44%) and continuous
stirring at 900 rpm for 5 min at RT. To verify the completion of the phase
transfer, the clearing of the previously blackish upper toluene phase to
a colorless solution and the concurring clouding of the lower FA phase
were monitored. The polar dispersion was rinsed twice with toluene and
the nonpolar phase subsequently discarded and replaced by 1 mL of fresh
solvent. The NWs were transferred back to toluene by adding 45 µL of di-
dodecyldimethylammonium bromide (DDAB, 0.1 M) in toluene and 90 µL
of tetraethylammonium bromide (Et4NBr, 0.1 M) in FA while stirring for
5 min. After the successful phase transfer indicated by the clouding of the
toluene phase, the clear polar phase was discarded and the mixture rinsed
twice with fresh FA. For the second half-reaction, 1 µL FA and 60 µL of
Cd(ac)2 · 2 H2O (0.1 M) dissolved in FA were added. The reaction was
stirred for 5 min at RT before the still colorless polar phase was discarded.
The unpolar dispersion was rinsed twice with fresh FA and the c-ALD
cycle was completed by adding 1 mL of the polar solvent to re-establish
the two immiscible phases.
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4.3 Procedures

4.3.1 Sample Preparation and Device Fabrication

The NWs were stored in a highly concentrated stock solution. For mea-
surements on substrates, such as TEM and PL spectroscopy, a fraction
of the stock solution was diluted with toluene. To reduce the size of NW
bundles, the dispersion was ultrasonificated for 1 min prior to deposition.
Depending on the characterization method to be applied, 3 µL of the sam-
ple were dropcast either onto a grid membrane or a Si/SiO2 substrate. To
minimize sample degradation, the NW deposition was usually conducted
in a glovebox and the sample was transported and stored in a vial filled
with nitrogen before being mounted in the experimental setup.

For electrical measurements, single NWs were electrically contacted us-
ing platinum as contact metal. In preparation, the Si/SiO2 substrates
were pre-patterned with macroscopic gold contact-pads and conductive-
paths as well as platinum markers using optical and electron-beam lift-off
lithography (EBL), respectively. The macroscopic structures consisting
of a 5 nm titanium adhesion layer and a 35 nm gold layer were fabricated
using the positive photoresist (AZ ECI 3012) and a metal ion free devel-
oper (AZ MF 726). For patterned exposure with a UV-lamp (366 nm), a
photomask was utilized. The microscopic markers consisting of a 20 nm
platinum layer were transferred using a two-layer positive e-beam pho-
toresist system (AR-P 631-679 series) and the high-resolution developer
(AR 600-55). This 50K/950K double layer was irradiated according to a
pre-defined pattern, using an SEM (Quanta 3D FEG, FEI, 7 keV, 360 µA).
The respective metal films were transferred using physical vapor deposi-
tion (PECS-682, Gatan). The lithographic procedures were concluded
using acetone as stripping agent.

The subsequently deposited NWs were analyzed using AFM and their
position and orientation registered relative to the pre-deposited markers.
Contacting of the NWs with platinum leads was finalized using individual
masks for the EBL procedure described above. The device was mounted
on a PCB and electrical contact was established via wire bonding (Bon-
der 5310/5330, FEK Delvotec) between the gold contact pads on the
substrate and the electrodes of the PCB. The lithography process was con-
ducted by Nicklas Giese. The nanolithography masks were designed using
the vector graphics editor Inkscape and the KLayout Editor to illustrate
the position of the NW and transfer the sketch into the software ELHPI
Quantum for the final layout of the electrodes.
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4.3.2 Structural Analysis

X-ray Diffraction

For XRD analysis, a fraction of the stock solution was concentrated via
centrifugation and the resulting precipitate was transferred into a glass
capillary (∅= 0.1 mm, d = 0.01 mm). The powder XRD measurements
were performed by Philip Harder, using a microfocus laboratory X-ray
source (IµS, INCOATEC, 50 kV, 1000 µA) equipped with a Cu emitter.
For operation in transmission geometry, a 2D-detector (MAR300, marX-
perts) was positioned downstream of the sample. A CeO2 standard was
used for calibration and background correction was performed by measur-
ing an empty capillary. Orientation effects of the NWs were significantly
reduced by using capillaries instead of substrates and by exploiting the
Debye–Scherrer configuration.

Nuclear Magnetic Resonance

The proton nuclear magnetic resonance (1H-NMR) measurements were
performed by Thomas Hackl using a 600 MHz NMR spectrometer (Avance
III HD 600, Bruker). In preparation of the analysis, a fraction of the
stock solution as well as the ligand-exchanged NW suspensions were di-
luted with toluene before centrifugation. The precipitates were subse-
quently redispersed in toluene. Having repeated the purification cycle
three times to remove excess ligand-molecules, the procedure was con-
cluded by redispersing the NWs in toluene-d8. To promote the homo-
geneity of the respective NW suspensions during the measurement, the
NMR tubes were placed in an ultrasonic bath just before the investiga-
tion.

Infrared Spectroscopy

The molecular vibrations were analyzed using an infrared (IR) spectro-
meter (FT-IR Vertex 70, Bruker) in transmission geometry. Both the
original and the ligand-exchanged NWs were concentrated via centrifu-
gation under nitrogen atmosphere and the precipitates were dried under
reduced pressure. The resulting powder-like NW samples were mixed with
KBr salt to form pellets for the IR-characterization, which was performed
by Ute Gralla. The background was retrieved by measuring a pure KBr
pellet.
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Electron Microscopy

Geometry and morphology of the colloidally synthesized NWs were an-
alyzed via transmission electron microscopy. Carbon film coated cop-
per grids or 40 nm SiO2 membranes were used as transparent substrates.
The latter are arranged on a 200 nm Si3N4 grid structure suspended in a
regular TEM disk, that is mountable in various instruments for correla-
tive investigations. Overview micrographs were obtained with a compact
high-performance TEM (JEM-1011, JEOL) operated by Ann-Katrin Sass-
nau and Andreas Nielsen. Detailed images on the single-particle level for
crystal-structure analysis were collected by Andreas Kornowski with a
HRTEM (JEM-2100 F, JEOL).

The nanolithography scribing procedure was conducted by Andreas
Kolditz using a field-emission SEM (Quanta 3D FEG, FEI). The same
instrument was utilized by Charlotte Ruhmlieb to image the contacted
CdTe NW sample.

Scanning X-ray Microscopy

Hard X-ray synchrotron radiation was used for scanning X-ray microscopy
including XRF and XBIC measurements. The nanoimaging experiment
was performed at the nanoprobe beamline 26-ID-C of the Advanced Pho-
ton Source (APS) at Argonne National Laboratory. [132] The incident X-ray
beam with a photon energy of 8.4 keV and a photon flux of 4.2 · 108 ph/s
was focused to a FWHM spot size of 30 nm × 30 nm by a Fresnel zone
plate. The sample was positioned at a nominal angle of 75° relative to the
probe in a vacuum chamber.

Table 4.1: Parameters of
the hard X-ray beamlines
used for X-ray microscopy.

APS – 26-ID-C
Energy 8.4 keV
Flux 4.2 · 108 ph/s
Spot size (h) 30 nm
Spot size (v) 30 nm
Atmosphere vacuum
PETRA III – P06
Energy 18.0 keV
Flux 4.7 · 108 ph/s
Spot size (h) 395 nm
Spot size (v) 215 nm
Atmosphere ambient

An in-depth investigation of the heavy metal particles was conducted
in the micro hutch of beamline P06 of PETRA III at DESY (Deutsches
Elektronen-Synchrotron) [133] at a beam energy of 18 keV (above the BiL1-
edge) and a photon flux of 4.7 · 108 ph/s. The FWHM of the horizontal (h)
and vertical (v) focus, achieved with a set of Kirkpatrick–Baez (KB) mir-
rors, was determined to be 395 nm × 215 nm. The sample was positioned
perpendicular to the incoming beam at ambient conditions.

The electrical measurements were performed at 26-ID-C utilizing an
ultra-high frequency lock-in amplifier (UHFLI, Zurich Instruments) in
combination with a current pre-amplifier (SR570, Stanford Research
Systems) operated in low-noise mode with an amplification factor of
5 pA/V. The XBIC signal was demodulated against the chopping fre-
quency of 7.3 Hz, using a time constant of 0.137 s.
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For fluorescence measurements, a single-element silicon drift detector
(Vortex EM, Hitachi High-Tech Science Corporation) in combi-
nation with a digital pulse processor (Xspress3, Quantum Detectors)
was used at P06, whereas a four-element silicon drift detector (Vortex-
ME4, Hitachi High-Tech Science Corporation), read out with a
multi-channel digital pulse processor (xMAP, XIA), was used at 26-ID-C.
At both facilities, the energy dispersive detectors were positioned inboard
of the sample at an average angle of 90° relative to the probe.

Large-area nano-XRF/XBIC scans (26-ID-C) (2 µm × 14 µm) covering the
complete CdTe NW, including the metal contacts, were performed using
the hybrid motors that raster scan the zone-plate focus across the sam-
ple. [132] With a bin time of 0.7 s and a probe modulation with a duty cycle
of 50%, an effective dwell time of 0.35 s was achieved. With these exper-
imental settings, a high-resolution scan (50 nm × 50 nm step size) and a
series of scans (280 nm × 50 nm step size) with varying bias voltages were
obtained.

The µ-XRF scans (P06) that detail on the elemental distribution in dis-
tinct regions of interest (1 µm × 2 µm, 25 nm × 25 nm step size) throughout
the device were sampled with a dwell time of 1.0 s without X-ray beam
modulation. The respective data sets were corrected for photon flux varia-
tions as monitored with the upstream ion chamber as well as for potential
deviations in dwell time.

The evaluation of the XRF spectra was conducted using XRF analysis-
tools that have been developed at different synchrotron facilities, namely
MAPS (APS) and PyMca (European Synchrotron Radiation Facility). For
the preliminary visualization of the scans at beamline 26-ID-C, the estab-
lished tool MAPS was used. The complementary µ-XRF spectra that were
obtained at P06 using a higher beam energy were fitted by Christina Ossig
using the conventional program PyMca. However, these tools are deficient
for the analysis of trace elements and fitting of individual peaks. Thus, a
custom XRF-fitting code written by Catharina Ziska was applied to the
nano-XRF data. [134] This script allowed for the independent parametriza-
tion of the XRF peaks originating from individual transitions.

The measurements were conducted in collaboration with Michael Stück-
elberger with support of Christian Strelow (at APS) and Giovanni Fevola
(at PETRA III) with assistance from local beamline staff.
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4 Experimental Details

4.3.3 Chemicals

The substances that were used during the course of this thesis are listed
in Table 4.2 including acronyms, chemical purity and supplier.

Table 4.2: Details of the utilized chemicals.
Substance Purity Supplier

Name Acronym in %

Diammonium sulfide -
40–44

Alfa Aesar
w% H2O

Acetone - 99.8 VWR Chemicals
Bismuth(III) chloride BiCl3 100 ABCR
Bismuth nanoparticles Bi NPs - (1)

1-Bromoheptane - 99 Sigma Aldrich
Cadmium acetate Cd(ac)2 99.99 Sigma Aldrich
Cadmium oxide CdO 99.99 Chempur
1-Chloroheptane - 99 Sigma Aldrich
Didodecyldimethylammonium

DDAB 98 Sigma Aldrich
bromide
Di-n-octylphosphine DOP - (2)

Di-n-octylphosphine oxide DOPO - (2)

Di-n-octylphosphinic acid DOPA - (2)

Formamide FA 99.0 Sigma Aldrich
Hexane - 97 Acros Organics
1-Iodoheptane - 98 Sigma Aldrich
Lithium

Li[N(SiMe3)2] - ABCR
bis(trimethylsilyl)amide
Methanol - 99.8 Acros Organics
Octadec-1-ene ODE 92 Merck
Octadecylphosphonic acid ODPA 99 PCI Synthesis
Octanoic acid - 99.5 Acros Organics
Octylphosphonic acid OPA 99 ABCR
Poly(1-vinylpyrrolidon)-

PHD-co-PVP - Ashland
graft-(1-hexadecen)
Propan-2-ol - 99.7 VWR Chemicals
Pyridine Pyr 100 Merck
Selenium Se 99.5 Acros
Sulfur S 99.99 Sigma Aldrich
n-Tetradecyl-

TDPA 97 ABCR
phosphonic acid
Tellurium Te 99.99 Sigma Aldrich
Tetraethylammonium bromide Et4NBr 99 Sigma Aldrich
Tetrahydrofuran THF 99.5 Acros Organics
Tri-n-octylphospine TOP 97 ABCR
Tri-n-octylphosphine oxide TOPO 99 Sigma Aldrich
Toluene - 99.85 Acros Organics
(1) The substance was prepared by Ann-Katrin Sassnau
(2) The substance was prepared by Andreas Nielsen
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5 Results and Discussion

In this chapter, the experimental findings will be evaluated and contex-
tualized to concepts established in literature, which where introduced in
the previous chapters. Within this project, a variety of one-dimensional
cadmium chalcogenide heterostructures has been investigated. The dis-
cussion is thus divided into several sections pertaining to the different
sample systems and their respective characteristic being analyzed.

First, the spectroscopic properties of organic-ligand covered CdTe NWs
are highlighted. Due to their polytypism, these wires present as a special
case of longitudinal heterostructures, which is assumed to affect charge-
carrier localization. Second, the influence of the ligand system that forms
an organic shell and may be presumed to establish a radial heterostruc-
ture, is discussed on the basis of different post-synthetic ligand alteration-
processes. More specifically, complete ligand-stripping as well as different
ligand-exchange reactions have been conducted, with the latter including
both, organic and inorganic substituent surfactants. Third, the expedi-
ence of different ligands utilized ab-initio during synthesis of cadmium
chalcogenide NWs as opposed to the postsynthetical treatment is delib-
erated with respect to the spectral properties and the morphology of the
nanostructures. Finally, the electrical response of SLS-grown QNWs is cor-
related to their elemental distribution to retrieve the structure–property
relationship using X-ray microscopy in the last section.
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5 Results and Discussion

5.1 Photoluminescence of CdTe QNWs

The intriguing combination of the potentially unhindered electron mobil-
ity in longitudinal direction and the confinement effects in radial direction
in one-dimensional nanostructures poses an interesting case-study for ex-
ploring the electronic and optical properties of said quantum structures
with respect to their structural composition.

A previous study on SLS-grown CdSe QNWs has disclosed the blinking
behavior and the origins of spectral features observed at cryogenic tem-
peratures. [19] These low-temperature spectra of individual CdSe QNWs
presented with two distinct groups of peaks, which were labeled near-
band-edge (NBE) and trap (T) emission. Both emission groups exhibit
temporal intermittency and slight energetic shifts that fluctuate individ-
ually and on different time scales without any obvious correlation. As
origin of these emission bands, the polytypism-induced type-II potential
landscape along the CdSe-QNW axis was considered. Self-consistent cal-
culations of the charge-carrier localization in the QNWs affirm that the
lengths of WZ and ZB segments in CdSe QNWs are insufficient as to evoke
an effective axial confinement. For the observed NBE–T spacing, much
longer segments are required, which typically do not occur in these SLS-
grown QNWs, due to the near-equivalent nucleation energies of WZ and
ZB modification. [19,135]

100 nm
10

nm
(b1)

(b2)

E

1.65 eV1.59 eV 1.61 eV
(c)

(a)

Figure 5.1: Electron Micrographs and band alignment of CdTe QNWs.
Conventional TEM image of an ensemble of CdTe QNWs (a) and a high-resolution
micrograph of an individual CdTe QNW from the same batch without (b1) and
with (b2) highlights for WZ (blue) and ZB (turquoise) segments. The white
line serves as a guide to the eye and further emphasizes the ABA ("zigzag")
and ABC ("zigzig") sequence of the respective crystal phase. The theoretical
band alignment (c) corresponding to the pictured QNW segment is sketched,
representing the quasi-type-II heterostructure along the wire axis. [36]
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5.1 Photoluminescence of CdTe QNWs

Control over crystal structure during colloidal synthesis has been found
to be complicated, due to the extensive number of parameters and their
interdependence in this solution-based approach. Especially reaction tem-
perature, ligation and the high-boiling solvent are susceptible criterions
that have been demonstrated as means to synthesize near-phase-pure
CdTe QNWs. As the solvent TOPO does not only provide a reaction
medium, but can also act as surfactant, it is of particular interest. Having
found several contaminants, detrimental or beneficial towards the syn-
thesis, Wang et al. identified DOP as one of the impurities that can
promote phase-purity in CdTe QNWs. [77,136] The choice of Cd-precursor
further contributes to the final phase-alternation frequency. A mix of
TDPA- and DOPA-complexated cadmium was reported to enhance the
WZ amount. [22]

These carefully concerted parameters for the SLS-growth of cadmium
chalcogenide QNWs were found to have the biggest effect when synthesiz-
ing CdTe QNWs, possibly due to a more suitable combination of nucle-
ation barriers than for the other CdE QNWs. Thus, this sample system
was used to further investigate the influence of polytypism on the optical
properties on the single-particle level. The phase-alternations of an SLS-
grown CdTe-QNW sample with a heightened WZ/ZB ratio are analyzed in
Figure 5.1. The TEM image in (a) reveals an ensemble of mainly straight
wires exhibiting a mean diameter of 8.3 nm. The corresponding HRTEM
micrograph of an individual QNW in Figure 5.1b does indeed reveal the
presence of both, WZ and ZB segments. For ease of perceptibility, the
WZ and ZB lattice planes have been color-coded in blue and turquoise
respectively. A lattice plane was categorized into the WZ crystal phase,
when an ABA ("zigzag") stacking order was observed, while the ZB crystal
phase was assumed for an ABC ("zigzig") sequence.

The band gaps of CdTe in WZ and ZB modification were reported
to amount to 1.654 eV and 1.607 eV, respectively. Taking into account
the conduction band offset of 0.065 eV, a type-II sequence of individual
quantum wells arises as is depicted in Figure 5.1c. The prevalence of the
WZ conformation can be verified on the basis of Figure 5.1b. Further, the
remaining ZB segments only extend up to a few ML (≤ 5) at a time, rather
forming stacking faults than larger intervals and thus, sufficiently large
potential wells. While near phase-purity was reported in the literature,
no higher WZ/ZB ratios or a more suitable distribution of the ZB fraction
within longer segments was achieved using the traditional SLS-routine.
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5 Results and Discussion

However, the addition of halogens during synthesis has been reported
to have an effect on the crystal structure of colloidally grown nanostruc-
tures. [137–139] An analogous approach was used to further influence the
crystal structure of the SLS-grown CdTe QNWs. For comparability, the
alkyl halides 1-chloroheptane, 1-bromoheptane and 1-iodoheptane were
added before the reaction was heated to the aspired reaction tempera-
ture. Series of different molar equivalents of additives with respect to the
amount of cadmium precursor were conducted in cooperation with Philip
Harder and Florian Johst. As no significant differences upon variation of
halides were observed, only the series using 1-bromoheptane is discussed
here for the molar equivalents 0.5, 1.0 and 1.5 (Figure 5.2a). The mean
diameters of the QNWs Br-Hep0.5 and Br-Hep1.0 were found to amount
to (6.7±1.0) nm and (6.7±1.2) nm, while no reliable diameter could be
retrieved for sample Br-Hep1.5.

The most prominent feature of the QNWs is the amount of kinks that
increases with higher molar equivalents of Br-Hep. The majority of the
QNWs in Figure 5.2a1 is straight and unbranched, whereas the QNWs in
the center panel exhibit a lot of kinks that interestingly appear to have
similar angles. The highest molar equivalent of Br-Hep evoked a mul-
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Figure 5.2: TEM im-
ages of CdTe QNWs
synthesized with halo-
genated alkanes as ad-
ditives. During synthe-
sis, different mole equiv-
alents of 1-bromoheptane
were injected, namely (a1)
0.5, (a2) 1.0 and (a3) 1.5.
The HRTEM micrograph
overlayed with the atom-
istic model (b) emphasizes
the local distribution of WZ
and ZB segments, repro-
duced from ref. [140]

titude of kinks such as the aspired one-dimensional structure is hardly
discernible. In the HRTEM of a kinked CdTe QNW synthesized with
equimolar amounts of Br-Hep in Figure 5.2b three different segments can
be defined. In the segments before and after the kink the WZ phase is
prevalent, while the central part has ZB modification. This has further
been backed using an atomistic model [140] as an overlay to the HRTEM
image. The kink itself seems indeed to be formed by a single ZB crystal,
which evokes a change in growth direction with a distinct angle, ultimately
resulting in further crystallization on one of the equivalent facets. The an-
gle was observed to be (70.9±8.8)°, which is in good agreement with the
theoretical angle of 70.5°. [141] It becomes apparent that the enlarged ZB
segments evoke these kinks, if they are of sufficient extend as to allow crys-
tallization on one of the facets. Therefore, a critical ZB-segment length,
which is presupposed by the QNW diameter, can be defined.

The p-XRD analysis in Figure 5.3 does ratify the assumption of an in-
crease of ZB with increasing amounts of additive. The stick patterns
(bottom panel) represent the relative intensities of the various reflexes for
both crystallographic configurations, namely WZ (blue) and ZB (gray),
which are also listed in Table 5.1. The reference patterns reveal that the
QNWs do exhibit polytypism. To render a conception of the orientation
of the crystallographic planes within the one-dimensional nanostructures,
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5.1 Photoluminescence of CdTe QNWs

the normal vectors of the relevant planes in both, wz-QNWs (blue) and
zb-QNWs (gray), are illustrated in Figure 5.3b. In case of these highly
anisotropic heterostructures, those reflexes with longitudinal and those
with radial contributions have to be discriminated as the different num-
ber of planes along and perpendicular to the growth direction of the NWs
result in different coherence lengths, which in turn influences the width
of the corresponding peak. The coinciding longitudinal reflexes WZ(002)
and ZB(111) are mainly influenced by the phase alternations, while they
should exhibit optimal signals in phase-pure species, due to the extensive
coherence length along the NW. The FWHM of the predominantly radial
reflexes WZ(100) and WZ(110)/ZB(220) on the other hand, can be used
as a measure for the NW diameter.

1.0 1.5 2.0 2.5 3.0 3.5 4.0

(100)
(110)

(002)

(102)

(103)

(112)

(101)

(220)

(311)

(111)

(200)

(b2)

(b1)(a)

wz-CdTe
zb-CdTe

1.0 Br-Hep
1.5 Br-Hep

0.5 Br-Hep
0 Br-Hep

Figure 5.3: XRD of CdTe QNWs with Br-Hep additives. Powder diffrac-
tograms of CdTe QNWs (a) synthesized with different molar equivalents of Br-
Hep additive, namely 0 (black), 0.5 (green), 1.0 (turquoise) and 1.5 (light blue).
The stick patterns of wz-CdTe (PDF-no. 00-019-0193, top, blue) and zb-CdTe
(PDF-no. 00-015-0770, top, gray) are shown for comparison in the bottom panel.
The respective miller indices can be retrieved from Table 5.1. The orientations
of the lattice-plane normals of WZ (b1, blue) and ZB (gray, b2) with respect to
the NW are illustrated for clarification.

Contemplating the WZ(103)/WZ(110) ratio as proposed by Harder et
al., the conventional CdTe QNWs (0 Br-Hep) were found to be mainly
composed of WZ segments. [88] The decrease of said ratio with increasing
amount of Br-Hep further substantiates the assumption of an increase in
ZB rate. Nonetheless, even in the extreme case of the 1.5 Br-Hep synthesis,
the ZB rate does not exceed 50%, despite the strongly altered morphology.
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5 Results and Discussion

One predicament of the kinks with respect to the characterization of
the optical properties of the polytypic QNWs would be the altered sur-
face chemistry in the kink region with respect to a conventional mainly-
WZ QNW. Halides are furthermore used as passivation agents in col-
loidal nanostructures, which would introduce an additional parameter to
be contemplated with respect to the recombination kinetics. Finally, the
alkyl-halide treated QNW samples did not exhibit any PL signal at room
temperature or even at cryogenic temperatures. The latter issue may be
tackled by conducting the complete synthesis under inert atmosphere, as

Table 5.1: Reference X-
ray diffraction reflexes of
CdTe WZ (top) and ZB
(bottom) crystal phase, re-
spectively.

Miller q I
index Å-1 a.u.
(100) 1.58 0.9
(002) 1.68 1.0
(101) 1.79 0.8
(102) 2.30 0.3
(110) 2.74 1.0
(103) 2.97 0.8
(200) 3.15 0.75
(201) 3.27 0.25

(111) 1.68 1.0
(220) 2.74 0.6
(311) 3.22 0.3
(400) 3.88 0.06

has proven to be advantageous for CdTe QNWs in general. A trade-off
between kinks and the aspired longer ZB segments has to be made, when
the aforementioned difficulty of insufficiently sized quantum wells shall be
obviated. With ZB-segment length just below the critical value, mainly
straight QNWs could probably be synthesized. The critical ZB-segment
length does however directly translate into a maximal ZB-well size, which
ultimately is on the order of the QNW diameter. For future utilization of
these alkyl-halide treated QNWs, a detailed analysis of the resulting crys-
tal phase distribution is necessary for different sets of reaction parameters
with amounts of the alkyl-halide additives below equimolarity.

Consequently, conventionally-synthesized CdTe QNWs with a high WZ
rate were used for the studies on the PL characteristics. For this analysis,
the QNWs were sonificated and subsequently transferred onto a substrate
via dropcasting. Initially, AFM studies were conducted to locate suitable
QNWs. As a reliable destinction between single QNWs and small bundles
of these colloidally grown nanostructures could not be obtained and the
CdTe QNWs proved to be susceptible to ambient conditions, this sample
preparation step was foregone. In auxiliary TEM-studies, the tendency
of the QNWs to form bundles could be confirmed. Preliminary electron-
microscopic measurements were thus conducted to optimize the QNW
concentration and reduce the size of the bundles before the PL charac-
terization. Prior to the in-depth PL analysis, coarse rectangular scans
were performed to discover luminescing structures of interest. These were
probed with respect to their spectrally-resolved emission characteristic.
Therefore, spectra were collected on structures that neither featured a
multitude of concurring emission lines nor suffered from too low inten-
sities. To retrieve information about both spatial inhomogeneities and
temporal evolution, series of consecutive spectra were collected at several
points along the wire axis.
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5.1 Photoluminescence of CdTe QNWs

Figure 5.4a reveals the temporal evolution of the emission at one specific
point on the QNW. The PL was monitored over the course of 1 h with each
spectrum being integrated for 2 s. The spectral information is conveyed
on the abscissa of the graph and the time is plotted on the ordinate, while
the PL intensity is represented on a false-color scale.
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Figure 5.4: Spectral series of CdTe QNWs. The consecutive spectra (a)
recorded with an integration time of 2 s have been obtained at cryogenic tem-
peratures with CW excitation to monitor their temporal evolution. The sum
spectrum (b) integrated over all spectra collected during the complete series, is
depicted in the bottom panel. Three individual spectra (c) corresponding to
the horizontal lines in (a) represent the PL emission at times 2400 s, 1800 s and
1100 s.
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5 Results and Discussion

Each row comprises an individual spectrum recorded at a given time. In
contrast, the sum spectrum that is integrated over the total monitoring
time is depicted in the bottom panel in Figure 5.4b. Interestingly, the two
main features at ∼ 600 nm and ∼ 613 nm exhibit sharp maxima and dis-
tinct side peaks, rather than an inhomogeneously broadened peak, which
would be initially expected in case of spectral migration. Indeed, are all
the observed lines subject to spectral fluctuations that are, however, per-
ceived as discrete jumps on the timescale of the measurement rather than
the continuous wandering which was reported for CdSe QNWs. Further-
more, no pronounced intensity fluctuations are observable in these CdTe
QNWs in contrast to the aforementioned sample system, where switching
between strong emission ("on state") and no emission "off state" is com-
mon.

Note, that the recorded emission is at relatively high energies for CdTe
at cryogenic temperatures, even when considering strong confinement ef-
fects. Treating the polytypic QNWs as superstructures of individual one-
dimensional quantum wells in first approximation, the Brus formula that
is detailed in Equation 2.7 can be utilized to estimate the effective band
gap of the QNW segments. Assuming a mean QNW diameter of 6.9 nm,
the parameters of bulk CdTe detailed in Table 2.1 and a relative permit-
tivity of 10.16, the effective band gap increases to 1.95 eV. To exclude
other points of origin for these high-energy emission lines such as impu-
rities in the substrate, different types of substrates were used. While an
origin of the emission other than the QNW can not be disregarded com-
pletely, due to the nature of the synthesis, these characteristic emission
lines were only found in regions in which QNWs were previously registered
in a two-dimensional raster-scan.

Interestingly, Bi2Te3 nanostructures have been reportedly used as plas-
monic enhancers, [142] which could be beneficial to the otherwise weak PL
signal emitted by the QNWs. Yet, the catalyst particle is commonly per-
ceived as remaining intact and can usually still be located at the QNW
tips, which would rather result in a highly localized enhancement with
respect to the longitudinal extend of the one-dimensional semiconduc-
tor. The primary emission is thus assumed to originate from CdTe QNW
species.
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5.1 Photoluminescence of CdTe QNWs

For a more detailed insight into the temporal evolution of the spectral
discontinuities, three individual spectra representing the PL emission at
different times are depicted in Figure 5.4c with the corresponding frames
being highlighted by dashed white lines in panel (a). The vertical dashed
lines mark the peak positions of the emission at 2400 s and serve as a
guide to the eye to evaluate the spectral shifts in the other frames. It can
be seen, that the two distinct features at ∼ 600 nm and ∼ 613 nm change
independent from each other. The higher energy peak in frame 1800 s in
(c2) appears at the same spectral position, while the lower energy one is
slightly bathochromically shifted with respect to the reference in (c1). In
the individual spectrum at 1100 s in panel (c3), the latter peak appears
in the same position as in (c2), while the first peak is shifted to slightly
higher energies.

The second particularity in the spectral series in Figure 5.4a are line
replicas of the previously discussed primary lines. The most prominent
replica can be discerned at ∼ 655 nm and ∼ 673 nm for the higher and
lower energy primary line, respectively. The discrete nature of the spec-
tral intermittency and, consequently, the unique temporal evolution of
the emission lines is propitious for the identification and assignment of
the line replicas. To gain perspective on the origin of these PL emission
peaks including the primary lines and the replicas, the low-temperature
spectrum of a classical bulk CdTe sample reported in literature is depicted
in Figure 5.5. [143]
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Figure 5.5: Example PL
spectrum of bulk CdTe
at 5 K. The spectrum of
the p-type crystal is dom-
inated by the principal
bound-exciton lines of ac-
ceptors "y" and "z". Repro-
duced from ref [143].

This study discussed shallow acceptors A and donors D as cause for
defect levels as opposed to deep native defects such as Cd vacancies or
interstitials. In the presence of these impurity centers, the photo-excited
exciton (X) can form neutral defect-bound exciton complexes. Recom-
bination of these three-particle complexes entails the annihilation of the
exciton, while the hole of the neutral acceptor (or the electron of the
neutral donor) typically remains in its ground state.
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5 Results and Discussion

In the case of the high-purity p-type crystal, the two distinct lines Ay
1

and Az
1 in the NBE region were identified as the principal bound-exciton

lines (blue) of the two neutral acceptors Ay and Az. In addition to the
lines attributed to the bound-exciton recombination, a sequence of phonon
replicas with an energy separation of 21.3 meV that are denominated Ay

1 −
nLO has been reported. Recombination of the free exciton evokes a similar
sequence of replicas X − nLO, but shifted to lower energies with respect
to the complex. The additional lines Ay

2 and Az
2 are attributed to two-

hole transitions that arises, if the hole of a neutral acceptor remains in
an excited state. Broader peaks at lower energies (not displayed) can
be assigned to transitions between ionized acceptors A− and donors D+

forming donor–acceptor pairs (DAPs). In addition to the type of acceptor,
the peak energy was reported to be influenced by the number of acceptor
density and the excitation intensity.

Despite theoretical knowledge about these defect-induced lines, the ac-
curate assignment of the NBE peaks in the PL spectra of nanostructures
is impeded by spectral shifts and confinement effects. [19,143] Furthermore,
colloidally synthesized nanostructures are passivated by a multitude of
different organic molecules and defects including lattice inhomogeneities
and chemical impurities are prevalent.
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5.1 Photoluminescence of CdTe QNWs

5.1.1 Spectral Intermittency in CdTe QNWs

The temporal evolution of the emission in the high-energy section of the
spectrum may render information about the type of luminescence center.
To gain insight into the dynamics of the spectral discontinuities, the dif-
ferent groups of emission lines in Figure 5.6a were investigated in detail.
Both of these independent sets, situated around 600 nm (group I) and
613 nm (group II), have been found to comprise several distinct sublines.
For reasons of clarity, only the intensity profiles of the two most prominent
sublines a and b of each group were extracted as time-traces. The nor-
malized time-traces are illustrated in the panels b1 and b2 of Figure 5.6,
while the respective histograms of "on" and "off-states" corresponding to
the individual sublines are depicted in Figure 5.6c. The slope of the ex-
tracted data originates from the overall decrease of PL intensity during
the measurement.
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Figure 5.6: Temporal evolution of the high-energy signals. The spectral
series of the main peaks is represented on a color scale (a). Two complementary
timetraces have been extracted of both emission-line groups around 600 nm (b,
top) and 613 nm (b, bottom), respectively. The corresponding histograms show
the distribution of on and off-states (c).
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5 Results and Discussion

The high-energy subline Ia (gray) of the first band I reveals distinct
"on" and "off-states". The corresponding subline Ib (turquoise) exhibits
a switching behavior that is complementary to the former subline. While
Ia is predominantly switched off in the second half of the measurement,
subline Ib shows an "on-state" that is affected by the overall loss of PL-
intensity. Consequently, the pronounced bimodal distribution of the Ia

histogram may not be observed in the Ib case. The sum of the two time-
traces should reveal almost continuous "on-state" and "off-states" that are
interrupted by small intervals in which neither of the two chosen sublines
contribute to the emission of the group. These intermittencies arise from
additional sublines (e.g. at 1200 s and 3550 s) that were excluded from the
analysis due to their short overall on-time. The emission of the complete
group of lines is continuous in time and only discontinuities in spectral po-
sition occur. A similar behavior can be observed within the second band
II. Due to the higher PL intensity of sublines IIa (blue) and IIb (green),
the time-trace can not be as cleanly extracted as is the case for band I. In
addition, one of the replica of subline IIa coincides with the spectral posi-
tion of subline IIb. Thus a type of intermediate "gray-state" is spuriously
registered. A threshold had to be defined accordingly to find a trade-off
between recording an actual primary subline, discarding signal "leaking"
from other lines and eliminating contributions from replicas. The comple-
mentary character of the sublines within their respective group indicates
that they have the same origin that is subject to some type of local fluctu-
ation. The groups themselves exhibit different switching frequencies and
are thus found to originate in individual excitonic complexes.

In literature, the continuous spectral wandering in CdSe was attributed
to charged defect sites promoting DAP recombination that is associated
with trap emission. This was further backed by the presence of the pro-
nounced LO-phonon sidebands, which are strongly promoted through the
spatial configuration of ionized donors and acceptors. [19] The line groups
I and II in Figure 5.6a however, are spatially narrow which would rather
indicate neutral defects as the cause of the emission. In addition, some
kind of memory-effect is observable, when contemplating each group sep-
arately. Spectral discontinuities have been theorized to emerge from mi-
grating charges inducing the quantum-confined Stark effect through ma-
nipulation of the local charge density, which typically evokes a continuous
spectral shift. Switching between distinct emission lines, however, has
been reported by Fernée et al., who hypothesized that the rearrangement
of surface ligands induces variations in surface configuration. [71]
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5.1 Photoluminescence of CdTe QNWs

To exclude the morphological characteristic as the cause for the spec-
tral modulation, the exemplary HRTEM image of an individual CdTe in
Figure 5.7a from the same batch was used as a basis for the model cal-
culation of an exciton complex in the potential landscape formed by the
phase alternations. Here, the same procedure for the allocation of crys-
tal planes in NWs as already described before on Page 48 was employed,
with the lattice planes being highlighted in the established color code.
The self-consistent calculations were performed by solving the Schrödinger
equation on a three-dimensional grid, as was detailed by Franz et al. [19]

The resulting localization of the electron–hole pair in the quasi type-II
potential landscape is shown in Figure 5.7b, where the vertical axis rep-
resents the energy, while the horizontal axes indicate the radial and axial
extend of the calculated segment. For the construction of the potential
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Figure 5.7: Model
calculation for the
WZ/ZB potential land-
scape. The crystal phase
alternations of WZ (blue)
and ZB (turquoise) of the
CdTe QNW depicted in
the HRTEM (a) was used
to template the calculation
of the exciton complex in
the quasi type-II potential
landscape (b) of the lon-
gitudinal heterostructure.
The surface plots localize
the charge-carrier wave
functions along the QNW.

landscape, the aforementioned band gaps and the CB offset of CdTe were
applied in combination with a QNW diameter of 7.6 nm and an external
potential of 5 eV. The grey potential wells signify the potentials of elec-
tron and hole including the potential of the QNW generated by the crystal
structure and the Coulomb interaction between the charge-carriers. The
surface plots visualize the calculated charge-carrier wave functions and re-
veal the insufficient extend of the ZB segments. These wells proof to be to
small as to effectively confine the holes, while the electrons could probably
be confined to the individual WZ segments. However, charge-separation
would be ineffective if only one charge-carrier is confined, while the other
remains mobile. This could indicate that some configurations are more
favorable and thus introduce the surmised memory effect. The observed
phase alternations may also contribute to the formation of multiple de-
fault passivation-situations that occur repeatedly and further add to the
complexity of the overall potential landscape.

Surfactants are assumed to be involved in the formation of the addi-
tional NIR replicas of both, group I and group II, discernible in Figure 5.4.
These were further evaluated by determining the spectral position of the
respective primary subline and noting the relative spectral positions of
all corresponding replicas. With most of those replicas being located well
above 1200 cm-1, it is assumed that they are of organic origin, namely
vibrations attributed to the functional groups of the ligands, rather than
being evoked by lattice vibrations of the semiconductor. It was reported
by Lifshitz that the surface–ligand bonding may not only introduce addi-
tional electronic states, but that crystalline electronic states could poten-
tially couple to molecular vibrational states. [144]
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5.1.2 Surface Characteristics of CdTe NWs

To gain insight into the nature of the NIR-replicas, the vibrational charac-
teristics of the organic surfactants were probed by means of Fourier trans-
form IR (FTIR) spectroscopy. This method has previously been utilized
to monitor the ligand-exchange reaction between TOPO-capped cadmium
chalcogenide NPs and surfactants such as pyridin and oleic acid. [145,146]

Here, the IR bands of the ligand-capped CdTe NWs are compared to
those inherent to the ligands and the cadmium precursors. Additionally,
as-grown CdTe NWs were heated to 600 °C under nitrogen atmosphere
in a TGA setup to remove the organic ligands from the surface of the
semiconductor and FTIR spectra of these purified NWs were obtained.
The CdTe NWs with the intact ligand shell (CdTe/Lig NWs) exhibit a
multitude of vibrational bands that concur well with the characteristics of
DOPA and TOPO, which were used as ligands and solvent during the SLS
synthesis. The coordination of the primary ligand DOPA to the cadmium
surface-sites of the NW may be best represented by the cadmium pre-
cursor Cd(DOPT)2. This cadmium complex has been synthesized from
cadmium acetate and the phosphinic acid. To exclude that residues of
acetate on the NW contribute to the IR spectrum of the CdTe/Lig NWs,
the original cadmium compound was included in the investigation. Fur-
thermore, cadmium oxide (CdO) was added to the measurement series,
as cadmium chalcogenide nanostructures are prone to partial oxidation of
the surface due to insufficient ligation. [147]

Based on the characteristic absorption by specific functional groups, the
IR spectra of the organic ligands may be classified into two frequency re-
gions, namely functional-group and fingerprint (< 1500 cm-1) region. The
distinctive IR bands corresponding to stretching vibrations ν of the alkyl
chain are situated in the high-frequency region. The fingerprint region
that contains multiple IR peaks arising from various deformation vibra-
tions was subdivided into a medium and a low-frequency domain. The for-
mer region primarily includes in-plane deformation modes δ and stretching
modes of double bonds. The low-frequency region comprises deformation
modes originating from out-of-plane vibrations. While the fingerprint re-
gion is highly specific and allows for identification of organic molecules, the
detailed analysis of individual modes is tedious due to the abundance of
functional groups and thus vibrational frequencies. However, the medium-
frequency domain is of the most interest when analyzing the coordination
of the ligand to the semiconductor surface as the vibrational modes of the
anchoring group are located within this region.
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5.1 Photoluminescence of CdTe QNWs

The normalized IR spectra of the different systems are shown in Fig-
ure 5.8a, while the corresponding molecular structures with their respec-
tive functional groups are complementary illustrated in Figure 5.8c. The
possible anchor groups of the cadmium precursors (top), CdTe NWs (cen-
ter) and free molecules (bottom) are highlighted with squared markers.
The components of the hydrocarbon remnants are exemplary marked with
circles. The corresponding spectral positions of the vibrational features are
color-coded in the IR graphs. An enlarged view of the medium-frequency
region (Figure 5.8b) in which the characteristic IR bands of the anchor
groups are located is presented for a detailed analysis of the relevant IR
spectra.
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Figure 5.8: Vibrational characteristics of the organic medium. FTIR
spectra of the cadmium precursors (a, top), the semiconductor system before
(CdTe/Lig) and after (CdTe) TGA (a, middle) and the ligands (a, bottom).
Prominent frequencies of the different functional groups are highlighted in the
enlarged representation of the fingerprint region between 1500–1000 cm-1 (b).
The functional groups are specified in the schematics of the molecular structure
of the investigated precursor (c, top), CdTe NW (c, center) and ligand (c, bottom)
systems.
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5 Results and Discussion

The coordinating solvent TOPO that is commonly used for synthesis of
anisotropic nanostructures has been characterized extensively and is thus
used for comparison. Furthermore, the molecule may act as surfactant
if the ligation of the nanostructure by the designated ligand is insuffi-
cient. [148] The peak positions retrieved from the IR spectrum of the free
molecule are in good agreement with those found in the literature. [146,149]

The prominent peaks in the functional-group region that are located at
2952/2869 cm-1 and 2918/2850 cm-1 may be attributed to the asymmetric
and symmetric stretching vibrations of the CH3 (orange) and CH2 (yel-
low) groups that constitute the long alkyl chains, respectively. Likewise,
the absorption in the fingerprint region at 1465 cm-1 and below 850 cm-1

can be assigned to the in- and out-of-plane deformation vibrations of the
CH2 group, respectively. The P O stretch mode of the anchor group has
been identified at 1145 cm-1. TOPO has been reported to bind to the
cadmium surface atoms via the P O (green) head group, which results in
both, frequency and amplitude changes of the vibrational mode. [145]

The primary ligand DOPA that was introduced into the system as
the cadmium precursor preferentially coordinates to the NP surface via
the P OH (turquoise) group. More specifically, the anhydride DOPT
tightly binds to the cadmium ions. [150,151] Thus, the free molecule as well
as the Cd(DOPT)2 complex were investigated. While the P O stretch
vibration of the phosphinic acid at 1145 cm-1 is very weak in the DOPA
spectrum, the P OH stretch mode at 968 cm-1 is clearly discernible. The
broad feature between 1500–1850 cm-1 can be attributed to the OH vi-
bration. [152] The absence of both IR bands assigned to the components of
the P OH group in combination with the additional peaks at 1056 cm-1

and 1033 cm-1 in the spectrum of the cadmium complex indicates a
monodentate configuration via the oxygen lone-pair electrons of the de-
protonated acid group. This is further confirmed by the intensity of the
distinct P O mode at 1128 cm-1. The additional modes correspond to
the asymmetric and symmetric stretch frequencies of the PO –

2 (blue) head
group of the ligand.

The spectral position of the more distinct peaks in the IR spectra of the
unbound ligands and their assignment to the absorption by the vibration
modes of different functional groups are given in Table 5.2. The peak as-
signment for the IR spectrum of the commonly used solvent TOPO was
adopted from the literature and subsequently adapted to the peaks ob-
served in the absorption spectrum of DOPA. [149] In addition to the type of
vibration, namely stretching ν, in-plane δ and out-of-plane γ deformation,
the intensity of the respective peaks is specified.
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5.1 Photoluminescence of CdTe QNWs

Table 5.2: IR vibrational frequencies and the corresponding functional groups
of the organic medium.a

Observed peak position and assignment
System 3000–1500 cm-1 1500–1000 cm-1 1000–500 cm-1

TOPO 2952 [s] νas(CH3) 1465 [s] δ(CH2) 850 [m] γ(CH2)
2918 [s] νas(CH2) 1413 [m] δs(CH3) 821 [m] γ(CH2)
2869 [sh] νs(CH3) 1377 [m] δs(CH3) 777 [m] γ(CH2)
2850 [s] νs(CH2) 1286 [w] δ(CH2) 756 [m] γ(CH2)

1244 [m] δ(CH2) 723 [m] γ(CH2)
1195 [m] δ(CH2) γ(CH2)
1145 [s] ν(P O)
1118 [sh]

DOPA 2952 [s] νas(CH3) 1463 [s] δ(CH2) 781 [m] γ(CH2)
2920 [s] νas(CH2) 1409 [w] δs(CH3) 752 [m] γ(CH2)
2871 [sh] νs(CH3) 1377 [w] δs(CH3) 715 [m] γ(CH2)
2846 [s] νs(CH2) 1284 [w] δ(CH2)

1253 [sh]
1238 [m] δ(CH2)
1198 [sh] δ(CH2)
1145 [w] ν(P O)
1118 [w]
1037 [m]
968 [s] ν(P OH)

a The indices s and as refer to the symmetric or asymmetric stretching (ν), in-plane (δ)
and out-of-plane (γ) deformation vibrations, respectively. The intensity is indicated by the
symbols [s], [m], [w], [sh] and [br] translating to strong, medium, weak, shoulder and broad.

Since the precursor was synthesized using cadmium acetate, the IR
spectrum of this preliminary cadmium source is ascertained. Due to the
small size of the acetate, the number of IR bands is comparably low.
Similarly to the long-chained molecules, the stretch modes and the out-of-
plane deformation modes of the methyl group are distinguishable in the
functional-group and the low-frequency fingerprint region, respectively.
The two pronounced IR bands at 1570 cm-1 and 1421 cm-1 correspond to
the asymmetric and symmetric stretch modes of the carboxylate surface
anchor group. [153] Residues of the acetate may evoke the νas(COO-) mode
at 1541 cm-1 present in the spectrum of Cd(DOPT)2. However, metal and
organic ligand are cleaved during NW synthesis and the low boiling point
of the free acetic acid at 118 °C [154] in combination with the high excess
of the phosphinic acid in relation to the number of cadmium surface sites
should preclude the adsorption of the acetate on the NW.
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The IR spectrum of the ligand-capped CdTe/Lig NWs exhibits a mul-
titude of vibrational bands. The features in the functional-group region
are in good agreement with the absorption arising from the alkyl chains.
The additional signals above 3000 cm-1 can be attributed to aromatic C H
stretch modes of toluene. Residues of the storing solvent may have re-
mained in the CdTe/Lig sample after the preparation procedure, which
included centrifugation and subsequent drying of the precipitate. The aux-
iliary features at 1604 cm-1 and 1494 cm-1 may equivalently be ascribed to
the C C stretch modes in the aromatic ring. While the CH2-deformation
vibration at 1463 cm-1 and the P O stretch vibration at 1149 cm-1 that
are characteristic of both phosphorus-based ligands are intense, neither
the P OH band of the free DOPA nor the doublet associated with the
PO –

2 mode of the anhydride are clearly discernible.
However, even after the purification process of the NW dispersion, a

perceptible amount of the original synthesis solvent TOPO remains in the
sample. The long-chained phosphine oxide is likely to build a network of
molecules around the nanostructure. While an organic shell with a thick-
ness of several ligand layers is formed, only a fraction of the molecules
is adsorbed onto the anorganic surface. Consequently, the IR spectrum
of the CdTe/Lig sample may primarily comprise absorption modes aris-
ing from unbound TOPO. For TOPO saturating the dangling bonds on
the surface of CdSe NPs, an experimental red-shift of the P O stretch
vibration of ˜60 cm-1 was reported. [145] Here, the peak position remains
unaltered with respect to the free TOPO spectrum. The broadening of
the peak may be evoked by a superposition of multiple absorption modes
of the different residues present in the sample. Thus, the signal of the
bound DOPT may be concealed by the excess of the free molecules in
the multilayer organic shell. [155] To exclude, that the peaks originate from
preliminarily unpassivated and subsequently oxidized surface sites, cad-
mium oxide was included in the investigation. The IR spectrum of the
substance (dashed line) exhibits a broad signal spanning the whole of the
fingerprint region. Due to the small width of the modes in the CdTe/Lig
NW spectrum, it is safe to assume, that the peaks are of organic origin.

In accordance to the peak assignment of the unbound organic molecules,
the IR modes of the cadmium complexes are itemized in Table 5.3. Sup-
plementarily to the vibrations of the free ligands, those of acetate and
toluene were retrieved from the literature for a comprehensive analysis.
While the origin of the majority of the modes could be established, some
peaks remain unassigned. The low-frequency vibration can most likely be
attributed to deformation modes within the alkyl chain.
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Table 5.3: IR vibrational frequencies and the corresponding functional groups
of the cadmium complexes.a

Observed peak position and assignment
System 3000–1500 cm-1 1500–1000 cm-1 1000–500 cm-1

Cd(DOPT)2 2954 [s] νas(CH3) 1467 [d] δ(CH2) 858 γ(CH2)
2902 [m] νas(CH2) 1406 [w] δs(CH3)
2868 [m] νs(CH3) 1377 [sh] δs(CH3)
2846 [sh] νs(CH2) 1365 [m]
1625 [w] 1236 [w]
1541 [m] ν(CO –

2 ) 1164 [sh]
residues 1128 [s] ν(P O)

1056 [s] νas(PO –
2 )

1033 [s] νs(PO –
2 )

Cd(ac)2 2927 [w] νs(CH3) 1421 [s] νs(CO –
2 ) 939 [w]

1570 [s] ν(CO –
2 ) 1342 [m] δs(CO –

2 ) 669 [m]
1049 [w] νs(C OH) 622 [m]
1020 [w] νs(C C)

CdTe/Lig 3086 [w] νr(CH) 1494 [m] ν(C C) 846 [w]
NW 3060 [w] νr(CH) 1463 [s] δ(CH2) 817 [m]

3026 [m] νr(CH) 1409 [m] δs(CH3) 729 [s]
2954 [sh] νas(CH3) 1377 [m] δs(CH3) 694 [s]
2922 [br] νas(CH2) 1240 [w] δ(CH2)
2869 [sh] νs(CH3) 1222 [d]
2854 [s] νs(CH2) 1193 [m]
1604 [m] νr(C C) 1149 [s] ν(P O)

1116 [sh]
1082 [m]
1029 [m]

a The indices s and as refer to the symmetric or asymmetric stretching (ν), in-plane (δ)
and out-of-plane (γ) deformation vibrations, respectively. The intensity is indicated by the
symbols [s], [m], [w], [sh] and [br] translating to strong, medium, weak, shoulder and broad.

The surfactants of the original CdTe/Lig NWs were thermally removed
at up to 600 °C to prepare a pure anorganic CdTe-NW sample. A thermo-
gravimetric analysis was conducted concurrently to monitor the ligand-
stripping process. This method allows for the analysis of thermal charac-
teristics via variations in substance mass that are induced by temperature
changes. Information about thermal stability, phase transitions and des-
orption can be retrieved from the shape of the resulting TGA curve. The
first derivative of the thermogravigram (DTG curve) is commonly utilized
for a detailed analysis of the inflection points that are critical to determine
the nature of the thermally induced processes.
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5 Results and Discussion

The TGA curves (colored) and the respective derivatives (dashed) of
the CdTe/Lig NW (top) sample as well as those of pure unbound DOPA
(center) and TOPO (bottom) are shown in Figure 5.9a. The fingerprint
region of the corresponding FTIR spectra is reproduced in Figure 5.9b,
accordingly. The spectra of the NW samples before and after the TGA
procedure are illustrated in light blue (CdTe/Lig) and dark blue (CdTe),
respectively. The measurement were conducted with a heating rate of
20 °C min-1 at normal pressure under nitrogen atmosphere.
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Figure 5.9: Thermogravimetric analysis of the organic ligands and the
CdTe/Lig NWs. Thermogravigrams (colored) and the respective differentials
DTG (gray) (a) of the CdTe/Lig NWs (top) and the ligands DOPA (center) and
TOPO (bottom). The relevant vibrational peaks are labeled in the corresponding
IR spectra (b) of the free ligands and the NW sample before (CdTe/Lig, light
blue) and after (CdTe, dark blue) the TGA.

The thermogravigrams of the pure ligands each exhibit only a single degra-
dation step. In both cases the sample mass remains nearly constant un-
til a temperature of 261 °C for DOPA and 210 °C for TOPO is reached.
The degradation peaks observable at 411 °C (DOPA) and 326 °C (TOPO)
marks the end of the thermal response. The steep slope indicates a rapid
mass loss due to vaporization of the aliphatic molecules. The mass of the
thermally stable residues amounts to 0.5% and 3.5%, respectively.
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5.1 Photoluminescence of CdTe QNWs

The thermogravigram of the CdTe/Lig sample however, reveals a slow
mass loss of 10% until a temperature of 246 °C is reached. The sub-
sequent stark thermal response ceases at a temperature of 389 °C. The
observed temporary plateau corresponds to a remaining mass of 5.6%. A
final thermally stable state is reached at 453 °C as indicated by the DTG
curve. The mass of the residue amounts to 2.7%. Evaluation of the DTG
curve renders two different thermal processes within the initial slow re-
sponse that may be attributed to the vaporization of water and toluene
and thus, drying of the sample. Furthermore, the inhomogeneous shape of
the degradation peak suggests the concurrence of two thermal processes.
The low-temperature shoulder may potentially be attributed to the va-
porization of the free TOPO, while the global minimum of the differential
could indicate the loss of unbound excesses of DOPA. The small final de-
crease may be evoked by the desorption of the anhydride bound to the
cadmium surface sites of the semiconductor.

The small amount of the thermally stable component could indicate a
loss of the complete sample system including the semiconductor instead
of mere elimination of the organic fraction. However, similar semicon-
ductor/ligand systems of different shapes have been experienced to have
large thermally stable amounts. A more likely cause for the small residual
mass is the difficulty to sufficiently purify QNW suspensions. Excessive
amounts of free ligand were probably transferred into the crucible, which
would further explain the texture of the sample that appeared jellylike and
would further back the assumption of a larger organic matrix around the
untreated CdTe/Lig NW, which significantly affects the FTIR spectrum
of the as-synthesized sample. Despite the slender amount of inorganic
residues, enough material of the TGA-treated sample could be gained
from the crucible and subjected to an FTIR analysis. As the final des-
orption of an organic species during TGA indicates the presence of an
actual passivating surfactant-layer, the FTIR spectrum of Cd(DOPT)2

will be used as an additional reference to circumvent the corruption of the
CdTe/Lig spectrum by the excessive amounts of free organic molecules.

Comparison of the FTIR spectra of the as-synthesized CdTe/Lig NWs
(light blue) and the bare CdTe NWs (dark blue) in the top panel of Fig-
ure 5.9b reveals strong deviations in vibronic response. First, the alkyl sig-
nals in the region above 1350 cm-1 are completely suppressed in the TGA-
treated sample, validating the successful removal of any alkyl species. The
alteration of the peak shape below in the head-group region renders fur-
ther evidence towards the presence of mainly the inorganic material.
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5 Results and Discussion

The FTIR fingerprint-regions of the precursor Cd(DOPT)2 and the
CdTe/Lig-NW sample are reproduced in Figure 5.10a for comparison to
the NIR replicas in panel (b), which were extracted from the spectral se-
ries. The spectral shifts of the replicas were obtained by determining the
spectral position of the primary zero-phonon line and subsequently not-
ing all replicas in a selection of representative individual spectra. In each
frame, five separate readings were conducted in order to reduce observer’s
bias. The stick-pattern intensity of the four sublines in Figure 5.10c was
chosen to represent the emission intensity as it was observed in the spec-
tral series as opposed to the frequency with which the line was read out
in the procedure. The number of replicas found for the sets Ia–IIb re-
mained constant within the sets throughout the series. Only towards the
end of the measurement some replicas became hardly discernible, which
can however be attributed to the overall decrease in intensity.
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phonon line. The surmised semiconductor–ligand system is sketched in (c)

Together, these lines form a pattern of vibrations that does indeed strongly
resemble the fingerprint IR-spectrum of organic molecules such as DOPA.
Interestingly, most replicas are registered in the region above 1250 cm-1,
which coincides with the vibrational frequencies of the akly chains rather
than the head-group.
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The latter is the functional group that would intuitively be considered
first, when contemplaiting excition–ligand coupling, due to its close prox-
imity and actual coordination to the surface of the nanostructure as is
sketched in Figure 5.10b. The vibroelectronic coupling in colloidal CdTe
nanocrystals has already been evidenced by Noblet et al., who used a
two-color sum-frequency setup to excite the ligand vibration with the
IR-fraction while the semiconductor was probed with the visible light
laser. There, five ligand vibration modes were identified that exhibited
a visible-wavelength dependent intensity response, although most of the
corresponding IR modes are not coordinated to the surface sites. Further,
this spectroscopic procedure was reported to unveil variations in ligand
disorder. [156,157] Finally, the non-radiative electronic-to-vibrational energy
transfer (EVET) can couple vibrational modes to electronic transitions in
a multi-phonon process. In case of a large Huang–Rhys factor, even the
bridging of multiple bonds was reported. The underlying mechanism of
EVET remains under debate and different hypotheses including hybridized
electronic states at the interface, resonant EVET and dipole–dipole cou-
pling have been proposed. [158]

While the retrieved replicas can not yet be allocated to an IR mode, the
similarity of the two types of spectra in Figures 5.10a & c are striking. It
should be noted, that the replica spectrum was obtained at cryogenic tem-
peratures, while the FTIR spectra were recorded at ambient conditions,
which might induce energetic shifting of the vibration modes. Future in-
vestigations, including the use of different ligands, could help to shine light
onto the mechanism inherent to the EVET process.

Postsynthetical Surface Treatment

As discussed in the previous sections, the coordination type of the ligands
and the resulting interaction strength, as well as the surface coverage,
play a crucial role when tailoring the emission of nanostructures. The
coordination of the ligand molecules to the surface sites is mainly deter-
mined by the anchoring group, while the overall surface coverage is to
an extend also influenced by the geometry of the ligand due to sterical
hindrance. However, the respective ligand systems are well established to
obtain nanostructures with the desired geometry and crystal structure. A
postsynthetical surface treatment poses an excellent possibility to investi-
gate the benefits of various ligands while retaining the original structural
properties.
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Ligand Removal via Heat Treatment

In a first approach, a simple ligand-removal procedure by exploiting the
thermal response of the semiconductor–ligand interface that induces the
ligand-desorption during TGA. Instead of loading a crucible with the dried
ensemble sample, the NWs were first transferred onto a marked substrate
and analyzed regarding their spectral characteristics. Subsequently, the
complete substrate was placed in the TGA setup and the conventional
TGA procedure was conducted under inert atmosphere before the sample
was placed in the cryostat for further investigation. However, no emis-
sion was observed after heat-treatment, although the presence of the NWs
could be confirmed atomic-force microscopically. This could either be due
to the excessive amount of newly exposed dangling bonds and the con-
comitant increase in trap sites, or degradation of the unpassivated surface.
Furthermore, CdTe has been found to be highly sensitive to ambient at-
mosphere, which is why they are mounted in the cryostat in a nitrogen
stream. This precaution is however not possible when conducting the heat
treatment in the TGA setup. Nonetheless, the suppression of all kinds of
emission lines including the NIR replicas does imply an organic origin for
these secondary features.

Organic Ligand Exchange Reaction

Naturally, the preservation of primary emission is desirable. In order to
tackle the issue of surface degradation resulting from the heat-treatment
approach, LERs were conducted. The final ligands had to meet the pre-
requisite of comprising fundamentally different functional groups than the
original surfactant system. Within the confines of this condition, organic
molecules that had been reportedly used in LERs on similar material sys-
tems, have been selected. Apart from the primary objective of altering
the NIR replicas, which are hypothesized to originate from the functional
groups, these distinctive variations facilitate the verification of the LER.
Consequently, pyridine was chosen as the aspired ligand system. Ad-
ditionally, octanoic acid was considered as an alternative ligand to the
aggregation-prone pyridine. But due to the limited amount of sample
available for the surface-treatment experiments, a choice between the two
options had to be made with the ease of the LER outweighing the poten-
tially better colloidal stability. Besides, does pyridine provide better devi-
ation from the original capping ligand with respect to functional groups.
The success of the LER detailed in Subsection 2.5.2 was monitored using
NMR spectroscopy. Figure 5.11 discloses the obtained 1H-NMR spectra of
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5.1 Photoluminescence of CdTe QNWs

CdTe/TOPO (green) and CdTe/pyr and the corresponding free ligands.
The comparison of the two NW spectra reveals similar signals between
0.5 ppm–1.5 ppm, which can clearly be attributed to TOPO. Although a
small pyridine contribution can be distinguished at 8.5 ppm, the purifi-
cation and ligand-exchange procedure was probably insufficient. There-
fore, no quantitative analysis of the NMR-data was performed. In order
to pursue this branch of experiments, designated NW samples only for
the purpose of advancing ligand-exchange procedures on these colloidally
instable structures should be synthesized. This would allow more exten-
sive purification routines and the direct comparison of different secondary
ligand systems. Employing DOSY-NMR on these samples could also con-
tribute to the value of the analysis, as discrimination between bound and
unbound species is more facile. However, the NMR investigation itself re-
quires optimal timing as the stability of the suspension remains deficient.
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Figure 5.11: 1H-NMR spectra of ligand-exchanged CdTe NWs. The
CdTe/Lig NWs covered with TOPO (green) or pyridine (blue) and the corre-
sponding pure ligands are compared in order to evaluate the success of the ligand-
exchange reaction. The native ligands DOPA and TOPO as well as the ligands
octanoic acid and pyridine, which were preliminarily selected for the exchange
are schematically illustrated.

A conducive approach to the LER could be the implementation of a
phase-transfer reaction, which ensures purging of excessive unbound lig-
ands and may promote the exchange of the organic molecules. Such a
procedure is already employed within the colloidal atomic-layer deposi-
tion of anorganic species.
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5.2 Anorganic Ligand Exchange Reaction

The surface ligands do not only influence the optoelectronic properties of
the nanostructures themselves but are reported to create highly insulat-
ing barriers around the colloidal nanomaterials. [159] While an OLER to
smaller molecules may decrease the thickness of the barrier and reduce
the number of surface traps at the inorganic–organic interface, dangling
bonds and charge-trapping surface sites will remain to some extend. The
deposition of a few epitaxial monolayers of an anorganic material has been
shown to sufficiently isolate the electron wave function from the unpassi-
vated anionic sites. [160] Furthermore, the anorganic shell provides means to
modulate the charge-carrier confinement and thus the PL characteristics.

For the deposition of an epitaxial shell and thus tailoring of various
hetero-nanostructures with high quality, precursor reactivity and concen-
tration have to be adjusted precisely. The successive ionic layer adsorption
and reaction (SILAR) method enables controlled shell growth while the
secondary nucleation of separate NPs is contained. The layer-by-layer de-
position technique is based on the calculation of the required amount of
each precursor for the successive monolayers. The estimation of the total
core surface-area is predicated on exact values for the nanostructure geom-
etry and concentration. Insufficient addition of the respective precursors
evokes incomplete layers, while an excess may favor secondary nucleation,
especially since the free precursors remain in the reaction mixture. [161]

The exchange of the organic ligands with an anorganic species via the
colloidal ALD technique allows for precise control of shell growth. The
self-limiting nature of the half-reactions precludes the adsorption of more
than one monolayer. Additionally, secondary nucleation is suppressed as
the free precursors can efficiently be removed from the reaction. [15] The
phase transfer that is conducted during the exchange reaction is addition-
ally beneficial to the control over the reaction as it renders feedback about
the success of the ligand-stripping process. Especially the shell growth on
anisotropic nanostructures is more attainable using the c-ALD method,
since the tedious and inaccurate computation of the core surface-area is
redundant.

Here, CdSe NWs were used as core material to have an additional feed-
back and exploit the room-temperature photoluminescence, which is not
observable for CdTe NWs. Other characteristics like synthesis parameters
and the resulting geometry and crystal structure are comparable between
the two materials. To manufacture a type-I heterostructure CdS was cho-
sen as the shell component. The growth of CdSe/CdS nanocrystals and
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5.2 Anorganic Ligand Exchange Reaction

nanoplatelets via the c-ALD approach has been introduced by Ithurria
and Talapin. [15] The delicate colloidal stability of nanowires as well as the
polytypism, represent a challenge when applying the c-ALD method to
these highly anisotropic nanostructures. However, CdSe/CdS core/shell
NWs were successfully synthesized by Sara Grunewald using the sequen-
tial phase transfer of the c-ALD approach. The steady-state absorption
spectrum of the CdSe/xCdS NWs (Figure 5.12a) can give an estimate
about the diameter after each c-ALD cycle x as well es side nucleation.
Two extinction peaks at 695 nm and 565 nm are clearly discernible in the
spectrum and the respective first derivative of the CdSe core NWs. The
position of the first excitonic transition remains steady throughout the
series, indicating that the confinement of the NWs has not been altered.
However, the exciton Bohr radius of CdSe is reported to be 5.6 nm [162],
which is well below the diameter of the CdSe core NWs.
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Figure 5.12: Absorption and size distribution of CdSe/xCdS NWs.
Steady-state absorption spectra normalized to the first excitonic transition and
the corresponding first derivative (dashed) of the core/shell NWs (a). The pro-
portions of the core structure and the successive MLs are sketched for compari-
son(b). The size distribution of the CdSe/xCdS NWs after each c-ALD cycle x is
represented with violin plots (c) with the 25th and 75th percentile (dashed), the
experimental median diameter dex (black) and theoretical diameter dth (gray).
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Consequently, the additional width introduced by the shell would not in-
duce a significant delocalization of the wave function. The lack of an
additional absorption peak implies that no side-nucleated NPs remain in
the dispersion after purification. Furthermore, the direct excitation of the
CdS shell and an incidental absorption peak around 500 nm could not be
observed. When contemplating the geometry of the heterostructure as
schematically depicted in Figure 5.12b, the material ratio of CdS may be
insufficient as to evoke a perceptible transition signal in the absorption
spectrum.

The violin plots of the CdSe/xCdS NW samples in Figure 5.12 reveal,
that the median diameter of the core/shell NWs did indeed increase succes-
sively, despite the stable spectral position of the first absorption maximum.
The black line connects the medians of the respective size distributions
and serves as a guide to the eye. The increase in median diameter dex

during the first two cycles is smaller than the calculated value (gray line)
with an increment of 0.7 nm per CdS ML. No deposition was observed for
the third cycle. Shell growth during the final cycles occurred as calculated
with the slope of both the median and the theoretical diameter line con-
curring well. The dashed lines that interconnect the 25th and the 75th

Table 5.4: Increment of
NW diameter d per c-ALD
cycle x.

x dex
δ25 dth
δ75

/ nm

- 10.97
-1.83

-
1.31

1 11.31
-1.45

11.67
1.62

2 11.69
-1.47

12.37
1.37

3 11.72
-1.47

13.07
1.17

4 12.26
-1.24

13.77
1.20

5 12.88
-1.60

14.47
1.28

percentile of the sequential distributions remain approximately parallel to
each other. The two percentiles mark the lower and upper quartile, which
comprise the smallest and largest 25% of the data, respectively. The values
for the experimental and the theoretical value dex and dth as well as the
differences δ25 and δ75 between the median and the percentiles are given
in Table 5.4. The interquartile range (IQR) remains comparable through-
out the c-ALD procedure, indicating a constant diameter increment of
all NWs. Therefore, the efficiency of shell deposition is estimated to be
independent from the NW diameter. However, a discrepancy between the
calculated and the experimental increment has been observed for the first
two shell deposition cycles. Furthermore, the distribution of the core NWs
is slightly skewed towards larger diameters, while the median diameter of
the CdSe/1CdS NWs is close to the mean value. The concurring small
decrease of the IQR might be due to an incomplete removal of the original
ligands stabilizing the CdSe NWs. Thus, the ligand-stripping during the
first half-reaction may be dependent on the NW diameter, whereas the
subsequent deposition cycles after the initial exchange are independent of
the size of the anorganic material. This has further been validated with
a c-ALD series starting from core NWs that exhibit a bimodal size dis-
tribution. While a diameter increase was observed for both sub-species,
growth of the smaller core/shell NWs was more inhomogeneous. [163]
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5.2 Anorganic Ligand Exchange Reaction

To analyze the impact of the mere diameter increase of the anorganic
material on the optical properties without contemplating the effect of the
heterostructure, CdSe core NWs having different diameters were com-
pared. The steady-state extinction (solid lines) normalized to the first
absorption edge and the corresponding normalized PL spectra (dashed)
are shown in Figure 5.13 for CdSe11.0, CdSe18.2 and CdSe28.4 NWs. The
PL spectra were obtained in a confocal setup on a single particle level. It
has to be noted, that the spectra of individual NWs can vary strongly due
to the polydispersity of the investigated samples. Furthermore, the PL
characteristics have been found to depend on the measurement location
on the investigated anisotropic structure. Thus, interparticle as well as
intraparticle deviations have to be considered. While detailed investiga-
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Figure 5.13: Influence
of CdSe NW diame-
ter. UV-Vis (dashed) and
PL (solid) spectra of CdSe
NWs having diameters of
11.0 nm (bottom), 18.2 nm
(center) and 28.4 nm (top).
The extinction spectra are
normalized to the first tran-
sition.

tions of these single-particle effects are important as to probe the origin
of trap states, they are not expedient when contemplating the general
spectral evolution of these NW samples. In order to reduce the influence
of both inter- and intrawire variations, the PL spectra were collected at
different positions of a single structure as well as on different wires. The
individual spectra were normalized and a mean quasi-ensemble PL spec-
trum was subsequently retrieved. Although the CdSe NW samples cover
a large diameter range, no significant changes in the optical data can be
observed. The constant spectral position of the quasi-ensemble PL peaks
suggests, that even the smallest CdSe11.0 NWs do not exhibit confinement
effects, which is in line with an exciton Bohr radius of 5.6 nm. Conse-
quently, no pronounced bathochromic shift of the PL maximum with the
successive addition of CdS MLs that could be induced by the lifting of
confinement conditions is expected.

The consecutive PL spectra (solid lines) and the corresponding extinction
data (dashed lines) of the CdSe/xCdS NWs are shown in the waterfall
diagram in Figure 5.14a. As assumed, the changes in spectral position of
the PL maximum are minimal. For a more detailed analysis, the emission
wavelength and the FWHM have been retrieved and plotted with respect
to the CdSe/xCdS diameter in Figure 5.14b. The PL maxima (circles)
and the FWHM (squares) exhibit opposing trends. Contrary to the pre-
liminary assumption of a bathochromic change of the emission maximum,
a small hypsochromic shift was detected. The disrupted diameter increase
between c-ALD cycles two and three has been observed to result in a slight
shift back to a longer emission wavelength and a concomitant increase of
the FWHM. However, this shift is insignificant compared to the mean blue
shift induced by a successful addition of a ML.
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Even more prominent than the discussed discontinuity are the values re-
trieved for the two final cycles as the largest FWHM of the series occurs
in cycle four together with the largest shift of the emission wavelength
to higher energies. Contemplating the shape of the violin plots repre-
senting the size distributions, the final sample seems to contain a fraction
of smaller NWs than even cycle one. Although a multitude of NWs was
used to evaluated both the geometric and the optical properties and the
aliquots were taken directly after re-dispersion, these findings are strongly
influenced by the colloidal stability of the nanostructures, which decreases
with increasing c-ALD cycle. Especially the final cycle has been reported
as having been complicated to conduct due to the increased agglomera-
tion and insufficient phase transfer. [163]. Additionally, the values retrieved
for the optical properties of the CdSe/5CdS NWs have to be interpreted
cautiously as no individual one-dimensional structures have been found in
the confocal PL scan, despite them being clearly visible in the TEM.
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Figure 5.14: Emission wavelength of CdSe/xCdS NWs. From the nor-
malized quasi-ensemble PL spectra (a) the peak wavelength and FWHM were
retrieved and plotted versus the core/shell NW diameter (b).

Nonetheless, general trends for both the PL maxima and the FWHM can
be observed, which seem to correlate with the evolution of the size distri-
bution for the respective c-ALD cycles. The slight changes of the optical
characteristics may be attributed to a change in dielectricum surrounding
the semiconductor resulting from the anorganic LER rather than a lifting
of confinement conditions.
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5.2 Anorganic Ligand Exchange Reaction

It was reported, that the c-ALD grown core/shell NWs are structurally un-
stable and degrade over time, while the original core NWs are stable over
long periods of time. Since the initial ligands are removed during the pro-
cess, colloidal stability may suffer during the c-ALD procedure. Further-
more, residues of the reducing agent FA may disintegrate the anorganic
material. [163] The phase transfer of the colloidal NWs and consequently
the LER utilized for the shell deposition was found to be increasingly
unreliable with decreasing diameter of the core NWs, which is why non-
quantized CdSe parent NWs were used for this study.

The deposition of a shell on quantized NWs using a single-source pre-
cursor has been demonstrated before. The preliminary shell consisting
of nanorods was subjected to a ripening process to ultimately form a
smoother coating. However, the morphology of the obtained heterostruc-
tures differs strongly from the c-ALD grown shells. [164] The core/shell
structures synthesized via the self-limiting c-ALD method and the calcu-
lation-based rod nucleation approach are shown in Figure 5.15. The ho-
mogeneous shell obtained through the epitaxial growth facilitated through
c-ALD (a) presents a stark contrast to the nanostructured shell that has
formed after ripening for 4 h (b1) and 24 h (b2) of the nanorods that origi-
nally nucleated at the parent NWs during the latter approach. The typical
polytypism of SLS-grown cadmium chalcogenide NWs has been reported
to induce nucleation centers on the NW surface, which have been exploited
for shell formation via the rod nucleation mechanism. The ripening pro-
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Figure 5.15: Micro-
graphs of CdSe/CdS
core/shell NWs. The
shells were deposited us-
ing different mechanisms.
The NWs that exhibit a
smooth shell (a) were fab-
ricating using the c-ALD
approach. The NWs pro-
duced via rod nucleation af-
ter ripening for 4h (b1) and
24h (b2) as published by
Li et al. [164] are shown for
comparison.

cess has been found to successively convert the elongated shell particles
into thermodynamically more stable spherical particles. Through diffu-
sion along the core NW, intrarod material transport and reshaping occurs
until bead-like structures have formed along the NW. Although these ex-
hibit the same crystal phase and orientation as the template, the final shell
has strong variations in diameter. In addition to the inhomogeneous shell
morphology, the amount of precursor needed for an aspired shell thick-
ness has to be estimated in analogy to the calculations conducted for the
SILAR method. [164]

This estimation however is especially error-prone when pertaining to
colloidal NWs as both NW concentration and length can not be readily
determined, which in turn renders the calculated surface area highly inac-
curate. Auxiliary, side nucleation in solution, which is subjective to several
parameters such as the ligand system, solvent and temperature fluctua-
tions may significantly reduce the amount of available precursor and thus
reduce the thickness of the shell. Finally, the phase alternations in the
NWs may contribute to the imprecision of the calculation-based process,

77
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as the nucleation of the nanorods has been reported to primarily occur
on the (111) equivalent faces of ZB segments. [164,165] Variation in ZB/WZ
ratio and especially segment length and phase-alternation frequency re-
sulting from slightly different synthesis conditions may thus influence the
number of nucleation sites and consequently, the nanorod density during
shell growth. Naturally, the core NWs used for the c-ALD technique also
exhibit polytypism, as they have been synthesized using the same SLS-
approach with similar conditions. However, no effect on the shell deposi-
tion beyond templating of the crystal structure and orientation has been
observed for this anorganic LER even in the HRTEM that is reproduced
in Figure 5.16a. For better visualization, core and shell regions are high-
lighted in green and light blue, respectively. No pronounced distortions
or interruptencies have been observed which is in contrast to the HRTEM
image of the rod-nucleated core/shell NWs displayed in Figure 5.16c that
was adapted from ref [164] to include the same color code as in (a) to high-
light core and shell material, although clearly discernible in this case. As
previously discussed, nucleation of the nanorods as an intermediate shell
system is occurring at the ZB-phase surface. Extended WZ segments may
thus lead to sections that have to be coated solely via surface diffusion.

The quality of the shell deposition is also limited by the slight lat-
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Figure 5.16: High-re-
solution micrographs of
core/shell NWs. TEM
analysis of a CdSe/4CdS
heterowire synthesized via
the c-ALD approach (a).
The region of the CdSe core
(green) and the CdS shell
(light blue) are highlighted
exemplarily for one NW.
An additional EDX map-
ping reveals the spatial dis-
tribution of the semicon-
ductor compounds (c). The
HR image of the core/shell
wire grown via the rod-
nucleation technique has
been adapted from Li et
al. [164] to include highlights
for the core (green) and the
shell (light blue).

tice mismatch between CdSe and CdS of 3.86% (WZ) and 3.95% (ZB),
which can not be compensated without distortions over longer distances.
Although the same lattice constraints do apply to the shell growth using c-
ALD, all lattice spaces are readily accessible through the ligand exchange
associated with the phase-transfer. Therefore, a growth mechanism similar
to the classical layer-by-layer growth may be assumed to occur during this
heteroepitaxy. The transition from layer-by-layer (Frank–van der Merwe)
to island-based (Volmer–Weber) growth, which form the basis of the in-
termediary Stranski–Krastanov mechanism, is governed by the chemical
potential of the deposited layers. At a critical thickness, the accumulated
strain energy surpasses the tolerable wetting-misfit, concomitant with the
introduction of dislocations and ultimately the formation of islands. [166]

While the wetting layer can include several monolayers of the shell material
at small lattice mismatches, one has to keep in mind that these deposi-
tion mechanisms pertain to flat two-dimensional substrates rather than
the one-dimensional NWs, which exhibit additional strain along the waist
of the structure. Consequently, strain release would have to be highly
anisotropic, which may hinder the formation of islands as the increased
surface energy in comparison to the classical case cannot be compensated.
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Finally, charge-neutrality has to be maintained during each half-reaction
of the c-ALD process, which renders the adsorption of additional ions un-
likely. These limitations together with the decrease in colloidal stability
probably hinder the successful deposition of an additional ML of shell ma-
terial in case of the CdSe/CdS NWs used for this study. To verify, that
a shell had indeed been deposited, although hardly distinguishable in the
HRTEM (Figure 5.16a), an EDX analysis was conducted. The compari-
son between the chalcogenide channels, denoted Se (red) and S (yellow), in
Figure 5.16b ratifies the presence of a heterostructure comprising a CdSe
core and a CdS shell, as the latter extends further in the radial direction
(horizontal). Furthermore, the Se channel has a higher intensity in the
center of the NW than at the edges, which is in agreement with the pro-
jection of the spatial distribution of the material in a cylinder. The same
applies to the distribution of the metal, only with a larger diameter due to
Cd (blue) being the cationic species in both heterostructure compounds.
For anion S on the other hand, the regions of highest intensity can be
found right at the edges of the structure, which is caused by the tube-like
geometry of the shell.

To evaluate the morphology of the heterostructure and get an estimate
about the prevalent crystal structure, p-XRD data was collected. Note,
that different samples than previously discussed were used as to have suffi-
cient material for the measurement. Nonetheless should they represent the
general structural characteristics well as they have been synthesized under
the same conditions. The diffractograms of the core CdSe NWs (green)
and the core/shell CdSe/4CdS NWs (light blue) are displayed in the center
panel of Figure 5.17a. The stick patterns of CdSe (top) and CdS (bottom)
are displayed for both crystallographic configurations, namely WZ (blue)
and ZB (gray), respectively. The CdSe reference patterns reveal, that the
core NWs do indeed exhibit polytypism with WZ being the main crystal
phase as was discussed previously. The ratio of WZ/ZB segments could be
approximately determined by utilizing the simulations done by Harder et
al. that revealed the relative intensity of the WZ(103) reflex as a measure
for the ZB-rate under the constraint of analyzing WZ-rich NWs. [88] Con-
templating the ratio of the WZ(103)/WZ(110) peaks as proposed in the
reference, a ZB-rate of 17% could be retrieved. A more detailed analysis of
the parent NWs however, would probably be more beneficial for a deeper
insight into the rod-nucleation mechanism, while the crystal structure of
the c-ALD grown shell seems to be templated at each half-reaction and
should thus be preserved.
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Using the same approach for a preliminary analysis of the final core/shell
sample, this assumption can be fortified as the ZB-rate appears to be of
similar extend with 15% and 22% when using the curves for pure CdSe and
CdS, respectively. The core material has been found to amount to 71%
of the solid, which when presuming a linear dependency of the intensity
ratio on the CdS/CdSe ratio would ultimately render a ZB-rate of 18% for
the core/shell structure. In addition to differences in WZ(103)/WZ(110)
ratio between CdSe and CdS species, does the smaller ion radius of S
cause a shift of the XRD reflexes to higher values of wavevector q as

Table 5.5: Reference X-
ray diffraction reflexes of
CdSe and CdS for WZ (top)
and ZB (bottom) crystal
phase, respectively.

Miller CdSe CdS
index q / Å-1 q / Å-1

(100) 1.69 1.77
(002) 1.79 1.88
(101) 1.91 2.00
(102) 2.46 2.56
(110) 2.92 3.04
(103) 3.17 3.31
(112) 3.43 3.57
(201) 3.49 3.65

(111) 1.79 1.87
(220) 2.92 3.05
(311) 3.43 3.59

is also listed in Table 5.5. However, these shifts are only observable for
some reflexes, which is related to the orientation of the lattice planes
within the heterostructure. The vectors representing the normals of the
relevant planes in a wz-NW (blue) and a zb-NW (gray) are illustrated
in (b1) and (b2). In case of these highly anisotropic heterostructures,
those reflexes with longitudinal and those with radial contributions have
to be discriminated. This already applies to the parent structure due to
the strikingly different number of planes along and perpendicular to the
growth direction of the NW, leading to differences in coherence length,
which in turn influences the width of the corresponding peak.
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Figure 5.17: XRD of CdSe/xCdS NWs. Powder diffractograms of core
CdSe NWs (green) and core/shell CdSe/4CdS NWs (light blue) are shown in the
center panel to estimate the effect of the epitaxially deposited shell (a). The
stick patterns of wz-CdSe (PDF-no. 00-008-0459, top, blue) and zb-CdSe (PDF-
no. 00-019-0191, top, gray) as well as those of wz-CdS (PDF-no. 00-001-0780,
bottom, blue) and zb-CdS (PDF-no. 00-010-0454, bottom, gray) are shown for
comparison. The respective miller indices can be retrieved from Table 5.5. The
orientations of the lattice-plane normals of WZ (b1, blue) and ZB (gray, b2) with
respect to the NW are illustrated for clarification.
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The coinciding longitudinal reflexes WZ(002) and ZB(111) of the core
NWs have been observed to concur with those of the core/shell NWs, al-
though the extensive coherence length along the NW should allow for a
significant variation. The lack of this shift supports the hypothesis, that
the shell atoms are situated at their templated position rather than what
the unstrained crystal structure would imply. However, these peaks are
mainly influenced by the phase alternations. The FWHM of the predom-
inantly radial reflexes WZ(100) and WZ(110)/ZB(220) can be used as a
measure for the NW diameter, which do suggest a small increase in diam-
eter. In addition to this response, a slight shift would also be expected in
first approximation, as the lattice of the adsorbant should be relaxed in
the direction perpendicular to the surface. This on the other hand, only
applies to epitaxial growth on a two-dimensional substrate. In this spe-
cific case, the shell material exhibits even a smaller lattice constant than
the cylindrical core material. Furthermore, only four MLs on each side of
the projection through these lattice planes contribute to the signal. The
main effect on the diffractogram probably originates from strain effects
due to compression of the core lattice and deformation of the shell lattice.
The WZ(103) reflex, which is also used to determine the ZB-rate, may
exhibit the most pronounced variations in both wavevector and shape, as
its trajectory includes more than the aforementioned four planes of shell
material.

The p-XRD of the core/shell NWs exhibits an almost negligible shift to
larger wavevectors, as the lattice spacing of the adsorbant is presumably
dictated by the one-dimensional substrate. The shell has thus proba-
bly been grown in a highly strained fashion in the absence of additional
ions, which could possibly promote relaxation. The hypsochromic shift
of the PL highlighted in Figure 5.14 may thus also be a result of the in-
creasing compression and strain within the core/shell nanostructure. To
analyze both the spectral characteristics and the morphological effects
of the c-ALD growth further, homoepitaxial systems such as CdSe/CdSe
or CdS/CdS may be suitable to mitigate strain contributions originating
from the lattice mismatch. It would further be interesting to not only
analyze the subsequential intact heterostructures that are coated with a
complete ML of the shell semiconductor, but also characterize the opti-
cal properties after the half-reactions. The c-ALD process was conducted
assuming a Cd-rich native NW surface, which is why the anionic species
was chosen for the initial ligand-exchange step. Here, it would probably
contribute to the understanding of the surface chemistry of SLS-grown
NWs to also use the cation as the first anorganic ligand.
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5 Results and Discussion

The growth of an anorganic shell around a semiconducting nanostruc-
ture is a common means to tailor the charge-carrier confinement and thus,
the effective bandgap of the material. A further benefit is the saturation
of surface defects, which also has an impact on the PL decay dynamics.
Here, the former can be neglected, as the parent NWs have sufficiently
large diameters and do not exhibit confinement effects, while the latter
is potentially subject to strong variations due to the c-ALD procedure.
Therefore, fluorescence decay curves were collected for each CdSe/xCdS
sample and plotted on a semi-logarithmic scale in Figure 5.18a using the
established color code.

The decay curves were approximated with a bi-exponential function us-

Table 5.6: Lifetime para-
meters of CdSe/xCdS NWs
per c-ALD cycle x. The av-
erage lifetime τav as well as
the individual lifetimes τ1
and τ2 (in ns) and their cor-
responding fractional con-
tributions f 1 and f 2 are
listed as obtained using a
bi-exponential fit.

x τav
τ1 τ2

f 1 f 2

0 6.25
0.60 7.00
0.562 0.363

1 1.02
0.63 5.66
0.740 0.007

2 0.94
0.59 3.48
0.601 0.014

3 1.02
0.59 4.75
0.704 0.010

4 1.10
0.59 7.02
0.694 0.005

5 1.31
0.62 5.26
0.829 0.017

ing the Levenberg–Marquardt algorithm, revealing lifetime components
around 0.6 ns and 5 ns. The faster component τ1 is on the timescale of
the IRF and should thus not be contemplated in detail when analyzing
variations in kinetics associated with shell growth. However, this applies
to the absolute values, but not to the percentage, as the possible addi-
tional recombination processes could contribute significantly to the fast
component, although the specific decay time is not procurable. Conse-
quently, the average lifetime, which is calculated using Equation 2.10 can
render an insight into the overall changes in dynamics within the limits
of resolution. In fact, the core CdSe species exhibits the longest average
lifetime τav as is specified in Table 5.6. In the absence of any additional
shell material, the slower component τ2 enhances the overall lifetime of
the system as the amplitudes at t0, A1 and A2, are in the same order of
magnitude in case of the parent CdSe NWs.
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Figure 5.18: PL decay curves of CdSe/xCdS NWs. The established color
scheme is used to discriminate the data sets. The PL decay curves (a) were
fitted bi-exponentially, which rendered the lifetime values τ1 (solid, downwards
triangle) and τ2 (solid, upwards triangle) and the corresponding fractionals f 1
(empty, downwards triangle) and f 2 (empty, upwards triangle) (b). The average
lifetime τav (solid, circle) was calculated using Equation 2.10.
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5.2 Anorganic Ligand Exchange Reaction

While a preliminary assumption includes lifetime enhancement due to im-
proved saturation of dangling bonds, this hypothesis does not hold true
for the initial shell-growth step that equals an anorganic ligand-exchange
reaction. A stark decrease in average lifetime (solid circles) was observed
for said CdSe/1CdS sample as is visualized in Figure 5.18b. The solid black
line serves as a guide to the eye and emphasizes the evolution of the aver-
age lifetime with the increment of shell monolayers. Likewise, the trends
of the individual lifetime components τ1 (solid, downwards triangle) and
τ2 (solid, upwards triangle) are accentuated by black dotted lines. The
gray dashed lines highlight the corresponding fractional contributions f 1

(empty, downwards triangle) and f 2 (empty, upwards triangle). Note,

fi = Aiτi∑
i Aiτi

(5.1)
that the dedicated ordinate (gray) is inverted to improve lucidity of the
subfigure. It becomes apparent, that the reduced average lifetime of the
core/shell NWs is governed by the stark decrease in f 2, which reaches
a plateau at low fractional contribution, while f 1 complements the life-
time distribution at high fractional contribution. For the calculation of
these fractionals, Equation 5.1 was used. The subsequent addition of shell
monolayers results in a slight increase of the average lifetime, which may
be attributed to the enhanced screening of the dielectricum at thicker shell
conditions or the retroactive saturation of defects remaining from the pre-
ceding deposition.

The success of the exchange from organic to inorganic ligands is in-
fluenced by the initial stripping of the original surfactants, namely the
phosphonic acids, using the salt (NH4)2S. The colloidal stability of the
NWs, especially in the intermediate polar phase, and the phase transfer
into the unpolar phase using the long-chained organic molecule DDAB,
further govern the outcome of the first half-reaction of the LER procedure.
If the correct prerequisites are met inadequately, e. g. the concentration of
the inorganic ligand is spuriously high, the exchange could be expedited
beyond the usually concurrent phase transfer, resulting in the coagulation
of the NWs. Likewise, an insufficient concentration will probably result
in an incomplete ligand exchange and consequently an incomprehensive
sulfide layer on the one hand, while the phase transfer will most likely also
be impeded, due to some of the original organic molecules remaining on
the surface.
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5 Results and Discussion

To be able to compare not only the spectral position and the decay
kinetics, but also the absolute intensities of the native CdSe NWs and the
core/shell NWs, both species were deposited on the same substrate. The
position of the NWs on the substrate was mapped after each deposition
step in order to discriminate core and core/shell NWs. In preparation,
an investigation of CdSe and CdS NWs was conducted as proof of prin-
ciple, since the two materials can be distinguished easily, due to their
pronounced emission maxima. A spectrally resolved map of an area con-
taining both species was obtained by raster scanning the excitation beam
while collecting a spectrum for each pixel. The individual spectra were
subsequently fitted with a Gaussian as to evaluate the respective emission
maximum. A 2D-map illustrating the spatial distribution of the retrieved
PL peak wavelengths is provided in Figure 5.19a1. To obviate fitting of
the background signal, a threshold was implemented. Pixels with an in-
significant signal were elided during the fitting procedure.
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Figure 5.19: Spectrally resolved map of CdSe and CdS NWs. The
spatial distribution of the PL maxima of both species (a1) and the maps showing
the emission wavelengths of CdSe (a2, top) and CdS (a2, bottom) individually,
reveal PL-maxima modulations along the NWs. Exemplary spectra of CdSe (top)
and CdS (bottom) were extracted from the pixels highlighted in the 2D-data (b).

The remaining pixels can largely be assigned to either CdSe (reddish) or
CdS (greenish) NWs. The sporadic pixels, which do not exhibit any con-
junction to a nanostructure, most likely result from the delicate choice of
the count threshold level. While these contributions of the background
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5.2 Anorganic Ligand Exchange Reaction

could be rejected reliably, the partially weak signal of the NW would also
be discarded. For a more detailed investigation, the CdSe and CdS NWs
are represented in separate channels (a2). Fluctuations of the peak wave-
length with respect to the intrawire position are perceptible. This effect
is especially pronounced for the CdS NW (bottom). The ends of the one-
dimensional structure exhibit a smaller peak wavelength than the middle
part. The exemplary spectra (Figure 5.19b) retrieved from individual pix-
els at the NW tips of both CdSe and CdS compare well with the effective
band energy reported for the respective bulk material. Consequently, the
red-shift of the peak wavelength at the CdSe NW center should not be
induced by the lifting of confinement due to an increase of NW diameter.

As colloidally synthesized NWs are prone to agglomerate and form bun-
dles, not only the emission wavelength but also the intensity should be con-
templated. The correlation of both may give an insight into the arrange-
ment of individual NWs within the investigated bundle. For comparison,
2D-maps representing the spatial distribution of the peak wavelengths and
intensities are shown in Figures 5.20a and b, respectively.
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Figure 5.20: Correlation of PL wavelength and intensity of CdS NWs.
The spatial distribution of the PL wavelength within the whole scan area (a1) and
an excerpt representing the CdS structure (a2) is compared to the PL intensity
distribution (b) within the same spatial region. The values extracted at identical
positions are subsequently correlated (c).
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5 Results and Discussion

The aforementioned insular pixels, which are visible in the spectrally
resolved map (a1), can also be distinguished in the intensity map (b1).
The diffuse shape of the signal strongly suggests, that the counts origi-
nate from a background evoked by some kind of residue on the substrate.
The correlation of the emission wavelength and intensity of the CdS NW
represented in the excerpt reveals, that the middle section of the one-
dimensional structure is of lesser intensity at higher emission wavelength.
The ends of the structure on the other hand partially exhibit much higher
intensities, but luminesce at shorter wavelengths. One possible explana-
tion may simply be the smaller relative contribution of the background to
the overall emission at pixels with higher intensities.

While the proof-of-principle investigation using the two different mate-
rial systems worked perfectly, no distinct differences between CdSe and
CdSe/1CdS could be observed, although the two species were registered
successfully after the respective deposition step. No PL-intensity enhance-
ment due to the shell was noticeable upon direct comparison. Conse-
quently, a similar procedure as the heat treatment using the TGA setup
was conducted, in order to promote the rearrangement of the atoms within
the crystal lattice and thus suppress defects through annealing. Contrary
to the experience reported for the CdTe NWs, the emission of the respec-
tive species remained intact. However, not only could the PL be preserved,
but no significant intensity variation of the core/shell sample with respect
to the parent structures was observed. Instead, an increase in the struc-
ture/substrate intensity ratio was observed for all NW species. This can
probably be attributed to the inactivation of the luminescent residues that
were discussed before.

In future experiments, the annealing procedures should be repeated using
different experimental parameters. Moreover, samples with thicker shells
may be of higher interest than the single-monolayer sample, although on
the other hand, the rearrangement of only a single monolayer is probably
more facile. A slightly different approach to the annealing investigation
might be conducted by monitoring the morphology of the NWs in a TEM
while using a heating mount as to directly monitor the influence of the
procedure on the crystal lattice. On that note, strain-mapping could con-
tribute to the suite of methodologies and may render insights into the
compression of the core NW caused by the small lattice mismatch be-
tween core and shell material.
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5.2 Anorganic Ligand Exchange Reaction

Furthermore, the effects of a c-ALD-mediated shell on core NWs ex-
hibiting confinement should be investigated. In that case, two competing
effects on the lifetime characteristics of the core/shell system might be
evoked. Lifting of confinement may prolong the average lifetime and the
imperfect nature of the shell might lead to a reduction of the average life-
time as was discussed above. Instead of producing a radial heterostruc-
ture with two different semiconductors, it would further be of interest
to deposit a shell of the same material onto a core structure. In this
quasi-heterostructure, lattice-mismatch effects should in principle be cir-
cumvented. When using CdS as a model system, the intensity of the
emission at 700 nm could be used as a measure for newly introduced trap
states. Using the c-ALD method to exchange the organic ligands of the
CdTe NWs to form a CdTe/xCdTe sample could be an alternate route to
investigate the origin of the NIR-replicas.

An IR-investigation of the subsample species such as CdSe, CdSe/S and
CdSe/S/Cd may render insight into the organic remnants used to promote
the anorganic LER, although the success of the phase-transfer during the
c-ALD already provides feedback about shell-growth. In addition, the op-
tical properties of these subspecies should be analyzed. This has however
been challenging to date, as the synthesis needs to be scaled up for these
experiments, which has been difficult thus far.
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5 Results and Discussion

5.3 Influence of the Synthesis Ligand-System
on the PL

In the last sections, the influence of organic and inorganic surfactants on
the optical characteristics of NWs was discussed. To investigate the effect
of the different ligands, while the semiconductor nanostructures remain
comparable, the organic matrix was altered only after synthesis. In the
following section, the effect of individual ligand species used for complex-
ation during synthesis on the resulting NWs will be discussed. In addition
to the surface-ligand interaction, the influence of the organic molecule
on the morphology of the nanostructure has to be contemplated. More
specifically, the choice of ligand may affect the overall crystal structure
and geometry as well as the lattice defect density. The SLS synthesis
can be divided into two subphases, namely the pre-nucleation phase and
the crystal-growth phase. During the former, the ligands complexate the
precursor and thus limit the speed of the reaction. This is due to the
size-dependent diffusion speed of the complex and the cleavage efficiency
at the solution/liquid interface of the catalyst particle. The subsequent
directional crystal growth is further promoted by the preferential adsorp-
tion of the coordinating ligands on the side facets. Both the reaction
kinetics and the surface passivation play a significant role in the reduction
of defect sites and thus, charge-carrier trap states.

The wide-band-gap semiconducting CdS NWs are well suited as a model
system for the investigation of defects due to their distinct emission spec-
trum. An exemplary spectrum of CdS NWs is reproduced in Figure 5.21.
Auxiliary to the narrow near-band edge (NBE) signal, a broad emission
feature can be observed at lower energies. The red-shifted emission band
has been reported to originate from trap states. [167] The reduction of the
recombination energy and concomitantly, the photon energy, is ascribed
to the interaction of the photo-generated charge-carriers with lattice de-
fects such as vacancies and interstitials. The positively charged sulfur
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Figure 5.21: A typical
spectrum of CdS NWs.
The luminescence of CdS
at RT usually comprises a
narrow NBE signal and a
broad trap band.

vacancies have been identified as the main defects that contribute to the
trap emission. The excess of cadmium ions has been reported to have a
similar effect as they increase the number of electron scavengers and thus
equal sulfur vacancies. [168] Unsaturated cadmium surface sites with their
dangling bonds may present an analogous case and therefore augment the
trap emission. The reduction of lattice defects during synthesis as well as
an enhanced surface–ligand interaction may consequently attenuate the
defect-mediated recombination.

88



5.3 Influence of the Synthesis Ligand-System

For the synthesis of cadmium chalcogenide nanostructures, alkyl phos-
phonic acids (PA) are well established. While the interaction strength
of ligand and NW surface was to be modified, the general binding motif
should remain unaltered. Variation of the aliphatic residue affects the
acidity of the head group and may thus also influence the coordination
to the cadmium surface site. [169] Therefore, the optical characteristics of
CdS NWs that have been synthesized from different cadmium precursors,
were probed. The diprotic acids used for the preliminary complexation of
the cadmium are represented in Fiure 5.22. The choice of PA derivatives
included octylphosphonic acid (OPA), tetradecylphosphonic acid (TDPA)
and octadecylphosphonic acid (ODPA).
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Figure 5.22: Phosphonic acids used for the synthesis of the CdS NWs.
The chain length of the aliphatic residue was varied, rendering OPA (left), TDPA
(middle) and ODPA (right), respectively.

The binding energy of the surfactants is not only correlated with the bind-
ing motif of the head group itself but with the electron-releasing nature
of the substituent group, namely the hydrocarbon chain. [170] The positive
inductive effect (+I) of the alkyl chain increases the electron density in
the head group, thus decreasing the acidity of the functional group. How-
ever, the inductive effect is considered to only be significant over a short
distance, rendering even the variation between butyl- and pentyl-residue
negligible with respect to the electron-releasing character. Nonetheless,
the length of the ligands has been reported to have a pronounced influ-
ence on the formation cadmium chalcogenide nanorods. [85] These findings
are attributed to the increased thermal stability and the smaller diffusion
coefficient of complexes with longer chains. The shorter chain ligands
were thus assumed to be more reactive, ultimately promoting anisotropic
growth but also the generation of lattice defects. [171,172] While these prop-
erties mainly apply to conventional colloidal synthesis, including the ho-
mogeneous nucleation and subsequent growth of the nanostructures, a
similar surmise can be made for the anisotropic growth rate during SLS
synthesis, with the too high growth rate of small reactive precursors caus-
ing higher defect densities. [152] In addition to the poorer quality of the
final NW, the homogeneous nucleation competes the SLS growth, thus
either necessitating the use of an inhibitor or a less reactive precursor. [78]
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5 Results and Discussion

As stated above, the extend of the trap emission may not only be in-
fluenced by the passivation of the final nanostructure, but also by the
morphology that is a direct consequence of the synthesis parameters. The
decrease of the NW diameter may contribute to the trap-mediated recom-
bination due to the enhanced surface to volume ratio. The size distribu-
tions of the different NW samples were thus investigated. Exemplary TEM
images and the corresponding histograms are arranged in Figures 5.23a-b
with decreasing residue-chain length from top to bottom.
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Figure 5.23: PA-dependent structural characteristics of CdS NWs.
TEM images (a) and the NW size distributions (b) extracted from the micro-
graphs are shown with decreasing PA chain length from top to bottom, respec-
tively. The diffractograms are reproduced accordingly (c). An electron micro-
graph and the histogram of the catalyst particles are shown for comparison. The
stick patterns of wz-CdS (PDF-no. 00-001-0780) and zb-CdS (PDF-no. 00-010-
0454) are given as reference.
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5.3 Influence of the Synthesis Ligand-System

In the electron micrographs, straight NWs with homogeneous intrawire di-
ameters are primarily observable. The corresponding diameter histograms
do not reveal pronounced differences between the NW samples. The ex-
tracted mean diameters amount to 11.9 nm ± 1.7 nm, 11.4 nm ± 1.9 nm and
11.1 nm ± 1.5 nm for ODPA, TDPA and OPA, respectively. As previously
elaborated, it is assumed, that the small molecules build less stable com-
plexes that are, however, more mobile due to their reduced sterical hin-
derance. Consequently, the monomer is more readily available and the re-
sulting growth is faster. [85] For the comparatively short ligand OPA, the
growth of CdS nanorods as a competing side process was reported, [173]

which may have been caused by the precursor decomposition of the cat-
alyst NP that is necessary for the subsequent heterogeneous nucleation
of the semiconductor in the liquid phase being slower than the homoge-
neous process in solution. Aside from the side-nucleated nanorods, which
could be removed during the purification process, the variation of the PAs
did not induce a significant disparity in diameter distributions. This is
in line with the assumption that the main effect of the fast supersatu-
ration of the anorganic compounds in the Bi-NP and the concomitant
enhanced growth rate is a heightened defect density, while the NW di-
ameter is largely predetermined by the size of the catalyst particle. The

Table 5.7: Reference X-
ray diffraction reflexes of
wz-CdS and zb-CdS.

Miller
index q / Å-1

wz-CdS (100) 1.77
(002) 1.88
(101) 2.00
(102) 2.56
(110) 3.04
(103) 3.31
(112) 3.57
(201) 3.65

zb-CdS (111) 1.87
(200) 2.17
(220) 3.05
(311) 3.59
(222) 3.74

transmission electron micrograph and the size histogram of the bismuth
catalyst particles (27.3 nm ± 1.5 nm) are shown for comparison at the bot-
tom of (a) and (b), respectively. A narrow size distribution of the catalyst
NP is aspired, to ultimately obtain a sharper diameter distribution of the
SLS-grown NWs.

The crystal structure of the three samples was evaluated using the XRD
data in Figure 5.23c. As already discussed for the CdTe NWs, SLS-growth
promotes the formation of polytypic NWs that comprise WZ and ZB seg-
ments. Indeed, reflexes of both crystal phases can be observed in all three
diffractograms. The respective stick patterns of the references for wz-
CdS (dark blue, PDF-no. 00-001-0780) and zb-CdS (gray, PDF-no. 00-010-
0454) are shown below the diffractograms for comparison and additionally
listed in Table 5.7. The reflex positions of the experimental data are in
good agreement with the stick pattern of the bulk reference of wz-CdS.
However, the relative intensity of the reflex at 1.88 Å-1 deviates signifi-
cantly from the reported value. This is probably caused by an overlap of
the aforementioned WZ(002) and the ZB(111) reflexes. While the (200)
ZB-reflex is not discernible in any of the experimental diffractograms, the
less intense ZB(222) reflex can be observed at 3.74 Å-1, which further backs
the surmise of polytypism. The extensive analysis of the pXRD-data has
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5 Results and Discussion

been shown to give a good estimate of the WZ/ZB ratio. [88] Contemplating
the proposed relation between the intensity of the WZ(103) reflex normal-
ized to the WZ(110)/ZB(220) reflex and the ZB-rate reveal values of 7%,
11% and 8% for ODPA, TDPA and OPA, respectively. Although the er-
ror of the evaluation method was estimated to be small for low ZB-rates
(±1% at 15%), [88] the value retrieved for the OPA-terminated NWs may
be erroneous due to the pronounced background present in this diffrac-
togram. An influence of the chain length of the PA on the phase-purity
of the nanowires can not be confirmed and for the further discussion the
WZ-rich NWs are assumed to exhibit polytypism to similar extents.
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Figure 5.24: Influence of chain length on the spectral properties. UV-
Vis (dashed) and PL (solid) spectra of CdS NWs terminated with ODPA (top,
green), TDPA (center, turquoise) and OPA (bottom, blue) (a). The extinction
spectra are normalized to the inflection point of the first transition. The normal-
ized PL intensity decay curves are represented on a logarithmic scale accordingly.

The chain length of the organic ligand on the optical properties is ex-
pected to be limited to a variation of the trap band rather than the NBE.
Nonetheless, non-quantized NW samples were chosen for this study as
to obviate the convolution of size-quantization effects and surface chem-
istry influences. The normalized extinction (dashed) and emission spectra
(solid) are reproduced in Figure 5.24. The UV-Vis spectra were normalized
to the inflection point of the local absorption maximum around 505 nm.
The PL spectra of all three samples exhibit a pronounced NBE band at
507 nm (ODPA), 509 nm (TDPA) and 513 nm (OPA) respectively that
was used for normalization. The red-shifted trap emission centered at
715 nm is well observable for the OPA-covered sample amounting to an
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5.3 Influence of the Synthesis Ligand-System

intensity ratio of 23%. Already for the TDPA-terminated NWs a signifi-
cant reduction of the trap emission to 7% is observable, while the emission
is not discernible for the ODPA-terminated sample. Note, that the ex-
tinction spectra are retrieved from colloidal ensemble samples, whereas
the emission spectra represent the optical properties on a single particle
level. To enhance comparability of the PL data, an area of interest was
raster-scanned and the center along a NW (or more likely, a bundle of
wires) was selected rather than the end of NWs at which the ligand den-
sity is presumably different. The typical detection scheme for individual
NPs such as quantum dots is not applicable for NWs due to the lack of
clearly discernible on and off states. Nonetheless, the presence of multiple
NWs should not affect the surface chemistry and thus, the contribution of
shallow trap states to the charge-carrier recombination. In addition to the
changes in trap/NBE ratio, an increase in NBE intensity was observed in
the presence of the longer ligands. As can be deduced from Figure 5.25,
the recombination between the charge-carrier trap states entails not only
lower energies than the excitonic recombination, but also different lifetimes
and crossover times. [174]
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Figure 5.25: Radiative
and non-radiative re-
combination pathways.
After the initial absorption
of a photon with wave-
length λa, various recombi-
nation paths entailing dif-
ferent lifetimes τ are pos-
sible including the relax-
ation via shallow and deep
trap states. Adapted from
ref. [174]

While the shallow traps contribute to the radiative recombination (wavy
arrow) and cause a simultaneous increase of the average PL lifetime,
the deep traps that introduce mid-gap energy levels often promote non-
radiative relaxation (straight arrow), which nonetheless also contributes
to the PL lifetime of the system. For reasons of clarity, only the radiative
recombination between shallow electron and hole traps and the radiation-
less relaxation from a deep electron trap level to shallow hole traps are
illustrated, although a multitude of further de-excitation schemes are pos-
sible. The different lifetimes τe, τt can be attributed to excitonic and trap
recombination, respectively. The latter can be discriminated further into
shallow (st) and deep (dt) trap lifetimes to account for the different ki-
netics caused by the depth of the defect. Additionally, the crossover times
τc should be taken into account for the various trap types. Better satura-
tion of the dangling bonds should reduce the number of surface traps and
consequently elongate the crossover time τc, which results in an increase
of the NBE intensity. Electron traps located 0.63–0.7 eV below the CB
that are attributed to excess surface Cd have been identified to cause the
broad trap emission. [28] Although these traps lie deep within the band gap
with the offset from the band edge by far exceeding the 25 meV that are
commonly taken as an estimate to differentiate shallow and deep traps,
recombination via these midgap states is radiative and can be observed as
the broad emission band.
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5 Results and Discussion

The difference between the observed NBE and trap emission has been
determined to range between 0.68 eV–0.71 eV, which is in good agreement
with the proposed energetic position of the defect. The energy of the
trap-mediated transition appears to be stable, irrespective of the surface
ligation and should furthermore be independent of quantization as it is
positioned relative to the CB edge and not the electronic levels. Indeed,
the trap emission has been found to be of equal width and centered at the
same wavelength for all three investigated sample systems.

The deactivation of the surface traps should inhibit this relaxation path
and thus increase the intensity of the NBE band and alter the PL lifetime.
While an increase in NBE emission was observed with increasing chain
length, no pronounced effect on the PL lifetime was retrieved from the
decay curves in Figure 5.24(b). The histograms of the PL intensities are
represented on a logarithmic scale for a time range of 150 ns and the IRF
was measured on each substrate to ensure that it is much faster than the
PL response of the nanoscopic semiconductor.

A TGA was conducted to evaluate the thermal stability and the des-
orption schemes of the different surfactants from the semiconductor sur-
face. The thermogravigrams (colored) and the corresponding derivatives
(gray, dashed) in Figure 5.26 reveal a rapid thermal response with degra-
dation peaks observable at 480 °C for CdS/ODPA (top, green), 468 °C
for CdS/TDPA (center, turquoise) and 433 °C for CdS/OPA (bottom,
blue), respectively. All samples exhibit a plateau until a temperature of
180 °C is reached followed by a slow mass loss of approximately 10% that
hints at the same residue being removed in all cases. While water and
toluene have boiling points at 100 °C and 111 °C, this initial thermal re-
sponse may be attributed to the vaporization of organic contaminations
introduced during synthesis or purification that could not sufficiently be
removed during drying of the samples prior to the TGA. Comparison to
the thermogravimetric characteristic of free ligands (such as DOPA and
TOPO in Figure 5.9 in Section 5.1.2) reveals, that this slow mass loss can
indeed be attributed to the overall sample containing remnants of different
solvents and surfactants rather than the pure ligands, which remain intact
without any loss of mass until they decompose at a specific temperature.
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These characteristic onsets of the thermal response, however, are well
distinguishable for the different phosphonic acids. The steep slope of the
gravigrams indicates that vaporization of the aliphatic molecules is the
prevalent thermal response that, as expected, occurs at lower tempera-
tures for shorter chain lengths. The symmetric shape of the prominent
DTG peaks further backs the assumption of a single mechanism evoking
the rapid mass loss of around 80% to reach preliminary remaining mass
fractions of 7.6% (ODPA), 7.8% (TDPA) and 8.0% (OPA). Especially the
TGA curve of the CdS/OPA sample exhibits a further decomposition step
starting at 450 °C and resulting in a final residual mass of 1.9%. A similar
behavior is noticeable for the CdS/ODPA sample with an onset temper-
ature of 497 °C and a mass of 4.8% for the stable residue. In case of the
CdS/TDPA sample, this second decomposition is hardly distinguishable.
However, the careful analysis of the gravigram reveals a slight mass loss
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Figure 5.26: Thermo-
gravimetric analysis of
the PA-covered CdS
NWs. Thermogravigrams
(colored) and the respective
differentials DTG (gray)
of the CdS/ODPA (top,
green) CdS/TDPA (center,
turquoise) and CdS/OPA
(bottom, blue) NWs.

beyond 486 °C that mark the end of the first step to reach a final stable
residual mass of 6.8%. The two observed separate decomposition steps
could in theory be attributed to the bidentate nature of the head group.

However, the second process is much less pronounced and may rather be
evoked by the actual desorption of the bound ligand while the preceding
extensive mass loss is caused by the removal of the free ligands. The
comparatively low constant masses at high temperatures indicate that
the ratio of organic to inorganic components exceeds the amount of ligand
for a perfect surface passivation by far, even if the ligand is assumed to
only form one bond with the semiconductor surface. The resemblance of
the steep process with the thermal response of the pure ligand further
ratifies the hypothesis. and the decomposition of the semiconductor can
be omitted as the cause of the second transition as nanoscopic CdS has
been reported to be thermally stable in the temperature range covered in
the TGA. [175] Conclusively, the adsorption schemes seem to be similar for
the three investigated ligands.

For a more detailed analysis of the thermal stability, it could be ben-
eficial to use CdS nanodots instead of elongated structures in order to
avoid the profuse bundling of these colloidal particles and thus reduce the
amount of free ligand in the sample. Furthermore, the thermal response
could be analyzed using differential thermal analysis (DTA), which ren-
ders insight into changes of enthalpy of the system upon heating. Al-
though the obtained TGA data imply a single-step desorption mechanism
of the ligand from the semiconductor surface, a subsequently conducted
gas chromatography–mass spectrometry (GC–MS) may render valuable
information about the nature of the ligand after desorption. The ligands
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utilized during synthesis were found to have a pronounced influence on
the spectral properties of the CdS NWs and especially the trap emission,
which is a measure for the passivation of electron traps that result from
unsaturated surface sites. While these differences may also be attributed
to the morphology of the colloidal nanostructures, TEM and XRD studies
revealed the samples to be similar in terms of size distribution and crystal
structure. For this initial analysis, non-quantized NW samples were cho-
sen as to preclude the superposition of ligation and quantization effects. It
also appears as if the larger diameter contributes to less coagulation and
thus a less troublesome sample transfer. In addition to the NW geome-
try, the length of the ligand also seems to influence the tendency to form
bundles, with longer aliphatic chains enhancing this tendency and thus
complicating the sample preparation procedure. For future investigations,
PL measurements in solution may contribute to a more facile evaluation of
the optical properties as ensemble-averaging effects may strongly reduce
the bias of the experimenter.

However, single-particle measurements are the ultimate goal as to gain
more insight into the influence of the morphology on a nanoscopic level
along the wire onto the optical properties. Here it is highly recommended
to analyze freshly synthesized samples and deposit them on a TEM sub-
strate supplied with markers for orientation to correlate the spectral char-
acteristics with the position along the NW. Finally, these samples could
be submitted to an annealing or ligand-stripping process after an initial
round of laser microscopy as to further investigate the influence of the
ligands on the optical properties after synthesis. An alternative approach
could also be the modification of the surface using cALD to be either sul-
fur rich or by depositing a complete monolayer and using the method as
means for a ligand-exchange reaction.
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5.4 X-ray Microscopy Analysis of SLS-QNWs

The optical properties of cadmium chalcogenide NWs are strongly de-
pendent on the organic-capping agents used during colloidal synthesis, as
has been discussed in the previous sections. However, insight in not only
the optical but also the electrical characteristics is essential for the op-
timization of NW based applications. By combining the analysis of the
elemental distribution and the electrical response of the device by means
of XRF and XBIC, local variations in device performance may be corre-
lated to the structural inhomogeneities.

In preparation of the electrical measurements, the substrate with the con-
tacted CdTe NWs was attached to a PCB and electrical contact between
the conductive tracks of the PCB and the gold pads of the device was
established via copper wire bonds. The construction was fixed to sample
holder, which in turn was mounted on an aluminum base. By use of this
configuration (Figure 5.27a), sample changes at the beamline are rendered
more facile and a more robust direct connection to coaxial cables can be
implemented via the plugs. [129] The KLayout Editor mask defining the
electrical architecture (b1) was designed to comprise two separate sample
areas (black boxes) from within which suitable nanostructures were se-
lected to be lithographically contacted. The microscopic gold (yellow)
structures and the nanoscopic platinum (red) markers were fabricated
prior to NW deposition. In addition to the electronically relevant gold
components, triangular markers were included between the two sample
areas to ease the sample-positioning procedure that is complicated by the
usually limited field of view at the beamline.

2 mm 20 µm(a) (b3)(b2)(b1) (c)

Figure 5.27: Sample architecture and setup. The contacted sample glued
to a PCB is mounted on the sample holder (a). The KLayout Editor mask (b1)
illustrates the electrical architecture with gold (yellow) contact pads and tracks,
platinum (red) markers and leads. Bright field (b2) and dark field (b3) optical
microscopy images show the location of the contacted CdTe NWs within the top
and the bottom panel, respectively. The experiment geometry (c) within the
vacuum chamber at beamline 26-ID-C comprises the XRF detector (left) and the
sample (center) that is positioned on a motor stack.
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The thin platinum leads were tailored to the location and orientation of the
transferred NWs, which were ascertained by means of optical microscopy.
The bright (b2) and dark field (b3) images show the position of the NWs
on the substrate for the top and bottom device, respectively. In order
to minimize the region of interest for X-ray microscopy and thus reduce
the measurement time, NWs oriented parallel to either of the substrate
edges were selected. The experiment configuration at beamline 26-ID-C
is shown in Figure 5.27c, with the sample (center) being positioned on a
motor stack in a vacuum chamber. The XRF detector (left) is situated
in close proximity to the sample at an angle of 90° with respect to the
X-ray beam (green highlight) that would be entering the image from the
left. The fixed position of the XRF detector entails a rotation of the sam-
ple towards the detector to reduce self-absorption in the sample volume.
However, this effect is negligible in case of the nanoscopic wires.

The CdTe NWs are well suited as a model system to be investigated
at this hard X-ray beamline that can provide beam energies ranging
between 6–12 keV allowing for excitation above the X-ray L-absorption
edges as is shown in Table 5.8. The chosen beam energy of 8.4 keV en-
ables the evaluation of the spatial distribution of all main elements in
the sample including both compounds of the binary semiconductor Cd
(Eabs

LIII
(Cd) = 3.5 keV) and Te (Eabs

LIII
(Te) = 4.3 keV), as well as the Pt metal

contact (Eabs
M (Pt) = 3.3 keV) and the Si substrate (Eabs

K (Si) = 1.8 keV). [176]

In addition to these clearly discernible elements, residual Bi catalyst-

Table 5.8: X-ray absorp-
tion edges of cadmium and
chalcogens. [176]

K / keV LIII / keV
Cd 26.71 3.54
S 2.47 0.23
Se 12.65 1.43
Te 31.81 4.34

particles were conjectured to be remaining attached to a fraction of the
NWs. The XRF spectra were recorded with a multi-element silicon drift
detector. For the evaluation of the data, each element was treated individ-
ually, to account for the different energy calibration and geometry with
respect to the sample as was detailed by Ziska et al. [125] Furthermore,
a custom background subtraction algorithm was applied to facilitate the
analysis of the vestigial fluorescence signal of the catalyst particles (Bi
M-lines) in the low energy region of the recorded XRF spectra, as is ex-
emplarily shown for detector module two in Figure 5.28. Complementary
to the XRF sum spectrum (black) integrated over all scan points and the
background (yellow), both the fit of the sum (solid green) and the sum of
fits (dashed green) are illustrated. While the former fit is directly retrieved
from the sum spectrum, the latter is procured by adding the individual fits
of each single pixel spectrum, thus giving a measure of the representation
of the highly localized features that contribute only few counts. Both fits
were found to be in overall good agreement with the sum spectrum.
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5.4 X-ray Microscopy Analysis of SLS-QNWs

The sum of fits exceeds the number of integrated counts at energies higher
than 4 keV, which can either be attributed to the strong local variations in
the sample structure or insufficient background optimization on the single
pixel level. The background was assumed to be homogeneous throughout
the scan area and the contribution was thus estimated by fitting the inte-
grated spectrum and subsequently dividing the obtained sum background
by the number of pixels. The critical energy region of interest containing
the Pt M-lines (light blue), Bi M-lines (turquoise), Cd L-lines (dark blue)
and Te L-lines (gray) exhibits a good agreement between the fit of sum
and the sum of fits, albeit showing a significant overestimation of the plat-
inum contribution. While this behavior is unsatisfactory with respect to
the fit results themselves, other factors such as the elemental separation
and, ultimately, the 2D elemental distribution should be considered for
the evaluation of the confidence of the fit.
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Figure 5.28: XRF sum spectrum of the contacted CdTe NW. The sum
background (yellow) is snipped from integrated counts (black) prior to applying
the fit of sum (solid green). The sum of fits (dashed green) represents the in-
tegration of the individual fits to the single pixel spectra. The XRF transitions
taken into consideration mainly evoke superposed signals in the energy region of
interest between 2.0 keV–4.2 keV.

To achieve elemental separation and extricate the Bi lines, thus verifying
the presence of catalyst particles, the various XRF lines listed in Table 5.9
were taken into account using fixed intensity ratios within the group of
XRF transitions arising from the respective elements. Due to the over-
lap of the Bi signals with either Pt or Cd, only the most prominent Bi
M-line (M5N7) at 2.42 keV was used to achieve elemental separation in
the subsequent analysis. In Figure 5.28 the fixed-ratio Ansatz including
all listed Bi transitions is shown to illustrate the intricate conjunction of
XRF lines and the need for an elaborate fit procedure to disentangle back-
ground and individual elemental contributions especially with regard to
correlative analysis of the other modalities. [134]
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5 Results and Discussion

The spatial distribution of the relevant elements is represented in Fig-
ure 5.29a as 2D maps of the respective XRF count-rate fi of the individual
elements i that was retrieved for each scan pixel by normalizing the in-
tegral of the fitted peaks to the dwell time and the photon flux. The
macroscopic electrodes are clearly discernible in the Pt channel (a1). The
contour of the metal contacts was retrieved and used to highlight the area
in the other maps. The substrate (a2) evokes much higher count rates
with a slight shadowing in the electrode area, which may be attributed
to reduced transmission of the Si fluorescence through the 20 nm thick
platinum layer and the coincidence of the XRF lines of both elements.
The separation of these copious sample components was deferred as such,
but interrelates with the unambiguous mapping of the nanostructures,
which is why the Si channel is illustrated supplementary. Nonetheless,
both semiconductor compounds Cd (a3) and Te (a4) could be extracted
with a high signal-to-noise ratio even in the electrode area thus indicating
an effective disentanglement of Pt and Cd XRF.

Table 5.9: Character-
istic electronic transitions
used for the analysis of
the X-ray fluorescence spec-
tra. [134] [176]

X-ray transitions
line Eline

/ keV
Cd Lα1 L3M5 3.13

Lβ1 L2M4 3.32
Lβ2 L3N5 3.53

Te Lα1 L3M5 3.77
Lα2 L3M4 3.76
Lβ1 L2M4 4.03
Lβ2 L3N5 4.30
Lβ3 L1M3 4.12
Lβ4 L1M2 4.07

Pt Mα M5N7 2.05
Mβ M4N6 2.13
Mγ M3N5 2.33

M2N4 1.59

Si Kα1 KL3 1.74
Kα2 KL2 1.74
Kβ1 KM3 1.84

Bi Mα M5N7 2.42
Mβ M4N6 2.53
Mγ M3N5 2.74

M2N4 1.88

The NW can clearly be observed to extend below the contacts with
some additional CdTe material being discernible in the top third of the
structure and the lower section at a length of 3.5 µm, which implies the
presence of further NWs. The SLS QNWs have been found to form small
bundles rather than being transferred onto the substrate completely sin-
gular. The catalyst-assisted colloidal synthesis further causes Bi NPs to
be attached to half of the NW ends in principle. While some of them
may break off during stirring and sample transfer, Bi NPs are commonly
observed at the NW ends in TEM images but hardly ever as individual
NPs, since smaller structures are removed during the sample-preparation
procedure. The catalyst particles found on the substrate are consequently
indicative of NW ends. Hence, the intricate fit procedure was developed
to unambiguously ratify the presence of Bi in proximity to the NWs. The
Bi channel (a5) appears to be comparably noisy, which is however rather
caused by the small number of counts that originate from the minuscule
amount of Bi. Assuming a diameter of 7.6 nm for the pristine Bi NPs
before SLS synthesis and a Bi density of 9.8 g/cm3, the XRF signal of as
few as ˜6500 atoms could be detected even with the intrinsically arduous
M transitions. Contemplating the electrode area, the deconvolution of Pt
and Bi can be assumed as successful due to the slightly reduced number
of counts in those regions, proving that no Pt counts were wrongfully at-
tributed to the Bi XRF. However, the shape of the NW can be tracked in
the Bi channel without bias to the eye from the other maps. This may be
due to the remaining interference of the Bi M5N7-line and the Cd counts.
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5.4 X-ray Microscopy Analysis of SLS-QNWs

In contrast to the Pt used for the electrodes, the Cd counts are not only
energetically close to the Bi signal, but are also spatially highly correlated,
which renders a clear distinction difficult. Nonetheless, three regions of in-
terest with heightened Bi count rates manifest at (1) [(1.6–2.2) µm × (2.7–
4.1) µm] close to the bottom of scan, at (2) [(1.4–1.6) µm × (9.5–9.8) µm]
and at (3) [(1.4–1.6) µm × (11.0–11.3) µm] in the upper part in map (a5).
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Figure 5.29: Maps of the contacted CdTe NW. From the high-resolution
XRF scan, maps (a) of the relevant elements (Pt, Si, Cd, Te, Bi) contained in the
sample were retrieved using the custom XRF fitting code. in fixed ratio and Bi
M5N7 configuration. The position of the contacts retrieved from the Pt channel
is highlighted. The four detector modules were averaged to obtain the final maps.
The position of the contacts retrieved from the Pt channel is highlighted. An
AFM (b) and an SEM (c) micrograph are shown for comparison. Note, that
the SEM image has been sheered in horizontal direction to account for the large
sample drift during the measurement, which however was assumed to be constant.

All ROI do concur with the aforementioned regions exhibiting elevated
count rates of both, Cd and Te, that hint at the presence of additional
semiconductor material and thus more than a single NW as the intrawire
diameter should remain constant in first approximation. In fact, an aux-
iliary structure is observable at an angle with respect to the main NW in
the top section of ROI (1). This ROI comprises a total of three potential
Bi NPs with one of them being positioned to the left of the primary NW
but supposedly at the end of the diagonally oriented NW. The other two
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spots coincide with regions of elevated count rates along the main struc-
ture. The same observation can be made for RIO (2) and (3) in the top
section of the scan with at least two additional NWs presumably forming
a strand of NWs. Since a maximum of 50% of SLS-NW ends can have
catalyst particles attached to them, it can be speculated that even more
than the suspected five additional NWs are present. Neither that, nor the
integrity of the complete one-dimensional semiconductor nanostructure
between the electrical contacts can be confirmed or denied with certainty
by means of XRF.

To evaluate the geometric structure of the sample and gain further in-
sight into the presence of additional NWs, AFM and SEM images were
collected, however only after the synchrotron-based measurements. Es-
pecially the atomic force micrograph in Figure 5.29b reveals a multitude
of bubble like structures that follow the trajectory of the NW, thus com-
pletely obscuring the semiconductor and possible catalyst particles, al-
though the presumed positions of the Bi NPs may be perceived. Con-
templating not only the amplitude of the cantilever oscillation, but also
the phase, renders material contrast ancillary to the mere sample topol-
ogy. Based on the AFM-phase information and knowledge of the sample-
preparation procedure, it can be assumed, that lift-off during lithography
was incomplete and residues of the organic photoresist remain on the
nanostructured sample. Interestingly, the second contacted NW on the
substrate (see Figure 5.27b1 for sample architecture) does appear pristine,
suggesting that the bubbles are an indication of radiation damage. The
electron micrograph in Figure 5.29c reveals a similar trend. The scan of the
primary sample precludes the extraction of information about the presence
of additional NWs or catalyst particles. Although operating at the limit
of resolution for SEM, individual species within a bundle of NWs could
be observed in the micrograph of the secondary sample. Contrary to the

1 µm

Figure 5.30: High mag-
nifications SEM image.
ROI (1) defined from the
Bi map of the XRF com-
prises at least one addi-
tional NW oriented at an
angle with respect to the
primary NW. Three NP-
like structures are also dis-
cernible at the suspected
positions.

assumption that the X-ray radiation damage mainly affects the organic
photoresist, the semiconductor itself is hardly observable in the region just
above the bottom electrode in the SEM image, while the compounds Cd
and Te are clearly discernible in the respective XRF channels. The higher
magnified SEM scan in Figure 5.30 of an area corresponding to ROI (1)
does strongly support the presence of NPs at the positions in question and
further confirms the existence of the diagonally oriented NW. Due to the
extend of the damage to the sample and the nature of the methods, the
NPs could not be confirmed to consist of Bi with certainty.
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5.4 X-ray Microscopy Analysis of SLS-QNWs

Thus, the XRF-analysis was repeated at the P06 microprobe using a
beam energy of 18.0 keV, which is above the L1 absorption edge of Pt and,
more importantly, Bi. The accessible absorption edges of all the elements
of interest are listed in Table 5.10 for the experiment configurations at
P06 (bold) and 26-ID-C (italic). The corresponding XRF L-lines can be
assigned much more unambiguously than the respective M-Lines. Instead

Table 5.10: X-ray ab-
sorption edges of the ele-
ments of interest accessi-
ble at a beam energy of
18.0 keV (bold) used at P06
and at 8.4 keV (italic) used
at 26-ID-C. [176]

LIII / keV M / keV
Cd 3.54 0.41
Te 4.34 0.57
Pt 11.56 2.12
Bi 13.41 2.58

of having to resort to the custom fit method, the established program
PyMCA that was developed at ESRF could be used. The elemental dis-
tribution of both, Pt and Bi are shown in Figure 5.31a. The prominent
vertical line is caused by a beam dump that occurred mid scan. Further-
more, a large horizontal sample drift could be observed, resulting in a
distortion of the map in comparison to the micrographs retrieved via the
other methods. It was refrained from showing the maps of the semicon-
ductor compounds, as both beam energy and resolution were not optimal
to obtain information that contribute beyond the insight gained from the
previous nano-XRF analysis. The Pt contacts (a1) serve as orientation to
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Figure 5.31: XRF-analysis of Bi and Pt L-lines. The probe energy of
18.0 keV at the P06 microprobe allowed for the investigation of the elemental
distribution of Pt (a1) and Bi (a2) using their XRF L-lines. The spectra (b)
represent the energetical count distribution within the two regions of interest
highlighted with white rectangles, with (b1) corresponding to the Pt contact
area and (b2) to the Bi signal. The nanograph comprising an overlay of the
XRF-channels Pt (gray), Te (green) and Bi (blue) obtained at 26-ID-C is shown
for comparison.
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correlate the position of the Bi (a2) signals to the ROI that were defined
based on Figure 5.29. Two sub-sum spectra retrieved from the areas high-
lighted in scans (a1) and (a2) with white rectangles are shown in (b1) and
(b2). For the representation of the fits, the same color code was used as
in Figure 5.28 with the integrated counts illustrated in black, the back-
ground in yellow and the sum of fits in green (dashed). In both cases
a clear energetical separation between the compound L-lines (Cd (dark
blue), Te (gray)) and the metal L-lines (Pt (light blue), Bi (turquoise))
is apparent, thus verifying that the surmised Bi signal is not evoked by
erroneously attributed Cd counts. However, the fit program attributes
counts to both elements in both sub-spectra, due to the still insufficient
separation between Pt and Bi L-lines. A strong reduction of the Pt L-lines
can be observed in the Bi-rich spectrum (b2), while only few counts are
attributed to the catalyst in the Pt-rich spectrum (b1) This is in line with
the presumption, that no Pt has been deposited outside the electrode area
during lithography. The prominent peaks at 10.4 keV and 11.8 keV are as-
signed to arsenic, which has been found in multiple other experiments at
the beamline as well. The custom fit method may also contribute to a
more effective elemental separation, however the goal of the experiment
was to ratify the existence of Bi-NPs on the substrate using an indepen-
dent approach. In Figure 5.31c the Pt (gray), Te (green) and Bi (blue)
channel retrieved from the nanographs of the experiment at 26-ID-C are
overlayed for comparison. It can be seen, that the vertical position of the
Bi signal along the length of the NW coincide well in both scans conducted
at the different beamlines, indicating the effective detection of the catalyst
particles.

The probe energy of 18.0 keV furthered the elemental differentiation by
enabling the excitation of the metals above the L-edge, thus evoking the
stronger XRF L-lines, while sacrificing sensitivity to the semiconductor
compounds. The latter were investigated in detail and with better spa-
tial resolution using the probe energy of 8.4 keV provided at 26-ID-C. The
catalyst Bi-NPs that hint at the presence of additional NWs could be
detected along the one-dimensional nanostructure and at least one NW
laying at an angle to the primary structure was identified. It may be as-
sumed that instead of a single NW, a bundle of NWs was contacted. By
all means available, it could not be established whether a fraction of the
individual NWs within the bundle span the gap between the electrodes
and are contacted on both sides.
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5.4 X-ray Microscopy Analysis of SLS-QNWs

In the multi-modal approach, the electrical characteristics of the NW
sample were ascertained in parallel to the elemental distribution. The
sample mounted on the PCB shown in Figure 5.27a was connected to a
pre-amplifier (PrA) that was positioned in proximity to the vacuum cham-
ber. The pre-amplified signal was either used as input for the Lock-in
amplifier (LIA) or directly read-out by the analogue-to-digital converter
(ADC). The electrical setup, including the grounding scheme, is illustrated
in Figure 5.32 including hole (red) and electron (blue) current. Auxiliary
to the main XBIC-signal, a parasitic replacement current may be evoked to
maintain charge neutrality as surface electrons are ejected from the sample
into the vacuum and ultimately absorbed at the chamber wall (CW). In
this specific case, with the device under test being oriented perpendicular
to the beam in the sample plane, the choice of ground electrode is irrel-
evant. In electronic devices such as solar cells however, the front contact
should be grounded to avoid misinterpretation of the current replacing the
ejected photoelectrons as XBIC signal. [128]
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Figure 5.32: Scheme of
XBIC setup. The elec-
trical signal is pre-amplified
and subsequently analyzed
with the Lock-in amplifier.
The grounding scheme is
included to illustrate the
possible contribution of the
replacement current caused
by ejected photoelectrons
that are collected at the
chamber wall (CW).

The XBIC signal was retrieved using the post-processing scheme de-
tailed in ref. [129], using a pre-amplification factor APrA of 0.2 V/pA and a
Lock-in-amplification factor ALIA of 200 V/V. The ADC featured a voltage
acceptance range RV of 5 V spanning a frequency range of Rf of 1 MHz.
Although being modulated by a mechanical disc chopper, the waveform
of the input signal was assumed to be square as the on- and off- periods
are significantly longer than the transition time, which is dependent on
the chopper frequency, sharpness of the blade edges and the probe size.
The large pre-amplification factor entails a slow response of the instru-
ment, which is why the probe was modulated with a frequency of 7.3 Hz.
The direct signal was split and one channel was inverted prior to V2F-
conversion to account for negative currents. In post-processing, the two
channels were combined to compute a single direct current with positive
and negative contributions. The spatial distributions of the demodulated
XBIC-signal and the directly digitalized XBIC for a bias voltage of 0 V
are shown in Figure 5.33a and (c), respectively. In both cases, the top
contact is clearly observable as well as a fraction of the NW. Contrary
to the expectations, the bottom contact is also discernible, which may be
attributed to photoelectrons ejected from that area absorbing at the top
electrode rather than the chamber wall, consequently contributing to a
current being registered in spite of the bottom electrode being grounded.
The dashed arrow (electron, blue) spanning the gap between the electrodes
in Figure 5.32 was included in the sketch to showcase this process.
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5 Results and Discussion

It can be seen, that the charge imbalance caused by reabsorbed photoelec-
trons at the top contact is registered by the PrA with the opposite sign
compared to the original compensation current localized at the bottom
contact that can not be detected in this setup. In order to compare and
potentially disentangle DC bias and XBIC of the NW, a pixel mask was
created on the basis of the spatial distribution of Pt and Te counts. The
AC and DC values are histogrammed in the violin plots in Figure 5.33b
for the series of applied bias voltages. In all subsets, the mean value is
marked with a white dashed line, while the 25 th and 75 th percentile are
highlighted with dotted lines in the color of the respective violin. Black
lines connecting the mean values within each series are used to emphasize
disparities between the distributions. The XBIC histograms (bold, bot-
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Figure 5.33: Comparison of lock-in and direct XBIC. The spatial distri-
butions of the demodulated and direct X-ray beam induced current with a bias
voltage of 0 V applied are mapped in (a) and (c), respectively. Using the Pt and
Te XRF-channels as template, the pixel values of only the NW were extracted
from both, AC and DC map. The lock-in (bold, bottom) and direct XBIC (gray-
ish, top) distributions extracted from each individual scan within the bias series
are histogrammed in (b).

tom) appear to be of nearly equal shape and constant mean value, whereas
the direct current histograms (grayish, top) exhibit an increase in mean
value. Note, that setting a positive bias in the PrA resulted in a negative
voltage in the scope of the LIA. Consequently, the nominal bias settings
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5.4 X-ray Microscopy Analysis of SLS-QNWs

were inverted. In addition to the change in mean value, a variation in
shape is apparent for the direct signal. Both non-zero bias measurements
show a cut-off edge in the distribution, which can be attributed to the
design of the pixel mask and the choice of count limits for Pt and Te. As
the XRF-signal was normalized to the photon flux, the mask limits were
maintained constant throughout the series. The balance between discard-
ing possible NW counts and erroneously including substrate/background
counts proved to be delicate. The final limit was chosen as to ensure that
the registered pixels do contain the NW, while conceding to potentially
exclude some fainter signals originating from the nanostructure. Due to
the excellent SRN in the Pt channel, the limit was uncritical. Nonethe-
less, it affects the shape of the current distributions, as the contact region
with an overlap between NW and electrode was excluded to minimize the
convolution of semiconductor and metal contribution. Consequently, a
sharp onset of direct current values can be seen in the negative bias case
on the lower end that originates from the bottom electrode. Likewise, the
exclusion of the Pt area results in a similar behavior in the positive case
on the top electrode for high current values.

Finally, the spatial variation of the electrical signal along the NW was
analyzed by extracting profiles of the various channels. In order to find the
correct positions and "straighten" the bent NW, the pixel index correlating
to the maximum Te count in each row was derived by means of Gaussian
fits to the Te distribution. A slight distortion with respect to the actual
length NW due to its original orientation on the substrate was condoned,
especially considering the step size of 0.27 µm/px. The overlay of the
Pt (gray), Te (light green) and Bi (blue) XRF-channels representing the
high-resolution scan is reproduced in Figure 5.34a to enable the correlation
between electrical signal and structural characteristics along the NW. The
position of the electrodes with respect to the NW is highlighted by the
gray boxes in (b), while the location of the Bi-NPs is indicated by the
dashed blue vertical lines. The obtained profiles of the direct current are
shown in (b) (bottom set, bold) for the three bias voltages +100 mV (light
blue), 0 mV (turquoise) and -100 mV (dark green). In these profiles, the
effect of the left Pt electrode is clearly discernible. Throughout the bias
series, a local minimum of the direct current is visible between the edge
of the electrode, followed by a plateau of nearly constant current, before
the signal decreases at a length of ∼ 3.6 µm. The mid-section of the NW
exhibits a second plateau, until the proximity to the ground electrode
(right) causes a further decrease at a length around 10 µm.
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5 Results and Discussion

The Bi-NPs located between 10.4 µm–11.2 µm that have been found to
be attached to the small additional NW, can be correlated to a small local
minimum in the current profiles. A similar, yet even more indistinct,
local minimum may be perceived at 2.8 µm, which would coincide with
the location of another catalyst particle. However, this observation can
not be unambiguously confirmed, as the resolution of the bias scans was
reduced in order to afford the completion of the series within a reasonable
time frame. In contrast, no elevated Bi count rate was detected at 3.6 µm
which would coincide with the abrupt decrease of the direct current.
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Figure 5.34: Direct XBIC profile along the NW. The profiles (b) were
extracted from the bias-series scans by retrieving the position of the NW from the
Te XRF-channel. The high-resolution scan (a) allows for the correlation between
the elemental distribution and the electrical characteristics. The derivatives of
the direct current profiles (bold, bottom set) were calculated to find the specific
resistance (gray dashed, top set) at each position along the NW. The gray boxes
and the dashed blue lines highlight the location of the electrodes and the Bi-NPs,
respectively.

The last NP of interest has been identified at 4.4 µm which is in the
range of the transition between the aforementioned decrease and the mid-
section plateau. Due to the presumably defect limited electrical conduc-
tivity of the semiconductor and the nanofocus of the probe, it is likely,
that no conducting channel has been activated under the highly localized
illumination. The sudden onset of the decay contra-indicates the hypothe-
sis, that a characteristic charge-collection length has been reached at that
point. Taking the previously noted increased Te count rate in proximity
to the left electrode into account, it is more likely, that at least one of the
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5.4 X-ray Microscopy Analysis of SLS-QNWs

NWs forming the superstructure ends at that point. The local maxima of
the derivatives of the direct current, which may be considered as a mea-
sure for the specific resistance along the NW, further supports the latter
assumption. The gradual decrease of the current spanning a length of ap-
proximately 1 µm indicates, that charge transport between the individual
NWs in the bundle is existent.

In other XBIC experiments, front-contact grounding was applied as to
suppress the suspected contribution of a replacement current to the XBIV
and XBIC singal of the system. [128,177] The geometry of the NW sample
with the plane of the electrical response being oriented perpendicular to
the incident beam, renders these precautions irrelevant. It is suspected,
that the electrical signal of not only the contacts, but of the NW bundle
itself is primarily caused by the compensation of photo-ejected electrons.
This experiment can thus be comprehended as a strong indication for
the in case of other sample systems such as solar cells often detrimental
replacement current.
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6 Summary

In this thesis, the optical properties of one-dimensional cadmium chalco-
genide nanostructures were analyzed and correlated to the morphology of
the nanowires to elucidate the structure–property relationship. The struc-
tural characteristics include the diameter that governs quantization, phase
alternations between wurtzite and zinc-blende segments in colloidally syn-
thesized nanowires and the ligand system used to complexate the precursor
and passivate the surface of the final nanostructure.

Primarily wurtzite-phase CdTe nanowires with reduced phase-alternation
frequency were found to exhibit a series of feature-rich PL-emission lines
that are subject to spectral discontinuities, which occur as discrete jumps
between "memorized" energies. In addition, replicas in the NIR could be
allocated to all these lines, which may be induced by exciting the organic
ligand shell surrounding the photo-active semiconductor.

Consequently, surface-alteration procedures where conducted, includ-
ing both, organic and inorganic ligand-exchange reactions. The latter was
executed via the cALD approach, which is based on phase-transfer reac-
tions in order to purge excessive material. Here, CdSe/CdS was chosen
as the sample system as it has an optimal lattice mismatch for epitaxial
growth and it was used to demonstrate the feasibility of the procedure
in case of nanorods and nanoplatelets in the literature. The more chal-
lenging nanowires, concerning their colloidal stability, were successfully
subjected to this layer-by-layer deposition and the resulting core/shell
nanowires were spectroscopically characterized. Due to the comparatively
large diameter of the parent nanowires beyond the quantization limit, no
pronounced changes in the emission wavelength were observed. The de-
position of the shell did however affect the kinetics of the recombination
and decreased the already short photoluminescence lifetime, which may
be attributed to the insufficient quality of the shell introducing defects
and deficient passivation of the shell surface.

CdS itself does exhibit two emission bands, one of which can be assigned
to trap emission. This red-shifted photoluminescence can thus serve as a
measure for the amount of active surface traps present on the semicon-
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ductor. Different phosphonic acids serving as ligands were hence em-
ployed during synthesis in order to circumvent post-synthetical exchange-
reactions. While the morphology of the resulting CdS nanowires remained
comparable, the trap emission was observed to decrease with increase of
the alkyl residue of the ligand.

Finally, a sample of electrically contacted CdTe nanowires was X-ray
microscopically analyzed to correlate the elemental distribution to the
electrical response of the device. The recorded electric signal can prob-
ably be attributed to a replacement current compensating for ionization
events that eject electrons from the sample area. In addition, the presence
of individual bismuth catalyst-particles along the nanowires was ratified,
despite the small number of atoms incorporated in a single particle.

In future experiments, the established synthesis parameters for CdTe
should be back-transferred to CdSe quantum-nanowires as they photo-
luminesce more reliably than their CdTe counterparts and are less sus-
ceptible to ambient conditions, rendering both, synthesis and sample han-
dling more facile. In a further step, homoepitaxial surface-modification
could be conducted via the cALD method to evaluate the influence of the
altered surface chemistry without the obscuring effect of a heterostruc-
ture. Beyond that, the cadmium chalcogenide nanowires are well suited
for multi-modal X-ray microscopy, concerting X-ray fluorescence, X-ray
beam induced current, X-ray excited optical luminescence and potentially
X-ray diffraction investigations. This powerful set of modalities may even
be employed on ex-situ sample-treatment experiments such as doping,
cation exchange and ligand-exchange reactions.
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A Safety and Disposal

Safety Instructions of the Utilized Substances

The safety instructions of the utilized chemicals with their respective pic-
tograms, hazard and precautionary statements according to the Globally
Harmonized System of Classification and Labeling of Chemicals (GHS)
are listed in Table A.1. [154]

Table A.1: Safety instructions of the utilized chemicals and their disposal.

Substance Pictograms
Hazard Precautionary

Statements Statements

Acetone
225-319-336 210-

EUH066 305+351+338
danger

BiCl3 315-319
302+352

305+351+338
warning

1-Bromo
226 -

heptane
warning

302-312-332-
201-261-273-

Cd(ac)2 350-410
208-308+313-

danger
501

CdO
330-341-350- 201-202-260-264-

361fd-372-410- 273-304+340+310
danger

1-Chloro
226 210-370+378

heptane
warning
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Substance Pictograms
Hazard Precautionary

Statements Statements

DOP Not classified in accordance with GHS

DOPA 319 305+351+338

warning

DOPO Not classified in accordance with GHS

Hexane
225-304-315-336-

201-210-273-

361f-373-411
301+310+331-

danger
302+352-308+313

1-Iodo
- - -

heptane

Li[N(SiMe3)2]
228-314-

210-260-280

EUH014
301+330+331-

danger
303+361+353-
305+351+338

Methanol
225-301+311+331-

210-233-280-

370
301+310+330
302+352-312-

danger 304+340+311

ODE 304-EUH066
301+330-331

danger

Octanoic
314-412

273-280-

acid
danger

301+330+331-
303+361+353

305+351+338+310

ODPA - - -

OPA 302-314-373
280

305+351+338

danger
310
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Substance Pictograms
Hazard Precautionary

Statements Statements

PHD-co-PVP - - -

Propan-2-ol 225-319-336
210-

danger
305+351+338

Pyridin
225-302+312+332-

210-280-

315-319
301+312

danger 303+361+353

Selenium 301-331-373-413
260-264-273-

301+310-
danger 304+340+311-314

Sulfur 228-315
210-240+241

warning
264-280-302+352

Tellurium 317-332-360-412

201-273-280-
302+352-

danger
304+340+312-

308+313

TDPA - - -

THF 225-302-319
201-210

335-336-351
301+312+330

danger
305+351+338

308+313

TOP 314
280-301+330+331-

danger
303+361+353-
305+351+338

TOPO 315-318-412
273-280-

danger
305+351+338+310

Toluene
225-304-315-

201-210-273-

361d-373-412
301+310+331-

danger
302+352-308+313
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Hazard Statements

Nature of hazards attributed to dangerous substances and mixtures:

H225 Highly flammable liquid and vapour.
H226 Flammable liquid and vapour.
H228 Flammable solid.
H301 Toxic if swallowed.
H301+H311+H331 Toxic if inhaled.
H302 Harmful if swallowed.
H302+H312+H332 Suspected of causing genetic defects.
H304 May be fatal if swallowed and enters airways.
H312 Harmful in contact with skin.
H314 Causes severe skin burns and eye damage.
H315 Causes skin irritation.
H317 May cause an allergic skin reaction.
H318 Causes serious eye damage.
H319 Causes serious eye irritation.
H330 Fatal if inhaled.
H331 Toxic if inhaled.
H332 Harmful if inhaled.
H335 May cause respiratory irritation.
H336 May cause drowsiness or dizziness.
H340 May cause genetic defects.
H341 Suspected of causing genetic defects.
H350 May cause cancer.
H351 Suspected of causing cancer.
H360 May damage fertility or the unborn child.
H361d Suspected of damaging the unborn child.
H361f Suspected of damaging fertility.
H361fd Suspected of damaging fertility. Suspected of damaging the

unborn child.
H370 Causes damage to organs.
H372 Causes damage to organs through prolonged or repeated expo-

sure.
H373 May cause damage to organs through prolonged or repeated

exposure.
H410 Very toxic to aquatic life with long lasting effects.
H411 Toxic to aquatic life with long lasting effects.
H412 Harmful to aquatic life with long lasting effects.
H413 May cause long lasting harmful effects to aquatic life.
EUH014 Reacts violently with water.
EUH066 Repeated exposure may cause skin dryness or cracking.
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Precautionary Statements

Precautionary statements concerning dangerous substances and mixtures
used during the course of this thesis: [154]

P201 Obtain special instructions before use.
P260 Do not breathe dust/fume/gas/mist/vapours/spray.
P264 Wash . . . thoroughly after handling.
P270 Do not eat, drink or smoke when using this product.
P273 Avoid release to the environment.
P280 Wear protective gloves/protective clothing/eye protection/face

protection.
P301+P310 IF SWALLOWED: Immediately call a POISON CENTER or

doctor/physician.
P301+P312 IF SWALLOWED: Call a POISON CENTER or doctor/physi-

cian if you feel unwell.
P301+P312+P330 IF SWALLOWED: Call a POISON CENTER or doctor/physi-

cian if you feel unwell. Rinse mouth.
P301+P310+P331 IF SWALLOWED: Immediately call a POISON CENTER or

doctor/physician. Do NOT induce vomitting.
P301+P330+P331 IF SWALLOWED: rinse mouth. Do NOT induce vomitting.
P302+P352 IF ON SKIN: Wash with plenty of soap and water.
P303+P361+P353 IF ON SKIN (or hair): Remove/Take off immediately all con-

taminated clothing. Rinse skin with water/shower.
P304+P340 IF INHALED: Remove victim to fresh air and keep at rest in a

position comfortable for breathing.
P304+P340+P310 IF INHALED: Remove victim to fresh air and keep at rest in a

position comfortable for breathing. Immediately call a POISON
CENTER or doctor/physician.

P305+P351+P338 IF IN EYES: Rinse cautiously with water for several minutes.
Remove contact lenses, if present and easy to do. Continue
rinsing.

P308+P310 IF exposed or concerned: Immediately call a POISON CEN-
TER or doctor/physician.

P308+P313 IF exposed or concerned: Get medical advice/attention.
P314 Get medical advice/attention if you feel unwell.
P370+P378 In case of fire: Use . . . for extinction.
P403+P233 Store in a well-ventilated place. Keep container tightly closed.

133



Appendices

B Conference Contributions

2017 Frühjahrstagung der Deutschen Physikalischen
Gesellschaft, Dresden, Germany
S. Patjens, A. Nielsen, P. Harder, T. Kipp, A. Mews
Talk: Spectroscopic Properties of CdTe Quantum Wires at
Cryogenic Temperatures

2017 NaNaX 8, Braga, Portugal
S. Patjens, P. Harder, A. Nielsen, C. Strelow, T. Kipp, A. Mews
Poster: Structural- and Size-Dependent Photoluminescence of
CdTe Nanowires

2018 Frühjahrstagung der Deutschen Physikalischen
Gesellschaft, Berlin, Germany
S. Patjens, A. Nielsen, P. Harder, T. Kipp, A. Mews
Talk: Spectroscopic Properties of Semiconductor Quantum
Wires at Cryogenic Temperatures

2019 NaNaX 9, Hamburg, Germany
S. Patjens, C. Strelow, T. Kipp, A. Mews
Poster: Spectroscopic Properties of Cadmium Telluride
Quantum Wires at Cryogenic Temperatures

134



C Acknowledgments

C Acknowledgments

I would like to express my special thanks to the many persons who have
supported me in conducting my research and ultimately concluding this
work. I would like to especially thank:

• Prof. Dr. Alf Mews giving me the opportunity to work on this
interesting project under his supervision and the assessment of this
dissertation,

• Prof. Dr. Christian Klinke for conducting the second assessment,

• PD Dr. Tobias Kipp and Dr. Christian Strelow for the fruitful
discussions and the introduction to laser-based microscopy,

• Dr. Michael Stückelberger for the collaboration on past and ongoing
projects and the unceasing support,

• The beamline staff of the microprobe endstation P06 at PETRA III
(Deutsches Elektronen-Synchroton),

• The beamline staff of nanoprobe endstation 26-ID-C at APS (Ar-
gonne National Laboratory),

• Dipl.-Ing. Jan Flügge for the continuous assistance with the setups.

• The entire working group the great atmosphere and many interesting
collaborations and side-projects,

• FS-PETRA at DESY for introducing me to X-ray science and the
many beamtimes already conducted or planned,

• Dr. Tobias Redder, Dr. Ann-Kathrin Sassnau as well as Dr. Char-
lotte Ruhmlieb for conducting electron microscopy and Andreas Ko-
rnowski for HR-TEM imaging. Dr. Thomas Hackl and Ute Gralla
for conducting the NMR and FTIR analyses, respectively,

• Andreas Kolditz, Jan Siebels and Nicklas Giese for supporting the
EBL-based sample-preparation procedure,

• Dr. Christina Ossig and Catharina Ziska for evaluating the XRF-
data,

• Dr. Andreas Nielsen, Dr. Philip Harder, Dr. Ann-Katrin Sassnau
and Sara Grunewald for the joint effort and the collaboration with
respect to the NW-project,

135



Appendices

• Dr. Maximilian Schwarz, Dr. Jannik Rebmann and Dr. Christina
Ossig for in-office and out-of-office support and many joint excur-
sions,

• my interns, bachelor and master students, Alexander Meinhardt,
Leroy Nack, Fabian Flocken, Stephan Kleine-Doepke, Florian Johst,
Artur Strelnikov, Sara Grunewald as well as Sebastian Schüttler and
Kathrin Raeker,

• Kolja Funck for the unconditional support, the confidence in me and
for always encouraging me,

• my parents, Antje and Günter, and Maiko Patjens for perpetually
motivating me and for always being there.

136



D Eidesstattliche Erklärung

D Eidesstattliche Erklärung

Hiermit versichere ich an Eides statt, die vorliegende Dissertation selbst
verfasst und keine anderen als die angegebenen Hilfsmittel benutzt zu
haben. Die eingereichte schriftliche Fassung entspricht der auf dem elek-
tronischen Speichermedium. Ich versichere, dass diese Dissertation nicht
in einem früheren Promotionsverfahren eingereicht wurde.

Ort, Datum Svenja Patjens

137


	List of Figures
	List of Tables
	Introduction
	Theoretical Considerations
	Structural and Optical Properties of Semiconductors
	Band Structure
	Crystal Structure
	Interband Transitions

	Semiconductor Nanostructures
	Semiconductor Heterostructures
	PL Properties of Cadmium Chalcogenides
	Temporal Characteristics
	Spectral Characteristics

	Colloidal Synthesis of Quantum Nanowires
	Solution–Liquid–Solid Method
	Surface Modification


	Methods
	Confocal Scanning Microscopy
	Excitation Unit
	Confocal Scanning Setup
	Cryostat
	Detection Unit

	Structural Analysis of Nanostructures
	Electron Microscopy
	Atomic Force Microscopy
	X-ray Diffraction
	X-ray Fluorescence Spectroscopy
	Analysis of X-ray Beam Induced Current
	Thermogravimetric Analysis


	Experimental Details
	Synthesis
	Synthesis of Metal-Catalyst Particles
	Synthesis of Precursors
	Synthesis of Cadmium Chalcogenide NWs

	Surface Modification
	Ligand Removal via Thermogravimetric Analysis
	Organic Ligand-Exchange Reaction
	Colloidal Atomic Layer Deposition

	Procedures
	Sample Preparation and Device Fabrication
	Structural Analysis
	Chemicals


	Results and Discussion
	Photoluminescence of CdTe QNWs
	Spectral Intermittency in CdTe QNWs
	Surface Characteristics of CdTe NWs

	Anorganic Ligand Exchange Reaction
	Influence of the Synthesis Ligand-System
	X-ray Microscopy Analysis of SLS-QNWs

	Summary
	Bibliography
	Appendices
	Safety and Disposal
	Conference Contributions
	Acknowledgments
	Eidesstattliche Erklärung


