# Error estimates of discontinuous Galerkin methods on moving meshes for the advection-diffusion equation 

Ezra Serge Adam Rozier

February 26, 2024

## DOCTORAL DISSERTATION

in
The Faculty of Mathematics, Informatics and Natural Sciences
(Mathematics)
Universität Hamburg

Assessors

Prof. Dr. Tobias Dyckerhoff

Prof. Dr. Hendrik Ranocha

Prof. Dr. Jörn Behrens

Prof. Dr. Thomas Rung

Prof. Dr. Winnifried Wollner

I, Ezra Serge Adam Rozier, hereby declare upon oath that I have written the present dissertation independently and have not used further resources and aids than those stated in the dissertation.

Hamburg, August 21st 2023

Signature

## Summary

This dissertation is concerned with the development of a discontinuous Galerkin semi-discretisation of moving mesh methods for the advection-diffusion equation. A priori and a posteriori error estimations are derived that can both drive the choice of the mesh velocity and an $h$-refinement strategy.

## Zusammenfassung

Diese Dissertation beschäftigt sich mit der Entwicklung einer diskontinuierlichen Galerkin-Semi-Diskretisierung von Moving-Mesh-Methoden für die Advektions-Diffusions-Gleichung. Es werden a priori und a posteriori Fehlerabschätzungen abgeleitet, die sowohl die Wahl der Gittergeschwindigkeit als auch eine $h$ Verfeinerungsstrategie steuern können.
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## Abstract

In convection-dominated flows, large-scale trends necessarily coexist with small-scale effects. While reducing the convection-dominance by moving the mesh, also called Arbitrary Lagrangian-Eulerian (ALE), already proved efficient, Adaptive Mesh Refinement (AMR) is able to catch the small scale effects. But ALE introduces an exponential error term that cannot be neglected compared to the small-scale effects, so that it is unsatisfying to use AMR in an ALE situation in the same way as it is used on static meshes.

This thesis is concerned with the development of a priori and a posteriori error estimations for the discretisation of the unsteady advection-diffusion equation on velocity-based moving meshes.

The development of the discontinuous Galerkin method is done using the developments of interior penalty Galerkin methods with non-constant diffusion tensors. In particular, the computation of the numerical fluxes will be emphasized.

The technique used towards the $h$-refinement criteria follows three main tracks: the error term caused by the mesh movement, the error sources, and the error propagation. Whereas the mesh movement's error term and the error sources are easily measurable, having a precise understanding of the error propagation remains difficult. The cheap and efficient way to have a faithful picture of the error propagation in a dynamic situation is by measuring the residual of the approximation solution.

These residuals, weighted according to the mesh's deformation, provide with local information on the error that can help building an h-refinement strategy. They in particular have the property to be robust in terms of the mesh's Peclet number and to be scaled by the remaining advection velocity.

Taking good care of this scaling, supplemented by an a priori error estimate leads us towards a balance between the remaining advection speed and the gradient of the mesh velocity.

Additionally, we compare the ALE formulation to the existing semi-Lagrangian discontinuous Galerkin methods and conclude that we can make them more accurate by paying attention to the numerical flux.

We present a series of numerical examples based on a Python implementation of our method. These numerical results indicate that the ALE-DG method inherits the ability to resolve boundary layers and that the error criteria detects them. They also confirm the existence of a balance between the advection speed and the gradient of the moving mesh velocity that are predicted in the a priori
estimate.
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## Chapter 1

## Motivation

Advection-dominated flow problems play an important role in many applications such as gas and fluid dynamics, pollutant transport in porous media, meteorology, etc. Finding accurate and efficient methods for approximating their solutions is therefore of great importance.

One method that has become famous in recent decades for solving elliptic problems is the finite element method. However, this method faced stability problems when applied to advection-dominated flows. In fact, the finite element method becomes unstable when faced with regions of large gradients (either at the outflow boundary or internally where the advection velocity is steep). Two main strategies are used to solve this problem for transient advection-diffusion:

- The semi-Lagrangian (SL) method, which splits the advection, solved as an ODE, and the diffusion, solved as a PDE. This removes the advection term in the elliptic equation and consequently the instabilities.
- Stabilisation methods of the finite elements such as the streamline upwind Petrov-Galerkin (SUPG), the continuous interior penalty (CIP) or the local discontinuous Galerkin (LDG) methods, which add a stabilisation term to the finite element formulation, or Discontinuous Galerkin (DG) methods, which use discontinuous and piecewise polynomial basis functions.

The first method gives very good results. However, by solving the ODE when the advection velocity is spatially steep, it can lead to what is later called entanglement ([28]).
Among the methods used for stabilisation, the DG methods have been much studied because of the simplicity with which one can achieve $h p$-refinement. In addition, DG methods are still perturbed by advection-dominance.

To illustrate these two limitations of the DG method and the SL method, consider the following advection-diffusion problem:

$$
\partial_{t} u+a(x) \partial_{x} u-\varepsilon \partial_{x x} u=f(t, x) \text { on }[0, T] \times[0,1]
$$

With $a$ being steep in the centre: $a(x)=\alpha+2 \tanh \left(\frac{0.5-x}{\varepsilon}\right)$, where $\alpha$ is a constant that we will change to control the advection-dominance. The solution $u$ has an internal layer in the centre: $u(t, x)=\tanh \left(\frac{0.5-x}{\varepsilon}\right)$, and we will look at the problem when $\varepsilon=1 \times 10^{-2}$, discretised with time step $\Delta t=1 \times 10^{-3}$ on a regular mesh with size $h=0.04$. This is calculated using linear polynomials.


Figure 1.1: Plot of the mean value of the computed solution after four time steps of the approximated solution with a linear polynomial NIPG method with $\alpha=5$ (left) and $\alpha=10$ (right)

In Figure 1.1 the oscillations downwind of the steepness are larger when $\alpha=10$ than when $\alpha=5$. This shows that for such layers the local stability depends on the value of the Peclet number. One sees that near the boundaries the quality of the solution is improved when $\alpha=5$. Finally the value in the centre is closer to 0 for $\alpha=5$ than for $\alpha=10$. We conclude that the DG method can also be improved by a strategy that would reduce the advection-dominance, such as SL methods.
For the same test case solved with the SL method, the characteristics in the centre lead to some entanglement when calculated forward. The discretisation would have to pay close attention to this effect. We can conclude that the steeper the advection velocity, the more likely the SL method is to lead to entanglement. In conclusion, DG methods are good tools to deal with steepness and discontinuities in the solution, but they can be enhanced by a procedure that reduces the advection-dominance. A procedure that reduces advection-dominance, and which is also a theoretical basis for the study of SL methods, is the so-called Arbitrary Lagrangian-Eulerian (ALE). This consists of applying a dynamically deforming transformation to the space, so that the mesh would be considered static at the computational level, but deforming at the natural level.

In addition to such stabilisation methods, another way to approximate the small scale effects in the solution is through $h$-refinement. This consists of slicing or merging the cells of the mesh where the error of the approximation is larger or smaller in order to efficiently achieve higher accuracy. The basis for such a refinement method is a posteriori error estimation ([22], [20], [49], [15], [21], [19], [11], [24]), but these error estimators, as well as the DG method, have to be adapted to the ALE situation.

This thesis is concerned with the development of a DG method computed in an ALE dynamically deforming space. The study will outline the effect of the ALE deformation on the error a priori and consequently set out a procedure to avoid entanglement. Finally, a posteriori error estimators will be derived for refinement.

## Chapter 2

## The advection-diffusion equation on a moving mesh

In the computation of fluids, several paradigms can be used to reduce the computational cost. In particular, for advection-dominated flows, the use of SL methods can help to treat advection and diffusion separately. This ensures stability and give very accurate results. This approach can be used with all types of spatial integration such as finite volume, finite element or DG.

In addition, an interesting way of dealing with all kinds of small-scale problems, such as boundary layers, is to use adaptive mesh refinement (AMR).

In this chapter we will review the different tools that we need to use in order to achieve an efficient $h$-refinement procedure for SL methods and velocity-based moving mesh methods in general, discretising advection-dominated flows.

## 1 Model problem

We consider a unsteady advection-diffusion equation:

$$
\begin{array}{ll}
\frac{\partial u}{\partial t}+V \cdot \nabla u-\varepsilon \Delta u=f & {[0, T] \times \Omega} \\
u=u_{D} & {[0, T] \times \Gamma_{D}}  \tag{2.1}\\
\varepsilon \frac{\partial u}{\partial n}=u_{N} & {[0, T] \times \Gamma_{N}} \\
u(x, 0)=u_{0}(x) & \Omega
\end{array}
$$

in a bounded space-time cylinder with a convex cross-section $\Omega \subset \mathbb{R}^{2}$, having a Lipschitz boundary $\Gamma$ consisting of two disjoint connected parts $\Gamma_{D}$ and $\Gamma_{N}$. The final time $T$ is arbitrary, but kept fixed in what follows. We assume that the data
satisfy the following conditions:
(A1) $f \in C\left(0, T ; L^{2}(\Omega)\right), u_{D} \in C\left(0, T ; L^{2}\left(\Gamma_{D}\right)\right), u_{N} \in C\left(0, T ; L^{2}\left(\Gamma_{N}\right)\right)$, $V \in C\left(0, T ; W^{1, \infty}(\Omega)^{2}\right)$.
(A2) $0<\varepsilon \ll 1$.
(A3) $\forall t \in[0, T],-\int_{\Omega} \nabla \cdot V(t, x) d x:=\alpha(t)>0$.
(A4) The Dirichlet boundary $\Gamma_{D}$ has a positive 1-dimensional measure and includes the inflow boundary $\{x \in \Gamma \mid V(t, x) \cdot \mathbf{n}(x)<0\}$ for all $t$. Assumption (A2) means that we are interested in the advection-dominated regime. Assumption (A1) can be replaced by weaker conditions concerning the temporal smoothness.
In this formulation, $V$ is a prescribed velocity (for instance if 2.1 ) is the equation for the concentration of a chemical species, then $V$ is the velocity of the solute). In this case the advection-dominance means that $V \gg \varepsilon$. Another feature of this advection velocity is that it lies in the space $C\left(0, T ; W^{1, \infty}(\Omega)^{d}\right)$ which means that the velocity can be steep in its spatial variations.

## 2 Semi-Lagrangian methods for advection-dominated problems

In the analysis of schemes for approximating the advection-diffusion equation, the diffusion constant $\varepsilon$ often appears in the denominator. In particular, in [1], Theorem 4.11 gives an a priori error bound for the solution of a general advection-diffusion problem approximated by the DG method that involves a term $\exp (C t / \varepsilon)$. The work of [25] for a finite element approximation estalishes

$$
\left\|u-u_{h}\right\| \leq C \inf _{v_{h} \in U_{h}}\left\|u-v_{h}\right\| \text { with } C \propto \exp \left(t\|V\|_{\infty} / \varepsilon\right)
$$

For advection-dominated problems these terms can become too strong to consider the error estimate reliable. One way to get around this problem has been to use SL methods, in particular Lagrange-Galerkin methods ([26], [27], [28], [78], [79], [80], [81]), which make the exponential dependence vanish in $1 / \varepsilon$ (see [28]). But these methods present their own problems:

- The error estimates depend exponentially on the higher derivatives of the advection velocity, which can be prescribed with large gradient (see [28]).
- SL methods are often analysed as moving mesh methods with remeshing at each step (see [28], [53]) and the discontinuity of the higher derivatives of the advection field (remember that $V \in ; W^{1, \infty}(\Omega)^{2}$ ) can cause entanglement
even with a very short time step. Here, we can mention different methods designed to avoid this: [53] tries to track the entanglement, and the socalled MMSISL ([75]) method avoids it with a location-based moving mesh method (also called $r$-refinement).

It is this ability to remove advection-dominance that explains why SL approaches are used for all kinds of flow problems (see the reviews [72] and [73]).

Another problem that arises for advection-dominated flows is the resolution of the solution as the Peclet number of the mesh becomes large. In cases where the diffusion coefficient is small, the solutions are not regular in the sense that higher Sobolev norms of the solution are unbounded as $\varepsilon \rightarrow 0$, and the approach requires some $h p$-refinement. The $h p$-refinement needs to be done according to some error estimates.

Here we prefer to work with DG methods to achieve $h$-refinement, and some DG approaches for SL methods already exist (see [74, [76], [53]).
In these works done on SLDG methods, there are two competing paradigms, the one based on the characteristic Galerkin weak formulation and the one based on the flux difference form. The flux difference form advects the approximate solution $u_{h}$ on a static mesh and the characteristic Galerkin weak formulation uses a deformed mesh and deformed polynomial basis functions (see [77]). In [53] the authors adopt an approach close to the flux difference form, whereas in [76], [74], Chapter 5 from [71], the authors adopt a characteristic Galerkin approach. Here, like in 82] and following the approach taken in [28], we prefer to work with the characteristic Galerkin weak formulation since it makes the calculation of the Laplacian of the advection-diffusion problem more consistent and it allows us to have an interior penalty approach to the diffusion term. This approach involves a velocity-based moving mesh framework.

## 3 Velocity-based moving mesh methods

Following what is done for the study of finite elements with the Lagrange-Galerkin method (see [26], [27], [28]), we want to implement a velocity-based moving mesh method with DG spatial discretisation in order to orient the analysis of this method.

Moving mesh methods (see [44 and [50) are known to be a dynamic adaptation of the mesh. Unlike $p$ - or $h$-refinement, which are based on the addition of degrees of freedom (either spatial or polynomial), moving mesh methods consist in relocating the mesh points to a nearby location at each time step with the
aim of minimising the error. There are two main paradigms: location-based and velocity-based moving mesh methods. While location-based methods consist of setting up a functional equation or PDE that drives the movement of the mesh points ([62], [63]), velocity-based methods move the mesh points at a given velocity. An important challenge behind this method is to control the tendency towards entanglement ([44]), and this is what SL methods need to avoid. Since the time-stepping is not forced by any CFL condition, the mesh can be deformed so that the mesh tangles. For a review of such methods, we refer the reader to 51.

A large number of studies of this paradigm exist, many of them in connection with the study of ALE methods. Introduced in [61] and further studied in [68] and [69] with the geometric conservation law, the use of ALE can be very useful for time-dependent domains or problems with flexible boundaries ([34) and there is a lot of literature focusing on the order of the ALE framework (53], [52]) and its relation to time discretisation (see [27], [31, [32], [33] and [76] for a stochastic approach). The spatial discretisation can be applied either to conservation laws with finite elements ([58]), LDG ([60]) or finite volume and DG methods ([52], [56], 57], [38, [65]) or to the advection-dominated advection-diffusion equation using finite elements ([26], [59], [27], [28]) with local projection stabilization ([35]), LDG ([39), SUPG ([67], [37], [36]) or even space-time DG (64], [34]).

In most of these situations, the choice that is made is to consider that the points of the mesh move either with a velocity defined at the vertices (see for example [66]) or cell-centred ([70], [55] and references therein). These situations call for specific attention to the entanglement of the mesh and to the computation of the fluxes. What we decide to do is to consider a total Lagrangian approach where the computational mesh is static and with a dynamically deforming mapping on it (see [54], [28]). This means that the characteristics of the problem as well as the Jacobi matrix of the transformation must be calculated accurately. This helps to remove entanglement and to control the volumes of the deformed cells. Additionally the fluxes of the upwind contribution and the interior penalty term are computable, but this also makes the CFL condition more difficult to achieve, since it is complicated to estimate a priori the modified advection velocity (called $W$ in section 4-1).

Finally, as for the Lagrange Galerkin approach, the use of a total Lagrangian approach helps us to build a theoretical framework for the error approximation. Combining this with the advances in Interior Penalty Galerkin methods [43], we could build an Interior Penalty Galerkin method on moving meshes.

## $4 h$-refinement for mesh-based methods

With the moving mesh method we expect to solve the large trends of the flow. To resolve the small-scale effects, one can imagine a tailoring strategy at the cell level. AMR offers this approach ([20]), which consists in splitting or merging the cells of the mesh depending on a local error indicator. In the present situation, the mesh motion introduces an error multiplier of the order of $e^{\|\nabla \tilde{V}\|_{\infty} T}$, which become significant after some time $T$. Since the AMR deals with small-scale effects, the strategy has to be adapted to the moving mesh situation.

AMR involves developing a refinement strategy that goes along with a refinement criterion based on error indicators. The $\eta$ indicator is ideally:

- local: $\eta^{2}=\sum \eta_{K}^{2}$
- reliable: $\left|u-u_{h}\right| \lesssim \eta$
- efficient: $\eta \lesssim\left|u-u_{h}\right|$

There are three strategies: Feature-based refinement, which relies on the values of the features and benefits from apriori error estimates ([9], [13]), goaloriented estimators, which are based on solving an optimisation problem ([14]), and residual-error-based estimators, which deal with the residual of the problem ([11], [16], [19], [20], [21], [22]). [12] provides a comparison of these three paradigms in the situation of $p$-refinement. Since the aim of this study is to develop an efficient and low-cost $h$-refinement strategy, a residual error-based estimator (analogous to [24] on static meshes) is developed here. This strategy has been shown to be able to identify the small scale effects of the flow such as boundary layers or internal layers due to a steep advection velocity. The development of this strategy involves the design and use of tools to approximate the error in the situation of moving meshes so as to end up with a a posteriori error estimator.

## 5 Discontinuous Galerkin methods for advection-diffusion problems

The Discontinuous Galerkin (DG) method is a class of finite element methods in which the basis functions are discontinuous piecewise polynomials. Reed and Hill introduced the first DG method to solve the neutron equation (5]), while

Cockburn et al. extended the method to Runge-Kutta DG (RKDG) for nonlinear conservation laws ([3]).

Although the first DG methods were used to discretise hyperbolic equations, there are a number of DG methods for second order elliptic equations. A first unified analysis of these methods for elliptic problems is given in [6]. One solution for the discretisation of elliptic problems is the interior penalty method. There are several versions of the interior penalty method, but we can highlight two main methods: the symmetric and the non-symmetric interior penalty method (7), SIPG and NIPG respectively).
These interior penalty methods have then been studied for more complex diffusion tensors in advection-dominated problems (47), 48] for the weighted interior penalty method) and even used on complex geometries ([43).

Although DG methods use additional degrees of freedom, they are suitable for high order accuracy and $h p$-refinement. These refinement methods are based on indicators, a posteriori indicators being particularly efficient ([20], [24]).
A posteriori error estimation for stationary linear equations is now relatively well understood, as shown by work on pure diffusion problems for DG methods (22). For stationary advection-diffusion equations, work on robust a posteriori estimators for DG methods can be cited ([20] for constant diffusion, [49] for the weighted penalty method).
In the case of non-stationary advection-diffusion, we refer to the work of ([15], [21, [19]) for various space discretisations, and [11] and [24] for the interior penalty method. Here, following the work of [24] and [20] adapted to the case of a complex diffusion tensor ([43]), we derive a reliable a posteriori error estimator for the moving mesh DG method. Since our moving mesh method is velocity based, we want to keep track of the effect of the modified advection velocity, which means that we need to discuss the robustness of the estimator.

## 6 Flow maps

We consider the ALE method as a classical DG method defined on a deforming space (what is called total Lagrangian in section 2-3). In this case, the complexity of the geometry occurring from the fact that the mesh moves will be featured in the equation itself. In order to do so, we define a smooth velocity $\tilde{V}=\tilde{V}(t, x)$ s.t.
(A) $\left\{\begin{array}{l}\tilde{V} \in C\left(0, T ; C^{1}(\Omega)^{2}\right) \\ \tilde{V} \cdot \mathbf{n}=0 \text { on } \Gamma \times[0, T] \\ \tilde{V}=0 \text { on } \Gamma_{D} \cap \Gamma_{N} \\ -\frac{1}{2} \nabla \cdot(V(t, x)-\tilde{V}(t, x)):=\beta(t)>0 \\ \|\nabla \cdot(V(t, x)-\tilde{V}(t, x))\| \leq c_{*} \beta\end{array}\right.$
for a constant $c_{*}$ independent of time. The existence of such a function $\tilde{V}$ is ensured by assumption (A3). We also decide that $\tilde{V}$ vanishes on the boundary between $\Gamma_{N}$ and $\Gamma_{D}$.
The second assumption on the parametrized velocity $\tilde{V}$ is done so that the whole computational domain does not change.
We introduce the flow map to distinguish a Lagrangian (or reference) variable $X$ and an Eulerian (or spatial) variable $x . X$ lives in a space $\Omega_{r}$ that is later defined (and $x$ lives in $\Omega$ ). We carry out all the computations in $\Omega_{r}$ and express them back in $\Omega$.
Given $\tilde{V}$ the associated flow map, $x=\chi(t, X)$, satisfies:

$$
\dot{x}(t, X)=\tilde{V}(t, x(t, X)), \quad x(0, X)=X
$$

As $\tilde{V}$ is smooth we have $\chi(t,):. \Omega_{r} \rightarrow \Omega$ is a $C^{1}$-diffeomorphism and the Jacobian $F=F(t, X):=\left[\frac{\partial x_{i}}{\partial X_{j}}\right]_{i, j}$ satisfies:

$$
\dot{F}(t, X)=(\nabla \tilde{V}(t, x)) F(t, X), \quad F(0, X)=I, \quad x=\chi(t, X)
$$

The determinant $J:=\operatorname{det}(F)$ satisfies $\dot{J}=J(\nabla \cdot \tilde{V})$.
For a fixed domain $\Omega_{r}:=\Omega$ with Lipschitz boundary $\Gamma_{r}:=\Gamma$ let $\Omega(t):=\chi\left(t, \Omega_{r}\right)$. The unit normal outward $\mathbf{n}_{r}:=\mathbf{n}_{r}(X)$ to $\Gamma_{r}$ and the unit normal outward $\mathbf{n}:=$ $\mathbf{n}(t, x)$ to $\Gamma$ are related by the formula:

$$
\mathbf{n}(t, x)=\left(\frac{F^{-T} \mathbf{n}_{r}}{\left|F^{-T} \mathbf{n}_{r}\right|}\right)(t, X), \quad X \in \partial \Omega_{r}, \quad x=\chi(t, X)
$$

Because of the value of $\tilde{V}$ on $\Gamma_{r}, \Omega_{r}=\Omega(t)=\Omega, \chi\left(t, \Gamma_{D}\right)=\Gamma_{D}$ and $\chi\left(t, \Gamma_{N}\right)=$ $\Gamma_{N}$.
For any function $v(t, x)$ we introduce the ${ }^{\wedge}$ notation s.t. $\hat{v}(t, X):=v(t, x(t, X))$ and reciprocally $v$ can be defined thanks to $\hat{v}$.
This notation also works for functions independent of time, $\hat{v}(t, X):=v(x)$ and $v(t, x):=\hat{v}(X)$.

$$
\begin{equation*}
\hat{v}_{t}=v_{t}+\tilde{V} \cdot \nabla v, \quad \nabla v=F^{-T} \nabla_{X} \hat{v}, \quad \Delta v=\frac{1}{J} \nabla_{X} \cdot\left(J F^{-1} F^{-T} \nabla_{X} \hat{v}\right) \tag{2.2}
\end{equation*}
$$

Writing

$$
\begin{array}{ll}
\hat{f}(t, X):=f(t, x(t, X)), & \hat{u}_{D}(t, X):=u_{D}(t, x), \\
\hat{u}_{N}(t, X):=u_{N}(t, x), & \hat{u}_{0}(X):=u_{0}(x(0, X)) .
\end{array}
$$

The problem becomes:

$$
\begin{array}{ll}
\frac{\partial \hat{u}}{\partial t}+(V-\tilde{V}) \cdot F^{-T} \nabla_{X} \hat{u}-\frac{\varepsilon}{J} \nabla_{X} \cdot\left\{J F^{-1} F^{-T} \nabla_{X} \hat{u}\right\}=\hat{f} & {[0, T] \times \Omega_{r}} \\
\hat{u}=\hat{u}_{D} & {[0, T] \times \Gamma_{D}} \\
\varepsilon F^{-T} \nabla_{X} \hat{u} \cdot \frac{F^{-T} \mathbf{n}_{r}}{\left|F^{-T} \mathbf{n}_{r}\right|}=\hat{u}_{N} & {[0, T] \times \Gamma_{N}} \\
\hat{u}(0, X)=\hat{u}_{0}(X) & \Omega_{r} \tag{2.3}
\end{array}
$$

In the following we will discretise 2.3 with a DG method in space.
Remark 6.1. When semi-discretised with finite elements (continuous or discontinuous), two weak formulations of (2.3) can be discretised. Write $\mathcal{A}_{h}$ the finite element operator and $U_{h}$ the finite element space so that there is:

The conservative form

$$
\begin{aligned}
& \text { Find } \hat{u}_{h} \in C^{1}\left(0, T ; U_{h}\right) \text { s.t. } \forall \hat{v}_{h} \in U_{h} \\
& \qquad \int_{\Omega_{r}} \frac{\partial\left(J \hat{u}_{h}\right)}{\partial t} \hat{v}_{h}-\int_{\Omega_{r}}\left(J \hat{u}_{h}\right)(\nabla \cdot \tilde{V}) \hat{v}_{h}+\mathcal{A}_{h}\left(\hat{u}_{h}, \hat{v}_{h}\right)=0
\end{aligned}
$$

The non-conservative form

$$
\text { Find } \hat{u}_{h} \in C^{1}\left(0, T ; U_{h}\right) \text { s.t. } \forall \hat{v}_{h} \in U_{h} \int_{\Omega_{r}} J \frac{\partial \hat{u}_{h}}{\partial t} \hat{v}_{h}+\mathcal{A}_{h}\left(\hat{u}_{h}, \hat{v}_{h}\right)=0
$$

One formulation can be related to the other by the relation $\dot{J}=J(\nabla \cdot \tilde{V})$.
In this study we prefer to use the non-conservative form for two main reasons: it allows the assumption (A3) (with the conservative form, (A3) would be replaced by a stronger assumption, $\nabla \cdot V<0$ pointwise), and since we are working with $D G$ spaces, the mass matrix is block diagonal and easy to compute and invert.

## 7 Comparison between moving mesh and semi-Lagrangian methods: a justification

In this section we attempt to describe the existing SLDG methods with a characteristic Galerkin approach in terms of flow maps. We simply modify the spatial operator of [82]: we look at the modelling choices they make, replace their LDG operator with an interior penalty formulation and compare this approach with the moving mesh approach based on a flow map discretisation in sections 3-3.2 and 4-5.2.
There are two main differences between the existing [82] and the moving mesh method developed here: the existing SLDG methods based on the Galerkin characteristic approach uses the conservative form of the ALE equation and the authors use polynomial interpolation to approximate the values of the function advected along the characteristics (the approximation of the solution $u_{h}$ and the test functions), whereas in our method, we use the non-conservative form and prefer to interpolate the Jacobi matrix of the transformation using relations 2.2 . In the rest of this section we present how to interpret SL methods in terms of ALE formulation.

Tracing characteristics: This part of a SL method is similar to the flow map from section 2-6. We consider a time step $\left[t_{n}, t_{n+1}\right]$ and look at the following flow map. Given $\tilde{V}$ the associated flow map, $x=\chi(t, X)$, satisfies:

$$
\forall t \in \mathrm{R}, \dot{x}(t, X)=\tilde{V}(t, x(t, X))
$$

Since $\tilde{V}$ is smooth, we have $\chi(t,):. \Omega_{r} \rightarrow \Omega$ is a $C^{1}$-diffomorphism. The mesh can be considered to be either static at the beginning as $x\left(t_{n}, X\right)=X$ and the ODE is solved forward, or static at the end as $x\left(t_{n+1}, X\right)=X$ and the ODE is solved backwards. In the test cases done in sections 3-3.2 and 4-5.2, we decide to take the static mesh at the foot of the characteristics. There are several methods to integrate the characteristics and it is at this stage that tangling must be avoided. Here we show that tangling can be avoided by controlling the smoothness of $\tilde{V}$ and by adopting a total Lagrangian approach.

Integrating the spatial operator: The second step in a classical SL method is to integrate the spatial operator. In [82], similar to the ALE-LDG formulation
in [39], the authors choose to model the spatial operator as an LDG problem on a static mesh: the authors do integrate the inner-cell contribution in deformed cells but consider the fluxes as the flux on a static mesh. Everything happens as if they were working with $F=$ Id.
With this motivation in mind, in the test cases of sections 3-3.2 and 45.2, we compare these two modelling choices and answer the questions: what is the effect of choosing the conservative form of the ALE formulation and what difference does it make to model the fluxes of the Laplacian operator according to the deformation or not?

## 8 Conclusion

This thesis bridges the gap between low-cost, reliable $h$-refinement criteria and discontinuous Galerkin method on moving meshes for the resolution of unsteady advection-dominated flows. For this purpose it deals with the development of a velocity-based moving mesh method semi-discretised with the interior penalty Galerkin method. The study includes an a priori estimation of the error in order to orient the moving mesh velocity and an a posteriori error estimator that can suit $h$-refinement.
This thesis is structured as follows. In chapter 3, 1D provides a first approach, laying particular emphasis on the formulation and demonstration of the a posteriori error estimation. Chapter 4 focuses on the 2D case, explaining the differences with 1D and giving an a priori error estimation to guide the choice of the ALE velocity. Conclusions will be laid out in Chapter 5.

## Chapter 3

## The interior penalty discretisation for the 1D unsteady advection-diffusion equation on a moving mesh

As established in [16] and [1], when measuring the error of an advection-diffusion problem's DG approximation, a term proportional to $\|V\|_{\infty}^{2} / \varepsilon$ appears. In the situation of advection-dominated flows (where $\|V\| \gg$ ) this term, that occurs in the interaction between transport and diffusion effect on the edges of the mesh, becomes significant. Reducing this effect implies to understand what composes the velocity $V$ : in turbulent cases, it is composed of a large scale trend and small scale turbulences. Removing a large scale velocity $\tilde{V}$ from the term of interaction to $\|V-\tilde{V}\|_{\infty}^{2} / \varepsilon$ (see [28]) can be done by the computation of characteristics that is involved in ALE methods. This way, we can focus our study on the interactions between small scale turbulences and diffusion.

To resolve these small scale effects, one can imagine a tailoring strategy on the cells' level. $h$-refinement proposes this approach ( 20$]$ ), which consists in splitting or merging the mesh's cells depending on a local error indicator. In the situation here, the computation of characteristics introduces an error multiplier of order $e^{\|\nabla V\|_{\infty} T}$ that become significant after some time. Therefore, the AMR strategy has to be adapted to the ALE situation.
The remainder-based refinement criteria from [20], used for the unsteady case in [24], has the ability to capture internal layers that occur when the advection velocity has discontinuities. This is exactly the case we are interested in: by
resolving the large scale smooth parts of the advection velocity with the velocitybased moving mesh, only the small scale discontinuous (or steep) parts of the advection velocity $V-\tilde{V}$ remain to be captured by the mesh refinement strategy. An additional feature of the error criteria that we develop is non-robustness in the sense that the criteria depend on the the local value of $\|V-\tilde{V}\|^{2}$. This is important both because we are interested in cases where the remaining advection velocity has spatial variations, and also because we want to develop criteria to parameterise the mesh velocity.

The aim of this 1D study is to fill a gap between SL methods and error estimation based AMR. Following the strategy developed in [28] and taking into account the reasoning of section 2-7, we interpret a SL method as a velocity-based moving mesh method with occasional mesh reconstructions. In this framework, instead of continuously estimating an interpolation of the solution and inducing the gradient, the approximate solution will be a discontinuous polynomial on a regular mesh and only the features of the equation will be estimated by the characteristics. The regularity of the approximate solution allows us to use the well-established results that exist for polynomials on triangular and polygonal meshes (for instance the results of [2], [18], [22], [23], [43]).
In section 2-3 we exhibit how in the velocity-based moving mesh method, entanglement can occur when the mesh velocity is discontinuous (see 44). This is solved here since we consider the mesh velocity to solve only large trends in the advection velocity (with the condition $\tilde{V} \in C^{1}(\Omega)$ ), and by explicitly considering the moving mesh in the error estimates, we can develop criteria depending on the steepness of the mesh velocity and on the time step between two mesh reconstructions that not only avoid tangling but also ensure some control over the total error.
As seen in the introductory sections 2-4 and 2-5, DG methods provide a suitable framework for mesh adaptation, so in the following sections we will develop a DG method for the space semi-discretisation of (3.1) (section 3-1). In section 2-4, the use of remainder-based criteria over other kinds of criteria is justified. The development of a velocity-based moving mesh DG method, by linking mesh motion and space discretisation in the equation, allows us to compare the formulation of the DG method with the physical solution and then measure where the error is created and propagated.

This chapter is a continuation of the work done in [40. There the method is slightly different but we can see that the performances of the error criteria are
close to the one here in example 3 (section 3-3.3).
The main difference between 1 and 2 D is the fact that in one spatial dimension $J=F$, so it is interesting to construct a specific framework for 1D that gives the expression (3.1).

Following (2.3) in 1D, let $y_{0}, y_{1} \in \mathbf{R}, \Omega_{r}=\Omega=\left[y_{0}, y_{1}\right]$ and $n_{r}(X)$ be the outward normal vector of $\Omega_{r}$ in X defined by $n_{r}(X)=\mathbb{1}_{X=y_{1}}-\mathbb{1}_{X=y_{0}}$.
Then the system is given by

$$
\begin{array}{ll}
\partial_{t} \hat{u}+(V-\tilde{V}) \frac{\partial_{X} \hat{u}}{J}-\frac{\varepsilon}{J} \partial_{X}\left\{\frac{\partial_{X} \hat{u}}{J}\right\}=\hat{f} & {[0, T] \times \Omega_{r}} \\
\hat{u}=\hat{u}_{D} & {[0, T] \times \Gamma_{D}} \\
\varepsilon n_{r}(X) \frac{\partial_{X} \hat{u}}{J}=\hat{u}_{N} & {[0, T] \times \Gamma_{N}} \\
\hat{u}(0, X)=\hat{u}_{0}(X) & \Omega_{r} \tag{3.1}
\end{array}
$$

Finally $V-\tilde{V} \in C\left(0, T ; W^{1, \infty}(\Omega)\right)$ motivates the definition of

$$
\delta_{\omega}(t)=\|(V-\tilde{V})(t, \cdot)\|_{L^{\infty}(\omega)}^{2} \text { for } \omega \subset \Omega_{r} .
$$

The DG method proposed uses upwind discretisation of the transport term and a classical interior penalty method for the diffusive term. Based on a study of the error propagation for this semidiscretisation, a complete a posteriori error estimator is derived that can help to parametrize the mesh movement and to define a refinement strategy.
In the following, we will study various properties of the bilinear operator (section 3-1), before developing an a posteriori error estimator for the unsteady 1D advection-diffusion (section 3-2), and finally testing this method and the error criteria with three test cases (section 3-3).

A first result that we can mention is that since the a priori error estimator only depends on the initial information for the problem, the estimator developed in Chapter 4 (see Theorem 3.1) also applies to the 1D case.

## 1 The semi-discrete formulation

The first step we need to achieve to approximate (3.1) is to give the functional spaces involved for both the solution and the approximation. The space-time solution will then involve the evaluation of a bilinear form defined on the functional space. The same goes for the approximation: the space-time approximation, being only semi-discretised, is defined by an ODE where the right-hand side is the result of a discretised bilinear form. Here, the spatial discretisation will involve

Sobolev spaces for the solution and discontinuous piecewise polynomials on a fixed mesh for the approximation.

## 1-1 Notation and weak form

We define the functional spaces for the solution of the weak formulation of (3.1). For any bounded open subset $\omega$ of $\Omega$ with boundary $\gamma$, we denote by $H^{k}(\omega)$, $k \in \mathbb{N}$, the usual Sobolev and Lebesgue spaces equipped with the standard norm $\|\cdot\|_{k ; \omega}=\|\cdot\|_{H^{k}(\omega)}$ as well as the standard seminorm $|\cdot|_{H^{1}(\omega)}=\left\|\partial_{x} \cdot\right\|_{0, \omega}$. Similarly, $(\cdot, \cdot)_{\omega}$ denote the scalar product of $L^{2}(\omega)$. If $\omega=\Omega$, we will omit the index $\Omega$.
Let $\omega_{r} \subset \Omega_{r}$ with boundary $\gamma_{r}$ (recall that $\Omega_{r}=\Omega$ ), for a fixed $t$, denoting $\omega(t):=\chi\left(t, \omega_{r}\right)$ and $\gamma(t)$ its boundary $\left(\gamma(t)=\chi\left(t, \gamma_{r}\right)\right) . \omega$ is a bounded, open space and the ${ }^{\wedge}$ operator introduced in section 2-6 defines a bijection from $H^{k}(\omega(t))$ into $H^{k}\left(\omega_{r}\right)$. Defining

$$
\|\hat{v}\|_{H_{\omega_{r}}(t)}^{2}:=\int_{\omega_{r}} \hat{v}^{2} J(t, \cdot), \quad|\hat{v}|_{U_{\omega_{r}}(t)}^{2}:=\int_{\omega_{r}} \frac{\left(\nabla_{X} \hat{v}\right)^{2}}{J(t, \cdot)}
$$

there is

$$
\|v(t, \cdot)\|_{0 ; \omega}=\|\hat{v}\|_{H_{\omega_{r}}(t)}, \text { and }|v(t, \cdot)|_{H^{1}(\omega)}=|\hat{v}|_{U_{\omega_{r}}(t)} .
$$

Remark 1.1. This property shows that the approximation constructed are given with respect to the reference variable $X$. By denoting e the approximation error, the bounds on $\|\hat{e}\|_{H(t)}$ and $|\hat{e}|_{U(t)}$ represent $L^{2}$ - and $H^{1}$-bounds on $e$.
For a Banach space $X$ we define the spaces $L^{p}(0, T ; X)$ as the standard Bochner spaces, i.e. for a measurable function $v:[0, T] \rightarrow X$ :

$$
\begin{gathered}
\|v\|_{L^{p}(0, T ; X)}^{p}:=\left(\int_{0}^{T}\|v(t)\|_{X}^{p} \mathrm{~d} t\right)<+\infty \text { for } 1 \leq p<+\infty \\
\|v\|_{L^{\infty}(0, T ; X)}:=\underset{0 \leq t \leq T}{\operatorname{ess} \sup }\|v(t)\|_{X}<+\infty \text { for } p=+\infty
\end{gathered}
$$

Additionally set

$$
\begin{aligned}
H_{D}^{1}\left(\Omega_{r}\right) & :=\left\{\hat{v} \in H^{1}\left(\Omega_{r}\right): \hat{v}=0 \text { on } \Gamma_{D}\right\} \\
H_{0}^{1}\left(\Omega_{r}\right) & :=\left\{\hat{v} \in H^{1}\left(\Omega_{r}\right): \hat{v}=0 \text { on } \Gamma\right\}
\end{aligned}
$$

We can now formulate the definition of the weak form of (3.1).

$$
\begin{align*}
& \text { Find } \hat{u} \in C\left(0, T ; H_{D}^{1}\left(\Omega_{r}\right)\right) \cap C^{1}\left(0, T ; H^{-1}\left(\Omega_{r}\right)\right) \\
& \qquad \text { s.t. } \forall t \in[0, T], \forall \hat{v} \in H_{D}^{1}\left(\Omega_{r}\right) \int_{\Omega_{r}} J \frac{\partial \hat{u}}{\partial t} \hat{v}=l(\hat{v})-A(\hat{u}, \hat{v}) \tag{3.2}
\end{align*}
$$

$$
\begin{aligned}
& A(\hat{u}, \hat{v}):=\int_{\Omega_{r}} J\left[\varepsilon \frac{\partial_{X} \hat{u}}{J} \frac{\partial_{X} \hat{v}}{J}+(V-\tilde{V}) \frac{\partial_{X} \hat{u}}{J} \hat{v}\right] \\
& l(\hat{v}):=\int_{\Omega_{r}} J \hat{f} \hat{v}+\sum_{\Gamma_{N}} \hat{u}_{N} \hat{v}
\end{aligned}
$$

Remark 1.2. Each bilinear form here are time-dependent but for clarity it will not always be explicitly stated.

Notice that by integration by part

$$
A(\hat{u}, \hat{v})=\int_{\Omega_{r}} J\left[\varepsilon \frac{\partial_{X} \hat{u}}{J} \frac{\partial_{X} \hat{v}}{J}-(V-\tilde{V}) \frac{\partial_{X} \hat{v}}{J} \hat{u}-\partial_{x}(V-\tilde{V}) \hat{u} \hat{v}\right]+\sum_{\Gamma_{N}} n_{r} V \hat{u} \hat{v}
$$

## 1-2 Bilinear forms and function spaces for the semi-discretisation

The discretisation of 3.2 will be done in a space of discontinuous polynomials, therefore we consider $(n+1)$ points $y_{0}=X_{0}<\cdots<X_{n}=y_{1}$ that meshes $\Omega$ into $\mathcal{T}_{h}=\left\{K_{1}, \ldots, K_{n}\right\}$ with $K_{i}=\left[X_{i-1}, X_{i}\right]$ locally quasi-uniform and introduce the notation

$$
\begin{aligned}
& X_{i}^{\text {out }}=\left\{\begin{array}{ll}
X_{i}^{-} & \text {if }(V-\tilde{V})\left(t, x\left(t, X_{i}\right)\right)>0 \\
X_{i}^{+} & \text {if }(V-\tilde{V})\left(t, x\left(t, X_{i}\right)\right)<0
\end{array} \text { and } h_{i}=\max \left(\left|K_{i}\right|,\left|K_{i+1}\right|\right) .\right. \\
& \hat{u}\left(X_{n}^{\text {out }}\right)=\left\{\begin{array}{ll}
\hat{u}\left(y_{1}\right) & \text { if } V\left(t, y_{1}\right)>0 \\
0 & \text { if } V\left(t, y_{1}\right)<0
\end{array} \text { and } \hat{u}\left(X_{0}^{\text {out }}\right)= \begin{cases}0 & \text { if } V\left(t, y_{0}\right)>0 \\
\hat{u}\left(y_{0}\right) & \text { if } V\left(t, y_{0}\right)<0\end{cases} \right.
\end{aligned}
$$

We will also write: $H_{K}=|K|$ and $H_{i}=\max \left(\left|X_{i}-X_{i-1}\right|,\left|X_{i}-X_{i+1}\right|\right)$, and for the lagrangian elements: $h_{K}=h_{K_{i}}=\left|x_{i-1}-x_{i}\right|$ and $h_{i}=\max \left(\left|x_{i}-x_{i-1}\right|,\left|x_{i}-x_{i+1}\right|\right)$. In addition let:

$$
\begin{equation*}
\zeta_{K}=\frac{\int_{K} \frac{1}{J}}{H_{K}}, \zeta_{i}=\max \left(\zeta_{K_{i}}, \zeta_{K_{i+1}}\right) \tag{3.3}
\end{equation*}
$$

Remark 1.3. We have the following relations between $h_{K}, H_{K}$ and $\zeta_{K}$ :

$$
\begin{equation*}
h_{K}=\int_{K} J \text { and } \frac{H_{K}}{h_{K}} \leq \zeta_{K} \tag{3.4}
\end{equation*}
$$

The broken Sobolev spaces associated with the mesh $\mathcal{T}_{h}$ :

$$
H^{k}\left(\mathcal{T}_{h}\right)=\left\{\varphi \in L^{2}\left(\Omega_{r}\right): \forall K \in \mathcal{T}_{h},\left.\quad \varphi\right|_{K} \in H^{k}(K)\right\}
$$

And

$$
V_{h}:=\left\{\varphi \in H^{1}\left(\mathcal{T}_{h}\right):\left.\forall K \in \mathcal{T}_{h} \quad \varphi\right|_{K} \in \mathcal{S}_{p}(K)\right\}
$$

with $\mathcal{S}_{p}$ the space of polynomials of degree $\leq p$.
Finally we denote $U_{h}:=V_{h}+H_{D}^{1}\left(\Omega_{r}\right)$ and $V_{h}^{c}:=V_{h} \cap H_{D}^{1}\left(\Omega_{r}\right)$.
In an inner mesh point $X_{i}$, the average and jump of a function $\hat{v} \in H^{0}\left(\mathcal{T}_{h}\right)$ across the point are defined as

$$
\{\{\hat{v}\}\}=\frac{1}{2}\left(\hat{v}\left(X_{i}^{+}\right)+\hat{v}\left(X_{i}^{-}\right)\right), \llbracket \hat{v} \rrbracket=\hat{v}\left(X_{i}^{+}\right)-\hat{v}\left(X_{i}^{-}\right) \text {and } \llbracket \hat{v} \rrbracket=\hat{v}(X) \text { on } \Gamma \text {. }
$$

We consider the DG method that is based on an upwind discretisation for the convective term and on a (non-)symmetric interior penalty discretisation for the Laplacian

$$
\begin{align*}
& \text { Find } \hat{u}_{h} \in C^{1}\left(0, T ; V_{h}\right) \text { s.t. } \forall t \in[0, T], \forall \hat{v}_{h} \in V_{h} \\
& \qquad \int_{\Omega_{r}} J \frac{\partial \hat{u}_{h}}{\partial t} \hat{v}_{h}=l_{h}\left(\hat{v}_{h}\right)-A_{h}\left(\hat{u}_{h}, \hat{v}_{h}\right) \tag{3.5}
\end{align*}
$$

where $\hat{u}_{h}(0, \cdot) \in V_{h}$ is a projection of $\hat{u}_{0}(\cdot)$ onto $V_{h}$.

$$
\begin{aligned}
& A_{h}(\hat{u}, \hat{v}):= \sum_{i=1, \ldots, n} \int_{K_{i}} J\left[\varepsilon \frac{\partial_{X} \hat{u}}{J} \frac{\partial_{X} \hat{v}}{J}-(V-\tilde{V}) \frac{\partial_{X} \hat{v}}{J} \hat{u}-\partial_{x}(V-\tilde{V}) \hat{u} \hat{v}\right] \\
&+\left.\sum_{i=1, \ldots, n-1} \varepsilon\left(\left\{\left\{\Pi_{L^{2}}\left(\frac{\partial_{X} \hat{u}}{J^{\frac{1}{2}}}\right)\right\}\right\} \frac{\llbracket \hat{v} \rrbracket}{J^{\frac{1}{2}}}+\theta\left\{\left\{\Pi_{L^{2}}\left(\frac{\partial_{X} \hat{v}}{J^{\frac{1}{2}}}\right)\right\}\right\} \frac{\llbracket \hat{u} \rrbracket}{J^{\frac{1}{2}}}\right)\right|_{X_{i}}+\left.\frac{\gamma \varepsilon}{H_{i}} \frac{\llbracket \hat{u} \rrbracket \llbracket \hat{v} \rrbracket}{J}\right|_{X_{i}} \\
& \quad+\sum_{\Gamma_{D}}(-1)^{\left.\left.\delta_{n i} \varepsilon\left(\Pi_{L^{2}}\left(\frac{\partial_{X} \hat{u}}{J^{\frac{1}{2}}}\right) \frac{\hat{v}}{J^{\frac{1}{2}}}+\theta \Pi_{L^{2}}\left(\frac{\partial_{X} \hat{v}}{J^{\frac{1}{2}}}\right) \frac{\hat{u}}{J^{\frac{1}{2}}}\right)\right|_{X_{i}}+\frac{\gamma \varepsilon}{H_{i}} \frac{\hat{u} \hat{v}}{J} \right\rvert\, X_{X_{i}}} \\
& \quad-\sum_{i=1, \ldots, n-1}(V-\tilde{V}) \llbracket \hat{v} \rrbracket \hat{u}\left(X_{i}^{\text {out }}\right)+\left.V \hat{v}\right|_{X_{n}} \hat{u}\left(X_{n}^{\text {out }}\right)-V \hat{v} \mid X_{0} \hat{u}\left(X_{0}^{\text {out }}\right)
\end{aligned}
$$

$$
V^{+} \text {and } V^{-} \text {are respectively the positive and negative parts of } V\left(V^{-} \leq 0 \leq V^{+}\right)
$$ and $\gamma>0$ the interior penalty parameter that is described in the literature to be depending on the degree of the polynomials. $\theta \in\{-1,1\}$, the method is called symmetric interior penalty (SIPG) when $\theta=1$ and nonsymmetric interior penalty when $\theta=-1 . \Pi_{L^{2}}$ denotes the orthogonal $L^{2}$-projection onto the finite element space $V_{h}$.

For the study that will follow, we decompose the DG operator $A_{h}$ into several
operators. For $\hat{u}, \hat{v} \in H^{1}\left(\mathcal{T}_{h}\right)$

$$
\begin{align*}
& D_{h}(\hat{u}, \hat{v}): \sum_{i=1, \ldots, n} \int_{K_{i}} J\left[\varepsilon \frac{\partial_{X} \hat{u}}{J} \frac{\partial_{X} \hat{v}}{J}-\partial_{x}(V-\tilde{V}) \hat{u} \hat{v}\right] \\
& O_{h}(\hat{u}, \hat{v}):=-\sum_{i=1, \ldots, n} \int_{K_{i}}(V-\tilde{V}) \hat{u} \partial_{X} \hat{v} \\
&-(V-\tilde{V}) \llbracket \hat{v} \rrbracket\left|X_{X} \hat{u}\left(X_{i}^{\text {out }}\right)+V \hat{v}\right|_{X_{n}} \hat{u}\left(X_{n}^{\text {out }}\right)-V \hat{v} \mid X_{0} \hat{u}\left(X_{0}^{\text {out }}\right)  \tag{3.6}\\
& J_{h}(\hat{u}, \hat{v}):=\left.\sum_{i=1, \ldots, n-1} \frac{\gamma \varepsilon}{H_{i}} \frac{\llbracket \hat{u} \rrbracket \llbracket \hat{v} \rrbracket}{J}\right|_{X_{i}}+\left.\sum_{\Gamma_{D}} \frac{\gamma \varepsilon \hat{u} \hat{u} \hat{v}}{J}\right|_{X_{i}} \\
& \tilde{A}_{h}(\hat{u}, \hat{v}):=D_{h}(\hat{u}, \hat{v})+O_{h}(\hat{u}, \hat{v})+J_{h}(\hat{u}, \hat{v}) \\
& \tilde{K}_{h}(\hat{u}, \hat{v}):=\left.\sum_{i=1, \ldots, n-1} \varepsilon\left(\left\{\left\{\Pi_{L^{2}}\left(\frac{\partial_{X} \hat{u}}{J^{\frac{1}{2}}}\right)\right\}\right\} \frac{\llbracket \hat{v} \rrbracket}{J^{\frac{1}{2}}}+\theta\left\{\left\{\Pi_{L^{2}}\left(\frac{\partial_{X} \hat{v}}{J^{\frac{1}{2}}}\right)\right\}\right\}\right\} \frac{\llbracket \hat{u} \rrbracket}{J^{\frac{1}{2}}}\right)\left.\right|_{X_{i}} \\
&+\sum_{\Gamma_{D}}(-1)^{\left.\delta_{n i} \varepsilon\left(\Pi_{L^{2}}\left(\frac{\partial_{X} \hat{u}}{J^{\frac{1}{2}}}\right) \frac{\hat{v}}{J^{\frac{1}{2}}}+\theta \Pi_{L^{2}}\left(\frac{\partial_{X} \hat{v}}{J^{\frac{1}{2}}}\right) \frac{\hat{u}}{J^{\frac{1}{2}}}\right) \right\rvert\, X_{X_{i}}} \\
& A_{h}(\hat{u}, \hat{v}):=\tilde{A}_{h}(\hat{u}, \hat{v})+\tilde{K}_{h}(\hat{u}, \hat{v})
\end{align*}
$$

Note that

$$
\forall t \in[0, T], \forall \hat{u}, \hat{v} \in H_{D}^{1}\left(\Omega_{r}\right) \tilde{A}_{h}(\hat{u}, \hat{v})=A(\hat{u}, \hat{v})
$$

We state the ODEs defining the solution and its approximation, we will call $\hat{u}$ (resp. $\hat{u}_{h}$ ) the solution to (3.2) (resp. (3.5)) and define $\hat{u}^{s}:[0 ; T] \rightarrow H_{D}^{1}\left(\Omega_{r}\right)$ and $\hat{u}_{h}^{s}:[0 ; T] \rightarrow V_{h}$ the pointwise solution of the space-discrete problem:

$$
\begin{cases}\forall \hat{v} \in H_{D}^{1}\left(\Omega_{r}\right) & A\left(t ; \hat{u}^{s}(t), \hat{v}\right)=l(\hat{v})-\int_{\Omega_{r}} J \frac{\partial \hat{u}_{h}}{\partial t} \hat{v}  \tag{3.7}\\ \forall \hat{v}_{h} \in V_{h} & A_{h}\left(t ; \hat{u}_{h}^{s}(t), \hat{v}_{h}\right)=l_{h}\left(\hat{v}_{h}\right)-\int_{\Omega_{r}} J \frac{\partial \hat{u}_{h}}{\partial t} \hat{v}_{h}\end{cases}
$$

In the following, we will find error estimates for the spatial operator by studying the stationary problem defining $\hat{u}^{s}$ and $\hat{u}_{h}^{s}$ and then use these error bounds to build refinement criteria for the nonstationary problem.

In the semi-discrete formulation, we can see that we focused on building the fluxes according to the moving mesh framework. In section 3-3.2 we will compare this DG operator on a moving mesh with the DG operator for a classical SL method and measure how it changes the quality of the approximation.

## 2 A posteriori error estimate

In this section, after showing some fundamental properties for the bilinear forms, which will imply the well-posedness and stability of the problem. We develop reliable a posteriori error estimators for the steady-state formulation governing $\hat{u}^{s}(t)-\hat{u}_{h}^{s}(t)$ in Theorem 2.9 before integrating them to have a posteriori error estimators for $\hat{u}-\hat{u}_{h}$ in Theorem 2.17

## 2-1 Error bound for the stationary problem

The procedure for the proof and results are inspired by [20] with a difference, the diffusion coefficient will be taken to be $\frac{\varepsilon}{J}$, continuous and positive. Following [20] we first approach the advection-diffusion error estimate in the steady-state case. After giving some fundamental properties of the bilinear operator, we give an a posteriori estimate depending both on the approximate solutions and on the features at some fixed time $t$. To do so, we first have to define norms on the functional spaces. These error estimate will finally be integrated in section 3 2.2 that will give the final estimates.

For $Y \subset \Omega_{r}$ we define $\omega_{S}:=\left\{K \in \mathcal{T}_{h}: S \cap K \neq \emptyset\right\}$. $\omega_{K}$ will be the subsets of $\Omega_{r}$ on which we maximize or average the features $(V-\tilde{V}, J)$ to be used in the error estimate.
We introduce for $\hat{v} \in H^{1}\left(\mathcal{T}_{h}\right)$ and $q \in H^{0}\left(\Omega_{r}\right)$ the quantities

$$
\begin{aligned}
\|\hat{v}\|_{t}^{2} & :=\sum_{K \in \mathcal{T}_{h}}\left[\varepsilon|\hat{v}|_{U_{K}(t)}^{2}+\beta(t)\|\hat{v}\|_{H_{K}(t)}^{2}\right]+\left.\sum_{i=1, \ldots, n-1} \frac{\gamma \varepsilon}{H_{i}} \frac{\llbracket \hat{v} \rrbracket^{2}}{J}\right|_{X_{i}}+\left.\sum_{\Gamma_{D}} \frac{\gamma \varepsilon}{H_{i}} \frac{\hat{v}^{2}}{J}\right|_{X_{i}} \\
|q|_{t ; *} & :=\sup _{\hat{v} \in H_{0}^{1}\left(\Omega_{r}\right)-\{0\}} \frac{\int_{\Omega_{r}} q \partial_{X} \hat{v}}{\| \| \hat{v}\| \|_{t}} \\
|\hat{v}|_{t ; A}^{2} & :=|(V-\tilde{V}) \hat{v}|_{t, *}^{2}+\sum_{i=1, \ldots, n-1}\left(\beta+\frac{\delta_{X_{i}}}{\varepsilon}\right) h_{i}\left[\left.\hat{v} \rrbracket\right|_{X_{i}} ^{2}+\left.\sum_{\Gamma_{D}}\left(\beta+\frac{\delta_{X_{i}}}{\varepsilon}\right) h_{i} \hat{v}\right|_{X_{i}} ^{2}\right.
\end{aligned}
$$

Remark 2.1. As well as for the bilinear forms, the ${ }_{t}$ will be omitted in the notation.

The first norm is the energy norm associated with the DG discretisation of the advection-diffusion problem (2.1). In [20] the seminorm $|\cdot|_{*}$ is linked to the Helmholtz decomposition, in particular, this quantity is equal to 0 when $q$ is divergence-free. The third norm measures the error of the transport behaviour.

By (3.41) in [10] there exist inverse and trace inequalities for the eulerian framework.

Lemma 2.2. Let $\hat{v} \in V_{h}, K \in \mathcal{T}_{h}$

- Inverse inequality: $|\hat{v}|_{U_{K}(0)} \lesssim \frac{1}{H_{K}}\|\hat{v}\|_{H_{K}(0)}$.
- Trace inequality: for a mesh cell $K_{i}=\left[X_{i-1} ; X_{i}\right]$,

$$
\hat{v}\left(X_{i-1}\right)^{2}+\hat{v}\left(X_{i}\right)^{2} \lesssim \frac{1}{H_{K}}\|\hat{v}\|_{H_{K}(0)}^{2}
$$

The proof of the following two lemma and two properties is the topic of section 4-1.3, they will be given here without any proof.

Property 2.3. (Coercivity) For large enough $\gamma$ (depending on the value of the scalar in the inverse trace inequality) then $A_{h}$ is $\left\|\|\cdot\|\right.$-coercive. For all $v_{h} \in U_{h}$

$$
\begin{equation*}
\left\|\hat{v}_{h}\right\| \|^{2} \lesssim A_{h}\left(v_{h}, v_{h}\right) \tag{3.8}
\end{equation*}
$$

Remark 2.4. As we will see in section 4-1.3, the condition (A4), i.e. $\beta(t) \geq 0$, ensures the stability of the Galerkin semi-discretisation.

Lemma 2.5. (Inconsistency) Let $\hat{u} \in H^{1}\left(\Omega_{r}\right)$ an analytical solution to (3.1) and $\hat{u}_{h}$ solve (3.5). Then

$$
\begin{equation*}
\forall \hat{v}_{h} \in V_{h}, A_{h}\left(\hat{u}-\hat{u}_{h}, \hat{v}_{h}\right)=\varepsilon \sum_{\mathcal{E}_{D}}\left\{\left\{\frac{\nabla \hat{u}}{J^{\frac{1}{2}}}-\Pi_{L^{2}}\left(\frac{\nabla \hat{u}}{J^{\frac{1}{2}}}\right)\right\}\right\} \cdot \frac{\llbracket \hat{v}_{h} \rrbracket}{J^{\frac{1}{2}}} \tag{3.9}
\end{equation*}
$$

Properties 2.6. (Continuity) For $\hat{v} \in H_{D}^{1}\left(\Omega_{r}\right), \hat{w}_{1}, \hat{w}_{2} \in U_{h}$

$$
\begin{gather*}
\left|D_{h}\left(\hat{w}_{1}, \hat{w}_{2}\right)\right| \lesssim\left|\left|| \hat { w } _ { 1 } | \left\|\cdot \left|\left\|\hat{w}_{2} \mid\right\|\right.\right.\right.\right.  \tag{3.10}\\
\left|J_{h}\left(\hat{w}_{1}, \hat{w}_{2}\right)\right| \lesssim\left\|\left|\hat{w}_{1}\right|\right\| \cdot\left|\left\|\hat{w}_{2} \mid\right\|\right.  \tag{3.11}\\
\left|O_{h}\left(\hat{w}_{1}, \hat{v}\right)\right| \leq\left|(V-\tilde{V}) \hat{w}_{1}\right|_{*} \cdot \mid\|\hat{v}\| \| \tag{3.12}
\end{gather*}
$$

Property 2.7. (Inf-sup) We have the following inf-sup inequality:

$$
\inf _{\hat{v} \in H_{D}^{1}\left(\Omega_{r}\right) \backslash\{0\}_{\hat{w} \in H_{D}^{1}\left(\Omega_{r}\right) \backslash\{0\}} \sup \frac{\tilde{A}_{h}(\hat{v}, \hat{w})}{\left(\left\|\left|\hat{v} \|\left|\left|+|(V-\hat{V}) \hat{v}|_{*}\right) \cdot\|\hat{w} \mid\|\right.\right.\right.\right.} \geq C>0} \geq C
$$

The fact that the mesh motion adds an exponential term makes the DG method inconsistent but the inconsistency can be controlled. Lemma 2.5 along with the approximations constructed in Lemma $\mathbf{3 . 2}$ 4.40 ensures the a priori control of
this inconsistency. We notice that the control of this inconsistency also depends on the smoothness of $J$. This also implies that the steeper $J$ is, the less consistent the method becomes. We will study the situation of $\tilde{V} \in W^{1, \infty}(\Omega) \backslash C^{1}(\Omega)$ in Remark 3.3 for the 2D case and see that for a very deformed mesh, this increases. This is coherent with the fact that, depending on the flux that we use, the more deformed the mesh, the less stable or consistent is the formulation.

Let $\rho_{S}(t):=\min \left(h_{S} \varepsilon^{-\frac{1}{2}}, \beta^{-\frac{1}{2}}\right), S=i$ or $K_{i}$ and

$$
\left\{\begin{align*}
\eta_{J_{i}} & :=\left.\frac{1}{2}\left[\left(\beta(t)+\frac{\delta_{\omega_{i-1}}}{\varepsilon}\right) h_{i-1}+\frac{\gamma \varepsilon}{J H_{i-1}}\left(1+J \zeta_{i-1}+\zeta_{i-1}\right)\right] \llbracket \hat{u}_{h}^{s} \rrbracket\right|_{X_{i-1}} ^{2}  \tag{3.13}\\
& +\left.\frac{1}{2}\left[\left(\beta(t)+\frac{\delta_{\omega_{i}}}{\varepsilon}\right) h_{i}+\frac{\gamma \varepsilon}{J H_{i}}\left(1+J \zeta_{i}+\zeta_{i}^{2}\right)\right] \llbracket \hat{u}_{h}^{s} \rrbracket\right|_{X_{i}} ^{2} \\
\eta_{E_{i}} & :=\left.\frac{1}{2} \frac{\rho_{i-1}}{\sqrt{\varepsilon}} \llbracket \frac{\varepsilon}{J} \partial \partial_{X} \hat{u}_{h}^{s} \rrbracket\right|_{X_{i-1}} ^{2}+\left.\frac{1}{2} \frac{\rho_{i}}{\sqrt{\varepsilon}} \llbracket \frac{\varepsilon}{J} \partial_{X} \hat{u}_{h}^{s} \rrbracket\right|_{X_{i}} ^{2} \\
\eta_{R_{i}} & :=\rho_{K_{i}}^{2}\left\|\hat{f}-\partial_{t} \hat{u}_{h}+\frac{\varepsilon}{J} \partial_{X}\left\{\frac{\partial \hat{u}_{h}^{s}}{J}\right\}-(V-\tilde{V}) \frac{\partial_{X} \hat{u}_{h}^{s}}{J}\right\|_{H_{K_{i}}(t)}^{2}
\end{align*}\right.
$$

and for the boundary points $i=0$ or $i=n$

$$
\left\{\begin{align*}
\eta_{J_{i}} & :=\left.\mathbb{1}_{\left\{X_{i} \in \Gamma_{D}\right\}}\left[\left(\beta(t)+\frac{\delta_{\omega_{i}}}{\varepsilon}\right) h_{i}+\frac{\gamma \varepsilon}{J H_{i}}\left(1+J \zeta_{i}+\zeta_{i}^{2}\right)\right]\left(\hat{u}_{h}^{s}-\hat{u}_{D}\right)\right|_{X_{i}} ^{2}  \tag{3.14}\\
& +\frac{1}{2}\left[\left(\beta(t)+\frac{\delta_{\omega_{i \pm 1}}}{\varepsilon}\right) h_{i \pm 1}+\frac{\gamma \varepsilon}{J H_{i \pm 1}}\left(1+J \zeta_{i \pm 1}+\zeta_{i \pm 1}^{2}\right)\right]\left[\left.\hat{u}_{h}^{s} \rrbracket\right|_{X_{i \pm 1}} ^{2}\right. \\
\eta_{E_{i}} & :=\left.\mathbb{1}_{\left\{X_{i} \in \Gamma_{N}\right\}} \frac{\rho_{i}}{\sqrt{\varepsilon}}\left(\frac{\varepsilon}{J} \partial_{X} \hat{u}_{h}^{s}-\hat{u}_{N}\right)\right|_{X_{i}} ^{2}+\left.\frac{1}{2} \frac{\rho_{i+1}}{\sqrt{\varepsilon}} \llbracket \frac{\varepsilon}{J} \partial_{X} \hat{u}_{h}^{s} \rrbracket\right|_{X_{i \pm 1}} ^{2}
\end{align*}\right.
$$

Finally $\eta_{i}=\eta_{J_{i}}+\eta_{E_{i}}+\eta_{R_{i}}$

Remark 2.8. What we see in the error criterion $\eta_{J_{K}}$ and that we will meet again for the $2 D$ case, for the a priori estimation and in the test cases, is this dependence in $\frac{\delta}{\varepsilon}$. This term, as we will see later in the test cases, is crucial for estimating the error.

We will now prove the reliability of the local estimators $\sum_{i} \eta_{i}$.

Theorem 2.9. Let $\hat{u}^{s}:[0 ; T] \rightarrow H_{D}^{1}\left(\Omega_{r}\right)$ and $\hat{u}_{h}^{s}:[0 ; T] \rightarrow V_{h}$ be the pointwise solutions defined in (3.7), $\eta_{i}$ be defined in (3.13) and (3.14) then

$$
\left\|\hat{u}^{s}-\hat{u}_{h}^{s}\left|\|+\left|\hat{u}^{s}-\hat{u}_{h}^{s}\right|_{A} \lesssim\left(\sum_{i} \eta_{i}\right)^{\frac{1}{2}}\right.\right.
$$

## 2-2 Proof of Theorem 2.9

The outline of the proof for the stationary case is as follow: separate our solution into a continuous and a discontinuous part (Lemma 2.10), give a bound to the discontinuous part (Lemma 2.11), derive a bound for the bilinear forms as an estimate multiplied by the energy-norm of the continuous function (Lemma 2.13. Lemma 2.14 and conclude with Property 2.7 .

We will now study an approximation of elements of $V_{h}$ by elements of $V_{h}^{c}$. A similar theorem for the eulerian problem is stated in Theorem 2.2 in 22 . In the 1D case, this theorem depends on static and moving sizes of the cells of the mesh. Since this method involves computing the characteristics and $J$, these quantities $\left(h_{i}\right.$ and $\left.H_{i}\right)$, as well as $\zeta_{i}$ are computable a posteriori.

Lemma 2.10. There exists an approximation operator $\mathcal{A}_{h}: V_{h} \rightarrow V_{h}^{c}$ satisfying:

$$
\forall \hat{v}_{h} \in V_{h}\left\{\begin{aligned}
\sum_{K \in \mathcal{T}_{h}}\left\|\hat{v}_{h}-\mathcal{A}_{h} \hat{v}_{h}\right\|_{H_{K}(t)}^{2} & \lesssim \sum_{\{1, \ldots, n-1\} \cup \Gamma_{D}} h_{i} \llbracket \hat{v}_{h} \rrbracket^{2} \\
\sum_{K \in \mathcal{T}_{h}}\left|\hat{v}_{h}-\mathcal{A}_{h} \hat{v}_{h}\right|_{U_{K}(t)}^{2} & \lesssim \sum_{\{1, \ldots, n-1\} \cup \Gamma_{D}} \frac{\zeta_{i}}{H_{i}} \llbracket \hat{v}_{h} \rrbracket^{2}
\end{aligned}\right.
$$

with $\zeta$ defined in (3.3).
Proof. We build the approximation with lagrangian nodes and use the property of polynomials to conclude.
For each $K \in \mathcal{T}_{h}, \mathcal{N}_{K}:=\left\{x_{K}^{(j)}: j=1, \ldots, m\right\}$ the set of distinct nodes of $K$ with nodes on both ends. Let $\left\{\phi_{K}^{(j)}: j=1, \ldots, m\right\}$ be a local basis of functions satisfying $\phi_{K}^{(i)}\left(x_{K}^{(j)}\right)=\delta_{i j}$.
Let $\mathcal{N}:=\bigcup_{K \in \mathcal{T}_{h}} \mathcal{N}_{K}$ be the set of nodes and

$$
\begin{aligned}
& \mathcal{N}_{D}:=\left\{\nu \in \mathcal{N}: \nu \in \Gamma_{D}\right\} \\
& \mathcal{N}_{N}:=\left\{\nu \in \mathcal{N}: \nu \in \Gamma_{N}\right\} \\
& \mathcal{N}_{i}:=\left\{\nu \in \mathcal{N}-\mathcal{N}_{D}:\left|\omega_{\nu}\right|=1\right\} \\
& \mathcal{N}_{v}:=\mathcal{N}-\left(\mathcal{N}_{i} \cup \mathcal{N}_{D}\right)
\end{aligned}
$$

Additionally define $\omega_{\nu}:=\left\{K \in \mathcal{T}_{h}: \nu \in K\right\}$ for each $\nu \in \mathcal{N}$.
To each $\nu \in \mathcal{N}$ we associate a basis function $\phi^{(\nu)}$ :

$$
\operatorname{supp} \phi^{(\nu)} \subset \bigcup_{K \in \omega_{\nu}} K,\left.\phi^{(\nu)}\right|_{K}=\phi_{K}^{(j)}, x_{K}^{(j)}=\nu
$$

Write $\hat{v}_{h} \in V_{h}$ as $\hat{v}_{h}=\sum_{K \in \mathcal{T}_{h}} \sum_{j=1}^{m} \alpha_{K}^{(j)} \phi_{K}^{(j)}$ we define

$$
\mathcal{A}_{h} \hat{v}_{h}:=\sum_{\nu \in \mathcal{N}} \beta^{(\nu)} \phi^{(\nu)}, \text { where } \beta^{(\nu)}:= \begin{cases}0 & \text { if } \nu \in \mathcal{N}_{D} \\ \frac{1}{2} \sum_{x_{K}^{(j)}=\nu} \alpha_{K}^{(j)} & \text { if } \nu \in \stackrel{\mathcal{N}}{ }-\mathcal{N}_{D}\end{cases}
$$

We define now $\beta_{K}^{(j)}:=\beta^{(\nu)}$ if $x_{K}^{(j)}=\nu$.

We have $\left\|\phi_{K}^{(j)}\right\|_{\infty} \lesssim 1, \int_{K} J=h_{K}$ and $\left\|\partial_{X} \phi_{K}^{(j)}\right\|_{\infty} \lesssim H_{K}^{-1}$.
Thus

$$
\begin{aligned}
\sum_{K \in \mathcal{T}_{h}}\left|\hat{v}_{h}-\mathcal{A}_{h} \hat{v}_{h}\right|_{U_{K}(t)}^{2} & \lesssim \sum_{K \in \mathcal{T}_{h}} \| \partial_{X} \phi_{K}^{(j)}| |_{\infty}^{2} \int_{K} \frac{1}{J} \sum_{j=1}^{m}\left|\alpha_{K}^{(j)}-\beta_{K}^{(j)}\right|^{2} \\
& \lesssim \sum_{K \in \mathcal{T}_{h}} \frac{\zeta_{K}}{H_{K}} \sum_{j=1}^{m}\left|\alpha_{K}^{(j)}-\beta_{K}^{(j)}\right|^{2} \\
& \lesssim \sum_{\nu \in \mathcal{N}} \frac{\zeta_{\nu}}{H_{\nu}} \sum_{x_{K}^{(j)}=\nu}\left|\alpha_{K}^{(j)}-\beta^{(\nu)}\right|^{2} \\
& \lesssim \sum_{\nu \in \mathcal{N}_{v}} \frac{\zeta_{\nu}}{H_{\nu}} \sum_{x_{K}^{(j)}=\nu}\left|\alpha_{K}^{(j)}-\beta^{(\nu)}\right|^{2}+\sum_{\nu \in \mathcal{N}_{D}} \frac{\zeta_{\nu}}{H_{\nu}} \sum_{x_{K}^{(j)}=\nu}\left|\alpha_{K}^{(j)}\right|^{2} \\
\sum_{K \in \mathcal{T}_{h}}\left\|\hat{v}_{h}-\mathcal{A}_{h} \hat{v}_{h}\right\|_{H_{K}(t)}^{2} & \left.\lesssim \sum_{K \in \mathcal{T}_{h}}| | \phi_{K}^{(j)}\right|_{\infty} ^{2} \int_{K} J \sum_{j=1}^{m}\left|\alpha_{K}^{(j)}-\beta_{K}^{(j)}\right|^{2} \\
& \lesssim \sum_{K \in \mathcal{T}_{h}} h_{K} \sum_{j=1}^{m}\left|\alpha_{K}^{(j)}-\beta_{K}^{(j)}\right|^{2} \\
& \lesssim \sum_{\nu \in \mathcal{N}} h_{\nu} \sum_{x_{K}^{(j)}=\nu}\left|\alpha_{K}^{(j)}-\beta^{(\nu)}\right|^{2} \\
& \lesssim \sum_{\nu \in \mathcal{N}_{v}} h_{\nu} \sum_{x_{K}^{(j)}=\nu}\left|\alpha_{K}^{(j)}-\beta^{(\nu)}\right|^{2}+\sum_{\nu \in \mathcal{N}_{D}} h_{\nu} \sum_{x_{K}^{(j)}=\nu}\left|\alpha_{K}^{(j)}\right|^{2}
\end{aligned}
$$

Where we defined $H_{\nu}:=\max _{\omega_{\nu}}\left(H_{K}\right)$ in the third line and used $\alpha_{K}^{(j)}=\beta^{(\nu)}$ for $\nu \in \mathcal{N}_{i}$ in the fourth and last lines. For $\nu \in \mathcal{N}_{v}$ we write $\omega_{\nu}=\left\{K^{+}, K^{-}\right\}$.
Finally

$$
\begin{aligned}
\sum_{K \in \mathcal{T}_{h}}\left|\hat{v}_{h}-\mathcal{A}_{h} \hat{v}_{h}\right|_{U_{K}(t)}^{2} & \lesssim \sum_{\nu \in \mathcal{N}_{v}} \frac{\zeta_{\nu}}{H_{\nu}}\left|\alpha_{K^{+}}^{\left(j_{+}\right)}-\alpha_{K^{-}}^{\left(j_{-}\right)}\right|^{2}+\sum_{\nu \in \mathcal{N}_{D}} \frac{\zeta_{\nu}}{H_{\nu}}\left|\alpha_{K}^{(j)}\right|^{2} \\
\sum_{K \in \mathcal{T}_{h}}\left\|\hat{v}_{h}-\mathcal{A}_{h} \hat{v}_{h}\right\|_{H_{K}(t)}^{2} & \lesssim \sum_{\nu \in \mathcal{N}_{v}} h_{\nu}\left|\alpha_{K^{+}}^{\left(j^{+}\right)}-\alpha_{K^{-}}^{\left(j^{-}\right)}\right|^{2}+\sum_{\nu \in \mathcal{N}_{D}} h_{\nu}\left|\alpha_{K}^{(j)}\right|^{2}
\end{aligned}
$$

Since $\left|\alpha_{K^{+}}^{\left(j_{+}\right)}-\alpha_{K^{-}}^{\left(j_{-}\right)}\right|=\left|\llbracket \hat{v}_{h} \rrbracket\right|$.
Then

$$
\left\{\begin{aligned}
\sum_{K \in \mathcal{T}_{h}}\left\|\hat{v}_{h}-\mathcal{A}_{h} \hat{v}_{h}\right\|_{H_{K}(t)}^{2} & \lesssim \sum_{\{1, \ldots, n-1\} \cup \Gamma_{D}} h_{i} \llbracket \hat{v}_{h} \rrbracket^{2} \\
\sum_{K \in \mathcal{T}_{h}}\left|\hat{v}_{h}-\mathcal{A}_{h} \hat{v}_{h}\right|_{U_{K}(t)}^{2} & \lesssim \sum_{\{1, \ldots, n-1\} \cup \Gamma_{D}} \frac{\zeta_{i}}{H_{i}} \llbracket \hat{v}_{h} \rrbracket^{2}
\end{aligned}\right.
$$

Let's now project $\hat{u}_{h}^{s}$ via $\mathcal{A}_{h}$ :

$$
\begin{equation*}
\hat{u}_{h}^{s}=\hat{u}_{h}^{c}+\hat{u}_{h}^{r} \text { with } \hat{u}_{h}^{c}=\mathcal{A}_{h} \hat{u}_{h}^{s} \tag{3.15}
\end{equation*}
$$

Here, $\hat{u}_{h}^{c}$ is a continuous projection of $\hat{u}_{h}^{s}$ and $\hat{u}_{h}^{r}$ catches the jumps. With this we will find a bound for

$$
\begin{equation*}
\kappa:=\left|\left|\left|\hat{u}^{s}-\hat{u}_{h}^{s}\right|\right|\right|+\left|\hat{u}^{s}-\hat{u}_{h}^{s}\right|_{A} \tag{3.16}
\end{equation*}
$$

By definition and triangular inequality,

$$
\kappa \leq\left|\left\|\hat{u}^{s}-\hat{u}_{h}^{c}\right\|\right|+\left|\hat{u}^{s}-\hat{u}_{h}^{c}\right|_{A}+\left|\left\|\hat { u } _ { h } ^ { r } \left|\|+\left|\hat{u}_{h}^{r}\right|_{A} .\right.\right.\right.
$$

We then bound $\kappa$ with these error estimators. We first bound the jump term by applying Lemma 2.10 to $\hat{u}_{h}^{r}$.

Lemma 2.11. $\left|\left|\hat{u}_{h}^{r}\right| \|+\left|\hat{u}_{h}^{r}\right|_{A} \lesssim\left(\sum_{i}\left[\frac{1}{\gamma}+1\right] \eta_{J_{i}}\right)^{\frac{1}{2}}\right.$ with $\hat{u}_{h}^{r}$ defined in 3.15).

Proof. Knowing that $\llbracket \hat{u}_{h}^{r} \rrbracket=\llbracket \hat{u}_{h}^{s} \rrbracket$ on $\Gamma_{D} \cup\{1, \ldots, n-1\}$ :

$$
\begin{aligned}
\left\|\left\|\hat { u } _ { h } ^ { r } \left|\|^{2}+\left|\hat{u}_{h}^{r}\right|_{A}^{2}=\right.\right.\right. & \sum_{K \in \mathcal{T}_{h}}\left[\varepsilon\left|\hat{u}_{h}^{r}\right|_{U_{K}(t)}^{2}+\beta\left\|\hat{u}_{h}^{r}\right\|_{H_{K}(t)}^{2}\right]+\left|(V-\tilde{V}) \hat{u}_{h}^{r}\right|_{*}^{2} \\
& +\sum_{\Gamma_{D} \cup\{1, \ldots, n-1\}}\left[\left(\beta+\frac{\delta_{X_{i}}}{\varepsilon}\right) h_{i}+\frac{\gamma \varepsilon}{J H_{i}}\right]\left[\left.\hat{u}_{h}^{s} \rrbracket\right|_{X_{i}} ^{2}\right.
\end{aligned}
$$

By Lemma 2.10

$$
\left\{\begin{aligned}
\sum_{K \in \mathcal{T}_{h}} \varepsilon\left|\hat{u}_{h}^{r}\right|_{U_{K}(t)}^{2} & \lesssim \gamma^{-1} \sum_{\Gamma_{D} \cup\{1, \ldots, n-1\}} \frac{\gamma \varepsilon}{H_{i}} \zeta_{i}\left[\left.\hat{u}_{h}^{r} \rrbracket\right|_{X_{i}} ^{2} \lesssim \gamma^{-1} \sum_{i} \eta_{J_{i}}\right. \\
\sum_{K \in \mathcal{T}_{h}} \beta\left\|\hat{u}_{h}^{r}\right\|_{H_{K}(t)}^{2} & \lesssim \sum_{\Gamma_{D} \cup\{1, \ldots, n-1\}} \beta h_{i}\left[\hat{u} \hat{u}_{h}^{r} \|_{X_{i}}^{2} \lesssim \sum_{i} \eta_{J_{i}}\right.
\end{aligned}\right.
$$

$$
\begin{aligned}
\left|(V-\tilde{V}) \hat{u}_{h}^{r}\right|_{*}^{2} & \leq \sup _{\hat{v} \in H_{0}^{1}\left(\Omega_{r}\right):\|\hat{v}\| \|=1}\left(\left\|(V-\tilde{V}) \hat{u}_{h}^{r}\right\|_{H(t)}^{2} \cdot|\hat{v}|_{U(t)}^{2}\right) \\
& \leq \frac{1}{\varepsilon}\left\|(V-\tilde{V}) \hat{u}_{h}^{r}\right\|_{H(t)}^{2} \\
& \leq \frac{1}{\varepsilon} \sum_{K \in \mathcal{T}_{h}} \delta_{K}(t)\left\|\hat{u}_{h}^{r}\right\|_{H_{K}(t)}^{2} \\
& \lesssim \sum_{\Gamma_{D} \cup\{1, \ldots, n-1\}} \frac{h_{i} \delta_{\omega_{i}}}{\varepsilon} \llbracket \hat{u}_{h}^{r} \|\left.\right|_{X_{i}} ^{2} \\
& \lesssim \sum_{i} \eta_{J_{i}}
\end{aligned}
$$

Finally, we want to use the inf-sup condition to bound the continuous part of $\kappa$, namely $\left|\left|\left|\hat{u}^{s}-\hat{u}_{h}^{c}\right|\right|\right|+\left|\hat{u}^{s}-\hat{u}_{h}^{c}\right|_{A}$. To do so we present a lemma of approximation of function of $H_{D}^{1}\left(\Omega_{r}\right)$ by continuous, piecewise polynomials. This is done for static meshes in [19] with Clement-type interpolant. The specificity here will be that we will compare these Clement-type interpolants both in the eulerian and in the lagrangian variables. These interpolants are based on the following continuous piecewise linear polynomials that we first define for the eulerian variable.

For $i \in\{1, \ldots, n-1\}$

$$
\begin{gathered}
\Lambda_{i}= \begin{cases}\frac{X-X_{i-1}}{X_{i-1}-X_{i-1}} & \text { if } X \in\left[X_{i-1} ; X_{i}\right] \\
\frac{X-X_{i+1}}{X_{i}-X_{i+1}} & \text { if } X \in\left[X_{i} ; X_{i+1}\right] \\
0 & \text { else }\end{cases} \\
\Lambda_{0}=\mathbb{1}_{\left\{X_{0} \notin \Gamma_{D}\right\}} \begin{cases}\frac{X-X_{1}}{X_{0}-X_{1}} & \text { if } X \in\left[X_{0} ; X_{1}\right] \\
0 & \text { else }\end{cases} \\
\Lambda_{n}=\mathbb{1}_{\left\{X_{n} \notin \Gamma_{D}\right\}} \begin{cases}\frac{X-X_{n-1}}{X_{n}-X_{n-1}} & \text { if } X \in\left[X_{n-1} ; X_{n}\right] \\
0 & \text { else }\end{cases}
\end{gathered}
$$

And then we denote:

$$
\begin{aligned}
\mathcal{I}_{h}(t): L^{1}\left(\Omega_{r}\right) & \rightarrow\left\{\hat{\varphi} \in C\left(\Omega_{r}\right):\left.\hat{\varphi}\right|_{K} \in S_{1}(K), \hat{\varphi}=0 \text { on } \Gamma_{D}\right\} \\
\hat{v} & \mapsto \sum_{i}\left\{\frac{1}{J_{\omega_{i}} J} \int_{\omega_{i}} J \hat{v}\right\} \Lambda_{i} .
\end{aligned}
$$

Lemma 2.12. Let $\hat{v} \in H_{D}^{1}\left(\Omega_{r}\right)$, we have $\varepsilon\left\|\partial_{X} \mathcal{I}_{h} \hat{v}\right\|_{H_{K}(0)}^{2} \lesssim \frac{h_{K}}{H_{K}}\|\hat{v}\| \|^{2}$ and

$$
\begin{cases}\sum_{K \in \mathcal{T}_{h}}\left[\rho_{K}\right]^{-2}\left\|\hat{v}-\mathcal{I}_{h}(t) \hat{v}\right\|_{H_{K}(t)}^{2} & \lesssim\|\hat{v}\| \|^{2} \\ \left.\sum_{i} \frac{\sqrt{\varepsilon}}{\rho_{i}}\left(\hat{v}-\mathcal{I}_{h}(t) \hat{v}\right)\right|_{X_{i}} ^{2} & \lesssim\|\hat{v}\| \|^{2}\end{cases}
$$

$\forall \hat{v} \in H_{D}^{1}\left(\Omega_{r}\right)$.
Proof. The following proof will have two steps: first we build a Clement-type interpolant on the moving mesh and bound its difference with a function of $H_{D}^{1}\left(\Omega_{r}\right)$, then we bound the difference between the static mesh's interpolant and the moving mesh's interpolant.
We first build the same operator in the lagrangian variable:
For $i \in\{1, \ldots, n-1\}$ let

$$
\begin{gathered}
\lambda_{i}= \begin{cases}\frac{x-x_{i-1}}{x_{i}-x_{i-1}} & \text { if } x \in\left[x_{i-1} ; x_{i}\right] \\
\frac{x-x_{i+1}}{x_{i}-x_{i+1}} & \text { if } x \in\left[x_{i} ; x_{i+1}\right] \\
0 & \text { else }\end{cases} \\
\lambda_{0}=\mathbb{1}_{\left\{x_{0} \notin \Gamma_{D}\right\}} \begin{cases}\frac{x-x_{1}}{x_{0}-x_{1}} & \text { if } x \in\left[x_{0} ; x_{1}\right] \\
0 & \text { else }\end{cases} \\
\lambda_{n}=\mathbb{1}_{\left\{x_{n} \notin \Gamma_{D}\right\}}\left\{\begin{array}{ll}
\frac{x-x_{n-1}}{x_{n}-x_{n-1}} & \text { if } x \in\left[x_{n-1} ; x_{n}\right] \\
0 & \text { else }
\end{array} .\right.
\end{gathered}
$$

and denote

$$
\begin{aligned}
\mathcal{J}_{h}(t): L^{1}(\Omega) & \rightarrow\left\{\hat{\varphi} \in C(\Omega):\left.\varphi\right|_{K} \in S_{1}(K), \varphi=0 \text { on } \Gamma_{D}\right\} \\
v & \mapsto \sum_{i}\left\{\frac{1}{\int_{\omega_{i}} d x} \int_{\omega_{i}} v d x\right\} \lambda_{i} .
\end{aligned}
$$

Lemma $5.3\lceil 19]$ for $\mathcal{J}_{h}(t)$ gives the following estimates:

$$
\begin{cases}\varepsilon\left|\mathcal{J}_{h} \hat{(t)} v\right|_{U_{K}(t)} \lesssim\|\hat{v}\| \|_{\omega_{K}} & \\ \sum_{K \in \mathcal{T}_{h}}\left[\rho_{K}\right]^{-2}\left\|\hat{v}-\mathcal{J}_{h}(t) v\right\|_{H_{K}(t)}^{2} & \lesssim\|\hat{v}\| \|_{\omega_{K}}^{2} \\ \left.\sum_{i} \frac{\sqrt{\varepsilon}}{\rho_{i}}\left(v-\mathcal{J}_{h}(t) v\right)\right|_{X_{i}} ^{2} & \lesssim\|\mid \hat{v}\|_{\omega_{K}}^{2}\end{cases}
$$

Since $\frac{\int_{\omega_{i}} v d x}{\int_{\omega_{i}} d x}=\frac{\int_{\omega_{i}} J \hat{v}}{\int_{\omega_{i}} J}$ :

- the first inequality comes because

$$
\left.\mid \mathcal{J}_{h} \hat{( } t\right)\left.v\right|_{U_{K}(t)}=\left|\mathcal{J}_{h}(t) v\right|_{H^{1}(K)}=\frac{H_{K}}{h_{K}}\left\|\partial_{X} \mathcal{I}_{h} \hat{v}\right\|_{H_{K}(0)}
$$

- the last inequality comes by point evaluation

For the second inequality we notice that

$$
\left\{\begin{array}{l}
\left.\left.\left.\left\|\hat{v}-\mathcal{I}_{h}(t) \hat{v}\right\|_{H_{K}(t)} \leq \| \hat{v}-\mathcal{J}_{h} \hat{( }\right)\right) v\left\|_{H_{K}(t)}+\right\| \mathcal{I}_{h}(t) \hat{v}-\mathcal{J}_{h} \hat{( } t\right) v \|_{H_{K}(t)} \\
|\lambda-\Lambda|<1
\end{array}\right.
$$

Then

$$
\left\{\begin{array}{l}
\frac{\varepsilon}{h^{2}}\left\|\mathcal{I}_{h}(t) \hat{v}-\mathcal{J}_{h}(t) v\right\|^{2} \leq\left\|\mathcal{J}_{h}(t) v\right\|^{2} \\
\beta\left\|\mathcal{I}_{h}(t) \hat{v}-\mathcal{J}_{h}(t) v\right\|^{2} \leq\|\hat{v}\|^{2}
\end{array}\right.
$$

We will now state a lemma that gives a bound to $\tilde{K}_{h}$.
Lemma 2.13. For all $\hat{v} \in V_{h}$ and for all $\hat{s} \in H_{D}^{1}\left(\Omega_{r}\right)$ satisfying

$$
\left\{\begin{array}{l}
\hat{w}=\mathcal{I}_{h}(t) \hat{s} \\
B_{h}(\hat{v}, \hat{w}):=\tilde{K}_{h}(\hat{v}, \hat{w})+\sum_{\Gamma_{D}}(-1)^{\left.\delta_{n i} \varepsilon \Pi_{L^{2}}\left(\frac{\partial x \hat{w}}{J^{\frac{1}{2}}}\right) \frac{\hat{u}_{D}}{J^{\frac{1}{2}}} \right\rvert\, X_{i}}
\end{array}\right.
$$

The bilinear form $B_{h}$ fulfills the following inequality

$$
\left|B_{h}(\hat{v}, \hat{w})\right| \lesssim \gamma^{-\frac{1}{2}}\left(\sum_{\{1, \ldots, n-1\}} \frac{\varepsilon \gamma \zeta_{i}^{2}}{J H_{i}} \llbracket \hat{v} \|\left.\right|_{H_{i}} ^{2}+\sum_{\Gamma_{D}} \frac{\varepsilon \gamma \zeta_{i}^{2}}{J H_{i}}\left(\hat{v}-\hat{u}_{D}\right)^{2}\right)^{\frac{1}{2}}\|\mid \hat{s}\| \|
$$

Proof. $B_{h}(\hat{v}, \hat{w})=-\sum_{i=1, \ldots, n-1} \varepsilon\left\{\left\{\Pi_{L^{2}}\left(\frac{\partial \partial_{X} \hat{w}}{J^{\frac{1}{2}}}\right)\right\}\right\} \frac{\llbracket \hat{v} \rrbracket}{J^{\frac{1}{2}}}-\sum_{\Gamma_{D}}(-1)^{\delta_{n i} \varepsilon \Pi_{L^{2}}\left(\left.\frac{\partial X}{J^{\frac{1}{2}}} \frac{\hat{w}}{} \frac{\hat{\hat{u}}}{J^{\frac{1}{2}}}\right|_{X_{i}}\right.}$ and by Cauchy-Schwarz

$$
\begin{aligned}
\left|B_{h}(\hat{v}, \hat{w})\right| \leq \gamma^{-\frac{1}{2}}\left(\sum_{\{1, \ldots, n-1\}} \zeta_{i}^{2} \frac{\varepsilon \gamma}{J H_{i}} \llbracket \hat{v} \rrbracket^{2}+\right. & \left.\sum_{\Gamma_{N}} \zeta_{i}^{2} \frac{\varepsilon \gamma}{J H_{i}}\left(\hat{v}-\hat{u}_{D}\right)^{2}\right)^{\frac{1}{2}} \\
& \left(\sum_{\{1, \ldots, n-1\} \cup \Gamma_{D}} \frac{\varepsilon H_{i}}{\zeta_{i}^{2}}\left\{\left\{\Pi_{L^{2}}\left(\frac{\partial_{X} \hat{w}}{J^{\frac{1}{2}}}\right)\right\}\right\}^{2}\right)^{\frac{1}{2}}
\end{aligned}
$$

Since $\hat{w}$ is piecewise linear, we have $\partial_{X} \hat{w}=\mu_{K}$ with $\varepsilon \mu_{K}^{2} H_{K} \lesssim \zeta_{K}|\|\hat{s}\||_{\omega_{K}}^{2}$ (see Lemma 2.12.
Using the inverse inequality and (3.4)

$$
\begin{aligned}
\left.\sum_{\{1, \ldots, n-1\} \cup \Gamma_{D}} \frac{\varepsilon H_{i}}{\zeta_{i}^{2}}\left\{\left\{\Pi_{L^{2}}\left(\frac{\partial_{X} \hat{w}}{J^{\frac{1}{2}}}\right)\right\}\right\}^{2}\right|_{X_{i}} & \left.\lesssim \sum_{\{1, \ldots, n-1\} \cup \Gamma_{D}} \frac{\varepsilon H_{i}}{\zeta_{i}^{2}}\left\{\left\{\mu_{K} \Pi_{L^{2}}\left(\frac{1}{J^{\frac{1}{2}}}\right)\right\}\right\}^{2}\right|_{X_{i}} \\
& \lesssim \sum_{K \in \mathcal{T}_{h}} \frac{\varepsilon}{\zeta_{K}^{2}} \mu_{K}^{2} \int_{K}\left[\Pi_{L^{2}}\left(\frac{1}{J^{\frac{1}{2}}}\right)\right]^{2} \\
& \lesssim \sum_{K \in \mathcal{T}_{h}} \frac{\varepsilon}{\zeta_{K}^{2}} \mu_{K}^{2} \int_{K} \frac{1}{J} \\
& \lesssim \sum_{K \in \mathcal{T}_{h}} \frac{\varepsilon}{\zeta_{K}} \mu_{K}^{2} H_{K} \\
& \lesssim \sum_{K \in \mathcal{T}_{h}}|\|\hat{s}\||_{\omega_{K}}^{2} \lesssim\| \| \hat{s} \|\left.\right|^{2}
\end{aligned}
$$

proves the Lemma.

Using the inf-sup condition and the previous lemmata, we can now bound the continuous projection of $\kappa$, namely $\left\|\left|\hat{u}^{s}-\hat{u}_{h}^{c} \|\left|+\left|\hat{u}^{s}-\hat{u}_{h}^{c}\right|_{A}\right.\right.\right.$.

Lemma 2.14. $\left|\left|\hat{u}^{s}-\hat{u}_{h}^{c}\| \|+\left|\hat{u}^{s}-\hat{u}_{h}^{c}\right|_{A} \lesssim\left(\sum_{i} \eta_{i}\right)^{\frac{1}{2}}\right.\right.$ with $\hat{u}_{h}^{c}$ defined in 3.15.
with $\eta_{i}:=\left(1+\frac{1}{\gamma}\right) \eta_{J_{i}}+\eta_{E_{i}}+\eta_{R_{i}}$.

Proof. We will first bound:

$$
T(\hat{v}):=l\left(\hat{v}-\mathcal{I}_{h} \hat{v}\right)-\int_{\Omega_{r}} J \frac{\partial \hat{u}_{h}}{\partial t}\left(\hat{v}-\mathcal{I}_{h} \hat{v}\right)-\tilde{A}_{h}\left(\hat{u}_{h}^{s}, \hat{v}-\mathcal{I}_{h} \hat{v}\right) \text { for } \hat{v} \in H_{D}^{1}\left(\Omega_{r}\right) .
$$

Since $T=T_{1}+T_{2}+T_{3}$ with:

$$
\left\{\begin{aligned}
T_{1}(\hat{v}) & :=\sum_{K \in \mathcal{T}_{h}} \int_{K} J\left(\hat{f}-\partial_{t} \hat{u}_{h}+\frac{\varepsilon}{J} \partial_{X}\left\{\frac{\partial_{X} \hat{u}_{h}^{s}}{J}\right\}-(V-\tilde{V}) \frac{\partial_{X} \hat{u}_{h}^{s}}{J}\right)\left(\hat{v}-\mathcal{I}_{h} \hat{v}\right) \\
T_{2}(\hat{v}) & :=\sum_{\Gamma_{N}}\left(\hat{u}_{N}-\frac{\varepsilon}{J} \partial_{X} \hat{u}_{h}^{s}\right)\left(\hat{v}-\mathcal{I}_{h} \hat{v}\right)+\left.\sum_{i=1, \ldots, n-1} \frac{\varepsilon}{J} \llbracket \partial_{X} \hat{u}_{h}^{s} \rrbracket\left(\hat{v}-\mathcal{I}_{h} \hat{v}\right)\right|_{X_{i}} \\
T_{3}(\hat{v}) & :=-\left.\sum_{i=1, \ldots, n-1}(V-\tilde{V}) \llbracket \hat{u}_{h}^{s} \rrbracket\left(\hat{v}-\mathcal{I}_{h} \hat{v}\right)\right|_{X_{i}}
\end{aligned}\right.
$$

Because of

$$
\begin{aligned}
\left|T_{1}\right| & \leq\left(\sum_{i} \eta_{R_{i}}\right)^{\frac{1}{2}}\left(\sum_{K \in \mathcal{T}_{h}}\left[\rho_{K}\left\|\hat{v}-\mathcal{I}_{h} \hat{v}\right\|_{H_{K}(t)}^{2}\right)^{\frac{1}{2}}\right. \\
& \lesssim\left(\sum_{i} \eta_{R_{i}}\right)^{\frac{1}{2}}\| \| \hat{v}\| \| \\
\left|T_{2}\right| & \left.\lesssim\left(\sum_{i} \eta_{E_{i}}\right)^{\frac{1}{2}} \right\rvert\,\|\hat{v}\| \| \\
\left|T_{3}\right| & \left.\lesssim\left(\sum_{i} \eta_{J_{i}}\right)^{\frac{1}{2}} \right\rvert\,\|\hat{v}\| \|
\end{aligned}
$$

Thus $\forall \hat{v} \in H_{D}^{1}\left(\Omega_{r}\right)$

$$
\begin{aligned}
\tilde{A}_{h}\left(\hat{u}^{s}-\hat{u}_{h}^{c}, \hat{v}\right) & =l(\hat{v})-\int_{\Omega_{r}} J \frac{\partial \hat{u}_{h}}{\partial t} \hat{v}-\tilde{A}_{h}\left(\hat{u}_{h}^{c}, \hat{v}\right) \\
& =l(\hat{v})-\int_{\Omega_{r}} J \frac{\partial \hat{u}_{h}}{\partial t} \hat{v}-\tilde{A}_{h}\left(\hat{u}_{h}^{s}, \hat{v}\right)+\tilde{A}_{h}\left(\hat{u}_{h}^{r}, \hat{v}\right)
\end{aligned}
$$

And

$$
\begin{aligned}
l\left(\mathcal{I}_{h} \hat{v}\right)-\int_{\Omega_{r}} J \frac{\partial \hat{u}_{h}}{\partial t} \mathcal{I}_{h} \hat{v} & =\left[l_{h}\left(\mathcal{I}_{h} \hat{v}\right)-\int_{\Omega_{r}} J \frac{\partial \hat{u}_{h}}{\partial t} \mathcal{I}_{h} \hat{v}\right]+\left.\sum_{\Gamma_{D}}(-1)^{\delta_{n i}} \varepsilon \frac{\partial_{X} \mathcal{I}_{h} \hat{v}}{J} \hat{u}_{D}\right|_{X_{i}} \\
& =\tilde{A}_{h}\left(\hat{u}_{h}^{s}, \mathcal{I}_{h} \hat{v}\right)+\tilde{K}_{h}\left(\hat{u}_{h}^{r}, \mathcal{I}_{h} \hat{v}\right)+\left.\sum_{\Gamma_{D}}(-1)^{\delta_{n i}} \varepsilon \frac{\partial_{X} \mathcal{I}_{h} \hat{v}}{J} \hat{u}_{D}\right|_{X_{i}} \\
& =\tilde{A}_{h}\left(\hat{u}_{h}^{s}, \mathcal{I}_{h} \hat{v}\right)+B_{h}\left(\hat{u}_{h}^{r}, \mathcal{I}_{h} \hat{v}\right)
\end{aligned}
$$

Then $\tilde{A}_{h}\left(\hat{u}^{s}-\hat{u}_{h}^{c}, \hat{v}\right)=T(\hat{v})+\tilde{A}_{h}\left(\hat{u}_{h}^{r}, \hat{v}\right)+B_{h}\left(\hat{u}_{h}^{s}, \mathcal{I}_{h} \hat{v}\right)$
Finally

$$
\left|\tilde{A}_{h}\left(\hat{u}^{s}-\hat{u}_{h}^{c}, \hat{v}\right)\right| \lesssim\left(\sum_{i} \eta_{i}\right)^{\frac{1}{2}}|\|\hat{v} \mid\|
$$

And by noticing that: $\left|\hat{u}^{s}-\hat{u}_{h}^{c}\right|_{A}=\left|(V-\tilde{V})\left(\hat{u}^{s}-\hat{u}_{h}^{c}\right)\right|_{*}$ :

$$
\begin{equation*}
\left\|\left|\hat{u}^{s}-\hat{u}_{h}^{c}\| \|+\left|\hat{u}^{s}-\hat{u}_{h}^{c}\right|_{A} \lesssim \sup _{\hat{v} \in H_{D}^{1}\left(\Omega_{r}\right)-\{0\}} \frac{\tilde{A}_{h}\left(\hat{u}^{s}-\hat{u}_{h}^{c}, \hat{v}\right)}{\| \| \hat{v} \| \mid}\right.\right. \tag{3.17}
\end{equation*}
$$

Lemma 2.15. $\kappa^{2} \lesssim \sum_{i} \eta_{i}$ with $\kappa$ defined in (3.16).
Proof. The result follows directly from Lemma $\mathbf{2 . 1 1}$ for the discontinuous part and for the continuous part we use (3.17) and Property 2.7 .

## 2-3 Error bound for the semidiscrete nonstationary problem

Finally we will integrate these error estimators and prove that the total error strongly depends on the values of these criteria and on other criteria.
To go from the stationary to the nonstationary problem, we will use a similar argument as in [24], we define the space-time functions $\hat{u}^{s}(t, \cdot):=\hat{u}^{s}(t)$ and $\hat{u}_{h}^{s}(t, \cdot):=\hat{u}_{h}^{s}(t)$. Now for every $t \in[0, T]$ we have $\hat{u}_{h}(t, \cdot)$ the unique solution of the same problem as $\hat{u}_{h}^{s}(t)$ i.e. $\hat{u}_{h}=\hat{u}_{h}^{s}$.
We define $\hat{e}:=\hat{u}-\hat{u}_{h}=\hat{\rho}+\hat{\theta}$ with $\hat{\rho}:=\hat{u}-\hat{u}^{s}$ and $\hat{\theta}:=\hat{u}^{s}-\hat{u}_{h}^{s}=\hat{u}^{s}-\hat{u}_{h}$ and let

$$
\left\{\begin{align*}
\eta_{J_{i}}^{t} & :=\left.\frac{1}{2}\left[\left(\beta(t)+\frac{\delta_{\omega_{i-1}}}{\varepsilon}\right) h_{i-1}+\frac{\gamma \varepsilon}{J H_{i-1}}\left(1+J \zeta_{i-1}+\zeta_{i-1}^{2}\right)\right]\left[\left[\hat{u}_{h}\right]\right]\right|_{X_{i-1}} ^{2}  \tag{3.18}\\
& +\left.\frac{1}{2}\left[\left(\beta(t)+\frac{\delta_{\omega_{i}}}{\varepsilon}\right) h_{i}+\frac{\gamma \varepsilon}{J H_{i}}\left(1+J \zeta_{i}+\zeta_{i}^{2}\right)\right]\left[\left[\hat{u}_{h}\right]\right]\right|_{X_{i}} ^{2} \\
\eta_{E_{i}}^{t} & :=\left.\frac{1}{2} \frac{\rho_{i-1}}{\sqrt{\varepsilon}}\left[\left[\frac{\varepsilon}{J} \partial_{X} \hat{u}_{h}\right]\right]\right|_{X_{i-1}} ^{2}+\left.\frac{1}{2} \frac{\rho_{i}}{\sqrt{\varepsilon}}\left[\left[\frac{\varepsilon}{J} \partial_{X} \hat{u}_{h}\right]\right]\right|_{X_{i}} ^{2} \\
\eta_{R_{i}}^{t} & :=\rho_{K_{i}}^{2}| | \hat{f}-\partial_{t} \hat{u}_{h}+\frac{\varepsilon}{J}\left\{\frac{\partial_{X} \hat{u}_{h}}{J}\right\}-(V-\tilde{V}) \frac{\partial_{X} \hat{u}_{h}}{J} \|_{H_{K_{i}}(t)}^{2} \\
\eta_{i}^{t} & :=\left[\left(1+\frac{1}{\gamma}\right) \eta_{J_{i}}^{t}+\eta_{E_{i}}^{t}\right]+\eta_{R_{i}}^{t}
\end{align*}\right.
$$

Similarly for the boundary points $i=0$ or $i=n$

$$
\left\{\begin{align*}
\eta_{J_{i}}^{t} & :=\left.\mathbb{1}_{\left\{X_{i} \in \Gamma_{D}\right\}}\left[\left(\beta(t)+\frac{\delta_{\omega_{i}}}{\varepsilon}\right) h_{i}+\frac{\gamma \varepsilon}{J H_{i}}\left(1+J \zeta_{i}+\zeta_{i}^{2}\right)\right]\left(\hat{u}_{h}-\hat{u}_{D}\right)\right|_{X_{i}} ^{2}  \tag{3.19}\\
& +\left.\frac{1}{2}\left[\left(\beta(t)+\frac{\delta_{\omega_{i+1}}}{\varepsilon}\right) h_{i \pm 1}+\frac{\gamma \varepsilon}{J H_{i \pm 1}}\left(1+J \zeta_{i \pm 1}+\zeta_{i \pm 1}^{2}\right)\right]\left[\left[\hat{u}_{h}\right]\right]\right|_{X_{i \pm 1}} ^{2} \\
\eta_{E_{i}}^{t} & :=\left.\mathbb{1}_{\left\{X_{i} \in \Gamma_{N}\right\}} \frac{\rho_{i}}{\sqrt{\varepsilon}}\left(\frac{\varepsilon}{J} \partial_{X} \hat{u}_{h}-\hat{u}_{N}\right)\right|_{X_{i}} ^{2}+\left.\frac{1}{2} \frac{\rho_{i \pm 1}}{\sqrt{\varepsilon}}\left[\left[\frac{\varepsilon}{J} \partial_{X} \hat{u}_{h}\right]\right]\right|_{X_{i \pm 1}} ^{2}
\end{align*}\right.
$$

such that by Theorem 2.9

$$
\forall t \in[0, T], \quad \kappa^{2}=\left(\||\hat{\theta}|\|+|\hat{\theta}|_{A}\right)^{2} \lesssim \sum_{K \in \mathcal{T}_{h}}\left(1+\frac{1}{\gamma}\right) \eta_{i}^{t}
$$

Notice that the operator $\mathcal{A}_{h}$ we built in Lemma 2.10 preserves the smoothness in time and allows us to define $\hat{u}_{h}^{r}$ and $\hat{u}_{h}^{c}$ as space-time functions $\hat{u}_{h}^{r} \in C^{1}\left(0, T ; V_{h}\right)$ and $\hat{u}_{h}^{c} \in C^{1}\left(0, T ; V_{h}^{c}\right)$

$$
\begin{aligned}
\left\|\left|\hat{u}_{h}^{r}\| \|^{2}+\left|\hat{u}_{h}^{r}\right|_{A}^{2}\right.\right. & \lesssim \sum_{K \in \mathcal{T}_{h}}\left[\frac{1}{\gamma}+1\right] \eta_{J_{i}}^{t} \\
\left\|\hat{u}_{h}^{r}\right\|_{H(t)}^{2} & \left.\lesssim \sum_{\Gamma_{D} \cup\{0, \ldots, n-1\}} h_{i}\left[\left[\hat{u}_{h}\right]\right]\right|_{X_{i}} ^{2} \\
\left\|\frac{\partial \hat{u}_{h}^{r}}{\partial t}\right\|_{H(t)}^{2} & \left.\lesssim \sum_{\Gamma_{D} \cup\{0, \ldots, n-1\}} h_{i}\left[\left[\frac{\partial \hat{u}_{h}}{\partial t}\right]\right]\right|_{X_{i}} ^{2}
\end{aligned}
$$

for all $t \in[0, T]$.
We already proved the first inequality, the last two follow since:

$$
\forall \hat{v}_{h} \in C^{1}\left(0, T ; V_{h}\right), \quad \frac{\partial}{\partial t}\left(\mathcal{A}_{h} \hat{v}_{h}\right)=\mathcal{A}_{h} \frac{\partial \hat{v}_{h}}{\partial t}
$$

and applying the Lemma 2.10 to the function $\frac{\partial \hat{u}_{h}}{\partial t}$.
Lemma 2.16. $\forall \hat{v} \in H_{D}^{1}\left(\Omega_{r}\right), \quad \int_{\Omega_{r}} J \frac{\partial \hat{e}}{\partial t} \hat{v}+A(t ; \hat{\rho}, \hat{v})=0$

Proof. The lemma is a direct consequence of the definition of $\hat{u}$ and $\hat{u}^{s}$.

To state the final global error estimate we need some criteria. Let

$$
\left\{\begin{align*}
\eta_{1}^{t} & :=\sum_{i} \eta_{i}^{t}  \tag{3.20}\\
\eta_{2}^{t} & :=\left.\sum_{\Gamma_{D} \cup\{0, \ldots, n-1\}} h_{i}\left[\left[\frac{\partial \hat{u}_{h}}{\partial t}\right]\right]\right|_{X_{i}} ^{2} \\
\eta_{3}^{t} & :=\left.\sum_{\Gamma_{D} \cup\{0, \ldots, n-1\}} h_{i}\left[\left[\hat{u}_{h}\right]\right]\right|_{X_{i}} ^{2}
\end{align*}\right.
$$

For $\hat{v} \in L^{\infty}\left(0, T ; H^{1}\left(\mathcal{T}_{h}\right)\right)$ and $v(t, x):=\hat{v}(t, X)$ we define:

$$
\begin{equation*}
\|v\|_{\#}^{2}:=\|v\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}^{2}+\int_{0}^{T}\|\hat{v}\|_{t}^{2} d t \tag{3.21}
\end{equation*}
$$

This allows us to prove the final estimate.
Theorem 2.17. Let $\hat{u} \in C\left(0, T ; H_{D}^{1}\left(\Omega_{r}\right)\right) \cap C^{1}\left(0, T ; H^{-1}\left(\Omega_{r}\right)\right)$ be a solution of (3.2), $\hat{u}_{h} \in C^{1}\left(0, T ; V_{h}\right)$ a solution of (3.5), $\eta_{1}^{t}, \eta_{2}^{t}$ and $\eta_{3}^{t}$ be defined in (3.20), $\|\cdot\|_{\#}^{2}$ be the norm defined in 3.21) and $e:=\left(\hat{u}-\hat{u}_{h}\right)(t, \chi(t, X))$ then

$$
\|e\|_{\#}^{2} \lesssim S(t)\left\{\|e(0)\|_{L^{2}(\Omega)}^{2}+\int_{0}^{T} \eta_{1}^{t}+T \int_{0}^{T} \eta_{2}^{t}+\max _{t \in[0, T]}\left(\eta_{3}^{t}\right)\right\}
$$

with $S(t)=\exp \left(\left\|\partial_{x} \tilde{V}\right\|_{\infty} t\right)$.
Proof. Let $\hat{\theta}_{c}:=\hat{u}^{s}-\hat{u}_{h}^{c} \in C^{1}\left(0, T ; H_{D}^{1}\left(\Omega_{r}\right)\right)$ and $\hat{e}_{c}:=\hat{u}-\hat{u}_{h}^{c} \in C^{1}\left(0, T ; H_{D}^{1}\left(\Omega_{r}\right)\right)$. Taking Lemma 2.16 with $\hat{e}_{c}$ we have

$$
\int_{\Omega_{r}} J \frac{\partial \hat{e}_{c}}{\partial t} \hat{e}_{c}+A\left(t ; \hat{e}_{c}, \hat{e}_{c}\right)=\int_{\Omega_{r}} J \frac{\partial \hat{u}_{h}^{r}}{\partial t} \hat{e}_{c}+A\left(t ; \hat{\theta}_{c}, \hat{e}_{c}\right)
$$

Additionally the inequalities

$$
\begin{aligned}
\int_{\Omega_{r}} J \frac{\partial \hat{e}_{c}}{\partial t} \hat{e}_{c}=\frac{1}{2} \frac{d}{d t}\left\|e_{c}\right\|_{L^{2}(\Omega)}^{2}-\int_{\Omega_{r}} \frac{\partial_{x} \tilde{V}}{2} J \hat{e}_{c}^{2} & \geq \frac{1}{2} \frac{d}{d t}\left\|e_{c}\right\|_{L^{2}(\Omega)}^{2}-\frac{\left\|\partial_{x} \tilde{V}\right\|_{\infty}}{2}\left\|e_{c}\right\|_{L^{2}(\Omega)}^{2} \\
A\left(t ; \hat{e}_{c}, \hat{e}_{c}\right) & \geq\| \| \hat{e}_{c} \|_{t}^{2} \\
\int_{\Omega_{r}} J \frac{\partial \hat{u}_{h}^{r}}{\partial t} \hat{e}_{c} & \leq \frac{T}{2}\left\|\frac{\partial \hat{u}_{h}^{r}}{\partial t}\right\|_{H(t)}^{2}+\frac{1}{2 T}\left\|e_{c}\right\|_{L^{2}(\Omega)}^{2} \\
A\left(t ; \hat{\theta}_{c}, \hat{e}_{c}\right) \leq C \cdot\left(\left\|\hat{\theta}_{c}\right\| \|_{t}+\left|\hat{\theta}_{c}\right|_{A}\right)\left\|\left|\hat{e}_{c}\right|\right\|_{t} & \leq \frac{C^{2}}{2} \cdot\left(\| \| \hat{\theta}_{c} \|_{t}+\left|\hat{\theta}_{c}\right|_{A}\right)^{2}+\frac{\left\|\mid \hat{e}_{c}\right\|_{t}^{2}}{2}
\end{aligned}
$$

hold, therefore

$$
\begin{aligned}
\frac{d}{d t}\left\|e_{c}\right\|_{L^{2}(\Omega)}^{2}+\left(\| \| \hat{e}_{c}\| \|_{t}^{2}-C^{2} \cdot\left(\| \| \hat{\theta}_{c} \|_{t}+\left|\hat{\theta}_{c}\right|_{A}\right)^{2}-\right. & \left.T \cdot\left\|\frac{\partial \hat{u}_{h}^{r}}{\partial t}\right\|_{H(t)}^{2}\right) \\
& \leq\left(\left\|\partial_{x} \tilde{V}\right\|_{\infty}+\frac{1}{T}\right)\left\|e_{c}\right\|_{L^{2}(\Omega)}^{2}
\end{aligned}
$$

and by Gronwall's Lemma

$$
\left\|e_{c}\right\|_{\#}^{2} \lesssim S(t)\left\{\left\|e_{c}(0)\right\|_{L^{2}(\Omega)}^{2}+\int_{0}^{T}\left(\| \| \hat{\theta}_{c} \|_{t}+\left|\hat{\theta}_{c}\right|_{A}\right)^{2}+T \int_{0}^{T}\left\|\frac{\partial \hat{u}_{h}^{r}}{\partial t}\right\|_{H(t)}\right\}
$$

Then by definition of $\eta_{3}^{t}$

$$
\begin{equation*}
\|e\|_{\#}^{2} \lesssim S(t)\left\{\|e(0)\|_{L^{2}(\Omega)}^{2}+\int_{0}^{T} \eta_{1}^{t}+T \int_{0}^{T} \eta_{2}^{t}+\max _{t \in[0, T]}\left(\eta_{3}^{t}\right)\right\} \tag{3.22}
\end{equation*}
$$

Note that $\eta_{3}^{t}$, appearing in (3.22), is the only estimator independent of the stopping time. The presence of this term, which is also present on static meshes, explains the fact that the jumps are a good estimator of the error and can be used for $h$ or $p$-refinement (see [41], [42]). Since we are also interested in the effect of the moving mesh method on the error estimate, we can also notice the presence of the term $S(t)$, which we will see in section $\mathbf{3 - 3 . 1}$ will play an important role in the evolution of the error after a few time steps. The presence of this term can be linked to the volume of each cell, $S(t)$ being an upper and lower bound of the volume of each cell $(h(0) / S(t)<h(t)<h(0) S(t))$. The control of this quantity ensures no entanglement. Finally, we can note the presence of the spatial criterion $\eta_{1}^{t}$, which is integrated in time. The ability of this term to represent the error is studied in section 3-3.3.

By carefully considering the generation and propagation of the error, we have been able to construct error criteria that go beyond classical error theory. Indeed, while gradient-based error criteria focus on the spatial variations of the computed solution (which we capture with $\eta_{R}$ and $\eta_{E}$ ), we are also able to capture how the error propagates at the edges of the grid with $\eta_{J}$. This theoretical study for a relaxed advection velocity was made possible by the moving mesh framework we mobilised. In particular, we were able to see that the characteristics of the mesh motion also have an effect on the estimates.

## 3 Test cases

In this set of test cases we will first show that for short times, the moving mesh method is more accurate than Eulerian methods, which poorly resolve the largescale trends in the flow velocity. The second test case will show that this moving mesh method is more accurate than the case where $J=1$, that is the classical SL methods (see section 2-7), because it better resolves the effect of the spatial variations of the characteristics on the fluxes. Finally the last test case exhibits the performance of the error criteria and tests if $\eta_{1}^{t}$ catches the error. In addition, the last two test cases are test cases where the DG operator would not be coercive on a static mesh.
In the examples, the time discretisation for the PDE (3.1) is a Runge-Kutta method of order 3. This is chosen because of the optimality of the RKDG method (see [4]) when the DG method is of polynomial order 2 (chosen here). Since the RK3 in the RKDG method requires a midpoint evaluation of the DG operator, the flow map is discretised with a time step of $\frac{\Delta t}{2}$ using a Runge-Kutta method of order 4, and $J$ is computed once the characteristics are obtained, using $J=\exp \left(\int_{0}^{T} \nabla \cdot \tilde{V}\right)$. As the focus is on the moving mesh, we used the standard RK4 method, which leaves room for improvement regarding the computation of the characteristics.
In the examples, we will always work in the spatial domain $[0,1]$.

## 3-1 Example 1: A comparison with static meshes

In this test case we want to focus on two features of the moving mesh method: its ability to resolve large trends in advection, and its effect on the error. As mentioned in section 2-3, the velocity-based moving mesh method has a tendency for the mesh to tangle, but even smaller deformations can be subject to large imprecisions that can strongly affect the error. We will focus on the following: first the $L^{2}$-error of the moving mesh method is much smaller than that of the static mesh method for short times. Than how the error evolves with mesh movement, we than outline the existence of a stopping time where the static mesh method becomes more accurate and finally we discuss a balance between the remaining advection velocity and the steepness of the mesh velocity.
To do this, we will compare the moving mesh method with the same DG method on a static mesh. To check the ability of the moving mesh method to reduce advection-dominance by an order of magnitude, we will compare a toy experiment with the following two properties:

- $V(0)=10 \cdot V(1)$ for the advection-dominance.
- $\partial_{x} V<0$

Since $\partial_{x} V<0$ we can solve this problem with the static mesh method and since $V(0)=10 \cdot V(1)$ we can find a mesh motion such that $\int_{[0,1]} V-\tilde{V}$ is arbitrarily close to $V(1)$ (i.e. less than $\left.\int_{[0,1]} V\right)$. We want to emphasize that since $\partial_{x} V \leq 0$ is needed for static meshes, this condition implies $\|V\|_{\infty}=|V(0)|$ or $|V(1)|$ and since $\tilde{V}(0)=\tilde{V}(1)=0$, there is $\|V-\tilde{V}\|_{\infty} \geq\|V\|_{\infty}$. Thus, the study of the dependance of the error on $\|V-\tilde{V}\|_{\infty}$ is not possible here and and we cannot do a clear comparison with the statement from Theorem 3.1. Unlike here, the 2D case is prone to this study in section 4-2.

To test whether variations in the mesh velocity have an effect on the error, we will also compare different approximations with mesh velocities $\tilde{V}_{p}$ :

$$
b=0.1, \varepsilon=\frac{1}{40}, V(t, x)=(1+b) \pi-\pi x
$$

$$
\tilde{V}_{p}(t, x)=\pi(1-x)(1-\exp (-p x))
$$



Figure 3.1: Modified advection velocity $\left(V-\tilde{V}_{p}\right)$ for values $p=2^{i}$

The computation of the flow map makes the method computationally expensive, but has a complexity proportional to the number of cells, comparable to that of the RKDG method. Finally, the gain in accuracy that we have for short times justifies the use of a moving mesh method in certain cases. In particular we will see in section 3-3.2 that the use of a moving mesh method can be considered when using a SL method.

In this test case the solution is given by $u(t, x)=\exp \left(-t-\ln \left(\frac{1+b-x}{b}\right) / \pi\right)$ with time-step $\Delta t=2 \cdot 10^{-4}$ for the RKDG method and $X_{i}=i \cdot 0.02$ for $i=0, \ldots, 50$.


Figure 3.2: $L^{2}$-error for short times $(t=0.008$ is 40 time steps)

We can see in Figure 3.2 that for short times the moving mesh method is more accurate than the static mesh method. After some time steps, the curves between moving and static mesh methods eventually cross. One sees that the initial difference in accuracy increases with $p: \ln \left(\left\|u-u_{h}^{S M}\right\|_{L^{2}}^{2} /\left\|u-u_{h}^{M M}\right\|_{L^{2}}^{2}\right) \approx 1.5$ for $p=8$ and $\ln \left(\left\|u-u_{h}^{S M}\right\|_{L^{2}}^{2} /\left\|u-u_{h}^{M M}\right\|_{L^{2}}^{2}\right) \approx 2$ for $p=16$. Simultaneously, the number of time steps required before the static mesh method becomes more accurate decreases with $p: n_{t} \approx 37$ for $p=8$ and $n_{t} \approx 28$ for $p=16$. The first effect can be explained because the average value of $V-\tilde{V}_{p}$ decreases when $p$ increases and the second behaviour because the maximal value of $\partial_{x} \tilde{V}_{p}$ increases with $p$.
In Figure 3.3 we plot the value of $\ln \left(\left\|u-u_{h}^{S M}\right\|_{L^{2}}^{2} /\left\|u-u_{h}^{M M}\right\|_{L^{2}}^{2}\right)$ after one time step and then, the first time step where $\left\|u-u_{h}^{S M}\right\|_{L^{2}}<\left\|u-u_{h}^{M M}\right\|_{L^{2}}$ for cases where $p=\left\lfloor 1.5^{i}\right\rfloor$ for $i=1, \ldots, 22$.


Figure 3.3: Plots of the $L^{2}$-error after one time step and number of time steps before which the static mesh methods becomes more accurate than the moving mesh method, $p=\left\lfloor 1.5^{i}\right\rfloor$

We can see that there is a minimal value $(i=15, p=437)$ for the $L^{2}$-error after the first time step. It confirms a balance between the value of $\left|V-\tilde{V}_{p}\right|$ and $\left|\partial_{x} \tilde{V}_{p}\right|$ even after only one time step, for instance, when $p>21$, the $L^{2}$-error after one time step is larger for the moving mesh method than for the static mesh method. Therefore, the steepness of the flow map has to be controlled.
We can also see that, even if the $L^{2}$-error is decreasing for $i=1 \ldots, 15$, the first
time step where $\left\|u-u_{h}^{S M}\right\|_{L^{2}}<\left\|u-u_{h}^{M M}\right\|_{L^{2}}$ is also decreasing. This means that the mesh's deformation plays a role in the development of the $L^{2}$-error after several time steps. In Figure 3.2 we can see that after a few time steps the error is increasing exponentially with a slope increasing with $p$. In Figure 3.4 we compute the slope of this exponential regime by computing:

$$
\begin{gathered}
s(p)=\frac{\ln \left(\left\|\left(u-u_{h}^{M M}\right)\left(n_{t}(p) \cdot \Delta t, \cdot\right)\right\|_{L^{2}}^{2}-\ln \left(\left\|\left(u-u_{h}^{M M}\right)(3 \cdot \Delta t, \cdot)\right\|_{L^{2}}^{2}\right)\right.}{\left(n_{t}(p)-3\right) \Delta t} \approx 0.62 \cdot p+48 \text { with } \\
r^{2} \approx 0.998
\end{gathered}
$$



Figure 3.4: Slope of the exponential regime governing the $L^{2}$-error for increasing values of $\left\|\partial_{x} \tilde{V}_{p}\right\|_{\infty}=p$

We can notice that $\left\|\partial_{x} \tilde{V}_{p}\right\|_{\infty}=p$, which is in accordance to the presence of $S(t)$ in Theorem 2.17 and latter Theorem 3.1 which involve a term proportional to $\exp \left(\left\|\partial_{x} \tilde{V}_{p}\right\|_{\infty} \cdot t\right)$ in the error analysis.
This example first confirms that the moving mesh method was more accurate than the static mesh method in terms of the $L^{2}$-norm for short times. It also shows the existence of a balance between the local values of $|V-\tilde{V}|$ and $\left|\partial_{x} \tilde{V}\right|$. Finally we noticed that there is a regime where we approximately had

$$
\frac{d}{d t} \ln \left(\left\|\left(u-u_{h}^{M M}\right)(t, \cdot)\right\|_{L^{2}}^{2}\right) \propto t\left\|\partial_{x} \tilde{V}\right\|_{\infty} .
$$

Figure 3.2 encourages us to use this moving mesh method for short times while Figure 3.3 orients us to the existence of an optimal mesh velocity and associated stopping time (the steeper the mesh velocity, the shorter the stopping time).

## 3-2 Example 2: A comparison with a classical semi-Lagrangian method

In the case of the comparison of our method with a classical SL method, since we are not interested here in the reconstruction, we only need to make the comparison
on one time step. As classical SL methods consider the same problem as (3.1) with $J=1$ (see section 2-7), there will be no difference in the flow map (the characteristics will be the same) and the difference will be in the DG operator. The computation of $J$ is of course expensive, but it is still of the same order of complexity as the Runge-Kutta method for the flow map. Computing and inverting the mass matrix $\left(\int_{K} J \hat{u}_{h} \hat{v}_{h}\right)$ has a cost proportional to the number of cells, because it is block diagonal (where the number of blocks is the number of cells and the size of the block is the number of degrees of freedom in each cell). The difference between the moving mesh and the SL method can be seen when $J$ becomes large. For short times, this occurs when the variations of the mesh velocity are large. this motivates the following construction:

$$
\begin{aligned}
& \beta=15, c=0.4, y(x)=\frac{x-0.5}{(c+x)(1+c-x)} \\
& H(t, x)=-\frac{3}{2} \cdot \frac{\tanh (\beta y(x))}{y^{\prime}(x)}(1+\ln (t+1)), H_{M}(t)=\max (H(t, x)), \\
& \tilde{V}(t, x)=2 H_{M}(t)+H(t, x)-\left(x-\frac{1}{2}\right)-\cos (\pi x)^{7}\left[2 H_{M}(t)+H(t, 0)+\frac{1}{2}\right]
\end{aligned}
$$



Figure 3.5: Mesh velocity $\tilde{V}(0, \cdot)$ and its gradient $\partial_{x} \tilde{V}(0, \cdot)$ on $x \in[0,1]$

In order to study an advection-dominated regime after moving the mesh, let $V(t, x)=\tilde{V}(t, x)+2+\cos (\pi x)$.
First we show the evolution of the energy-error of the approximate solution after one time step for different values of the time step. In this test case, the solution is $u(t, x)=\exp (2 t-x)$ with $\varepsilon=0.1$ and spatial grid points $X_{i}=i \cdot 0.04$ for $i=0, \ldots, 25$. The time step is chosen of size $\Delta t=\frac{1}{n_{t}}$ for $n_{t} \in \llbracket 300,500 \rrbracket$ and compare the two relative errors when the time step becomes short ( $n_{t} \in \llbracket 300,1400 \rrbracket$ ). In Figure 3.6 the relative energy-error of the approximate solution after one time step is more accurate for the moving mesh method than for the classical SL methods for $n_{t} \in \llbracket 300,500 \rrbracket$. This difference decreases for shorter time steps,


Figure 3.6: Evolution of the relative energy-error after one time step for different time step sizes for the SL and the moving mesh method, $n_{t} \in[300,500]$ (right), evolution of the difference of energy-error between the SL and the moving mesh method after one time step for different time step sizes, $n_{t}>350$ (left)
probably because the shorter the time step, the closer $J$ will be to 1 . Although the gain in accuracy is very small, the computational cost is negligible, so it can be an interesting tool for designing SL methods. As we plot it on Figure 3.6, for very short time steps $\left(n_{t}>600\right)$, the gain of this method becomes so negligible that it is outweighed by the inconsistency and the loss of accuracy that we have when computing the mass matrix: whereas the SL mass matrix involves computing integrals of polynomials which can be done accurately with the right quadrature, in our case, $J$ is not polynomial and computing the mass matrix adds some imprecision. We can also see that this difference decreases when the time step becomes shorter also because $J$ will be closer to 1 .

To explain this very small gain, notice that in 1D, for advection-dominated cases, since as we can see in the definition of $O_{h}(3.6)$, the advective flux is the same for classical SL and for moving mesh methods, there is only a small difference between the approximations. In Figure 3.6, the gain of the moving mesh method predominantly a consequence of the modification in the mass matrix. We will see in Chapter 4 that for the 2D case, the difference becomes more significant.

To then design a SL method, it is important to understand the idea of this method: the moving mesh strategy directed us towards an advection and a diffusion modified by the features of the flow map. It is only after this that we have defined the fluxes and the advection and diffusion operators. Using this strategy can help us to design all kinds of SL methods (with, for example, a different time integration for the advection and diffusion operators, such as IMEX schemes). The argument presented (and which we will explore further in section $4-5.2)$ is that to make the fluxes of a DG method more accurate, one must take into account the deformation of the outward normal vector implied by the SL formulation.

## 3-3 Example 3: Testing the error criteria with strong deformations

As a final set of examples, we will focus on the fact that we gain with this method an analysis of the a posteriori error estimation. Apart from the fact that it makes a SL method more accurate, it has also helped us to build tools for analysing the spatial error. In this setup we still define the function $H$ and the velocity $\tilde{V}$ in the same way as in section $\mathbf{3 - 3 . 2}$ with the difference that $\beta=20$ and $c=0.1$. Whereas in the second example we wanted a large zone where the mesh velocity is steep, here we want a very localised zone where the mesh velocity is steep, which can be seen in Figure 3.7.


Figure 3.7: Velocity $\tilde{V}(0, \cdot), \partial_{x} \tilde{V}(0, \cdot)$ and velocity $(V-\tilde{V})(0, \cdot)$ on $x \in[0,1]$

Here there are a couple of different test cases. On one hand, we want to see how the error criteria approximate the different errors when the remaining advection velocity $V-\tilde{V}$ is still dominant and on the other hand when it is closer to $\varepsilon$. To compare these two cases, we do not use the velocities $V$ and $\tilde{V}$ as previously defined, but the advection velocity will be $V_{\text {eff }}=p V$ and the grid velocity will be $\tilde{V}_{\text {eff }}=p \tilde{V}$ with $p=0.5$ or 10 , in addition the Peclet number of the mesh is constant, namely $h=\frac{1}{50}=2 \varepsilon, P_{e}=\frac{h}{\varepsilon}=2$ and the time step is taken constant $\Delta t=10^{-4}$. We look at several solutions $u$ to outline different properties of the error criteria.
(a) Solution $u(t, x)=\sin (2 \pi x)+\frac{\cos (20 \pi x)}{10}, p=10$ : In this situation the error criteria are dominated by the term $\eta_{J}$ and in particular by the term $\delta \llbracket \hat{u}_{h} \rrbracket^{2} / \varepsilon$. Indeed, while the $L^{2}$-norm of the solution is the same at $x \approx 0.2$ and $x \approx 0.8$, the local $L^{2}$-error around $x \approx 0.2$ is twice as large as the $L^{2}$-error around $x \approx 0.8$. This behaviour is predicted by the error criterion and in particular by the multiplier $\delta$. We can see in Figure 3.8 that the error criteria approximate the $L^{2}$-error adequately. This behaviour is maintained over time. In this situation, since the $L^{2}$-error is 0 where the mesh is most deformed, we cannot check whether the error criteria are still efficient when the mesh is very deformed.


Figure 3.8: Comparison of the criterion $\eta_{J}^{t}$ and the $L^{2}$-error after one and 51 time steps in case (a)
(b) Solution $u(t, x)=x(1-x), p=10$ : Again the error criteria are dominated by the term $\eta_{J}$ and in particular by the term $\delta \llbracket \hat{u}_{h} \rrbracket^{2} / \varepsilon$. In Figure 3.9. since the error is large in the central cells, we can see that the total $L^{2}$-error in the central cell decreases as the size of the cell decreases. The $\eta_{J}$ criterion also follows this movement, but when the deformation of the mesh is strong, we can see that this decrease in the central cell is slower for the criterion than for the $L^{2}$-error. This confirms that the error criterion is reliable, but loses efficiency under strong deformation.


Figure 3.9: Comparison of the criterion $\eta_{J}^{t}$ and the $L^{2}$-error after one and 51 time steps in case (b)
(c) Solution $u(t, x)=\sin (2 \pi x)+\frac{\cos (20 \pi x)}{10}, p=0.5$ : In contrast to the first situation, here the phenomenon is dominated by diffusion and the error criteria are no longer dominated by $\eta_{J}$. In Figure 3.10, the energy-error is as adequately approximated by the error criterion $\eta$ after one time step as after 51 time steps. Similar to situation (a), since the energy-error is 0 where the mesh is most deformed, we cannot check if the error criteria are still efficient when the mesh is very deformed.
(d) Solution $u(t, x)=\sin (2 \pi x), p=0.5$ : Again the phenomenon is dominated by diffusion and the error criteria are dominated by $\eta$. In Figure 3.10 the energy error is as appropriately approximated by the error criterion $\eta$ after one time step as after 51 time steps. Here the local energy-error of the solution is


Figure 3.10: Comparison of the criterion $\eta^{t}$ and the energy-error after one and 51 time steps in case (c)
maximal at the centre and we can see that the error decreases as the central cell becomes small (after 51 time steps). This is slightly predicted by the $\eta$ criterion, but we clearly lose efficiency due to mesh deformation. The criterion is still reliable.



Figure 3.11: Comparison of the criterion $\eta^{t}$ and the energy-error after one and 51 time steps in case (d)

From these four test cases one sees the behaviour of the error and the criteria:

- When the remaining advection velocity is still dominant, the $\eta$ criterion is dominated by its $\eta_{J}$ contribution and the criterion is close to the $L^{2}$-error.
- In situation (a) the non-robustness of the criteria is important to still catch the $L^{2}$-norm when the problem is strongly advection-dominated.
- When the remaining advection velocity becomes small, the $\eta$ criterion is able to adequately approximate the energy-error.
- When the grid becomes very deformed, the criteria are able to show a small effect of deformation, in particular when a cell becomes small and so its local $L^{2}$-error becomes small, the criterion also shrinks but slower. In the end in both situations (b) and (d) the criteria remain reliable but are less efficient.

In this chapter we formulated a velocity-based moving mesh DG method for the unsteady advection-diffusion equation. From this formulation we derived $a$ posteriori error criteria that are reliable. Finally, the test cases show that:

- By suitably parameterising the mesh velocity, we find an optimal velocity that reduces the $L^{2}$-norm as much as possible for short times. This optimal mesh velocity results from a balance between the remaining advection velocity $V-\tilde{V}$ and the variations of the advection velocity $\partial_{x} \tilde{V}$.
- This moving mesh method, in particular the definition of fluxes, can be used to make SL methods more accurate. Instead of having the advected gradient to approximate the DG operator in a SL method, we can make the calculation of $J$ more accurate and see a SL method as a moving mesh method (see section 2-7).
- This error criterion is capable of reliably represent the $L^{2}$-error or the energy-error (depending on the situation of remaining advection-dominance). When the deformation becomes large, it becomes less efficient.
- The non-robustness is important because it is involved in the representation of the error in cases of strong advection-dominance. The presence of the term $\delta / \varepsilon$ in the criterion $\eta_{J}$ is something that we find again in the a priori error estimation from Theorem 3.1

In the second chapter we complete the study by formulating a moving mesh DG method for the unsteady advection-diffusion equation in 2D. We extend the conclusions of this section. In particular section 4-3 is devoted to the existence of a balance between $V-\tilde{V}$ and $\nabla \cdot \tilde{V}$.

## Chapter 4

## The interior penalty discretisation for the 2 D unsteady advection-diffusion equation on a moving mesh

After Chapter 3, we apply the previous method and criteria in 2D. Although the a posteriori available data are not exactly the same, the tools developed in the previous chapter can be generalised to the 2D case.

The aim is to solve both the large trends of a advection-dominated flow, the discontinuities of the flow (internal layers) and the interactions with diffusion (for instance boundary layers). To resolve large trends, we use a moving mesh strategy, the problem being that a strictly advection velocity-based moving mesh strategy causes entanglement in the mesh (section 2-3). We therefore move towards a SL, which can be reinterpreted as a certain form of mesh movement with occasional reconstruction (section 2-7). Unfortunately, a SL method does not solve the fluxes very well for cases of strong mesh deformation. It is therefore necessary to give a framework for error analysis, and this is what we propose to do by prescribing a mesh velocity that will capture the large but not too steep trends, which will leave the discontinuities to be resolved by the spatial discretisation method.

For these discontinuities, we refer to [20] and use a remainder-based refinement strategy to resolve both the discontinuities from the remaining advection velocity $V-\tilde{V}$ and the boundary layers occurring in advection-dominated flows. This study has to be adapted to the case of moving mesh because it introduces an
error term $e^{\|\nabla \tilde{V}\|_{\infty} T}$, which is large when either $T$ or $\|\nabla \tilde{V}\|_{\infty}$ are large.
An additional feature of the error criteria that we develop is non-robustness in the sense that the criteria depend on the local value of $\|V-\tilde{V}\|^{2}$. This is important both because we are interested in cases where the remaining advection velocity has spatial variations, and also because we develop criteria to parameterise the mesh velocity.

In the DG framework, instead of continuously estimating an interpolation of the solution and inducing the gradient (like for SL methods), the approximate solution will be a discontinuous polynomial on a regular mesh and only the features of the equation will be estimated by the characteristics. The regularity of the approximate solution allows us to use the well-established results that exist for polynomials on triangular and polygonal meshes (for instance the results of [2], [18], [22], [23], [43]).

The aim of this 2D study is to fill a gap between SL methods and error estimation based AMR. Following the strategy developed in [28] and taking into account the reasoning of section 2-7, we interpret a SL method as a velocitybased moving mesh method with occasional mesh reconstructions. Finally the fact that the mesh velocity is considered as parameterised in the a priori and a posteriori studies, helps to outline some principles in the choice of the mesh velocity.

In section 4-1, the first step of the analysis is to exhibit a DG discretisation for the steady-state problem (4.1). Inspired by the litterature ([43, [45, [46], [47), we state some approximation theorems and develop a posteriori error estimates. Existing analysis are either done with a discontinuous but piecewise polynomial or with a continuous diffusion tensor $a$. In this case, since the diffusion tensor under consideration is to be equal to $J F^{-1} F^{-T}$, it will be treated as continuous in the analysis (which is the case with $\tilde{V}$ smooth enough). The method that we will use is not consistent but according to 43], this can be controlled to still prove convergence if $\tilde{V}$ is smooth enough (see Remark 3.3).
In section 4-2 the DG method on a moving mesh is presented, section 4-3 uses some of the previous lemmas and also other material to study an a priori error estimate that outlines the importance of the two quantities $\frac{\|V-\tilde{V}\|^{2}}{\varepsilon}$ and $\frac{\|\nabla \cdot \tilde{V}\|}{2}$.
Finally in section 4-4 we integrate the error criteria from section 4-3 to show their signifiance for the unsteady case.
Section 4-5 consists of four test cases comparing the accuracy of static meshes
and moving meshes, then comparing moving meshes with SL methods, in situations where $\tilde{V}$ has either large vorticity or divergence, evaluating its response to a boundary layer problem and finally investigating the accuracy of the error criteria in cases where the deformation of the mesh is strong. We will there be able to comment on a flux comparison between SL and moving mesh methods and outline the importance of adapting the error criteria to the specific moving mesh situation. Finally we see the importance of non-robustness in the error criteria.

## 1 The interior penalty discretisation formulation for the steady-state advection-diffusion equation

Our choice here is to develop the tools of the spatial semi-discretisation by studying the steady-state problem (4.1). We take here an arbitrary advection velocity $W \in W^{1, \infty}(\Omega)$ that is to be equal to $J F^{-1}(V-\tilde{V})$ with the notations introduced in section 2-6. For the tensor vector in the formulation (2.3) we can see that $a=\varepsilon J F^{-1} F^{-T}$ and therefore $a$ is symmetric, definite and positive, continuous and not piecewise polynomial, with determinant equal to $\varepsilon^{2}$. With this stated, we can use [43], chapter 5, to help our study. Finally, because the study has to be applied for the lagrangian variable, the approximations are given with norms weighted by a positively bounded and continuous function $J$ on $\Omega$, that is to be equal to $J(t, X)$ with the notations from section 2-6.

With this framework, we can define a DG approximation of the problem 4.1), give some properties of the DG operator and finally derive an a posteriori error estimation.

We consider a steady-state advection-diffusion equation:

$$
\begin{array}{ll}
W \cdot \nabla u-\nabla \cdot\{a(x) \nabla u\}=f & \Omega \\
u=0 & \Gamma_{D}  \tag{4.1}\\
a \nabla u \cdot \mathbf{n}=u_{N} & \Gamma_{N}
\end{array}
$$

in a bounded convex $\Omega \subset \mathbb{R}^{2}$, having a Lipschitz boundary $\Gamma$ consisting of two disjoint connected parts $\Gamma_{D}$ and $\Gamma_{N}$. We assume that the data satisfy the following conditions:
(B1) $f \in L^{2}(\Omega), u_{N} \in L^{2}\left(\Gamma_{N}\right), W \in W^{1, \infty}(\Omega)^{2}$.
(B2) $a \in\left[\mathcal{C}^{0}(\Omega)\right]^{2,2}$ is a symmetric definite positive matrix and $\operatorname{det} a=\varepsilon^{2}$ constant with $\varepsilon \ll|W|_{\infty}$.
(B3) $-\nabla \cdot W>b>0$ on $\Omega$ and $\|\nabla \cdot W\| \leq c_{*} b$
(B4) The Dirichlet boundary $\Gamma_{D}$ has positive $(d-1)$-dimensional measure and includes the inflow boundary $\{x \in \Gamma \mid W \cdot \mathbf{n}(x)<0\}$.
Assumption (B2) means that we are interested in the advection-dominated regime, it also implies that $a$ has a square root that we will write $\sqrt{a}$.

Remark 1.1. Denoting the group of orthogonal matrices of $\mathcal{M}^{2,2}$ by $O(2) \sqrt{a}$ is built as follows

$$
\begin{gathered}
\exists \lambda_{1}, \lambda_{2}>0, \exists O \in O(2) a=O^{T} \operatorname{diag}\left(\lambda_{1}, \lambda_{2}\right) O \\
\sqrt{a}:=O^{T} \operatorname{diag}\left(\sqrt{\lambda_{1}}, \sqrt{\lambda_{2}}\right) O
\end{gathered}
$$

Let $G \in\left[\mathcal{C}^{0}(\Omega)\right]^{2,2}$ such that $a=\varepsilon G G^{T}$ with $\operatorname{det}(G)=1$.

## 1-1 Notation and weak form

For any bounded open subset $\omega$ of $\Omega$ with Lipschitz boundary $\gamma$, we denote by $H^{k}(\omega), k \in \mathbb{N}, L^{2}(\omega)=H^{0}(\omega)$, and $L^{2}(\gamma)$ the usual Sobolev and Lebesgue spaces equipped with the standard norms $\|\cdot\|_{k ; \omega}=\|\cdot\|_{H^{k}(\omega)}$ and $\|\cdot\|_{0 ; \gamma}=\|\cdot\|_{L^{2}(\gamma)}$ as well as the standard seminorm $|\cdot|_{H^{1}(\omega)}=\|\nabla \cdot\|_{0, \omega}$. Similarly, $(\cdot, \cdot)_{\omega}$ and $(\cdot, \cdot)_{\gamma}$ denote the scalar products of $L^{2}(\omega)$ and $L^{2}(\gamma)$, respectively. If $\omega=\Omega$, the index $\Omega$ is omitted.
Let $J: \Omega \rightarrow \mathbb{R}_{+}^{*}$ be bounded in $L^{2}(\Omega)$. Let the weighted seminorm and norm:

$$
\begin{gathered}
|v|_{U_{\omega}}^{2}:=\int_{\omega}(\nabla v)^{T} G G^{T} \nabla v \text { and }\|v\|_{H_{\omega}}^{2}:=\int_{\omega} J v^{2} \\
0<\beta<-\frac{\nabla \cdot W}{J}
\end{gathered}
$$

Additionally let

$$
H_{D}^{1}(\Omega):=\left\{v \in H^{1}(\Omega): v=0 \text { on } \Gamma_{D}\right\} \text { and } H_{0}^{1}(\Omega):=\left\{v \in H^{1}(\Omega): v=0 \text { on } \Gamma\right\}
$$

For $u, v \in H^{1}(\Omega)$ we define the following

$$
\begin{array}{ll}
A(u, v) & :=\int_{\Omega} a \nabla u \cdot \nabla v+v W \cdot \nabla u \\
l(v) & :=\int_{\Omega} f v+\int_{\Gamma_{N}} u_{N} v
\end{array}
$$

We can now formulate the definition of the weak form of 4.1.

$$
\begin{equation*}
\text { Find } u \in H_{D}^{1}(\Omega) \text { s.t. } \forall v \in H_{D}^{1}(\Omega) \quad A(u, v)=l(v) \tag{4.2}
\end{equation*}
$$

## 1-2 Bilinear forms and function spaces for the semi-discretisation

To discretise (4.2), we consider regular and shape-regular meshes $\mathcal{T}_{h}=\{K\}$ that partition the computational domain $\Omega$ into open triangles. For simplicity we assume that $\Omega$ is a polyhedron that is covered exactly by $\mathcal{T}_{h}$. We assume the following:
(i) The elements of $\mathcal{T}_{h}$ satisfy the minimal angle condition. Specifically, there is a constant $\theta_{0}>0$ such that $\frac{h_{K}}{r_{K}}<\theta_{0}$ where $h_{K}$ and $r_{K}$ denote, respectively, the diameters of the circumscribed and inscribed balls to $K$.
(ii) $\mathcal{T}_{h}$ is locally quasi-uniform; that is, if two elements $K_{1}$ and $K_{2}$ are adjacent in the sense that $\mu_{d-1}\left(\partial K_{1} \cap \partial K_{2}\right)>0$ then $\operatorname{diam}\left(K_{1}\right) \approx \operatorname{diam}\left(K_{2}\right)$.
Here $\mu_{d-1}$ denotes the ( $d-1$ )-dimensional Lebesgue measure. Let $h_{E}$ be the size of an edge $E$.
Given the discontinuous nature of the piecewise polynomial functions, let

$$
\begin{aligned}
& \mathcal{E}^{\text {int }}=\left\{e=\partial K_{1} \cap \partial K_{2}: \mu_{d-1}\left(\partial K_{1} \cap \partial K_{2}\right)>0\right\} \\
& \mathcal{E}^{\text {ext }}=\left\{e=\partial K \cap \Gamma: \mu_{d-1}(\partial K \cap \Gamma)>0\right\} \\
& \mathcal{E}_{N}^{\text {ext }}=\left\{e=\partial K \cap \Gamma_{N}: \mu_{d-1}\left(\partial K \cap \Gamma_{N}\right)>0\right\} \\
& \mathcal{E}_{D}^{\text {ext }}=\left\{e=\partial K \cap \Gamma_{D}: \mu_{d-1}\left(\partial K \cap \Gamma_{D}\right)>0\right\} \\
& \mathcal{E}=\mathcal{E}^{\text {ext }}\left(\mathcal{T}_{h}\right) \cup \mathcal{E}^{\text {int }}\left(\mathcal{T}_{h}\right) \\
& \mathcal{E}_{N}=\mathcal{E}_{N}^{\text {ext }}\left(\mathcal{T}_{h}\right) \cup \mathcal{E}^{\text {int }}\left(\mathcal{T}_{h}\right) \\
& \mathcal{E}_{D}=\mathcal{E}_{D}^{\text {ext }}\left(\mathcal{T}_{h}\right) \cup \mathcal{E}^{\text {int }}\left(\mathcal{T}_{h}\right)
\end{aligned}
$$

set of edges.
We write $\mathbf{n}_{K}$ the outward unit normal vector on the boundary $\partial K$ of an element $K$ and for a set of points $Y: \omega_{Y}=\underset{K \cap Y \neq \varnothing}{\cup} K . \omega_{K}$ are the subsets of $\Omega_{r}$ on which we maximize or average the features $(W, a, G)$ to be used in the error estimate. Let the inflow and outflow boundaries of $\partial \Omega$

$$
\Gamma_{\text {in }}^{t}:=\{x \in \Gamma: W \cdot \mathbf{n}<0\}, \text { and } \Gamma_{\text {out }}^{t}:=\{x \in \Gamma: W \cdot \mathbf{n} \geq 0\}
$$

Similarly, the inflow and outflow boundaries of an element K are defined by

$$
\partial K_{\text {in }}^{t}:=\left\{x \in \partial K: W \cdot \mathbf{n}_{K}<0\right\}, \partial K_{\text {out }}^{t}:=\left\{x \in \partial K: W \cdot \mathbf{n}_{K} \geq 0\right\} .
$$

The broken Sobolev spaces associated with the mesh $\mathcal{T}_{h}$

$$
H^{k}\left(\mathcal{T}_{h}\right)=\left\{\varphi \in L^{2}\left(\Omega_{r}\right):\left.\forall K \in \mathcal{T}_{h} \quad \varphi\right|_{K} \in H^{k}(K)\right\}
$$

And

$$
V_{h}:=\left\{\varphi \in H^{1}\left(\mathcal{T}_{h}\right):\left.\forall K \in \mathcal{T}_{h} \quad \varphi\right|_{K} \in \mathcal{S}_{p}(K)\right\}
$$

with $\mathcal{S}_{p}$ the space of polynomials of degree $\leq p$.
Finally $U_{h}:=V_{h}+H_{D}^{1}\left(\Omega_{r}\right)$ and $V_{h}^{c}:=V_{h} \cap H_{D}^{1}\left(\Omega_{r}\right)$.
The jumps and averages of functions in $H^{1 / 2}\left(\mathcal{T}_{h}\right)$ are defined as follows. Let the edge $E \in \mathcal{E}^{\text {int }}$ be shared by two neighboring elements $K$ and $K^{e}$. For $v \in H^{1 / 2}\left(\mathcal{T}_{h}\right),\left.v\right|_{E}$ its trace on $E$ taken from inside $K$, and $\left.v^{e}\right|_{E}$ the one taken inside $K^{e}$. The average and jump of $v$ across the edge $E$ are then defined as

$$
\{\{v\}\}=\frac{1}{2}\left(\left.v\right|_{E}+\left.v^{e}\right|_{E}\right), \quad \llbracket v \rrbracket=\left.v\right|_{E} \mathbf{n}_{K}+\left.v^{e}\right|_{E} \mathbf{n}_{K^{e}}
$$

For a vector field $\mathbf{q} \in H^{1 / 2}\left(\mathcal{T}_{h}\right)^{d}$ there is

$$
\{\{\mathbf{q}\}\}=\frac{1}{2}\left(\left.\mathbf{q}\right|_{E}+\left.\mathbf{q}^{e}\right|_{E}\right), \quad \llbracket \mathbf{q} \rrbracket=\left.\mathbf{q}\right|_{E} \cdot \mathbf{n}_{K}+\left.\mathbf{q}^{e}\right|_{E} \cdot \mathbf{n}_{K^{e}}
$$

For $E \in \mathcal{E}^{\text {ext }}$

$$
\{\{\mathbf{q}\}\}=\mathbf{q}|E, \quad \llbracket v \rrbracket=v|_{E} \mathbf{n}_{r}
$$

We consider the DG method that is based on an upwind discretisation for the convective term and on a (non-)symmetric interior penalty discretisation for the Laplacian

$$
\begin{equation*}
\text { Find } u_{h} \in V_{h} \text { s.t. } \forall v_{h} \in V_{h} \quad A_{h}\left(u_{h}, v_{h}\right)=l_{h}\left(v_{h}\right) \tag{4.3}
\end{equation*}
$$

With $A_{h}$ given by

$$
\begin{align*}
A_{h}(u, v) & :=\sum_{K \in \mathcal{T}_{h}} \int_{K} a \nabla u \cdot \nabla v+v W \cdot \nabla u-\int_{\partial K_{\text {in }}^{t}} W \cdot \llbracket u \rrbracket v+\sum_{E \in \mathcal{E}_{D}} \varepsilon \int_{E} \frac{\gamma}{h_{E}} \llbracket u \rrbracket \cdot \llbracket v \rrbracket \\
& -\varepsilon \sum_{E \in \mathcal{E}_{D}} \int_{E}\left\{\left\{\Pi_{L^{2}}\left(G^{T} \nabla u\right)\right\}\right\} \cdot G^{T} \llbracket v \rrbracket+\theta\left\{\left\{\Pi_{L^{2}}\left(G^{T} \nabla v\right)\right\}\right\} \cdot G^{T} \llbracket u \rrbracket \tag{4.4}
\end{align*}
$$

$\Pi_{L^{2}}$ denotes the elementwise orthogonal $L^{2}$-projection onto the finite element space $\left(V_{h}\right)^{2}$ and $\gamma=\alpha\left|G^{T} \mathbf{n}\right|^{2}$ the interior penalty parameter with $\alpha>0$ a scalar depending on the polynomial degree. $\theta \in\{-1,1\}$, the method is called symmetric interior penalty when $\theta=1$ and nonsymmetric interior penalty when $\theta=-1$.

Notice that by integration by part

$$
\begin{align*}
& A_{h}(u, v):=\sum_{K \in \mathcal{T}_{h}} \int_{K} a \nabla u \cdot \nabla v-u W \cdot \nabla v-u v \nabla \cdot W+\int_{\partial K_{\text {out }}^{t}} W \cdot \llbracket v \rrbracket u \\
& -\varepsilon \sum_{E \in \mathcal{E}_{D}} \int_{E}\left\{\left\{\Pi_{L^{2}}\left(G^{T} \nabla u\right)\right\}\right\} \cdot G^{T} \llbracket v \rrbracket+\theta\left\{\left\{\Pi_{L^{2}}\left(G^{T} \nabla v\right)\right\}\right\} \cdot G^{T} \llbracket u \rrbracket-\frac{\gamma}{h_{E}} \llbracket u \rrbracket \cdot \llbracket v \rrbracket \tag{4.5}
\end{align*}
$$

And $l_{h}(v):=\sum_{K \in \mathcal{T}_{h}} \int_{K} f v+\sum_{E \in \mathcal{E}_{N}^{\text {ext }}} \int_{E} u_{N} v$
Finally, for $u, v \in H^{1}\left(\mathcal{T}_{h}\right)$

$$
\begin{align*}
& D_{h}(u, v):=\sum_{K \in \mathcal{T}_{h}} \int_{K} a \nabla u \cdot \nabla v-u v \nabla \cdot W \\
& O_{h}(u, v):=-\sum_{K \in \mathcal{T}_{h}} \int_{K} u W \cdot \nabla v+\sum_{K \in \mathcal{T}_{h}} \int_{\partial K_{\text {out }}^{t}} W \cdot \llbracket v \rrbracket u  \tag{4.6}\\
& J_{h}(u, v):=\sum_{E \in \mathcal{E}_{D}} \int_{E} \frac{\gamma}{h_{E}} \llbracket \rrbracket \rrbracket \llbracket v \rrbracket \\
& \tilde{A}_{h}(u, v):=D_{h}(u, v)+O_{h}(u, v)+\varepsilon J_{h}(u, v) \\
& \tilde{K}_{h}(u, v):=\varepsilon \sum_{E \in \mathcal{E}_{D}} \int_{E}\left\{\left\{\Pi_{L^{2}}\left(G^{T} \nabla u\right)\right\}\right\} \cdot G^{T} \llbracket v \rrbracket+\theta\left\{\left\{\Pi_{L^{2}}\left(G^{T} \nabla v\right)\right\}\right\} \cdot G^{T} \llbracket u \rrbracket \tag{4.7}
\end{align*}
$$

## 1-3 Some properties of the bilinear operator

We will give here some properties on the operator $A_{h}$ that will be useful to demonstrate the stability and convergence of the method. Since these properties hold both in one and two dimensions, we gave the same lemmas and properties for the 1D case in Chapter 3 without proving them, we do it here.

In what follows the symbol $\lesssim$ indicates an inequality involving a positive constant depending of the mesh regularity, the polynomial degree and $c_{*}$ defined in assumption (B3).
By (3.41) in [10] there exist inverse and trace inequalities for the eulerian framework.

$$
\begin{align*}
& \left\|v_{h}\right\|_{\partial K} \lesssim h_{K}^{-\frac{1}{2}}\left\|v_{h}\right\|_{K}  \tag{4.8}\\
& \left\|\nabla v_{h}\right\|_{K} \lesssim h_{K}^{-1}\left\|v_{h}\right\|_{K} \tag{4.9}
\end{align*}
$$

we call $C_{T}>0$ the constant appearing in (4.8) and $C_{I}>0$ the constant appearing in 4.9.
To analyse the spatial error, we introduce the following quantities: $W \in W^{1, \infty}(\Omega)$ motivates the definition of $\delta_{\omega}=\left\|\left(J^{\frac{1}{2}} G\right)^{-1} W\right\|_{L^{\infty}(\omega)}^{2}, J_{1}^{\omega}=\frac{\int_{\omega} J}{|\omega|}, a_{1}^{\omega}=\frac{\int_{\omega}\|a\|}{|\omega|}$ and $a_{\infty}^{\omega}=\|a\|_{L^{\infty}(\omega)}=\sup _{\omega}\|a\|$, with $\|a\|$ the larger eigenvalue of $a$. Also $\gamma_{\infty}^{\omega}=\frac{a_{\infty}^{\omega}}{\varepsilon}$, $\gamma_{1}^{\omega}=\frac{a_{1}^{\omega}}{\varepsilon}$ and:

$$
\begin{gather*}
\forall v \in H^{1}\left(\mathcal{T}_{h}\right),\||v|\|^{2}:=\sum_{K \in \mathcal{T}_{h}}\left[\varepsilon|v|_{U_{K}}^{2}+\beta\|v\|_{H_{K}}^{2}\right]+\varepsilon J_{h}(v, v)  \tag{4.10}\\
\forall \mathbf{q} \in H^{0}(\Omega)^{d},|\mathbf{q}|_{*}:=\sup _{v \in H_{0}^{1}(\Omega)-\{0\}} \frac{\int_{\Omega} J^{\frac{1}{2}} \mathbf{q} \cdot G^{T} \nabla v}{\mid\|v\| \|}  \tag{4.11}\\
\forall v \in H^{1}\left(\mathcal{T}_{h}\right),|v|_{A}^{2}:=\left|\left(J^{\frac{1}{2}} G\right)^{-1} W v\right|_{*}^{2}+\sum_{E \in \mathcal{E}_{D}}\left(\beta+\frac{\delta_{\omega_{E}}}{\varepsilon}\right) h_{E} J_{1}^{\omega_{E}} \int_{E} \llbracket v \rrbracket^{2} \tag{4.12}
\end{gather*}
$$

Remark 1.2. We often use that in two dimensions since $\operatorname{det}(G)=1$, then $\max _{|n|=1}\left(\left|G^{T} n\right|^{2}\right)=\left(\min _{|n|=1}\left(\left|G^{T} n\right|^{2}\right)\right)^{-1}$ thus

$$
\gamma_{\infty}^{\omega}=\max _{\omega}\left(\max _{|n|=1}\left(\left|G^{T} n\right|^{2}\right)\right)=\left(\min _{\omega}\left(\min _{|n|=1}\left(\left|G^{T} n\right|^{2}\right)\right)\right)^{-1} .
$$

The first norm is the energy-norm associated with the DG discretisation of the advection-diffusion problem (4.1]. In [20] the seminorm $|\cdot|_{*}$ is linked to the Helmholtz decomposition, in particular, $q$ is called divergence-free when this quantity is 0 , in this case, the seminorm $|\cdot|_{*}$ is a weighted version of the one in [20]. The third norm measures the error of the transport behaviour.

Lemma 1.3. (Coercivity) For $\alpha$ large enough (depending on the value of the scalar $C_{T}$ in the inverse trace inequality) then $A_{h}$ is $\|\|\cdot\|\|$-coercive. For all $v_{h} \in U_{h}$

$$
\begin{equation*}
\left\|v_{h}\right\| \|^{2} \lesssim A_{h}\left(v_{h}, v_{h}\right) \tag{4.13}
\end{equation*}
$$

Proof. Let $v_{h} \in V_{h}$, by noticing that $A_{h}=\frac{1}{2}(\sqrt[4.4]{4}+4.4)$ :

$$
\begin{aligned}
A_{h}\left(v_{h}, v_{h}\right)= & \sum_{K \in \mathcal{T}_{h}} \int_{K} a \nabla v_{h} \cdot \nabla v_{h}-\frac{1}{2} v_{h}^{2} \nabla \cdot W \\
& +\frac{1}{2}\left(\int_{\partial K_{\text {out }}^{t}} W \cdot \llbracket v_{h} \rrbracket v_{h}-\int_{\partial K_{\text {in }}^{t}} W \cdot \llbracket v_{h} \rrbracket v_{h}\right) \\
& -\varepsilon \sum_{E \in \mathcal{E}_{D}}(1+\theta) \int_{E}\left\{\left\{\Pi_{L^{2}}\left(G^{T} \nabla v_{h}\right)\right\}\right\} \cdot G^{T} \llbracket v_{h} \rrbracket+\int_{E} \frac{\gamma}{h_{E}} \llbracket v_{h} \rrbracket^{2} \\
= & \sum_{K \in \mathcal{T}_{h}} \int_{K} a \nabla v_{h} \cdot \nabla v_{h}-\frac{1}{2} v_{h}^{2} \nabla \cdot W+\frac{1}{2} \sum_{E \in \mathcal{E}} \int_{E}|W \cdot \mathbf{n}| \llbracket v_{h} \rrbracket^{2} \\
& -\varepsilon \sum_{E \in \mathcal{E}_{D}}(1+\theta) \int_{E}\left\{\left\{\Pi_{L^{2}}\left(G^{T} \nabla v_{h}\right)\right\}\right\} \cdot G^{T} \llbracket v_{h} \rrbracket+\int_{E} \frac{\gamma}{h_{E}} \llbracket v_{h} \rrbracket^{2}
\end{aligned}
$$

We can see that if $\theta=-1$, we have $A_{h}\left(v_{h}, v_{h}\right) \geq \frac{1}{2}\left\|\mid v_{h}\right\| \|^{2}$ with no condition on $\alpha$.

$$
\begin{aligned}
& \varepsilon \sum_{E \in \mathcal{E}_{D}} \int_{E}\left\{\left\{\Pi_{L^{2}}\left(G^{T} \nabla v_{h}\right)\right\}\right\} \cdot G^{T} \llbracket v_{h} \rrbracket \leq \varepsilon \sum_{E \in \mathcal{E}_{D}} \frac{c}{2}\left|\int_{E} \frac{\gamma}{h_{E}} \llbracket v_{h} \rrbracket^{2}\right| \\
&+\varepsilon \sum_{E \in \mathcal{E}^{\text {int }}} \frac{h_{E}}{c \alpha} \frac{1}{4}\left(\left|\int_{E}\left\{\left.\Pi_{L^{2}}\left(G^{T} \nabla v_{h}\right)\right|_{K}\right\}^{2}\right|+\left|\int_{E}\left\{\left.\Pi_{L^{2}}\left(G^{T} \nabla v_{h}\right)\right|_{K^{e}}\right\}^{2}\right|\right) \\
&+\varepsilon \sum_{E \in \mathcal{E}_{D}^{\text {ext }}} \frac{h_{E}}{c \alpha} \frac{1}{2}\left|\int_{E}\left\{\left.\Pi_{L^{2}}\left(G^{T} \nabla v_{h}\right)\right|_{K}\right\}^{2}\right| \\
& \leq \frac{c}{2} \varepsilon J_{h}\left(v_{h}, v_{h}\right)+\sum_{K \in \mathcal{T}_{h}} \frac{C_{T}}{2 c \alpha} \varepsilon\left\|\Pi_{L^{2}}\left(G^{T} \nabla v_{h}\right)\right\|_{K}^{2} \\
& \leq \frac{c}{2} \varepsilon J_{h}\left(v_{h}, v_{h}\right)+\sum_{K \in \mathcal{T}_{h}} \frac{C_{T}}{2 c \alpha} \varepsilon\left\|G^{T} \nabla v_{h}\right\|_{K}^{2} \\
& \leq \frac{c}{2} \varepsilon J_{h}\left(v_{h}, v_{h}\right)+\sum_{K \in \mathcal{T}_{h}} \frac{C_{T}}{2 c \alpha}\left|v_{h}\right|_{U_{K}}^{2}
\end{aligned}
$$

for $c>0$ an arbitrarily small constant.
Thus, if $\theta=1$, for $c=\frac{1}{2}$ and $\alpha=2 C_{T}$ :

$$
A_{h}\left(v_{h}, v_{h}\right) \geq \sum_{K \in \mathcal{T}_{h}}\left[\varepsilon\left(1-\frac{C_{T}}{c \alpha}\right)\left|v_{h}\right|_{U_{K}}^{2}+\frac{1}{2}\left\|v_{h}\right\|_{H_{K}}^{2}+(1-c) \varepsilon J_{h}\left(v_{h}, v_{h}\right)\right] \geq \frac{1}{2}\| \| v_{h} \|^{2}
$$

Remark 1.4. (a)To ensure coercivity, $\alpha>C_{T}$, which explains why $\alpha$ depends on the polynomial degree: $C_{T}$ is related to the inverse trace inequality 4.8) which is described in [23] as depending on the polynomial degree and the shape regularity of the mesh. For the stability of the time discretisation scheme, it is also important to keep $\alpha$ as small as possible, so that the condition number of the operator is minimised.
(b) The projection used in the expression of $\tilde{K}_{h}$ ensures that the operator is coercive and so the problem is stable.

The following lemma shows that the projection that is used in $\tilde{K}_{h}$ makes us lose consistency but this brings in two important properties discussed in Remark 1.6

Lemma 1.5. (Inconsistency) Let $u \in H^{1}\left(\Omega_{r}\right)$ be an analytical solution of 4.1) and $u_{h}$ solve (4.3). Then

$$
\begin{equation*}
\forall v_{h} \in V_{h}, A_{h}\left(u-u_{h}, v_{h}\right)=\varepsilon \sum_{E \in \mathcal{E}_{D}} \int_{E}\left\{\left\{G^{T} \nabla u-\Pi_{L^{2}}\left(G^{T} \nabla u\right)\right\}\right\} \cdot G^{T} \llbracket v_{h} \rrbracket \tag{4.14}
\end{equation*}
$$

Proof. Let $v_{h} \in V_{h}$, first notice that:

$$
\begin{aligned}
A_{h}\left(u, v_{h}\right)= & \sum_{K \in \mathcal{T}_{h}} \int_{K} a \nabla u \cdot \nabla v_{h}+v_{h} W \cdot \nabla u \\
& -\varepsilon \sum_{E \in \mathcal{E}_{D}} \int_{E}\left\{\left\{\Pi_{L^{2}}\left(G^{T} \nabla u\right)\right\}\right\} \cdot G^{T} \llbracket v_{h} \rrbracket \\
= & \sum_{K \in \mathcal{T}_{h}} \int_{K}(W \cdot \nabla u-\nabla \cdot\{a \nabla u\}) v_{h}+\int_{\partial K} a \nabla u \cdot \mathbf{n} v_{h} \\
& -\varepsilon \sum_{E \in \mathcal{E}_{D}} \int_{E}\left\{\left\{\Pi_{L^{2}}\left(G^{T} \nabla u\right)\right\}\right\} \cdot G^{T} \llbracket v_{h} \rrbracket \\
= & \sum_{K \in \mathcal{T}_{h}} \int_{K} f v_{h}+\int_{\Gamma_{N}} u_{N} v_{h}+\sum_{E \in \mathcal{E}_{D}} \int_{E} a \nabla u \cdot \llbracket v_{h} \rrbracket \\
& -\varepsilon \sum_{E \in \mathcal{E}_{D}} \int_{E}\left\{\left\{\Pi_{L^{2}}\left(G^{T} \nabla u\right)\right\}\right\} \cdot G^{T} \llbracket v_{h} \rrbracket \\
= & A_{h}\left(u_{h}, v_{h}\right)+\varepsilon \sum_{E \in \mathcal{E}_{D}} \int_{E}\left\{\left\{G^{T} \nabla u-\Pi_{L^{2}}\left(G^{T} \nabla u\right)\right\}\right\} \cdot G^{T} \llbracket v_{h} \rrbracket
\end{aligned}
$$

Which gives 4.14).

Remark 1.6. (a) On the one hand this $D G$ formulation is inconsistent with 4.1). On the other hand, we observe that weaker regularity assumptions on the analytical solution to (4.1) are required here: we shall merely assume that $u \in H^{1}(\Omega)$, since no additional regularity of $u$ is required to ensure the existence of traces of $\Pi_{L^{2}}\left(G^{T} \nabla u\right)$ in the definition of the method. In addition the formulation is coercive (thus stable) independently of the smoothness of $G$.
(b) In the case where $a$ is piecewise constant, this becomes equivalent for polynomial trial and test functions to the consistent formulation (for instance the one from [20]).
(c) This formulation is inconsistent but we bound the inconsistency in Lemma 3.2 4.40 when the solution and $G$ are regular enough. We study a discontinuous $G$ in Remark 3.3 for the 2D case and see that for a very deformed mesh, the inconsistency increases. This is coherent with the fact that, for strong deformations, when the flux is precisely approximated, the formulation is not coercive and when the formulation is stable, the method is inconsistent.

The following two lemmas (continuity and inf-sup condition) show well-posedness and stability, they will be useful for the development of a posteriori error estimates.

Lemma 1.7. (Continuity) For $v \in H_{D}^{1}(\Omega), w_{1}, w_{2} \in U_{h}$

$$
\begin{gather*}
\left|D_{h}\left(w_{1}, w_{2}\right)\right| \leq\left|\left|| w _ { 1 } | \left\|\cdot \left|\left\|w_{2} \mid\right\|\right.\right.\right.\right.  \tag{4.15}\\
\left|J_{h}\left(w_{1}, w_{2}\right)\right| \leq\left\|\left|w_{1}\right|\right\| \cdot\left|\left\|w_{2} \mid\right\|\right.  \tag{4.16}\\
\left|O_{h}\left(w_{1}, v\right)\right| \leq\left|\left(J^{\frac{1}{2}} G\right)^{-1} W w_{1}\right|_{*} \cdot\||v|\| \tag{4.17}
\end{gather*}
$$

Proof. 4.15 and 4.16 comes from Cauchy-Schwarz and the fact that $\beta>0$.

$$
\begin{aligned}
\left|O_{h}\left(w_{1}, v\right)\right| & \leq\left|\sum_{K \in \mathcal{T}_{h}} \int_{K} w_{1} W \cdot \nabla v\right| \\
& \leq\||v|\| \frac{\left|\int_{\Omega} J^{\frac{1}{2}} w_{1}\left(J^{\frac{1}{2}} G\right)^{-1} W \cdot G^{T} \nabla v\right|}{\| \| v\| \|} \\
& \left.\leq\left|\left(J^{\frac{1}{2}} G\right)^{-1} W w_{1}\right|_{*} \cdot \right\rvert\,\|v\| \|
\end{aligned}
$$

Lemma 1.8. (Inf-Sup)

$$
\inf _{v \in H_{D}^{1}(\Omega)-\{0\}_{w \in H_{D}^{1}(\Omega)-\{0\}} \sup \frac{\tilde{A}_{h}(v, w)}{\left(\|v\| \|+\left|\left(J^{\frac{1}{2}} G\right)^{-1} W w_{1}\right|_{*}\right) \cdot\|| | w \mid\|} \geq C>0} \geq C
$$

Proof. Let $v \in H_{D}^{1}(\Omega)-\{0\}$ and $\left.\theta \in\right] 0 ; 1\left[\right.$. Then by definition of the ${ }^{*}$-norm $\exists w_{\theta} \in H_{0}^{1}(\Omega)$ s.t. $\left\|\left\|w_{\theta}\right\|\right\|=1$ and

$$
O_{h}\left(v, w_{\theta}\right)=-\int_{\Omega} J\left(J^{\frac{1}{2}} G\right)^{-1} W v \cdot G^{T} \nabla w_{\theta} \geq \theta\left|\left(J^{\frac{1}{2}} G\right)^{-1} W v\right|_{*}
$$

$\tilde{A}_{h}\left(v, w_{\theta}\right) \geq-C_{1}| ||v|\left\||\cdot|| | w_{\theta}\left|\left\|\left.|+\theta|\left(J^{\frac{1}{2}} G\right)^{-1} W v\right|_{*}=\theta\left|\left(J^{\frac{1}{2}} G\right)^{-1} W v\right|_{*}-C_{1}| ||v|\right\|\right.\right.$
for a constant $C_{1}>0$. Let us then define

$$
v_{\theta}=v+\frac{\||v|\|}{1+C_{1}} w_{\theta}
$$

s.t. $\left|\left\|v_{\theta}\right\|\|\leq\|\right| v \left\lvert\, \|\left(1+\frac{1}{1+C_{1}}\right)\right.$ and $v_{\theta} \in H_{D}^{1}(\Omega)$.

Thus

$$
\begin{aligned}
\tilde{A}_{h}\left(v, v_{\theta}\right) & =A\left(v, v_{\theta}\right)=A(v, v)+\left\|\left||v| \| \frac{A\left(v, w_{\theta}\right)}{1+C_{1}}\right.\right. \\
& \geq\| \| v \left\lvert\, \| \cdot\left[\| \| v \| \left\lvert\,+\frac{\left.\theta\left|\left(J^{\frac{1}{2}} G\right)^{-1} W v\right|_{*}-C_{1} \right\rvert\,\|v\| \|}{1+C_{1}}\right.\right]\right.
\end{aligned}
$$

Finally

$$
\sup _{w \in H_{D}^{1}(\Omega)-\{0\}} \frac{\tilde{A}_{h}(v, w)}{\||w|\| \mid} \geq \frac{\tilde{A}_{h}\left(v, v_{\theta}\right)}{\left\|\mid v_{\theta}\right\| \|} \geq \frac{\theta\left|\left(J^{\frac{1}{2}} G\right)^{-1} W v\right|_{*}+\| \| v\| \|}{2 C_{1}}
$$

Remark 1.9. $C_{1}=O\left(c_{*}\right)$ with $c_{*}$ defined in assumption (B3).

## 1-4 A residual-based error estimator

In this section we want to build reliable error criteria for the steady-state weak formulation 4.2 . We first present the error criteria:
Let $J_{\text {min }}^{\omega}=\min _{\omega}(J)$ and $\rho_{S}=\min \left(h_{S}\left(\frac{\gamma_{\infty}^{\omega_{S}}}{\varepsilon}\right)^{\frac{1}{2}},\left(\beta J_{\text {min }}^{\omega_{S}}\right)^{-\frac{1}{2}}\right), S=E$ or $K$.

Let $\left\{\begin{array}{rl}\eta_{J_{K}}^{2}:= & \frac{1}{2} \sum_{E \in \mathcal{\mathcal { E }}}\left[\left(\beta+\frac{\delta_{\omega_{E}}}{\varepsilon}\right) h_{E} J_{1}^{\omega_{E}}+a_{1}^{\omega_{E}} \frac{\alpha}{h_{E}}\right] \gamma_{\infty}^{\omega_{E}} \int_{E} \llbracket G^{T} u_{h} \rrbracket^{2} \\ & \left.+\sum_{E \in \mathcal{E}_{D}^{\text {ext }} \cap K}\left[\left(\beta+\frac{\delta_{\omega_{E}}}{\varepsilon}\right) h_{E} J_{1}^{\omega_{E}}+a_{1}^{\omega_{E}} \frac{\alpha}{h_{E}}\right] \gamma_{\infty}^{\omega_{E}} \int_{E} \llbracket G^{T} u_{h}\right]^{2} \\ \eta_{E_{K}}^{2}: & \frac{1}{2} \sum_{E \in \mathcal{E}^{\text {int }} \cap K} \sqrt{\frac{\gamma_{\mathcal{C}}^{\omega_{E}}}{\varepsilon}} \rho_{E} \int_{E} \llbracket a \nabla u_{h} \rrbracket^{2} \\ & +\sum_{E \in \mathcal{E}_{N}^{\text {ext }} \cap K} \sqrt{\frac{\gamma_{\infty}^{\omega_{E}}}{\varepsilon}} \rho_{E} \int_{E}\left(u_{N}-a \nabla u_{h} \cdot \mathbf{n}\right)^{2} \\ \eta_{R_{K}}^{2}:= & \rho_{K}^{2}\left\|f+\nabla \cdot\left\{a \nabla u_{h}\right\}-W \cdot \nabla u_{h}\right\|_{L^{2}(K)}^{2}\end{array}\right.$.

$$
\begin{equation*}
\eta_{K}^{2}:=\eta_{J_{K}}^{2}+\eta_{E_{K}}^{2}+\eta_{R_{K}}^{2} \tag{4.18}
\end{equation*}
$$

We show that these local error criteria give a reliable estimation $\sum_{K} \eta_{K}$.

Theorem 1.10. Let $u \in H_{D}^{1}\left(\Omega_{r}\right)$ and $\hat{u}_{h} \in V_{h}$ be solutions of 4.2), respectively (4.3) and $\eta_{K}$ be defined in (4.18) then

$$
\left\|\hat{u}-\hat{u}_{h}\left|\|+\left|\hat{u}-\hat{u}_{h}\right|_{A} \lesssim\left(\sum_{K} \eta_{K}\right)^{\frac{1}{2}}\right.\right.
$$

## 1-5 Proof of Theorem 1.10

The topic of this section is to prove the reliability of the error estimate. Based on the continuity and inf-sup conditions given in the previous part, we will derive a posteriori weighted-error estimators for the piecewise polynomial solution of (4.3). The first lemmas of this section give an upper bound for each contribution of the operator $\tilde{A}_{h}$, the last argument uses the inf-sup condition and an upper bound for the operator $\tilde{K}_{h}$.
The outline of the proof for the stationary case is as follow: separate our solution into a continuous and a discontinuous part (Lemma 1.12), give a bound to the discontinuous part (Lemma 1.14), derive a bound for the bilinear forms as an estimate multiplied by the energy-norm of the continuous function (Lemma 1.11. Lemma 1.16) and conclude with Lemma 1.8 .

First we give the upper bound on the operator $\tilde{K}_{h}$ for test functions in $V_{h}^{c}$.

## Lemma 1.11.

$$
\begin{aligned}
\forall v \in V_{h} \forall w \in V_{h}^{c} \\
\left|\tilde{K}_{h}(v, w)\right| \lesssim \alpha^{-\frac{1}{2}}\left(\sum_{E \in \mathcal{E}_{D}} a_{1}^{\omega_{E}} \gamma_{\infty}^{\omega_{E}} \int_{E} \frac{\varepsilon \gamma}{h_{E}} \llbracket v \rrbracket^{2}\right)^{\frac{1}{2}} \cdot\left(\sum_{K \in \mathcal{T}_{h}} \frac{\varepsilon}{a_{1}^{\omega_{K}} \gamma_{\infty}^{\omega_{K}}}\left\|G^{T} \nabla w\right\|_{L^{2}(K)}^{2}\right)^{\frac{1}{2}}
\end{aligned}
$$

Proof. $\tilde{K}_{h}(\hat{v}, \hat{w})=-\sum_{E \in \mathcal{E}_{D}} \varepsilon \int_{E}\left\{\left\{\Pi_{L^{2}}\left(G^{T} \nabla w\right)\right\}\right\} \cdot G^{T} \llbracket v \rrbracket$
And by Cauchy-Schwarz

$$
\begin{aligned}
\left|\tilde{K}_{h}(v, w)\right| & \leq\left(\sum_{E \in \mathcal{E}_{D}} a_{1}^{\omega_{E}} \gamma_{\infty}^{\omega_{E}} \int_{E} \frac{\varepsilon \gamma}{h_{E}} \llbracket v \rrbracket^{2}\right)^{\frac{1}{2}} \\
& \left(\sum_{E \in \mathcal{E}_{D}} \int_{E} \frac{\varepsilon h_{E}}{2 \alpha a_{1}^{\omega_{E}} \gamma_{\infty}^{\omega_{E}}}\left(\left(\left.\Pi_{L^{2}}\left(G^{T} \nabla w\right)\right|_{K}\right)^{2}+\left(\left.\Pi_{L^{2}}\left(G^{T} \nabla w\right)\right|_{K^{e}}\right)^{2}\right)\right)^{\frac{1}{2}} \\
& \lesssim \alpha^{-\frac{1}{2}}\left(\sum_{E \in \mathcal{E}_{D}} a_{1}^{\omega_{E}} \gamma_{\infty}^{\omega_{E}} \int_{E} \frac{\varepsilon \gamma}{h_{E}} \llbracket v \rrbracket^{2}\right)^{\frac{1}{2}}\left(\sum_{K \in \mathcal{T}_{h}} \frac{\varepsilon}{a_{1}^{\omega_{K}} \gamma_{\infty}^{\omega_{K}}}\left\|\Pi_{L^{2}}\left(G^{T} \nabla w\right)\right\|_{L^{2}(K)}^{2}\right)^{\frac{1}{2}} \\
& \lesssim \alpha^{-\frac{1}{2}}\left(\sum_{E \in \mathcal{E}_{D}} a_{1}^{\omega_{E}} \gamma_{\infty}^{\omega_{E}} \int_{E} \frac{\varepsilon \gamma}{h_{E}} \llbracket v \rrbracket^{2}\right)^{\frac{1}{2}}\left(\sum_{K \in \mathcal{T}_{h}} \frac{\varepsilon}{a_{1}^{\omega_{K}} \gamma_{\infty}^{\omega_{K}}}\left\|G^{T} \nabla w\right\|_{L^{2}(K)}^{2}\right)^{\frac{1}{2}}
\end{aligned}
$$

We will now study an approximation of elements of $V_{h}$ by elements of $V_{h}^{c}$ in case of conforming meshes. A similar theorem for the eulerian problem is stated in Theorem 2.2 in [22].

Lemma 1.12. Let $\mathcal{T}_{h}$ be a conforming mesh. Then there exists an approximation operator $\mathcal{A}_{h}: V_{h} \rightarrow V_{h}^{c}$ satisfying:

$$
\forall v_{h} \in V_{h}\left\{\begin{aligned}
\sum_{K \in \mathcal{T}_{h}}\left\|v_{h}-\mathcal{A}_{h} v_{h}\right\|_{H_{K}}^{2} & \lesssim \sum_{E \in \mathcal{E}_{D}} h_{E} J_{1}^{\omega_{E}} \int_{E} \llbracket v_{h} \rrbracket^{2} \\
\sum_{K \in \mathcal{T}_{h}}\left|v_{h}-\mathcal{A}_{h} v_{h}\right|_{U_{K}}^{2} & \lesssim \sum_{E \in \mathcal{E}_{D}} h_{E}^{-1} \gamma_{1}^{\omega_{E}} \int_{E} \llbracket v_{h} \rrbracket^{2}
\end{aligned}\right.
$$

Proof. We build the approximation with lagrangian nodes and use the property of polynomials to conclude.
For each $K \in \mathcal{T}_{h}, \mathcal{N}_{K}:=\left\{x_{K}^{(j)}: j=1, \ldots, m\right\}$ the set of distinct nodes of $K$ with nodes on both ends. Let $\left\{\phi_{K}^{(j)}: j=1, \ldots, m\right\}$ be a local basis of functions satisfying $\phi_{K}^{(i)}\left(x_{K}^{(j)}\right)=\delta_{i j}$.
Let $\mathcal{N}:=\bigcup_{K \in \mathcal{T}_{h}} \mathcal{N}_{K}$ be the set of nodes and

$$
\begin{aligned}
& \mathcal{N}_{D}:=\left\{\nu \in \mathcal{N}: \nu \in E \in \mathcal{E}_{D}^{\text {ext }}\right\} \\
& \mathcal{N}_{N}:=\left\{\nu \in \mathcal{N}: \nu \in E \in \mathcal{E}_{N}^{\text {ext }}\right\} \\
& \mathcal{N}_{i}:=\left\{\nu \in \mathcal{N}-\mathcal{N}_{D}:\left|\omega_{\nu}\right|=1\right\} \\
& \mathcal{N}_{v}:=\mathcal{N}-\left(\mathcal{N}_{i} \cup \mathcal{N}_{D}\right)
\end{aligned}
$$

Additionally define $\omega_{\nu}:=\left\{K \in \mathcal{T}_{h}: \nu \in K\right\}$ for each $\nu \in \mathcal{N}$.
We have that for each $\nu \in \mathcal{N},\left|\omega_{\nu}\right|$ is bounded by a constant depending only on $\theta_{0}$.
Finally, let $\stackrel{\mathcal{N}}{ }$ be the collection of distinct Lagrange nodes $\nu$ needed to build an element of $V_{h}^{c}$. In this case (conforming mesh) we have $\stackrel{\mathcal{N}}{ }=\mathcal{N}$. To each $\nu \in \stackrel{o}{\mathcal{N}}$ we associate a basis function $\phi^{(\nu)}$ :

$$
\operatorname{supp} \phi^{(\nu)} \subset \bigcup_{K \in \omega_{\nu}} K,\left.\phi^{(\nu)}\right|_{K}=\phi_{K}^{(j)}, x_{K}^{(j)}=\nu .
$$

Write $v_{h} \in V_{h}$ as $v_{h}=\sum_{K \in \mathcal{T}_{h}} \sum_{j=1}^{m} \alpha_{K}^{(j)} \phi_{K}^{(j)}$ and define

$$
\mathcal{A}_{h} v_{h}:=\sum_{\nu \in \mathcal{N}} \beta^{(\nu)} \phi^{(\nu)}, \text { where } \beta^{(\nu)}:= \begin{cases}0 & \text { if } \nu \in \mathcal{N}_{D} \\ \frac{1}{\left|\omega_{\nu}\right|} \sum_{x_{K}^{(j)}=\nu} \alpha_{K}^{(j)} & \text { if } \nu \in \mathcal{N}-\mathcal{N}_{D}\end{cases}
$$

We define now $\beta_{K}^{(j)}:=\beta^{(\nu)}$ if $x_{K}^{(j)}=\nu$.

We have $\left\|\phi_{K}^{(j)}\right\|_{L^{\infty}(K)}^{2} \lesssim 1$ and $\left\|\nabla \phi_{K}^{(j)}\right\|_{L^{\infty}(K)}^{2} \lesssim h_{K}^{-2}$.

Thus:

$$
\begin{aligned}
\sum_{K \in \mathcal{T}_{h}}\left|v_{h}-\mathcal{A}_{h} v_{h}\right|_{U_{K}}^{2} & \leq \sum_{K \in \mathcal{T}_{h}} \gamma_{1}^{K} h_{K}^{2}\left|\nabla\left(v_{h}-\mathcal{A}_{h} v_{h}\right)\right|_{L^{\infty}(K)}^{2} \\
& \lesssim \sum_{K \in \mathcal{T}_{h}} \gamma_{1}^{K} \sum_{j=1}^{m}\left|\alpha_{K}^{(j)}-\beta_{K}^{(j)}\right|^{2} \\
& \lesssim \sum_{\nu \in \mathcal{N}} \gamma_{1}^{\omega_{\nu}} \sum_{x_{K}^{(j)}=\nu}\left|\alpha_{K}^{(j)}-\beta^{(\nu)}\right|^{2} \\
& \lesssim \sum_{\nu \in \mathcal{N}_{v}} \gamma_{1}^{\omega_{\nu}} \sum_{x_{K}^{(j)}=\nu}\left|\alpha_{K}^{(j)}-\beta^{(\nu)}\right|^{2}+\sum_{\nu \in \mathcal{N}_{D}} \gamma_{1}^{\omega_{\nu}} \sum_{x_{K}^{(j)}=\nu}\left|\alpha_{K}^{(j)}\right|^{2} \\
\sum_{K \in \mathcal{T}_{h}}\left\|v_{h}-\mathcal{A}_{h} v_{h}\right\|_{H_{K}}^{2} & \leq \sum_{K \in \mathcal{T}_{h}} J_{1}^{K} h_{K}^{2}\left|v_{h}-\mathcal{A}_{h} v_{h}\right|_{L^{\infty}(K)}^{2} \\
& \lesssim \sum_{K \in \mathcal{T}_{h}} J_{1}^{K} h_{K}^{2} \sum_{j=1}^{m}\left|\alpha_{K}^{(j)}-\beta_{K}^{(j)}\right|^{2} \\
& \lesssim \sum_{\nu \in \mathcal{N}} J_{1}^{\omega_{\nu}} h_{\nu}^{2} \sum_{x_{K}^{(j)}=\nu}\left|\alpha_{K}^{(j)}-\beta^{(\nu)}\right|^{2} \quad\left(h_{\nu}=\max _{\omega_{\nu}}\left(h_{K}\right)\right) \\
& \lesssim \sum_{\nu \in \mathcal{N}_{v}} J_{1}^{\omega_{\nu}} h_{\nu}^{2} \sum_{x_{K}^{(j)}=\nu}\left|\alpha_{K}^{(j)}-\beta^{(\nu)}\right|^{2}+\sum_{\nu \in \mathcal{N}_{D}} J_{1}^{\omega_{\nu}} h_{\nu}^{2} \sum_{x_{K}^{(j)}=\nu}\left|\alpha_{K}^{(j)}\right|^{2}
\end{aligned}
$$

where we used $\alpha_{K}^{(j)}=\beta^{(\nu)}$ for $\nu \in \mathcal{N}_{i}$ in the fourth and last lines.
Now let $\kappa_{i}(\cdot)$ defined for the nodes $\nu$, the edges $E$ as well as any subset or collection of subsets of $\Omega_{r}$ depending also on some integer $i$ and such that it is increasing in terms of element and inclusion (i.e. if $a \in b$ then $\kappa_{i}(a) \leq \kappa_{i}(b)$ and if $a \subset b$, then $\left.\kappa_{i}(a) \leq \kappa_{i}(b)\right)$.

$$
A_{i}:=\sum_{\nu \in \mathcal{N}_{v}} \kappa_{i}(\nu) \sum_{x_{K}^{(j)}=\nu}\left|\alpha_{K}^{(j)}-\beta^{(\nu)}\right|^{2} .
$$

Let $\omega_{\nu}=\left\{K_{1}, \ldots, K_{\left|\omega_{\nu}\right|}\right\}$ with $\mu_{d-1}\left(K_{l} \cap K_{l+1}\right)>0$ then there is a constant depending only on $\left|\omega_{\nu}\right|$ and so $\theta_{0}$ such that

$$
\sum_{x_{K}^{(j)}=\nu}\left|\alpha_{K}^{(j)}-\beta^{(\nu)}\right|^{2} \leq c \sum_{l=1}^{\left|\omega_{\nu}\right|-1}\left|\alpha_{K_{l}}^{\left(j_{l}\right)}-\alpha_{K_{l+1}}^{\left(j_{l+1}\right)}\right|^{2}
$$

Then $A_{i} \lesssim \sum_{\nu \in \mathcal{N}_{v}} \kappa_{i}(\nu) \sum_{l=1}^{\left|\omega_{\nu}\right|-1}\left|\alpha_{K_{l}}^{\left(j_{l}\right)}-\alpha_{K_{l+1}}^{\left(j_{l+1}\right)}\right|^{2}$
Let $B_{i}:=\sum_{\nu \in \mathcal{N}_{D}} \kappa_{i}(\nu) \sum_{x_{K}^{(j)}=\nu}\left|\alpha_{K}^{(j)}\right|^{2}$.
If we work in $\nu \in \mathcal{N}_{D}$, in the case $\left|\omega_{\nu}\right|>1$, with the same kind of argument we have

$$
\sum_{x_{K}^{(j)}=\nu}\left|\alpha_{K}^{(j)}\right|^{2} \lesssim \sum_{l=1}^{\left|\omega_{\nu}\right|-1}\left|\alpha_{K_{l}}^{\left(j_{l}\right)}-\alpha_{K_{l+1}}^{\left(j_{l+1}\right)}\right|^{2}+\left|\alpha_{K_{\left|\omega_{\nu}\right|}}^{\left(j_{\mid \omega_{\nu}}\right)}\right|^{2}
$$

where we can ensure $K_{\left|\omega_{\nu}\right|}$ such that $\mu_{d-1}\left(K_{\left|\omega_{\nu}\right|} \cap \Gamma_{D}\right) \neq 0$.
Writing $\omega_{\nu}^{D}:=\left\{K \in \omega_{\nu}: \mu_{d-1}\left(K \cap \Gamma_{D}\right) \neq 0\right\}$, it means that for each $\nu \in \mathcal{N}_{D}$, for each $K \in \omega_{\nu}^{D}$, the value $\alpha_{K}^{(j)}$ for $x_{K}^{(j)}=\nu$ is the jump over an edge of $\Gamma_{D}$.
Thus $B_{i} \lesssim \sum_{\nu \in \mathcal{N}_{D}} \kappa_{i}(\nu)(\underbrace{\sum_{l=1}^{\left|\omega_{\nu}\right|-1}\left|\alpha_{K_{l}}^{\left(j_{l}\right)}-\alpha_{K_{l+1}}^{\left(j_{l+1}\right)}\right|^{2}}_{=0 \text { if }\left|\omega_{\nu}\right|=1}+\sum_{\left\{(j, K): K \in \omega_{\nu}^{D}, x_{K}^{(j)}=\nu\right\}}\left|\alpha_{K}^{(j)}\right|^{2})$
Finally

$$
\begin{aligned}
\sum_{K \in \mathcal{T}_{h}}\left|v_{h}-\mathcal{A}_{h} v_{h}\right|_{U_{K}}^{2} & \lesssim \sum_{E \in \mathcal{E}^{\text {int }}} \sum_{\nu \in E} \gamma_{1}^{\omega_{\nu}}\left|\alpha_{K^{+}}^{\left(j_{+}\right)}-\alpha_{K-}^{(j-)}\right|^{2} \\
& +\sum_{\nu \in \mathcal{N}_{D}} \sum_{\left\{(j, K): K \in \omega_{\nu}^{D}, x_{K}^{(j)}=\nu\right\}} \gamma_{1}^{\omega_{\nu}}\left|\alpha_{K}^{(j)}\right|^{2}
\end{aligned}
$$

And

$$
\begin{aligned}
\sum_{K \in \mathcal{T}_{h}}\left\|v_{h}-\mathcal{A}_{h} v_{h}\right\|_{H_{K}}^{2} & \lesssim \sum_{E \in \mathcal{E}^{\text {int }}} \sum_{\nu \in E} h_{\nu}^{2} J_{1}^{\omega_{\nu}}\left|\alpha_{K^{+}}^{\left(j^{+}\right)}-\alpha_{K^{-}}^{\left(j^{-}\right)}\right|^{2} \\
& +\sum_{\nu \in \mathcal{N}_{D}} h_{\nu}^{2} J_{1}^{\omega_{\nu}} \sum_{\left\{(j, K):: K \in \omega_{\nu}^{D}, x_{K}^{(j)}=\nu\right\}}\left|\alpha_{K}^{(j)}\right|^{2}
\end{aligned}
$$

As for any $E \in \mathcal{E}^{\text {int }}$ :

$$
\begin{aligned}
\sum_{\nu \in E} \kappa_{i}(\nu)\left|\alpha_{K^{+}}^{\left(j_{\nu}^{+}\right)}-\alpha_{K^{-}}^{\left(j_{\nu}^{-}\right)}\right|^{2} & \lesssim \kappa_{i}(E)\left|\llbracket v_{h} \rrbracket\right|_{L^{\infty}(E)}^{2} \\
& \lesssim \frac{\kappa_{i}(E)}{h_{E}} \int_{E} \llbracket v_{h} \rrbracket^{2} \\
\sum_{\nu \in \mathcal{N}_{D}} \kappa_{i}(\nu) \sum_{\left\{(j, K): K \in \omega_{\nu}^{D}, x_{K}^{(j)}=\nu\right\}}\left|\alpha_{K}^{(j)}\right|^{2} & =\sum_{E \in \mathcal{E}_{D}^{\text {ext }}} \sum_{\nu \in E} \kappa_{i}(\nu)\left|\alpha_{K_{E}}^{\left(j_{\nu}\right)}\right|^{2} \\
& \lesssim \sum_{E \in \mathcal{E}_{D}^{\text {ext }}} \kappa_{i}(E) \int_{E} \llbracket v_{h} \rrbracket^{2}
\end{aligned}
$$

Then

$$
\left\{\begin{aligned}
\sum_{K \in \mathcal{T}_{h}}\left|v_{h}-\mathcal{A}_{h} v_{h}\right|_{U_{K}}^{2} & \lesssim \sum_{E \in \mathcal{E}_{D}} h_{E}^{-1} \gamma_{1}^{\omega_{E}} \int_{E} \llbracket v_{h} \rrbracket^{2} \\
\sum_{K \in \mathcal{T}_{h}}\left\|v_{h}-\mathcal{A}_{h} v_{h}\right\|_{H_{K}}^{2} & \lesssim \sum_{E \in \mathcal{E}_{D}} h_{E} J_{1}^{\omega_{E}} \int_{E} \llbracket v_{h} \rrbracket^{2}
\end{aligned}\right.
$$

Remark 1.13. Note that this operator, that we will use again for the study of the unsteady problem, $\mathcal{A}_{h}$ is a linear operator only depending on the mesh and not on the features, it is therefore independent of time when the features are dependent of the mesh deformation.

Let's now project $u_{h}$ via $\mathcal{A}_{h}$ :

$$
\begin{equation*}
u_{h}=u_{h}^{c}+u_{h}^{r} \text { with } u_{h}^{c}=\mathcal{A}_{h} u_{h} \tag{4.19}
\end{equation*}
$$

Here, $u_{h}^{c}$ is a continuous projection of $u_{h}$ and $u_{h}^{r}$ catches the jumps. With this we will find a bound for

$$
\begin{equation*}
\kappa:=\left|\left\|u-u_{h}\left|\|\left|+\left|u-u_{h}\right|_{A}\right.\right.\right.\right. \tag{4.20}
\end{equation*}
$$

By definition and triangular inequality

$$
\kappa \leq\left|\left\|\hat{u}^{s}-\hat{u}_{h}^{c}\right\|\right|+\left|\hat{u}^{s}-\hat{u}_{h}^{c}\right|_{A}+\left|\left\|\hat { u } _ { h } ^ { r } \left|\|+\left|\hat{u}_{h}^{r}\right|_{A}\right.\right.\right.
$$

We then bound $\kappa$ with these error estimators. We first bound the jump term by applying Lemma $\mathbf{1 . 1 2}$ to $u_{h}^{r}$.
Lemma 1.14. $\left|\left|\left|u_{h}^{r}\right| \|+\left|u_{h}^{r}\right|_{A} \lesssim\left(\sum_{K \in \mathcal{T}_{h}}\left[\frac{1}{\alpha}+1\right] \eta_{J_{K}}^{2}\right)^{\frac{1}{2}}\right.\right.$.
Proof. Knowing that $\llbracket u_{h}^{r} \rrbracket=\llbracket u_{h} \rrbracket$ on $\mathcal{E}_{D}$ :

$$
\begin{aligned}
\left\|\left|\left|u_{h}^{r}\right| \|^{2}+\left|u_{h}^{r}\right|_{A}^{2}\right.\right. & \leq \sum_{K \in \mathcal{T}_{h}}\left[\varepsilon\left|u_{h}^{r}\right|_{U_{K}}^{2}+\beta\left\|u_{h}^{r}\right\|_{H_{K}}^{2}\right]+\left|\left(J^{\frac{1}{2}} G\right)^{-1} W u_{h}^{r}\right|_{*}^{2} \\
& +\sum_{E \in \mathcal{E}_{D}}\left[\left(\beta+\frac{\delta_{\omega_{E}}^{2}}{\varepsilon}\right) h_{E} J_{1}^{\omega_{E}} \gamma_{\infty}^{\omega_{E}}+\frac{\varepsilon \alpha}{h_{E}}\right]_{E} \llbracket G^{T} u_{h} \rrbracket^{2}
\end{aligned}
$$

By Lemma 1.12

$$
\left\{\begin{aligned}
\sum_{K \in \mathcal{T}_{h}} \varepsilon\left|u_{h}^{r}\right|_{U_{K}}^{2} & \lesssim \alpha^{-1} \sum_{E \in \mathcal{E}_{D}} a_{1}^{\omega_{E}} \frac{\alpha}{h_{E}} \int_{E} \llbracket u_{h}^{r} \rrbracket^{2} \\
\sum_{K \in \mathcal{T}_{h}} \beta\left\|u_{h}^{r}\right\|_{H_{K}}^{2} & \lesssim \sum_{E \in \mathcal{E}_{D}} \beta h_{E} J_{1}^{\omega_{E}} \int_{E} \llbracket u_{h}^{r} \rrbracket^{2}
\end{aligned}\right.
$$

$$
\begin{aligned}
\left|\left(J^{\frac{1}{2}} G\right)^{-1} W u_{h}^{r}\right|_{*}^{2} & \leq \sup _{v \in H_{0}^{1}\left(\Omega_{r}\right):\|\hat{v}\|=1}\left(\left\|\left(J^{\frac{1}{2}} G\right)^{-1} W u_{h}^{r}\right\|_{H}^{2} \cdot|v|_{U}^{2}\right) \leq \frac{1}{\varepsilon}\left\|\left(J^{\frac{1}{2}} G\right)^{-1} W u_{h}^{r}\right\|_{H}^{2} \\
& \leq \frac{1}{\varepsilon} \sum_{K \in \mathcal{T}_{h}} \delta_{K}\left\|u_{h}^{r}\right\|_{H_{K}}^{2} \lesssim \sum_{E \in \mathcal{E}_{D}} \frac{h_{E} \delta_{\omega_{E}}}{\varepsilon} \int_{E} \llbracket u_{h}^{r} \rrbracket^{2} \\
& \lesssim \sum_{K \in \mathcal{T}_{h}} \eta_{J_{K}}^{2}
\end{aligned}
$$

Finally, we want to use the inf-sup condition to bound the continuous part of $\kappa$, namely $\left\|\left|\hat{u}^{s}-\hat{u}_{h}^{c}\| \|+\left|\hat{u}^{s}-\hat{u}_{h}^{c}\right|_{A}\right.\right.$. To do so we present a lemma of approximation of function of $H_{D}^{1}\left(\Omega_{r}\right)$ by continuous, piecewise polynomials. This is done for static meshes in [19 with Clement-type interpolant.

We denote $\mathcal{N}_{h}$ the vertices of the mesh and $\mathcal{N}_{N}$ the ones not lying on the Dirichlet boundary and define a nodal basis function $\lambda_{y}$ for $y \in \mathcal{N}_{N}$

$$
\lambda_{y \mid K} \in \mathcal{P}_{1}(K) \forall K \in \mathcal{T}_{h}, \lambda_{y}(z)=0 \forall z \in \mathcal{N}_{h}-\{y\} .
$$

And

$$
\begin{aligned}
\mathcal{I}_{h}: L^{1}(\Omega) & \rightarrow\left\{\varphi \in C(\Omega):\left.\varphi\right|_{K} \in S_{1}(K), \varphi=0 \text { on } \Gamma_{D}\right\} \\
v & \mapsto \sum_{y \in \mathcal{N}_{N}} \frac{\int_{\omega_{y}} v}{\left|\omega_{y}\right|} \lambda_{y} .
\end{aligned}
$$

with $\left|\omega_{y}\right|$ the Lebesgue measure of the set $\omega_{y}$ in $\Omega$.
Lemma 1.15. For all $v \in H_{D}^{1}\left(\Omega_{r}\right)$, there is $\varepsilon\left|\mathcal{I}_{h} v\right|_{U_{K}}^{2} \lesssim a_{1}^{\omega_{K}} \gamma_{\infty}^{\omega_{K}}|v|_{U_{K}}^{2}$ and

$$
\begin{cases}\sum_{K \in \mathcal{T}_{h}} \rho_{K}^{-2}\left\|v-\mathcal{I}_{h} v\right\|_{L^{2}(K)}^{2} & \lesssim\|v\|^{2} \\ \sum_{E \in \mathcal{E}} \sqrt{\frac{\varepsilon}{\gamma_{\infty}} \rho_{E}^{-1}} \int_{E}^{-1} \int_{E}\left(v-\mathcal{I}_{h} v\right)^{2} & \lesssim\|v v\|^{2}\end{cases}
$$

Proof. Since $\mathcal{I}_{h} v$ is piecewise affine, we can write $\nabla \mathcal{I}_{h} v=n_{v}^{K}$. [19], Lemma 5.1 says that $|K| \cdot\left\|n_{v}^{K}\right\|^{2} \lesssim\|\nabla v\|_{L^{2}\left(\omega_{K}\right)}^{2}$. We have the following inequality

$$
\varepsilon\left|\mathcal{I}_{h} v\right|_{U_{K}}^{2}=\int_{K} a n_{v}^{K} \cdot n_{v}^{K} \leq a_{1}^{K}|K| \cdot\left\|n_{v}^{K}\right\|^{2} \lesssim a_{1}^{K}| | \nabla v \|_{L^{2}\left(\omega_{K}\right)}^{2} \lesssim a_{1}^{\omega_{K}} \gamma_{\infty}^{\omega_{K}}|v|_{U_{K}}^{2}
$$

Lemma 3.1 in (17] gives

$$
\begin{cases}\beta J_{\min }^{\omega_{K}} \int_{K}\left(v-\mathcal{I}_{h} v\right)^{2} & \lesssim \beta J_{\min }^{\omega_{K}}\|v\|_{L^{2}\left(\omega_{K}\right)}^{2} \lesssim \beta\|v\|_{H_{\omega_{K}}}^{2} \\ \frac{\varepsilon}{h_{K}^{2} \gamma_{\infty}^{\omega_{K}}} \int_{K}\left(v-\mathcal{I}_{h} v\right)^{2} & \lesssim \frac{\varepsilon}{\gamma_{\infty}^{\omega_{K}}}\|\nabla v\|_{L^{2}\left(\omega_{K}\right)}^{2} \lesssim \varepsilon|v|_{U_{\omega_{K}}}^{2}\end{cases}
$$

Which gives the second inequality. The last inequality comes from the technique in Lemma 3.2 in [17].

Using the inf-sup condition and the previous lemmas, we can now bound the continuous part of $\kappa$, namely $\left|\left|\left|u-u_{h}^{c}\right| \|+\left|u-u_{h}^{c}\right|_{A}\right.\right.$.

Lemma 1.16. $\left|\left\|u-u_{h}^{c}\left|\|+\left|u-u_{h}^{c}\right|_{A} \lesssim\left(\sum_{K \in \mathcal{T}_{h}}\left(1+\frac{1}{\alpha}\right) \eta_{K}^{2}\right)^{\frac{1}{2}}\right.\right.\right.$ with $u_{h}^{c}$ defined in (4.19).

Proof. We will first bound

$$
T(v):=l\left(v-\mathcal{I}_{h} v\right)-\tilde{A}_{h}\left(u_{h}, v-\mathcal{I}_{h} v\right) \text { for } v \in H_{D}^{1}\left(\Omega_{r}\right)
$$

$T=T_{1}+T_{2}+T_{3}$ with
$\left\{\begin{array}{l}T_{1}(v):=\sum_{K \in \mathcal{T}_{h}} \int_{K}\left(f+\nabla \cdot\left\{a \nabla u_{h}\right\}-W \cdot \nabla u_{h}\right)\left(v-\mathcal{I}_{h} v\right) \\ T_{2}(v):=-\varepsilon \sum_{K \in \mathcal{T}_{h}} \int_{\partial K}\left(G^{T} \nabla u_{h} \cdot G^{T} \mathbf{n}_{K}\right)\left(v-\mathcal{I}_{h} v\right) \\ T_{3}(v):=-\sum_{K \in \mathcal{T}_{h}} \int_{\partial K_{\mathrm{in}}^{t}-\Gamma_{r}} W \cdot \llbracket u_{h} \rrbracket\left(v-\mathcal{I}_{h} v\right)\end{array}\right.$
Since

$$
\begin{aligned}
\left|T_{1}\right| & \leq\left(\sum_{K \in \mathcal{T}_{h}} \eta_{R_{K}}^{2}\right)^{\frac{1}{2}}\left(\sum_{K \in \mathcal{T}_{h}} \rho_{K}^{-2}\left\|v-\mathcal{I}_{h} v\right\|_{L^{2}(K)}^{2}\right)^{\frac{1}{2}} \\
& \left.\lesssim\left(\sum_{K \in \mathcal{T}_{h}} \eta_{R_{K}}^{2}\right)^{\frac{1}{2}} \right\rvert\,\|v\| \| \\
\left|T_{2}\right| & =\left|\varepsilon \sum_{K \in \mathcal{T}_{h}} \int_{\partial K}\left(G^{T} \nabla u_{h} \cdot G^{T} \mathbf{n}_{K}\right)\left(v-\mathcal{I}_{h} v\right)\right| \\
& \lesssim\left(\sum_{K \in \mathcal{T}_{h}} \eta_{E_{K}}^{2}\right)^{\frac{1}{2}}|\|v \mid\| \\
\left|T_{3}\right| & =\left|\sum_{K \in \mathcal{T}_{h}} \int_{\partial K_{\mathrm{in}}^{t}-\Gamma_{r}} W \cdot \llbracket u_{h} \rrbracket\left(v-\mathcal{I}_{h} v\right)\right| \\
& \lesssim\left(\sum_{K \in \mathcal{T}_{h}} \eta_{J_{K}}^{2}\right)^{\frac{1}{2}}\|| | v \mid\|
\end{aligned}
$$

Therefore for all $v \in H_{D}^{1}\left(\Omega_{r}\right)$

$$
\begin{aligned}
\tilde{A}_{h}\left(u-u_{h}^{c}, v\right) & =l(v)-\tilde{A}_{h}\left(u_{h}^{c}, v\right) \\
& =l(v)-\tilde{A}_{h}\left(u_{h}, v\right)+\tilde{A}_{h}\left(u_{h}^{r}, v\right)
\end{aligned}
$$

And $l\left(\mathcal{I}_{h} v\right)=A_{h}\left(u_{h}, \mathcal{I}_{h} v\right)=\tilde{A}_{h}\left(u_{h}, \mathcal{I}_{h} v\right)+\tilde{K}_{h}\left(u_{h}, \mathcal{I}_{h} v\right)$
Then $\tilde{A}_{h}\left(u-u_{h}^{c}, v\right)=T(v)+\tilde{A}_{h}\left(u_{h}^{r}, v\right)+\tilde{K}_{h}\left(u_{h}, \mathcal{I}_{h} v\right)$

$$
\begin{aligned}
\left|\tilde{A}_{h}\left(u-u_{h}^{c}, v\right)\right| \lesssim\left\{\left(\sum_{K \in \mathcal{T}_{h}} \eta_{R_{K}}^{2}\right)^{\frac{1}{2}}\right. & +\left(\sum_{K \in \mathcal{T}_{h}} \eta_{E_{K}}^{2}\right)^{\frac{1}{2}}+\left(\sum_{K \in \mathcal{T}_{h}} \eta_{J_{K}}^{2}\right)^{\frac{1}{2}} \\
& \left.+\left(\sum_{K \in \mathcal{T}_{h}}\left[\frac{1}{\alpha}+1\right] \eta_{J_{K}}^{2}\right)^{\frac{1}{2}}+\left(\sum_{K \in \mathcal{T}_{h}} \frac{1}{\alpha} \eta_{J_{K}}^{2}\right)^{\frac{1}{2}}\right\}\|\|v\|\|
\end{aligned}
$$

And by noticing that $\left|u-u_{h}^{c}\right|_{A}=\left|\left(J^{\frac{1}{2}} G\right)^{-1} W\left(u-u_{h}^{c}\right)\right|_{*}$ :

$$
\left|\left\|u-u_{h}^{c}\left|\|+\left|u-u_{h}^{c}\right|_{A} \lesssim \sup _{v \in H_{D}^{1}\left(\Omega_{r}\right)-\{0\}} \frac{\tilde{A}_{h}\left(u-u_{h}^{c}, v\right)}{\|v v\|}\right.\right.\right.
$$

Lemma 1.17. $\kappa^{2} \lesssim \sum_{K \in \mathcal{T}_{h}}\left(1+\frac{1}{\alpha}\right) \eta_{K}^{2}$ with $\kappa$ defined in 4.20.
Proof. This result comes directly from Lemma 1.14 and Lemma 1.16

## 2 The semi-discrete interior penalty discretisation formulation for the unsteady advection-diffusion equation

We now use the discretisation from section 4-2 in order to semi-discretise 2.3. This semi-discretisation is the basis for the a priori study from section 4-3 and finally the result from Theorem 1.10 is used to develop an a posteriori error criterion in section 4-4.
We notice that formulation (2.3) can be written as 4.1): $a(t, X)=\varepsilon J F^{-1} F^{-T}$ and $W(t, X)=J F^{-1}(V-\tilde{V})$ and we can thus use the analysis done for the steady-state problem with $J=J(t, X)$ and $G=J^{\frac{1}{2}} F^{-1}$, notice that $\operatorname{det}(G)=1$ in 2D.

## 2-1 Notation and weak form

Let $\omega_{r} \subset \Omega_{r}$ (we recall that $\Omega_{r}=\Omega$ ), we define the following:

$$
\|\hat{v}\|_{H_{\omega_{r}}(t)}^{2}:=\int_{\omega_{r}} \hat{v}^{2} J(t, \cdot),|\hat{\hat{\mid}}|_{U_{\omega_{r}}(t)}^{2}:=\int_{\omega_{r}}\left(\nabla_{X} \hat{v}\right)^{T} F(t, \cdot \cdot)^{-1} F(t, \cdot)^{-T}\left(\nabla_{X} \hat{v}\right) J(t, \cdot)
$$

If $\omega_{r}=\Omega_{r}$, the index $\Omega_{r}$ is omitted.
Denoting $v(t, \chi(t, X)):=\hat{v}(X), \omega(t):=\chi\left(t, \omega_{r}\right)$,

$$
\|v\|_{0 ; \omega}=\|\hat{v}\|_{H_{\omega_{r}}(t)} \text { and }|v|_{H^{1}(\omega)}=|\hat{\hat{v}}|_{U_{\omega_{r}}(t)} .
$$

Remark 2.1. This property shows that the approximation constructed are given with respect to the reference variable X. By denoting e the approximation error, the bounds on $\|\hat{e}\|_{H(t)}$ and $|\hat{e}|_{U(t)}$ represent $L^{2}$ - and $H^{1}$-bounds on $e$.

We define the spaces $L^{p}(0, T ; X)$ (withs $X$ a Banach space) that consist of mesurable functions $v:[0, T] \rightarrow X$ for which:

$$
\begin{gathered}
\|v\|_{L^{p}(0, T ; X)}^{p}:=\left(\int_{0}^{T}\|v(t)\|_{X}^{p} \mathrm{~d} t\right)<+\infty \text { for } 1 \leq p<+\infty \\
\|v\|_{L^{\infty}(0, T ; X)}:=\underset{0 \leq t \leq T}{\operatorname{ess} \sup }\|v(t)\|_{X}<+\infty \text { for } p=+\infty
\end{gathered}
$$

Set

$$
\begin{gathered}
H_{D}^{1}\left(\Omega_{r}\right):=\left\{\hat{v} \in H^{1}\left(\Omega_{r}\right): \hat{v}=0 \text { on } \Gamma_{D}\right\} \text { and } \\
H_{0}^{1}\left(\Omega_{r}\right):=\left\{\hat{v} \in H^{1}\left(\Omega_{r}\right): \hat{v}=0 \text { on } \Gamma\right\}
\end{gathered}
$$

For $\hat{u}, \hat{v} \in H^{1}\left(\Omega_{r}\right)$ we define the following:

$$
\begin{aligned}
& A(\hat{u}, \hat{v}):=\int_{\Omega_{r}} J\left[\varepsilon\left(F^{-T} \nabla_{X} \hat{u}\right) \cdot\left(F^{-T} \nabla_{X} \hat{v}\right)+(V-\tilde{V}) \cdot\left(F^{-T} \nabla_{X} \hat{u}\right) \hat{v}\right] \\
& l(\hat{v}):=\int_{\Omega_{r}} J \hat{f} \hat{v}+\int_{\Gamma_{N}} \hat{u}_{N} \hat{v}\left|F^{-T} \mathbf{n}_{r}\right|
\end{aligned}
$$

This gives us the weak form. The weak formulation of (2) is:

$$
\begin{align*}
& \text { Find } \hat{u} \in L^{2}\left(0, T ; H_{D}^{1}\left(\Omega_{r}\right)\right) \cap C^{1}\left(0, T ; H^{-1}\left(\Omega_{r}\right)\right) \\
& \qquad \text { s.t. } \forall t \in[0, T], \forall \hat{v} \in H_{D}^{1}\left(\Omega_{r}\right) \int_{\Omega_{r}} J \frac{\partial \hat{u}}{\partial t} \hat{v}=l(\hat{v})-A(\hat{u}, \hat{v}) \tag{4.21}
\end{align*}
$$

By integration by part

$$
\begin{aligned}
A(\hat{u}, \hat{v}):=\int_{\Omega_{r}} J\left[\varepsilon\left(F^{-T} \nabla_{X} \hat{u}\right) \cdot\left(F^{-T} \nabla_{X} \hat{v}\right)-\hat{u}(V\right. & \left.-\tilde{V}) \cdot\left(F^{-T} \nabla_{X} \hat{v}\right)-\nabla \cdot(V-\tilde{V}) \hat{u} \hat{v}\right] \\
& +\int_{\Gamma_{N}} J(V-\tilde{V}) \cdot\left(F^{-T} \mathbf{n}_{r}\right) \hat{u} \hat{v}
\end{aligned}
$$

## 2-2 Bilinear forms and function spaces for the semi-discretisation

To discretise 4.21, we consider regular and shape-regular meshes $\mathcal{T}_{h}=\{K\}$ that partition the computational domain $\Omega_{r}$ into open triangles and has the same properties as for the steady-state problem. We consider this mesh to be static and steady. We define the same way as in section 4-1.2 the sets of edges $\mathcal{E}^{\text {int }}, \mathcal{E}^{\text {ext }}, \mathcal{E}_{N}^{\text {ext }}, \mathcal{E}_{D}^{\text {ext }}, \mathcal{E}, \mathcal{E}_{N}$ and $\mathcal{E}_{D}$, the outward normal vectors $\mathbf{n}_{K}$, the inflow and outflow boundaries $\Gamma_{\text {in }}^{t}$ and $\Gamma_{\text {out }}^{t}$ of the domain and $\partial K_{\text {in }}^{t}$ and $\partial K_{\text {out }}^{t}$ of each triangle, the broken Sobolev spaces $H^{k}\left(\mathcal{T}_{h}\right)$, the polynomial spaces $V_{h}$ and $V_{h}^{c}$, the functional space $U_{h}$, the average and jump $\{\{\hat{v}\}\}$ and $\llbracket \hat{v} \rrbracket$ of a scalar and $\{\{\mathbf{q}\}\}$ and $\llbracket \mathbf{q} \rrbracket$ of a vector. Additionally we define $A_{h}(\cdot, \cdot)$ as

$$
\begin{aligned}
& A_{h}(\hat{u}, \hat{v}):= \sum_{K \in \mathcal{T}_{h}} \int_{K} J\left[\varepsilon\left(F^{-T} \nabla_{X} \hat{u}\right) \cdot\left(F^{-T} \nabla_{X} \hat{v}\right)+(V-\tilde{V}) \cdot\left(F^{-T} \nabla_{X} \hat{u}\right) \hat{v} \rrbracket\right. \\
&-\sum_{E \in \mathcal{E}_{D}} \int_{E} J^{\frac{1}{2}} \varepsilon\left(\left\{\left\{\Pi_{L^{2}}\left(J^{\frac{1}{2}} F^{-T} \nabla_{X} \hat{u}\right)\right\}\right\} \cdot F^{-T} \llbracket \hat{v} \rrbracket+\theta\left\{\left\{\Pi_{L^{2}}\left(J^{\frac{1}{2}} F^{-T} \nabla_{X} \hat{v}\right)\right\}\right\} \cdot F^{-T} \llbracket \hat{u} \rrbracket\right) \\
&+\frac{\alpha \varepsilon}{h_{E}} \int_{E} J F^{-T} \llbracket \hat{u} \rrbracket \cdot F^{-T} \llbracket \hat{v} \rrbracket-\sum_{K \in \mathcal{T}_{h}} \int_{\partial K_{\mathrm{in}}^{t}} J(V-\tilde{V}) \cdot\left(F^{-T} \llbracket \hat{u} \rrbracket\right) \hat{v}
\end{aligned}
$$

With $\alpha>0$ the interior penalty parameter. And let $\theta \in\{-1,1\}$.
We consider the DG method that is based on an upwind discretisation for the convective term and a (non-)symmetric interior penalty discretisation for the Laplacian, i.e.

Find $\hat{u}_{h} \in C^{1}\left(0, T ; V_{h}\right)$ s.t. $\forall t \in[0, T], \forall \hat{v}_{h} \in V_{h}$

$$
\begin{equation*}
\int_{\Omega_{r}} J \frac{\partial \hat{u}_{h}}{\partial t} \hat{v}_{h}=l\left(\hat{v}_{h}\right)-A_{h}\left(\hat{u}_{h}, \hat{v}_{h}\right) \tag{4.22}
\end{equation*}
$$

where $\hat{u}_{h}(0, \cdot) \in V_{h}$ is a projection of $\hat{u}_{0}(\cdot)$ onto $V_{h}$.
The operator $\mathcal{A}_{h}: V_{h} \rightarrow V_{h}^{c}$ defined in Lemma 1.12, $\beta, \delta_{\omega}$ and the time dependent norms and seminorms $\left\|\left.\|\cdot\|\left|,|\cdot|_{*}\right.\right.$ and $| \cdot\right|_{A}$ similarly to 4.10), (4.11) and (4.12) respectively.

Let $\hat{u}^{s}:[0, T] \rightarrow H_{D}^{1}\left(\Omega_{r}\right)$ and $\hat{u}_{h}^{s}:[0, T] \rightarrow V_{h}$ for each $t$ such that

$$
\begin{cases}\forall \hat{v} \in H_{D}^{1}\left(\Omega_{r}\right) & l(\hat{v})-\int_{\Omega_{r}} J \frac{\partial \hat{u}_{h}}{\partial t} \hat{v}-A\left(t ; \hat{u}^{s}(t), \hat{v}\right)=0  \tag{4.23}\\ \forall \hat{v}_{h} \in V_{h} & l\left(\hat{v}_{h}\right)-\int_{\Omega_{r}} J \frac{\partial \hat{u}_{h}}{\partial t} \hat{v}_{h}-A_{h}\left(t ; \hat{u}_{h}^{s}(t), \hat{v}_{h}\right)=0\end{cases}
$$

Notice that $\hat{u}^{s}(t)\left(\right.$ resp. $\left.\hat{u}_{h}^{s}(t)\right)$ is the solution of 4.21) (resp. 4.22) with righthand side $J\left(\hat{f}-\frac{\partial \hat{u}_{h}}{\partial t}\right)$.

Remark 2.2. From Remark 1.13 we conclude that the operator $\mathcal{A}_{h}$ is preserving the smoothness in time, thereby defining $\hat{u}_{h}^{r}$ and $\hat{u}_{h}^{c}$ as space-time functions: $\hat{u}_{h}^{r} \in C^{1}\left(0, T ; V_{h}\right)$ and $\hat{u}_{h}^{c} \in C^{1}\left(0, T ; V_{h}^{c}\right)$.

Denoting $\gamma=\alpha J\left|F^{-T} \mathbf{n}\right|^{2}$ on any edge $E$, we also define:

$$
J_{h}(t ; \hat{u}, \hat{v})=\sum_{E \in \mathcal{E}_{D}} \int_{E} \frac{\gamma}{h_{E}} \llbracket \hat{u} \rrbracket \cdot \llbracket \hat{v} \rrbracket .
$$

## 3 An a priori error estimate for the semi-discrete formulation

Before considering a full a posteriori error criterion for the unsteady problem, we present here an a priori approach. In Remark 3.3 (b) we describe the convergence of the method depending on the regularity of the flow map and the solution, linking this study to [43]. Unlike [43], where Theorem 46 gives a convergence rate when $J^{\frac{1}{2}} F^{-T} \nabla_{X} \hat{u} \in H^{l}\left(\Omega_{r}\right)$, we quantify here the dependence of an a priori error estimate on the derivatives of the mesh velocity and thus the estimate depending on the derivatives of $J$ and $F$ is insufficient. Therefore, we first develop the a priori approach from Theorem 3.1 to highlight a balance between $\|V-\tilde{V}\|^{2} / \varepsilon$ and $\|\nabla \cdot \tilde{V}\|$, and then give the approximation Properties
3.2 to explicitly expose the dependence in the different derivatives of the mesh velocity. This section is concluded with Remark 3.3 for a situation where the deformation map is not smooth.
As stated in Chapter 3, even if this study is only done for the 2D case, since the theorems that we use as well as the data that we can access are the same in the two cases, this a priori study also holds for 1D.
This a priori error estimation can help us to choose a mesh velocity. In the test cases from sections 3-3.1 and 4-5.1 we prolong this theoretical statement by highlighting a balance between $\|V-\tilde{V}\|^{2} / \varepsilon$ and $\|\nabla \cdot \tilde{V}\|$,

In this section we suppose higher regularity the strong solution of (2.3), namely $\hat{u} \in H^{2}\left(\Omega_{r}\right)$. For the analysis we need to define the following projections:
$\Pi_{L^{2}}:\left(H^{0}\left(\mathcal{T}_{h}\right)\right)^{2} \rightarrow V_{h}^{2}$ the $L^{2}$-projection.
$P_{h}(t): H^{0}\left(\mathcal{T}_{h}\right) \rightarrow V_{h}$ the weighted projections s.t.

$$
\forall \hat{v} \in H^{0}\left(\mathcal{T}_{h}\right), \int_{K} J(t, \cdot)\left(\hat{v}-P_{h} \hat{v}\right) \hat{v}_{h}=0 \forall \hat{v}_{h} \in V_{h}
$$

In the following lemma we call

$$
\begin{align*}
& \hat{e}=\left(\hat{u}-P_{h} \hat{u}\right)+\left(P_{h} \hat{u}-\hat{u}_{h}\right)=\hat{e}_{p}+\hat{e}_{h}  \tag{4.24}\\
& \hat{E}_{p}=J^{\frac{1}{2}} F^{-T} \nabla_{X} \hat{u}-\Pi_{L^{2}}\left(J^{\frac{1}{2}} F^{-T} \nabla_{X} \hat{u}\right) \tag{4.25}
\end{align*}
$$

$$
\begin{equation*}
\hat{N}:[0, T] \times H^{1}\left(\mathcal{T}_{h}\right) \rightarrow \mathbf{R}, \text { the seminorm s.t. } \hat{N}(t, \hat{v})^{2}=|\hat{v}|_{U(t)}^{2}+2 J_{h}(t ; \hat{v}, \hat{v}) \tag{4.26}
\end{equation*}
$$

$$
\begin{equation*}
\hat{B}: H^{1 / 2}\left(\mathcal{T}_{h}\right) \rightarrow \mathbf{R} \text {, the seminorm s.t. } \hat{B}(\hat{v})^{2}=\frac{\sum_{\mathcal{E}_{D}} h_{E} \int_{E}\{\{\hat{v}\}\}^{2}}{C_{T}} \tag{4.27}
\end{equation*}
$$

Notice that $\hat{E}_{p} \in H^{1}\left(\mathcal{T}_{h}\right)$ and define $N(t, \cdot)$ and $B(t, \cdot)$ as the corresponding time dependant seminorm s.t. $N(t, v)=\hat{N}(t, \hat{v})$ and $B(t, v)=\hat{B}(\hat{v})$ and $e_{p}$ and $E_{p}$ are the corresponding functions in the eulerian variable.
Recalling that $\dot{J}=J(\nabla \cdot \tilde{V}), \dot{F}=(\nabla \tilde{V}) F$ (implying $\dot{F}^{-1}=-F^{-1}(\nabla \tilde{V})$ ) yields
$\forall \hat{v} \in H^{1}\left(T_{h}\right)$

$$
\begin{aligned}
& \frac{d}{\mathrm{~d} t}\|\hat{v}\|_{H_{K}(t)}^{2}=\int_{K} \hat{v}^{2} J(\nabla \cdot \tilde{V}) \\
& \frac{d}{\mathrm{~d} t} \int_{E} J \hat{v}^{2}=\int_{E} \hat{v}^{2} J(\nabla \cdot \tilde{V}) \\
& \frac{d}{\mathrm{~d} t}\|\hat{v}\|_{U_{K}(t)}^{2}=\int_{K} J\left(F^{-T} \nabla_{X} \hat{v}\right)^{T}\left(\nabla \cdot \tilde{V}-\nabla \tilde{V}-(\nabla \tilde{V})^{T}\right) F^{-T} \nabla_{X} \hat{v} \\
& \frac{d}{\mathrm{~d} t} \int_{E} \gamma \llbracket \hat{v} \rrbracket^{2}=\int_{E} \alpha J\left(F^{-T} \mathbf{n}\right)^{T}\left(\nabla \cdot \tilde{V}-\nabla \tilde{V}-(\nabla \tilde{V})^{T}\right) F^{-T} \mathbf{n} \llbracket \hat{v} \rrbracket^{2}
\end{aligned}
$$

for $C_{0}(t):=\frac{1}{2}\|\nabla \cdot \tilde{V}\|_{L^{1}\left(0, t ; L^{\infty}(\Omega)\right)}$ and $C_{1}(t):=C_{0}(t)+\left\|\frac{\nabla \tilde{V}+(\nabla \tilde{V})^{T}}{2}\right\|_{L^{1}\left(0, t ; L^{\infty}(\Omega)\right)}$. Using Gronwall's inequality we have:

$$
\begin{align*}
\|\hat{v}\|_{H(0)} e^{-C_{0}(t)} & \leq\|\hat{v}\|_{H(t)} \leq\|\hat{v}\|_{H(0)} e^{C_{0}(t)}  \tag{4.28}\\
\int_{E} \hat{v}^{2} e^{-2 C_{0}(t)} & \leq \int_{E} J \hat{v}^{2} \leq \int_{E} \hat{v}^{2} e^{2 C_{0}(t)}  \tag{4.29}\\
\|\hat{v}\|_{U(0)} e^{-C_{1}(t)} & \leq\|\hat{v}\|_{U(t)} \leq\|\hat{v}\|_{U(0)} e^{C_{1}(t)}  \tag{4.30}\\
J_{h}(0 ; \hat{v}, \hat{v}) e^{-2 C_{1}(t)} & \leq J_{h}(t ; \hat{v}, \hat{v}) \leq J_{h}(0 ; \hat{v}, \hat{v}) e^{2 C_{1}(t)} \tag{4.31}
\end{align*}
$$

We can now state the a priori error estimate.

Theorem 3.1. Let $T>0$ and $\hat{u}_{h}$ be the solution of 4.22, $\hat{e}_{p}$ and $\hat{E}_{p}$ be respectively defined in (4.24) and 4.25 and $N(t, \cdot)$ and $B(t, \cdot)$ be the seminorms respectively defined in 4.26) and 4.27).

For SIPG

$$
\begin{array}{r}
\|e\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}^{2}+\frac{\varepsilon}{4}\|e\|_{L^{2}(0, T ; N(t, \cdot))}^{2} \leq C_{S}\left(\|e(0)\|_{L^{2}(\Omega)}^{2}+2\left\|e_{p}\right\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}^{2}\right. \\
\left.\quad+30 \varepsilon\left\|e_{p}\right\|_{L^{2}(0, T ; N(t, \cdot))}^{2}+\frac{97}{8} \varepsilon\left\|E_{p}\right\|_{L^{2}(0, T ; B(t, \cdot))}^{2}\right) \tag{4.32}
\end{array}
$$

with $C_{S}=\exp \left[\frac{8+12 e^{4 C_{0}^{\Omega}(T)}}{\varepsilon}\|V-\tilde{V}\|_{L^{2}\left(0, T ; L^{\infty}(\Omega)\right)}^{2}+\frac{1}{2}\|\nabla \cdot \tilde{V}\|_{L^{1}\left(0, T ; L^{\infty}(\Omega)\right)}\right]$ holds.

For NIPG

$$
\begin{gather*}
\|e\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}^{2}+\frac{\varepsilon}{2}\|e\|_{L^{2}(0, T ; N(\cdot))}^{2} \leq C_{N}\left(\|e(0)\|_{L^{2}(\Omega)}^{2}+2\left\|e_{p}\right\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}^{2}\right. \\
\left.+4 \varepsilon\left\|e_{p}\right\|_{L^{2}(0, T ; N(t,))}^{2}+\frac{17}{8} \varepsilon\left\|E_{p}\right\|_{\left.L^{2}(0, T ; B(t,))\right)}^{2}\right) \tag{4.33}
\end{gather*}
$$

with $C_{N}=\exp \left[\frac{1+2 e^{4 C_{0}^{\Omega}(T)}}{\varepsilon}\|V-\tilde{V}\|_{L^{2}\left(0, T ; L^{\infty}(\Omega)\right)}^{2}+\frac{1}{2}\|\nabla \cdot \tilde{V}\|_{L^{1}\left(0, T ; L^{\infty}(\Omega)\right)}\right]$ holds.
Proof. In the beginning of the proof we work with the generic form of interior penalty methods, namely $\theta \in\{-1,1\}$.
We have the following inequalities

$$
\begin{aligned}
\int_{\Omega_{r}} J \frac{\partial \hat{e}}{\partial t} \hat{e} & =\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\|e\|_{L^{2}(\Omega)}^{2}-\int_{\Omega_{r}} \frac{\nabla \cdot \tilde{V}}{2} J \hat{e}_{c}^{2} \\
& \geq \frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\|e\|_{L^{2}(\Omega)}^{2}-\frac{\|\nabla \cdot \tilde{V}\|_{\infty}}{2}\|e\|_{L^{2}(\Omega)}^{2} \\
\int_{\Omega_{r}} J \frac{\partial \hat{e}_{p}}{\partial t} \hat{e}_{p} & =\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left\|e_{p}\right\|_{L^{2}(\Omega)}^{2}-\int_{\Omega_{r}} \frac{\nabla \cdot \tilde{V}}{2} J \hat{e}_{c}^{2} \\
& \leq \frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left\|e_{p}\right\|_{L^{2}(\Omega)}^{2}+\frac{\|\nabla \cdot \tilde{V}\|_{\infty}}{2}\left\|e_{p}\right\|_{L^{2}(\Omega)}^{2}
\end{aligned}
$$

and the identity

$$
\begin{aligned}
\int_{\Omega_{r}} J \frac{\partial \hat{e}}{\partial t} \hat{e}+A_{h}(\hat{e}, \hat{e}) & =\int_{\Omega_{r}} J \frac{\partial \hat{e}^{\partial t}}{\partial t} \hat{e}_{p}+\int_{\Omega_{r}} J \frac{\partial \hat{e}_{e_{r}}}{\partial t} \hat{e}_{h}+A_{h}\left(\hat{e}, \hat{e}_{p}\right)+A_{h}\left(\hat{e}, \hat{e}_{h}\right) \\
& =\int_{\Omega_{r}} J \frac{\partial \hat{e}_{p}}{\partial t} \hat{e}_{p}+\underbrace{\int_{\Omega_{r}} J \frac{\partial \hat{e}_{h}}{\partial t} \hat{e}_{p}}_{0}+A_{h}\left(\hat{e}, \hat{e}_{p}\right) \\
& +\underbrace{\int_{\Omega_{r}} J \frac{\partial \hat{e}}{\partial t} \hat{e}_{h}+A_{h}\left(\hat{e}, \hat{e}_{h}\right)}_{\varepsilon \sum_{\varepsilon_{D}} \int_{E}\left\{\left\{\hat{E}_{p}\right\}\right\} \cdot J^{\frac{1}{2}} F^{-T} \llbracket \hat{e}_{h} \rrbracket}
\end{aligned}
$$

Notice that $\llbracket \hat{e} \rrbracket=\llbracket \hat{u}_{h} \rrbracket$.
We will also use the following bounds

$$
\begin{equation*}
\forall \hat{v} \in H^{1}\left(\mathcal{T}_{h}\right) \sum_{E \in \mathcal{E}_{D}} h_{E} \int_{E}\left\{\left\{\Pi_{L^{2}}\left(J^{\frac{1}{2}} F^{-T} \nabla_{X} \hat{v}\right)\right\}\right\}^{2} \leq C_{T}\|\hat{v}\|_{U(t)}^{2} \tag{4.34}
\end{equation*}
$$

$$
\begin{equation*}
\forall \hat{v} \in V_{h} \sum_{E \in \mathcal{E}_{D}} h_{E} \int_{E} J \hat{v}^{2} \leq C_{T} e^{4 C_{0}^{\Omega}}\|\hat{v}\|_{H(t)}^{2} \tag{4.35}
\end{equation*}
$$

$$
\begin{equation*}
\forall \hat{v}, \hat{w} \in H^{1}\left(\mathcal{T}_{h}\right) \forall c>0 J_{h}(\hat{v}, \hat{w}) \leq \frac{c}{2} J_{h}(t ; \hat{v}, \hat{v})+\frac{1}{2 c} J_{h}(t ; \hat{w}, \hat{w}) \tag{4.36}
\end{equation*}
$$

with $C_{T}$ defined by (4.8). (4.34) is already proven in the proof of Lemma $\mathbf{1 . 3}$ (4.36) is a consequence of the trace inequality (4.8) and 4.28 and 4.36 by Cauchy-Schwarz and Young's inequality. Estimating

$$
\begin{aligned}
& \quad I=\frac{1}{2}\left(\frac{\mathrm{~d}}{\mathrm{~d} t}\|e\|_{L^{2}(\Omega)}^{2}-\frac{\mathrm{d}}{\mathrm{~d} t}\left\|e_{p}\right\|_{L^{2}(\Omega)}^{2}\right)+\varepsilon|\hat{e}|_{U(t)}^{2}+\varepsilon J_{h}(t ; \hat{e}, \hat{e}) \\
& \begin{aligned}
& \leq \sum_{K \in \mathcal{T}_{h}}-\int_{K} J \hat{e}(V-\tilde{V}) \cdot F^{-T} \nabla_{X} \hat{e}-J F^{-T} \nabla_{X} \hat{e} \cdot F^{-T} \nabla_{X} \hat{e}_{p}+J \hat{e}_{p}(V-\tilde{V}) \cdot F^{-T} \nabla_{X} \hat{e} \\
& \quad+\int_{\partial K_{\mathrm{in}}^{t}} J(V-\tilde{V}) \cdot F^{-T} \llbracket \hat{e} \rrbracket \hat{e}_{h}+\varepsilon J_{h}\left(t ; \hat{e}, \hat{e}_{p}\right) \\
&+\tilde{K}_{h}\left(\hat{e}, \hat{e}_{h}\right)+\sum_{\mathcal{E}_{D}} \int_{E}\left\{\left\{\hat{E}_{p}\right\}\right\} \cdot J^{\frac{1}{2}} F^{-T} \llbracket \hat{e}_{h} \rrbracket+\frac{\|\nabla \cdot \tilde{V}\|_{\infty}}{2}\left(\|e\|_{L^{2}(\Omega)}^{2}+\left\|e_{p}\right\|_{L^{2}(\Omega)}^{2}\right)
\end{aligned}
\end{aligned}
$$

Using $\hat{e}_{h}=\hat{e}-\hat{e}_{p}$

$$
\begin{array}{r}
I \leq \frac{\alpha_{1}}{2} \varepsilon|\hat{e}|_{U(t)}^{2}+\frac{\|V-\tilde{V}\|_{\infty}^{2}}{\varepsilon} \frac{1}{2 \alpha_{1}}\|e\|_{L^{2}(\Omega)}^{2}+\frac{\alpha_{2}}{2} \varepsilon|\hat{e}|_{U(t)}^{2}+\frac{1}{2 \alpha_{2}} \varepsilon\left|\hat{e}_{p}\right|_{U(t)}^{2}+\frac{\alpha_{3}}{2} \varepsilon|\hat{e}|_{U(t)}^{2} \\
+\frac{\|V-\tilde{V}\|_{\infty}^{2}}{\varepsilon} \frac{1}{2 \alpha_{3}}\left\|e_{p}\right\|_{L^{2}(\Omega)}^{2}+\frac{\alpha_{4}}{2} \varepsilon J_{h}(t ; \hat{e}, \hat{e})+\frac{1}{2 \alpha_{4}} \frac{\|V-\tilde{V}\|_{\infty}^{2}}{\varepsilon \alpha} \sum_{E \in \mathcal{E}_{D}} h_{E} \int_{E} J e_{h}^{2} \\
+\frac{\alpha_{5}}{2} \varepsilon J_{h}(t ; \hat{e}, \hat{e})+\frac{1}{2 \alpha_{5}} \varepsilon J_{h}\left(t ; \hat{e}_{p}, \hat{e}_{p}\right)+\frac{\alpha_{6}}{2}(1+\theta) \frac{\varepsilon C_{T}}{\alpha}|\hat{e}|_{U(t)}^{2}+\frac{(1+\theta)}{2 \alpha_{6}} \varepsilon J_{h}(t ; \hat{e}, \hat{e}) \\
+\frac{\alpha_{7}}{2}(1+\theta) \frac{\varepsilon C_{T}}{\alpha}|\hat{e}|_{U(t)}^{2}+\frac{(1+\theta)}{2 \alpha_{7}} \varepsilon J_{h}\left(t ; \hat{e}_{p}, \hat{e}_{p}\right)+\frac{\alpha_{8}}{2} \varepsilon J_{h}(t ; \hat{e}, \hat{e})+\frac{1}{2 \alpha_{8}} \frac{\varepsilon C_{T}}{\alpha}\left|\hat{e}_{p}\right|_{U(t)}^{2} \\
\quad+\frac{\varepsilon}{2 \alpha_{9}} \frac{C_{T}}{\alpha} \hat{B}\left(\hat{E}_{p}\right)^{2}+\frac{\alpha_{9}}{2} \varepsilon J_{h}(t ; \hat{e}, \hat{e})+\frac{\varepsilon}{2 \alpha_{10}} \frac{C_{T}}{\alpha} \hat{B}\left(\hat{E}_{p}\right)^{2}+\frac{\alpha_{10}}{2} \alpha_{\varepsilon} J_{h}\left(t ; \hat{e}_{p}, \hat{e}_{p}\right) \\
+\frac{\|\nabla \cdot \tilde{V}\|_{\infty}}{2}\left(\|e\|_{L^{2}(\Omega)}^{2}+\left\|e_{p}\right\|_{L^{2}(\Omega)}^{2}\right)
\end{array}
$$

And bounded via $\alpha>2 C_{T}$

$$
\begin{array}{r}
I \leq\left.\left[\frac{\alpha_{1}}{2}+\frac{\alpha_{2}}{2}+\frac{\alpha_{3}}{2}+\frac{\alpha_{6}}{4}(1+\theta)+\frac{\alpha_{7}}{4}(1+\theta)\right] \varepsilon\left|\hat{e}_{U(t)}^{2}+\left[\frac{1}{2 \alpha_{2}}+\frac{1}{4 \alpha_{8}}\right] \varepsilon\right| \hat{e}_{p}\right|_{U(t)} ^{2} \\
\quad+\left[\frac{\alpha_{4}}{2}+\frac{\alpha_{5}}{2}+\frac{(1+\theta)}{2 \alpha_{6}}+\frac{\alpha_{8}}{2}+\frac{\alpha_{9}}{2}\right] \varepsilon J_{h}(t ; \hat{e}, \hat{e}) \\
+\left[\frac{1}{2 \alpha_{5}}+\frac{(1+\theta)}{2 \alpha_{7}}+\frac{\alpha_{10}}{2}\right] \varepsilon J_{h}\left(t ; \hat{e}_{p}, \hat{e}_{p}\right)+\frac{e^{4 C_{0}^{\Omega}}}{4 \alpha_{4}} \frac{\|V-\tilde{V}\|_{\infty}^{2}}{\varepsilon}\left\|\hat{e}_{h}\right\|_{H(t)}^{2} \\
+\frac{\varepsilon}{4}\left[\alpha_{9}^{-1}+\alpha_{10}^{-1}\right] \hat{B}\left(\hat{E}_{p}\right)^{2}+\frac{\|V-\tilde{V}\|_{\infty}^{2}}{\varepsilon} \frac{1}{2 \alpha_{3}}\left\|e_{p}\right\|_{L^{2}(\Omega)}^{2}+\frac{\|V-\tilde{V}\|_{\infty}^{2}}{\varepsilon} \frac{1}{2 \alpha_{1}}\|e\|_{L^{2}(\Omega)}^{2} \\
 \tag{4.37}\\
+\frac{\|\nabla \cdot \tilde{V}\|_{\infty}}{2}\left(\|e\|_{L^{2}(\Omega)}^{2}+\left\|e_{p}\right\|_{L^{2}(\Omega)}^{2}\right)
\end{array}
$$

This is true for both SIPG and NIPG. In the following we distinguish between the two methods.
For SIPG: Using and setting $\alpha_{6}=\frac{3}{2}, \alpha_{1}=\alpha_{2}=\alpha_{3}=\alpha_{7}=\frac{1}{16}, \alpha_{4}=\alpha_{5}=$ $\alpha_{8}=\alpha_{9}=\frac{1}{24}, \alpha_{10}=4 \mathrm{implies}$

$$
\begin{aligned}
& \frac{1}{2}\left(\frac{\mathrm{~d}}{\mathrm{~d} t}\|e\|_{L^{2}(\Omega)}^{2}-\frac{\mathrm{d}}{\mathrm{~d} t}\left\|e_{p}\right\|_{L^{2}(\Omega)}^{2}\right)+\frac{\varepsilon}{8}\left(N(t, e)^{2}-120 N\left(t, e_{p}\right)^{2}\right)-\frac{97}{16} \varepsilon \hat{B}\left(\hat{E}_{p}\right) \\
& \quad \leq\left(\left[8+12 e^{4 C_{0}^{\Omega}}\right] \frac{\|V-\tilde{V}\|_{\infty}^{2}}{\varepsilon}+\frac{\|\nabla \cdot \tilde{V}\|_{\infty}}{2}\right)\left(\|e\|_{L^{2}(\Omega)}^{2}+\left\|e_{p}\right\|_{L^{2}(\Omega)}^{2}\right)
\end{aligned}
$$

For NIPG: $\alpha_{6}$ and $\alpha_{7}$ do not matter because $1+\theta=0$.
Using and setting $\alpha_{1}=\alpha_{2}=\alpha_{3}=\frac{1}{2}, \alpha_{4}=\alpha_{5}=\alpha_{8}=\alpha_{9}=\frac{1}{4}, \alpha_{10}=4$ implies

$$
\begin{aligned}
& \frac{1}{2}\left(\frac{\mathrm{~d}}{\mathrm{~d} t}\|e\|_{L^{2}(\Omega)}^{2}-\frac{\mathrm{d}}{\mathrm{~d} t}\left\|e_{p}\right\|_{L^{2}(\Omega)}^{2}\right)+\frac{\varepsilon}{4}\left(N(t, e)^{2}-8 N\left(t, e_{p}\right)^{2}\right)-\frac{17}{16} \varepsilon \hat{B}\left(\hat{E}_{p}\right) \\
& \quad \leq\left(\left[1+2 e^{4 C_{0}^{\Omega}}\right] \frac{\|V-\tilde{V}\|_{\infty}^{2}}{\varepsilon}+\frac{\|\nabla \cdot \tilde{V}\|_{\infty}}{2}\right)\left(\|e\|_{L^{2}(\Omega)}^{2}+\left\|e_{p}\right\|_{L^{2}(\Omega)}^{2}\right)
\end{aligned}
$$

and we conclude with Grönwall's inequality in the form $\frac{d}{d t}(a-\alpha)+(b-\beta) \leq C(t)(a+\alpha)$ for nonnegative quantities implies $a(T)+\int_{0}^{T} \mu(s, T) b(s) d s \leq \mu(0, T) a(0)+2 \mu(0, T) \max _{0 \leq s \leq T} \alpha(s)+\int_{0}^{T} \mu(s, T) \beta(s) d s$ with $\mu(s, t)=\exp \left(\int_{s}^{t} C(y) d y\right)$.

In both cases here, since $e^{4 C_{0}^{\Omega}}$ stays close to 1 for short times, one sees the multiplier ( $C_{S}$ for SIPG and $C_{N}$ for NIPG) driven exponentially by $\| V-\left.\tilde{V}\right|^{2} / \varepsilon$ and $\|\nabla \cdot \tilde{V}\|$. This directs our study towards a balance between these terms. The following approximation properties yield the necessary tools to interpret the $a$
priori error estimate by providing upper bounds on the terms on the right hand side of 4.33) and 4.32).

Properties 3.2. (Approximation in $H^{2}\left(\Omega_{r}\right)$ ) Let $T>0, p \geq 1$ and $\hat{u}_{h}$ be the solution of 4.22,,$\hat{e}_{p}$ and $\hat{E}_{p}$ defined by 4.24 and 4.25 respectively and $N(t, \cdot)$ and $B(t, \cdot)$ be the seminorms defined by 4.26 and 4.27) respectively. Let $h=\max _{E \in \mathcal{E}} h_{E}$ and suppose that $J^{\frac{1}{2}} F^{-T} \in H^{2}\left(\mathcal{T}_{h}\right)^{2 \times 2}$ then:

$$
\begin{gather*}
N\left(t, e_{p}\right) \lesssim e^{2 C_{0}(t)+C_{1}(t)} h|\hat{u}|_{H^{2}\left(\Omega_{r}\right)}  \tag{4.38}\\
\left\|e_{p}\right\|_{L^{2}\left(\Omega_{r}\right)} \lesssim e^{C_{0}(t)} h^{2}|\hat{u}|_{H^{2}\left(\Omega_{r}\right)}  \tag{4.39}\\
B\left(t, E_{p}\right) \lesssim e^{C_{1}(t)} h|\hat{u}|_{H^{2}\left(\Omega_{r}\right)}+\|\hat{u}\|_{L^{2}\left(\Omega_{r}\right)}\left|J^{\frac{1}{2}} F^{-T}\right|_{H^{2}\left(\Omega_{r}\right)} \tag{4.40}
\end{gather*}
$$

Proof. Proof of (4.38): See [1] Lemma 2.24 states that

$$
\left|\hat{u}-P_{h}(0) \hat{u}\right|_{U(0)} \lesssim h|\hat{u}|_{H^{2}\left(\Omega_{r}\right)}
$$

and Lemma 2.25 provides

$$
J_{h}\left(0 ; \hat{u}-P_{h}(0) \hat{u}, \hat{u}-P_{h}(0) \hat{u}\right) \lesssim h^{2}|\hat{u}|_{H^{2}\left(\Omega_{r}\right)}^{2}
$$

thus along with (4.30) and 4.31)

$$
\hat{N}\left(t ; \hat{u}-P_{h}(0) \hat{u}\right) \lesssim e^{C_{1}(t)} \hat{N}\left(0 ; \hat{u}-P_{h}(0) \hat{u}\right) \lesssim e^{C_{1}(t)} h|\hat{u}|_{H^{2}\left(\Omega_{r}\right)}
$$

Also by 4.9

$$
\begin{aligned}
\left|P_{h}(0) \hat{u}-P_{h}(t) \hat{u}\right|_{U(0)} & \leq \frac{C_{I}}{h}\left\|P_{h}(t) \hat{u}-P_{h}(0) \hat{u}\right\|_{H(0)} \\
& \leq \frac{C_{I}}{h}\left(\left\|P_{h}(t) \hat{u}-\hat{u}\right\|_{H(0)}+\left\|P_{h}(0) \hat{u}-\hat{u}\right\|_{H(0)}\right) \\
& \leq \frac{C_{I} e^{C_{0}(t)}}{h}\left(\left\|P_{h}(t) \hat{u}-\hat{u}\right\|_{H(t)}+\left\|P_{h}(0) \hat{u}-\hat{u}\right\|_{H(t)}\right) \\
& \leq 2 \frac{C_{I} e^{C_{0}(t)}}{h}\left\|P_{h}(0) \hat{u}-\hat{u}\right\|_{H(t)} \\
& \leq 2 \frac{C_{I} e^{2 C_{0}(t)}}{h}\left\|P_{h}(0) \hat{u}-\hat{u}\right\|_{H(0)}
\end{aligned}
$$

and by 4.8 )

$$
J_{h}\left(0 ; P_{h}(0) \hat{u}-P_{h}(t) \hat{u}, P_{h}(0) \hat{u}-P_{h}(t) \hat{u}\right) \leq 2 \frac{C_{T}}{h^{2}}\left\|P_{h}(t) \hat{u}-P_{h}(0) \hat{u}\right\|_{H(0)}^{2}
$$

Therefore

$$
\begin{aligned}
N\left(t, e_{p}\right) & \leq \hat{N}\left(t, \hat{u}-P_{h}(0) \hat{u}\right)+\hat{N}\left(t, P_{h}(t) \hat{u}-P_{h}(0) \hat{u}\right) \\
& \lesssim e^{C_{1}(t)} h|\hat{u}|_{H^{2}\left(\Omega_{r}\right)}+e^{C_{1}(t)} \hat{N}\left(0, P_{h}(t) \hat{u}-P_{h}(0) \hat{u}\right) \\
& \lesssim e^{C_{1}(t)} h|\hat{u}|_{H^{2}\left(\Omega_{r}\right)}+\frac{e^{2 C_{0}(t)+C_{1}(t)}}{h}\left\|P_{h}(t) \hat{u}-P_{h}(0) \hat{u}\right\|_{H(0)} \\
& \lesssim e^{2 C_{0}(t)+C_{1}(t)} h|\hat{u}|_{H^{2}\left(\Omega_{r}\right)}
\end{aligned}
$$

Proof of (4.39):

$$
\begin{aligned}
\left\|\hat{e}_{p}\right\|_{H(t)} & \leq\left\|\hat{u}-P_{h}(0) \hat{u}\right\|_{H(t)} \\
& \leq e^{C_{0}(t)}\left\|\hat{u}-P_{h}(0) \hat{u}\right\|_{H(0)} \\
& \lesssim e^{C_{0}(t)} h^{2}|\hat{u}|_{H^{2}\left(\Omega_{r}\right)}
\end{aligned}
$$

Proof of 4.40): Let $\Pi_{L^{2}}^{2}:\left(H^{0}\left(\mathcal{T}_{h}\right)\right)^{2 \times 2} \rightarrow V_{h}^{2 \times 2}$ and $\Pi_{1}: H^{0}\left(\mathcal{T}_{h}\right) \rightarrow\{\hat{v} \in$ $\left.H^{0}\left(\mathcal{T}_{h}\right) \mid \hat{v} \in \mathcal{S}_{1}(K)\right\}$ the $L^{2}$-projection on the DG space with polynomial degree one. Then

$$
\begin{aligned}
& \hat{E}_{p}=\underbrace{J^{\frac{1}{2}} F^{-T} \nabla_{X}\left(\hat{u}-\Pi_{1} \hat{u}\right)}_{A_{1}}+\underbrace{\left(J^{\frac{1}{2}} F^{-T}-\Pi_{L^{2}}^{2}\left(J^{\frac{1}{2}} F^{-T}\right)\right) \nabla_{X} \Pi_{1} \hat{u}}_{A_{2}} \\
&+\underbrace{\Pi_{L^{2}}^{2}\left(J^{\frac{1}{2}} F^{-T}\right) \nabla_{X} \Pi_{1} \hat{u}-\Pi_{L^{2}}\left(J^{\frac{1}{2}} F^{-T} \nabla_{X} \hat{u}\right)}_{A_{3}}
\end{aligned}
$$

By Lemma 2.25 in [1]: $\hat{B}\left(A_{1}\right) \leq e^{C_{1}(t)} \hat{B}\left(\nabla_{X}\left(\hat{u}-\Pi_{1} \hat{u}\right)\right) \lesssim e^{C_{1}(t)} h|\hat{u}|_{H^{2}\left(\Omega_{r}\right)}$. Additionally $\nabla_{X} \Pi_{1} \hat{u}$ is constant over every triangle, for $\rho_{K}>0$ and $\left\|\pi_{K}\right\|=1$, write $\nabla_{X} \Pi_{1} \hat{u}=\rho_{K} \pi_{K}$, implying

$$
\left\|\nabla_{X} \Pi_{1} \hat{u}\right\|_{L^{2}(K)}^{2} \approx \rho_{K}^{2} h_{K}^{2} \lesssim \frac{\left\|\Pi_{1} \hat{u}\right\|_{L^{2}(K)}^{2}}{h_{K}^{2}} \lesssim \frac{\|\hat{u}\|_{L^{2}(K)}^{2}}{h_{K}^{2}}
$$

By Lemma 2.25 [1]:

$$
\begin{aligned}
\hat{B}\left(A_{2}\right)^{2} & =\frac{\sum_{\mathcal{E}_{D}} h_{E} \int_{E}\left\{\left\{\left(J^{\frac{1}{2}} F^{-T}-\Pi_{L^{2}}^{2}\left(J^{\frac{1}{2}} F^{-T}\right)\right) \nabla_{X} \Pi_{1} \hat{u}\right\}\right\}^{2}}{C_{T}} \\
& \lesssim \sum_{K} \frac{\|\hat{u}\|_{L^{2}(K)}^{2}}{h_{K}^{3}} \int_{\partial K}\left(\left(J^{\frac{1}{2}} F^{-T}-\Pi_{L^{2}}^{2}\left(J^{\frac{1}{2}} F^{-T}\right)\right) \pi_{K}\right)^{2} \\
& \lesssim \sum_{K}\|\hat{u}\|_{L^{2}(K)}^{2}\left|J^{\frac{1}{2}} F^{-T}\right|_{H^{2}(K)}^{2}
\end{aligned}
$$

We have on each triangle $K$

$$
\begin{aligned}
& \int_{K}\left(\Pi_{L^{2}}^{2}\left(J^{\frac{1}{2}} F^{-T}\right) \rho_{K} \pi_{K}-\Pi_{L^{2}}\left(J^{\frac{1}{2}} F^{-T} \nabla_{X} \hat{u}\right)\right)^{2} \\
& \leq \int_{K}\left(\Pi_{L^{2}}^{2}\left(J^{\frac{1}{2}} F^{-T}\right) \rho_{K} \pi_{K}\right) \cdot\left(\Pi_{L^{2}}^{2}\left(J^{\frac{1}{2}} F^{-T}\right) \rho_{K} \pi_{K}-\Pi_{L^{2}}\left(J^{\frac{1}{2}} F^{-T} \nabla_{X} \hat{u}\right)\right) \\
&-\Pi_{L^{2}}\left(J^{\frac{1}{2}} F^{-T} \nabla_{X} \hat{u}\right) \cdot\left(\Pi_{L^{2}}^{2}\left(J^{\frac{1}{2}} F^{-T}\right) \rho_{K} \pi_{K}-\Pi_{L^{2}}\left(J^{\frac{1}{2}} F^{-T} \nabla_{X} \hat{u}\right)\right) \\
& \leq \int_{K}\left(J^{\frac{1}{2}} F^{-T} \rho_{K} \pi_{K}\right) \cdot\left(\Pi_{L^{2}}^{2}\left(J^{\frac{1}{2}} F^{-T}\right) \rho_{K} \pi_{K}-\Pi_{L^{2}}\left(J^{\frac{1}{2}} F^{-T} \nabla_{X} \hat{u}\right)\right) \\
&-\left(J^{\frac{1}{2}} F^{-T} \nabla_{X} \hat{u}\right) \cdot\left(\Pi_{L^{2}}^{2}\left(J^{\frac{1}{2}} F^{-T}\right) \rho_{K} \pi_{K}-\Pi_{L^{2}}\left(J^{\frac{1}{2}} F^{-T} \nabla_{X} \hat{u}\right)\right) \\
& \leq \int_{K}\left(J^{\frac{1}{2}} F^{-T} \rho_{K} \pi_{K}-J^{\frac{1}{2}} F^{-T} \nabla_{X} \hat{u}\right)\left(\Pi_{L^{2}}^{2}\left(J^{\frac{1}{2}} F^{-T}\right) \rho_{K} \pi_{K}-\Pi_{L^{2}}\left(J^{\frac{1}{2}} F^{-T} \nabla_{X} \hat{u}\right)\right) \\
& \quad \leq \frac{1}{2} \int_{K}\left(J^{\frac{1}{2}} F^{-T} \nabla_{X}\left(\Pi_{1} \hat{u}-\hat{u}\right)\right)^{2}+\frac{1}{2} \int_{K}\left(\Pi_{L^{2}}^{2}\left(J^{\frac{1}{2}} F^{-T}\right) \rho_{K} \pi_{K}-\Pi_{L^{2}}\left(J^{\frac{1}{2}} F^{-T} \nabla_{X} \hat{u}\right)\right)^{2}
\end{aligned}
$$

Thus

$$
\int_{K}\left(\Pi_{L^{2}}^{2}\left(J^{\frac{1}{2}} F^{-T}\right) \rho_{K} \pi_{K}-\Pi_{L^{2}}\left(J^{\frac{1}{2}} F^{-T} \nabla_{X} \hat{u}\right)\right)^{2} \leq \int_{K}\left(J^{\frac{1}{2}} F^{-T} \nabla_{X}\left(\Pi_{1} \hat{u}-\hat{u}\right)\right)^{2}
$$

and

$$
\begin{aligned}
\hat{B}\left(A_{3}\right)^{2}= & \frac{\sum_{\mathcal{E}_{D}} h_{E} \int_{E}\left\{\left\{\Pi_{L^{2}}^{2}\left(J^{\frac{1}{2}} F^{-T}\right) \nabla_{X} \Pi_{1} \hat{u}-\Pi_{L^{2}}\left(J^{\frac{1}{2}} F^{-T} \nabla_{X} \hat{u}\right)\right\}\right\}^{2}}{C_{T}} \\
& \lesssim \sum_{K} \int_{K}\left(\Pi_{L^{2}}^{2}\left(J^{\frac{1}{2}} F^{-T}\right) \rho_{K} \pi_{K}-\Pi_{L^{2}}\left(J^{\frac{1}{2}} F^{-T} \nabla_{X} \hat{u}\right)\right)^{2} \\
& \lesssim \sum_{K} \int_{K}\left(J^{\frac{1}{2}} F^{-T} \nabla_{X}\left(\Pi_{1} \hat{u}-\hat{u}\right)\right)^{2} \lesssim e^{2 C_{1}(t)}\left|\Pi_{1} \hat{u}-\hat{u}\right|_{U(0)}^{2} \\
& \lesssim e^{2 C_{1}(t)} h^{2}|\hat{u}|_{H^{2}\left(\Omega_{r}\right)}^{2}
\end{aligned}
$$

Remark 3.3. In 4.40, we bound the inconsistency when the deformation of the mesh is sufficiently smooth. In the following example, we outline that when this regularity is broken, and the flux is not well represented by the projection anymore, the inconsistency can become arbitrarily big compared to $|\hat{u}|_{H^{2}}$. This shows that this formulation is specific to the case where $J^{\frac{1}{2}} F^{-T}$ is continuous.
(a) The situation exhibits the case where $\tilde{V} \in W^{1, \infty}(\Omega) \backslash C^{1}(\Omega)$ and conclude that the term $B\left(E_{p}\right)$ cannot be bounded from above by the previous techniques. In order to show this, let two triangles $T_{1}$ and $T_{2}$ on the interior of the domain $\Omega_{r}, E$ the edge between the two triangles, $\boldsymbol{n}_{1}$ (respectively $\boldsymbol{n}_{2}$ ) the outward normal vectors to $T_{1}$ (respectively $T_{2}$ ). Suppose that the solution $\hat{u}$ is such that $\nabla_{X} \hat{u}=n_{1}$, let $A$, the summit of $T_{2}$, such that $A \notin T_{1}, P_{A}$ the orthogonal projection of $A$ on $E$. The line between $A$ and $P_{A}$ divides $T_{2}$ into two triangles $T_{2}^{(1)}$ and $T_{2}^{(2)}$ and: $\tilde{V} \in W^{1, \infty}(\Omega) \backslash C^{1}(\Omega)$ such that

$$
\tilde{V}= \begin{cases}(0,0)^{T} & \text { on } T_{1} \\ -\left(\boldsymbol{n}_{1} \cdot\left(x-P_{A}\right)\right) \boldsymbol{n}_{1} & \text { on } T_{2}^{(1)} \\ -\left(\boldsymbol{n}_{1} \cdot\left(x-P_{A}\right)\right) \boldsymbol{n}_{1}-\left(\boldsymbol{n}_{1}^{\perp} \cdot\left(x-P_{A}\right)\right) \boldsymbol{n}_{1}^{\perp} & \text { on } T_{2}^{(2)} \\ (0,0)^{T} & \text { on } \partial \Omega_{r}\end{cases}
$$

with $\boldsymbol{n}_{1}^{\perp}$ being the normal vector orthogonal to $\boldsymbol{n}$ rotated in the counterclockwise direction. By this definition $\tilde{V}$ is continuous, $\forall t>0 \chi\left(t, T_{2}-T_{1}\right) \subset T_{2}-T_{1}$ and thus $\forall X \in T_{2}, \forall t>0$,

$$
\tilde{V}(t, x(t, X))=\left\{\begin{array}{ll}
-\left(\boldsymbol{n}_{1} \cdot\left(x-P_{A}\right)\right) \boldsymbol{n}_{1} & \text { on } T_{2}^{(1)} \\
-\left(\boldsymbol{n}_{1} \cdot\left(x-P_{A}\right)\right) \boldsymbol{n}_{1}-\left(\boldsymbol{n}_{1}^{\perp} \cdot\left(x-P_{A}\right)\right) \boldsymbol{n}_{1}^{\perp} & \text { on } T_{2}^{(2)}
\end{array} .\right.
$$

The value of $\tilde{V}$ is not specified outside $T_{1} \cup T_{2}$ but we can build $\tilde{V}$ piecewise linear such that $\tilde{V}=(0,0)^{T}$ on each neighbouring summit of A. Since $\tilde{V}$ is piecewise linear in space and $\tilde{V}=(0,0)^{T}$ on $E$, then $J$ and $F$ are piecewise constant on $T_{1}$, $T_{2}^{(1)}$ and $T_{2}^{(2)}$, with $J^{\frac{1}{2}} F^{-T} \notin H^{1}\left(T_{2}\right)^{2 \times 2}$ but $J^{\frac{1}{2}} F^{-T} \in\left(H^{2}\left(T_{2}^{(1)}\right) \cap H^{2}\left(T_{2}^{(2)}\right)\right)^{2 \times 2}$, given by

$$
J^{\frac{1}{2}} F^{-T}= \begin{cases}I d & \text { on } T_{1} \\
M_{1}=\exp \left[\left(\begin{array}{ll}
x_{1}^{2}-\frac{1}{2} & x_{1} x_{2} \\
x_{1} x_{2} & x_{2}^{2}-\frac{1}{2}
\end{array}\right) t\right] & \text { on } T_{2}^{(1)} \\
I d & \text { on } T_{2}^{(2)}\end{cases}
$$

with $\boldsymbol{n}_{1}=\left(x_{1}, x_{2}\right)^{T}$. Defining $O$ as the matrix with columns $\left(\boldsymbol{n}_{1}, \boldsymbol{n}_{1}^{\perp}\right)$, it symmetric, orthogonal and fulfills:

$$
\left(\begin{array}{ll}
x_{1}^{2}-\frac{1}{2} & x_{1} x_{2} \\
x_{1} x_{2} & x_{2}^{2}-\frac{1}{2}
\end{array}\right)=O\left(\begin{array}{ll}
\frac{1}{2} & 0 \\
0 & -\frac{1}{2}
\end{array}\right) O^{T} \text {, then } M_{1}=O\left(\begin{array}{ll}
e^{\frac{t}{2}} & 0 \\
0 & e^{-\frac{t}{2}}
\end{array}\right) O^{T}
$$

Writing $P=\left.\Pi_{L^{2}}\left(\mathbb{1}_{X \in T_{2}^{(1)}}\right)\right|_{T_{2}}$ there is

$$
\begin{gather*}
M_{p}=\left.\Pi_{L^{2}}\left(J^{\frac{1}{2}} F^{-T}\right)\right|_{T_{2}}=I d+\left(M_{1}-I d\right) P \\
\hat{B}\left(\hat{E}_{p}\right)^{2} \geq \frac{h_{E} \int_{E}\left\{\left\{J^{\frac{1}{2}} F^{-T} \nabla_{X} \hat{u}-\Pi_{L^{2}}\left(J^{\frac{1}{2}} F^{-T} \nabla_{X} \hat{u}\right)\right\}\right\}^{2}}{C_{T}} \\
\geq \frac{h_{E}\left[\int_{E \cap T_{2}^{(2)}}\left(\left(I d-M_{p}\right) \boldsymbol{n}_{1}\right)^{2}+\int_{E \cap T_{2}^{(1)}}\left(\left(M_{1}-M_{p}\right) \boldsymbol{n}_{1}\right)^{2}\right]}{4 C_{T}} \\
\geq \frac{h_{E}\left(\left(I d-M_{1}\right) \boldsymbol{n}_{1}\right)^{2}\left[\int_{E \cap T_{2}^{(2)}} P^{2}+\int_{E \cap T_{2}^{(1)}}(1-P)^{2}\right]}{4 C_{T}}  \tag{4.41}\\
\geq h_{E}\left(1-e^{\frac{t}{2}}\right)^{2} C \geq \frac{h_{E} C t^{2}}{4} \\
C= \\
\int_{E \cap T_{2}^{(2)}} P^{2}+\int_{E \cap T_{2}^{(1)}}(1-P)^{2} \\
4 C_{T}
\end{gather*} 0
$$

This term cannot be bounded from above by $\left|J^{\frac{1}{2}} F^{-T}\right|_{H^{2}\left(T_{2}^{(1)}\right)},\left|J^{\frac{1}{2}} F^{-T}\right|_{H^{2}\left(T_{2}^{(2)}\right)}$ or $|\hat{u}|_{H^{2}}$ since they are all 0 .
(b) The example shows that since the $D G$ method involves the computation of fluxes at the edges of the mesh, the matrix $F$ must be regular enough to control the inconsistency. In this case, we can see that the irregularity of the mesh movement makes a polynomial projection incapable of approximating the flux. To overcome the problem, one can imagine a method that tries to take the real flux (see $\sqrt{477}$ for a method with a discontinuous and piecewise constant diffusion tensor). Since J and $F$ are in general not piecewise constant, using such a method would make the operator non-coercive and the method unstable.
(c) In this case $J^{\frac{1}{2}} F^{-T} \nabla_{X} \hat{u} \notin H^{2}\left(\Omega_{r}\right)$ and the convergence theorem from [43] does not hold either.
(d) Since $\tilde{V}(A)=-\left(A-P_{A}\right) \neq 0, \tilde{V}$ is continuous and $\tilde{V}$ not piecewise constant, then $J^{\frac{1}{2}} F^{-T}$ is not piecewise constant on the neighbouring cells of $A$ and Remark 1.6 (b) does not hold: this formulation is not equivalent to any consistent formulation for polynomial trial and test functions.

In this section, we develop an a priori error estimate that directs us towards the existence of a balance between the remaining advection velocity $V-\tilde{V}$ and the spatial variations of $\tilde{V}$. This balance, that appears in the 1D simulations (see in particular section 3-3.1) will also be investigated in the test cases of this chapter in sections 4-5.1.

This a priori result, augmented by the convergence study of Chapter 5 in [43] and the a posteriori study of section 4-4 and the following test cases, can give us a fair understanding of this moving mesh method.

## 4 An a posteriori error estimate for the semi-discrete formulation

Finally here we will integrate the error criteria that we developped previously. To go from the stationary to the nonstationary problem, we write $\hat{u}^{s}(t, \cdot):=\hat{u}^{s}(t)$ and $\hat{u}_{h}^{s}(t, \cdot):=\hat{u}_{h}^{s}(t)$. Now for any $t \in[0, T]$ we have $\hat{u}_{h}(t, \cdot)$ the unique solution of the same problem as $\hat{u}_{h}^{s}(t)$ then $\hat{u}_{h}=\hat{u}_{h}^{s}$.
With $a=\varepsilon J F^{-1} F^{-T}$, we define $J_{1}^{\omega}=\frac{\int_{\omega} J}{|\omega|}, a_{1}^{\omega}=\frac{\int_{\omega}\|a\|}{|\omega|}$ and $a_{\infty}^{\omega}=\|a\|_{L^{\infty}(\omega)}$, where $\|a\|$ is the larger eigenvalue of $a$. Also $\gamma_{\infty}^{\omega}=\frac{a_{\infty}^{\omega}}{\varepsilon}, \gamma_{1}^{\omega}=\frac{a_{1}^{\omega}}{\varepsilon}$, let $J_{\text {min }}^{\omega}=\min _{\omega}(J)$ and $\rho_{S}=\min \left(h_{S}\left(\frac{\gamma_{\delta}^{\alpha_{S}}}{\varepsilon}\right)^{\frac{1}{2}},\left(\beta J_{\min }^{\omega_{S}}\right)^{-\frac{1}{2}}\right), S=E$ or $K$. These variables correspond to the one of the static case.
We can see here that the features are here quite different to the ones in the 1D case where $a=J^{-1}$. The other difference in 1D is the data we can access, whereas here, the volume of a cell $|K|$ is difficult to approximate geometrically, and so we prefer to use the indirect computation of $\int_{\omega} J$, in $1 \mathrm{D}, \int_{\omega} J=h_{K}$, that leads to the Lemma 2.12 ,

$$
\text { let }\left\{\begin{align*}
& \eta_{J_{K}}^{t}{ }^{2}:= \frac{1}{2} \sum_{E \in \mathcal{E}^{\text {int }} \cap K}\left[\left(\beta+\frac{\delta_{\omega_{E}}}{\varepsilon}\right) h_{E} J_{1}^{\omega_{E}}+a_{1}^{\omega_{E}} \frac{\alpha}{h_{E}}\right] \gamma_{\infty}^{\omega_{E}} \int_{E} J\left(F^{-T} \llbracket \hat{u}_{h} \rrbracket\right)^{2} \\
&+\sum_{E \in \mathcal{E}_{D}^{\text {ext }} \cap K}\left[\left(\beta+\frac{\delta_{\omega_{E}}}{\varepsilon}\right) h_{E} J_{1}^{\omega_{E}}+a_{1}^{\omega_{E}} \frac{\alpha}{h_{E}}\right] \gamma_{\infty}^{\omega_{E}} \int_{E} J\left(F^{-T} \llbracket \hat{u}_{h} \rrbracket\right)^{2} \\
& \eta_{E_{K}}^{t}{ }^{2}:= \frac{1}{2} \sum_{E \in \mathcal{E} \text { int } \cap K} \sqrt{\frac{\gamma_{\infty}^{\omega_{E}}}{\varepsilon}} \rho_{E} \int_{E}\left(\varepsilon J F^{-1} F^{-T} \llbracket \nabla_{X} \hat{u}_{h} \rrbracket\right)^{2} \\
&+\sum_{E \in \mathcal{E}_{N}^{\text {ext }} \cap K} \sqrt{\frac{\gamma_{\infty}^{\omega_{E}}}{\varepsilon}} \rho_{E} \int_{E}\left(\hat{u}_{N}-\varepsilon J F^{-1} F^{-T} \nabla_{X} \hat{u}_{h} \cdot \mathbf{n}\right)^{2} \\
& \eta_{R_{K}}^{t}{ }^{2}:= \rho_{K}^{2}\left\|J \hat{f}-J \frac{\partial \hat{u}_{h}}{\partial t}+\nabla_{X} \cdot\left\{a \nabla_{X} \hat{u}_{h}\right\}-J(V-\tilde{V}) \cdot F^{-T} \nabla_{X} \hat{u}_{h}\right\|_{L^{2}(K)}^{2} \\
& \eta_{K}^{t}:=\left(\eta_{J_{K}}^{t}{ }^{2}+\eta_{R_{K}}^{t}{ }^{2}+\eta_{E_{K}}^{t}{ }^{2}\right) \tag{4.42}
\end{align*}\right.
$$

We define $\hat{e}:=\hat{u}-\hat{u}_{h}=\hat{\rho}+\hat{\theta}$ with $\hat{\rho}:=\hat{u}-\hat{u}^{s}$ and $\hat{\theta}:=\hat{u}^{s}-\hat{u}_{h}^{s}=\hat{u}^{s}-\hat{u}_{h}$.

Then by Theorem $1.10 \quad \forall t \in[0, T], \quad\left(\left\|| | \hat{\theta}\left|\|+|\hat{\theta}|_{A}\right)^{2} \lesssim \sum_{K \in \mathcal{T}_{h}}\left(1+\frac{1}{\gamma}\right) \eta_{K}^{t}{ }^{2}\right.\right.$.

Lemma 4.1. For all $t \in[0, T]$

$$
\begin{aligned}
\left\|\hat { u } _ { h } ^ { r } \left|\|^{2}+\left|\hat{u}_{h}^{r}\right|_{A}^{2}\right.\right. & \lesssim \sum_{K \in \mathcal{T}_{h}}\left[\frac{1}{\gamma}+1\right] \eta_{J_{K}}^{t} \\
\left\|\hat{u}_{h}^{r}\right\|_{H(t)}^{2} & \lesssim \sum_{E \in \mathcal{E}_{D}} h_{E} J_{1}^{\omega_{E}} \int_{E} \llbracket \hat{u}_{h} \rrbracket^{2} \\
\left\|\frac{\partial \hat{u}_{h}^{r}}{\partial t}\right\|_{H(t)}^{2} & \lesssim \sum_{E \in \mathcal{E}_{D}} h_{E} J_{1}^{\omega_{E}} \int_{E} \llbracket \frac{\partial \hat{u}_{h}}{\partial t} \rrbracket^{2}
\end{aligned}
$$

Proof. We already proved for the first two inequalities ; the third one is concluded from Remark 2.2 that implies: $\forall \hat{v}_{h} \in C^{1}\left(0, T ; V_{h}\right), \quad \frac{\partial}{\partial t}\left(\mathcal{A}_{h} \hat{v}_{h}\right)=\mathcal{A}_{h} \frac{\partial \hat{v}_{h}}{\partial t}$, and applying the Lemma $\mathbf{1 . 1 2}$ to the function $\frac{\partial \hat{u}_{h}}{\partial t}$.

Lemma 4.2. $\forall \hat{v} \in H_{D}^{1}\left(\Omega_{r}\right), \quad \int_{\Omega_{r}} J \frac{\partial \hat{e}}{\partial t} \hat{v}+A(t ; \hat{\rho}, \hat{v})=0$
Proof. The Lemma is a direct consequence of the definition of $\hat{u}$ and $\hat{u}^{s}$.
To state the final global error estimate we need some criteria. Let

$$
\begin{align*}
\eta_{1}^{t 2} & :=\sum_{K \in \mathcal{T}_{h}}\left(1+\frac{1}{\gamma}\right) \eta_{K}^{t}{ }^{2} \\
\eta_{2}^{t 2} & :=\sum_{E \in \mathcal{E}_{D}} h_{E} J_{1}^{\omega_{E}} \int_{E} \llbracket \frac{\partial \hat{u}_{h}}{\partial t} \rrbracket^{2} .  \tag{4.43}\\
\eta_{3}^{t 2} & :=\sum_{E \in \mathcal{E}_{D}} h_{E} J_{1}^{\omega_{E}} \int_{E} \llbracket \hat{u}_{h} \rrbracket^{2}
\end{align*}
$$

For $\hat{v} \in L^{\infty}\left(0, T ; H^{1}\left(\mathcal{T}_{h}\right)\right)$ and $v(t, x):=\hat{v}(t, X)$ we define:

$$
\begin{equation*}
\|v\|_{\#}^{2}:=\|v\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}^{2}+\int_{0}^{T}\|\hat{v}\|_{t}^{2} \mathrm{~d} t \tag{4.44}
\end{equation*}
$$

This allows us to prove the final estimate.
Theorem 4.3. Let $\hat{u} \in C\left(0, T ; H_{D}^{1}\left(\Omega_{r}\right)\right) \cap C^{1}\left(0, T ; H^{-1}\left(\Omega_{r}\right)\right)$ be a solution of (4.21), $\hat{u}_{h} \in C^{1}\left(0, T ; V_{h}\right)$ a solution of (4.22), $\eta_{1}^{t}, \eta_{2}^{t}$ and $\eta_{3}^{t}$ be defined in (4.43), $\|\cdot\|_{\#}^{2}$ be the norm defined in 4.44, $e:=\left(\hat{u}-\hat{u}_{h}\right)(t, \chi(t, X))$ then

$$
\|e\|_{\#}^{2} \lesssim S_{0}(t)\left\{\|e(0)\|_{L^{2}(\Omega)}^{2}+\int_{0}^{T} \eta_{1}^{t 2}+T \int_{0}^{T} \eta_{2}^{t 2}+\max _{t \in[0, T]}\left(\eta_{3}^{t 2}\right)\right\}
$$

holds with $S_{0}(t)=\exp \left(2 C_{0}(t)\right)$
Proof. Let $\hat{\theta}_{c}:=\hat{u}^{s}-\hat{u}_{h}^{c} \in C^{1}\left(0, T ; H_{D}^{1}\left(\Omega_{r}\right)\right)$ and $\hat{e}_{c}:=\hat{u}-\hat{u}_{h}^{c} \in C^{1}\left(0, T ; H_{D}^{1}\left(\Omega_{r}\right)\right)$.
Taking Lemma 4.2 with $\hat{e}_{c}$ we have

$$
\int_{\Omega_{r}} J \frac{\partial \hat{e}_{c}}{\partial t} \hat{e}_{c}+A\left(t ; \hat{e}_{c}, \hat{e}_{c}\right)=\int_{\Omega_{r}} J \frac{\partial \hat{u}_{h}^{r}}{\partial t} \hat{e}_{c}+A\left(t ; \hat{\theta}_{c}, \hat{e}_{c}\right)
$$

Additionally the following inequalities
hold. Therefore

$$
\begin{gathered}
\frac{\mathrm{d}}{\mathrm{~d} t}\left\|e_{c}\right\|_{L^{2}(\Omega)}^{2}+\left(\| \| \hat{e}_{c}\| \|_{t}^{2}-C^{2} \cdot\left(\left|\left\|\hat{\theta}_{c}\right\| \|_{t}+\left|\hat{\theta}_{c}\right|_{A}\right)^{2}-T \cdot\left\|\frac{\partial \hat{y}_{h}^{r}}{\partial t}\right\|_{H(t)}^{2}\right) \leq\right. \\
\left(\|\nabla \cdot \tilde{V}\|_{\infty}+\frac{1}{T}\right)\left\|e_{c}\right\|_{L^{2}(\Omega)}^{2}
\end{gathered}
$$

And by Gronwall's lemma

$$
\left\|e_{c}\right\|_{\#}^{2} \lesssim S_{0}(t)\left\{\left\|e_{c}(0)\right\|_{L^{2}(\Omega)}^{2}+\int_{0}^{T}\left(\| \| \hat{\theta}_{c} \|_{t}+\left|\hat{\theta}_{c}\right|_{A}\right)^{2}+T \int_{0}^{T}\left\|\frac{\partial \hat{u}_{h}^{r}}{\partial t}\right\|_{H(t)}\right\}
$$

Then by definition of $\eta_{3}^{t}$

$$
\begin{equation*}
\|e\|_{\#}^{2} \lesssim S_{0}(t)\left\{\|e(0)\|_{L^{2}(\Omega)}^{2}+\int_{0}^{T} \eta_{1}^{t 2}+T \int_{0}^{T} \eta_{2}^{t 2}+\max _{t \in[0, T]}\left(\eta_{3}^{t 2}\right)\right\} \tag{4.45}
\end{equation*}
$$

Note that $\eta_{3}^{t}$, appearing in (4.45), is the only estimator independent of the stopping time. The presence of this term, which is also present on static meshes, explains the fact that the jumps are a good estimator of the error and can be used for $h$ or $p$-refinement (see [41, [42). Since we are also interested in the effect of the moving mesh method on the error estimate, we can also notice the presence of the term $S(t)$, which we will see in section 4-5.1 will play an important role in the evolution of the error after a few time steps. The presence of this term can be linked to the volume of each cell, $S(t)$ being an upper and lower bound of the volume of each cell $(h(0) / S(t)<h(t)<h(0) S(t))$. The control of this quantity ensures no entanglement. Finally, we can note the presence of the spatial criterion $\eta_{1}^{t}$, which is integrated in time. The ability of this term to represent the error is studied in section 4-5.4.

By carefully considering the generation and propagation of the error, we have been able to construct error criteria that go beyond classical error theory. Indeed,
while gradient-based error criteria focus on the spatial variations of the computed solution (which we capture with $\eta_{R}$ and $\eta_{E}$ ), we are also able to capture how the error propagates at the edges of the grid with $\eta_{J}$. This theoretical study for a relaxed advection velocity was made possible by the moving mesh framework we mobilised. In particular, we were able to see that the characteristics of the mesh motion have an effect on the estimates.
These integrated criteria, along with the a priori study from section 4-3 are two key elements to understand the effect of moving meshes on the development of the error: one can see that large deformations of the mesh $(S(t) \gg 1)$ can be sources of error. Similarly, a steep deformation $\left(\left|J^{\frac{1}{2}} F^{-T}\right|_{H^{2}\left(\Omega_{r}\right)} \gg 1\right)$ makes the approximation of the fluxes less accurate and therefore leads to a larger error.

## 5 Test cases

Unlike the 1D case, we are able to study separately the effect of strong vorticity and strong divergence of the mesh velocity, which gives more diversity to the test cases. Therefore, the first example studies the effect of the moving mesh method on the $L^{2}$-error, trying to discuss the conclusions of Theorem 3.1 . With three test cases, we first outline the exponential dependence of the error on the contraction of the grid, then the exponential dependence of the error on the square of the remaining advection velocity, and finally the presence of a balance between these two effects. The second example is a comparison between the classical SL method and the moving mesh method for a case where the mesh is strongly deformed. The third example looks at the ability of this moving mesh method to cope with boundary layers and the capability of the criteria to detect them. Finally, the last test case shows the performance of the error criterion when the mesh is highly deformed.
In the examples, the time discretisation for the PDE (2.3) is a Runge-Kutta method of order 3. This is chosen because of the optimality of the RKDG method (see [4) when the DG method is of polynomial order 2 (chosen here). Since the RK3 in the RKDG method requires a midpoint evaluation of the DG operator, the flow map is discretised with a time step of $\frac{\Delta t}{2}$ using a Runge-Kutta method of order 4, and $F$ is computed once the characteristics are obtained by solving the ODE $\dot{F}=\nabla \tilde{V} F$. As the focus is on the moving mesh, we used the standard RK4 method, which leaves room for improvement regarding the computation of the characteristics.

When writing $h(x)=(x(1-x))^{2}$, let the velocities

$$
\begin{equation*}
\tilde{V}_{d}(t, x, y)=\left(h(y) h^{\prime}(x), h(x) h^{\prime}(y)\right)^{T} \text { and } \tilde{V}_{v}(t, x, y)=\left(h(y) h^{\prime}(x),-h(x) h^{\prime}(y)\right)^{T} \tag{4.46}
\end{equation*}
$$

In the examples, we always work in the spatial domain $[0,1]^{2}$. We work with polynomials of order 2 and choose the penalty parameter $\alpha=40$ accordingly, it remains constant for every test cases and there is no distinction between interior and exterior edges.

## 5-1 Example 1: A comparison with static meshes

In first test case, we check the dependence of the $L^{2}$-error on the divergence of the mesh velocity, a second test case outlines the dependence of the $L^{2}$-error on the remaining advection speed, and a third test case concludes on the existence of a balance between the remaining advection speed and the mesh deformation. The test cases are ran with $\varepsilon=\frac{1}{70}$.
Recall that in the 1D test cases, we underlined the gain of moving mesh methods over static mesh ones and outlined the effect of the mesh deformation. We additionally exhibited the existence of a balance between the mesh deformation and the remaining advection velocity.

## A test with divergence

We want to see what happens when the divergence of the mesh velocity increases. What we expect to see is that the $L^{2}$-error is largely dependent on this increasing divergence.
So we look at the problem $V(t, x, y)=\alpha \tilde{V}_{d}(t, x, y)=\tilde{V}(t, x, y)$ as defined in (4.46), which gives the opportunity to check whether, as predicted in Theorem 3.1. $\left\|u-u_{h}\right\|_{L^{2}} \propto \alpha$. To do this, we take the solution $u(t, x, y)=e^{-t}\left(\frac{h(x)-h(y)}{h(x)+h(y)}\right)^{2}$ with Dirichlet boundary conditions.

In Figure 4.1 the error after one time step $\left(t=2^{-13}\right)$ is exponentially proportional to $\alpha$ for both NIPG and SIPG. This confirms the term $\|\nabla \cdot \tilde{V}\|$ from the constants $C_{S}$ and $C_{N}$ in the Theorem 3.1. In addition, they both have the same slope, which also confirms the fact that $C_{N}$ and $C_{S}$ have the same dependence on $\|\nabla \cdot \tilde{V}\|$.

## A test with no divergence

We want to see what happens when the divergence of the mesh velocity is 0 everywhere. What we expect to see is that the $L^{2}$-error depends mostly on the


Figure 4.1: Evolution of the $L^{2}$-error after one time step when the velocity is $\alpha \tilde{V}_{d}$, for NIPG (left) and SIPG (right)
maximal value of the remaining advection speed.
Therefore we look at the problem $V(t, x, y)=10 \tilde{V}_{v}(t, x, y)$ as defined in 4.46), and the mesh velocity is $\tilde{V}(t, x, y)=\alpha \tilde{V}_{v}(t, x, y)$ with $\alpha=0, \ldots, 10$. The solution is $u(t, x)=e^{-t} h(x) h(y)$ with Dirichlet boundary conditions. Notice that $\alpha=0$ is the static mesh case.


Figure 4.2: Evolution of the $L^{2}$-error after one time step when the velocity is $\alpha \tilde{V}_{v}$, for NIPG (left) and SIPG (right)

In Figure 4.2, the error after a time step decreases with the remaining advection velocity, for both NIPG and SIPG. According to Theorem 3.1, the plotted curve should be proportional to $(\alpha-10)^{2}$. This is not what we have here, which means that the conclusion from Theorem $\mathbf{3 . 1}$ can be optimised. One sees that the curves are almost the same, hence the values of $C_{N}$ and $C_{S}$ should be the same for short times.

## A test case with balance

Following on from the test case in section 3-3.2, here we outline the balance that exists in 2D between the modified advection and the divergence of the mesh velocity. A first comment to make is that the larger the $\|\nabla \cdot \tilde{V}\|_{\infty}$, the shorter the method will break the CFL condition and thus be unstable. But in addition to this effect, and similar to what we showed in section 3-3.2, there is an optimal balance between reducing the advection velocity by moving the mesh and having a smooth mesh velocity.

We work here with $b=0.1, V(t, x, y)=((1+b) \pi-\pi x,(1+b) \pi-\pi y)^{T}$.

$$
\tilde{V}_{p}(t, x, y)=(\pi(1-x)(1-\exp (-p x)), \pi(1-y)(1-\exp (-p y)))^{T}
$$



Figure 4.3: Modified advection velocity $\left(V-\tilde{V}_{p}\right) \cdot(1,0)^{T}$ for values $p=2^{i}$

The test case we use is very similar to that of section $\mathbf{3 - 3 . 2}$, we test values of $p=1.5^{k}$ with the solution $u(t, x, y)=\exp \left(-t-\ln \left(\frac{1+b-x}{b}\right) / \pi\right)$. It is discretised with 200 triangles.

One sees that even without an unstable solution there is a balance between the average value of $\left|V-\tilde{V}_{p}\right|$ and the steepness of the mesh motion $\left|\nabla \cdot \tilde{V}_{p}\right|$. For $t \approx 4.6 \mathrm{e}-4$ this value is about $p=300$. In contrast to the 1 D case, the plots of the evolution of the error over time did not show any clear regimes that we could describe. For a further study of the equilibrium and the statement of a stopping time, we refer to section 3-3.2.

This comparison with static meshes completes the theoretical study from Theorem 3.1. the $L^{2}$-error is confirmed to be exponentially dependant of the


Figure 4.4: $L^{2}$-error after $t \approx 4.6 \mathrm{e}-4$
contraction of the mesh $\|\nabla \cdot \tilde{V}\|$. Yet the squared term was not found, it is shown to be increasingly dependent of the remaining advection speed $\|V-\tilde{V}\|$. Finally, the third test case could outline the need for a balance between $\|\nabla \cdot \tilde{V}\|$ and $\|V-\tilde{V}\|$.

## 5-2 Example 2: A comparison with classical semi-Lagrangian methods

In this section we discuss the difference between the classical SL framework and the moving mesh method. Therefore, starting from the reasoning of section 2 7, we compare the moving mesh formulation with a DG formulation with $F=\mathrm{Id}$ and $J=1$. Our main focus is to outline the role of the accurate computation of numerical fluxes.
Recall that we showed in Chapter 3 that when there is a remaining advection velocity, the moving mesh method is more accurate than the SL method and that for very short time steps, the inconsistency dominates the gain for the fluxes. The 2D case is also the occasion to study a larger variety of mesh velocities.

We study this comparison with four test cases: we the cases where there is no remaining advection velocity and the cases where $V-\tilde{V}=0$, and comment on the cases where the velocity $\tilde{V}$ is divergence-free and when it isn't. We take $\varepsilon=\frac{1}{100}$ and the diffusion operator is SIPG. For this we have the following cases for solutions and velocities:

- $V-\tilde{V}=0$ and $\nabla \cdot \tilde{V}=0: \tilde{V}=50 \tilde{V}_{v}=V, u(t, x)=e^{-t} h(x) h(y)$
- $V-\tilde{V} \neq 0$ and $\nabla \cdot \tilde{V}=0: \tilde{V}=50 \tilde{V}_{v}=V-(1,1)^{T}, u(t, x)=e^{-t} h(x) h(y)$
- $V-\tilde{V}=0$ and $\nabla \cdot \tilde{V} \neq 0: \tilde{V}=50 \tilde{V}_{d}=V, u(t, x)=e^{-t}\left(\frac{h(x)-h(y)}{h(x)+h(y)}\right)^{2}$
- $V-\tilde{V} \neq 0$ and $\nabla \cdot \tilde{V} \neq 0: \tilde{V}=50 \tilde{V}_{d}=V-(1,1)^{T}, u(t, x)=e^{-t}\left(\frac{h(x)-h(y)}{h(x)+h(y)}\right)^{2}$

The choice of cases where the mesh velocity is divergence-free comes from the fact that it removes the effect of the choice between the conservative and nonconservative formulation of the ALE.


Figure 4.5: Value of $2 \ln \frac{\left\|\left\|u-u_{h}^{M M}\right\|\right\|}{\left\|\left\|-u_{h}^{S L}\right\|\right\|}$ for the four cases after one time step as the time step $\Delta t=\frac{1}{n_{t}}$ decreases

In Figure 4.5 are plotted the value of $2 \ln \frac{\left\|u-u_{h}^{M M}\right\| \|}{\left\|u-u_{h}^{S L}\right\| \|}$ after a time step of decreasing size: $\Delta t=\frac{1}{n_{t}}$. In the first case, (namely, $V-\tilde{V}=0$ and $\nabla \cdot \tilde{V}=0$ ) for large time steps $\left(\Delta t \in\left[\frac{1}{90}, \frac{1}{55}\right]\right)$ the SL method is more accurate than the moving mesh method, then there is a band $\left(\Delta t \in\left[\frac{1}{220}, \frac{1}{90}\right]\right)$ where the moving mesh method is more accurate, and finally the difference tends to zero by positive values. Since we use $\alpha=40$, we have that the condition number of the diffusion operator is 0.4 , so for large time steps the method is not accurate. The fact that the moving mesh method produces the diffusion tensor with eigenvalues greater than $\varepsilon^{2}$ makes the condition number larger and the method less accurate for the largest time steps.
The fact that the difference tends to zero by positive values can be explained as follows: since the moving mesh method uses projections of the diffusion tensor
to compute the fluxes and is therefore inconsistent, when the time step is very short, we do not gain as much with the diffusion tensor in computing the fluxes, but we still lose consistency.

For the case where $\nabla \cdot \tilde{V}=0$ and $V-\tilde{V} \neq 0$, the same effect holds for longer time steps with the difference that this problem of condition number also applies to the remaining advection velocity. But, the fact that the gain of the method is also important for the advection operator, where we can compute more precise fluxes ( $F^{-T} \mathbf{n}$ instead of $\mathbf{n}$ ), implies that the gain for $\Delta t \in\left[\frac{1}{220}, \frac{1}{90}\right]$ is even larger than for the previous case. In addition, since the advection operator dominates $(|V-\tilde{V}| \gg \varepsilon)$, the consistent advection operator dominates the inconsistent diffusion operator and the difference tends to zero by negative values when $\Delta t \rightarrow 0, \Delta t<\frac{1}{220}$. in section 3-3.2, we expected the flux modification to play a more important role for the 2D simulation, than that of the 1D simulation, this is indeed our conclusion here.

When $\nabla \cdot \tilde{V} \neq 0$ we can see that the fact that our method is non-conservative makes the approximation better for all times and compensates for the loss of consistency effect (the method tends towards zero by negative values). And when $\nabla \cdot \tilde{V} \neq 0$ and $V-\tilde{V} \neq 0$, the two effects add up.

From this we can conclude that the use of modified fluxes for advection and diffusion is a substantial gain to the method. The inconsistency occurring in the diffusion operator is not a major loss and plays a negligible role that is dominant only for very short time steps, even when the advection completely vanishes. The use of the non-conservative formulation is a clear gain here.

## 5-3 Example 3: A test for boundary layers

In this test case we investigate the ability of this method to handle boundary layers. [20] shows that the residual-based error estimator is suitable for a boundary layer test case for the static mesh version, we investigate if this remains as the mesh moves. To do this, we consider the same kind of test case with a modification, the advection velocity will be $V(t, x, y)=(1,1)^{T}+2^{16} \tilde{V}_{v}(t, x, y)$ on $\Omega=[0,1]^{2}, u_{0}, f$ and $u_{D}$ are induced from the solution

$$
u(t, x, y)=\left(1-e^{-t}\right)\left[\frac{e^{(x-1) / \varepsilon)}-1}{e^{-1 / \varepsilon}-1}+x-1\right]\left[\frac{e^{(y-1) / \varepsilon)}-1}{e^{-1 / \varepsilon}-1}+y-1\right]
$$

It has a boundary layer of order $O(\varepsilon)$ and we will look at the approximation and the error criterion for short times in the case where the mesh moves at velocity $2^{16} \tilde{V}_{1}(t, x, y)$ and in the case where the mesh is static. The problem is discretised on a regular triangular mesh with 162 cells, the time step is $\Delta t=\frac{1}{1024}$
and $\varepsilon=\frac{1}{70}$ (the mesh Peclet number is approximately 0.13 ). The results of the energy-norm and the error criteria are plotted after one and twelve time steps. The velocity $\tilde{V}_{1}$ transports the flow on concentric curves with centre $(0.5,0.5)$, which are plotted in Figure 4.6 with maximum angular velocity for the curve in black passing through point $\left(0.5,0.5+\frac{1}{2 \sqrt{3}}\right)$.


Figure 4.6: Curves on which the particles are advected by the velocity $\tilde{V}_{v}$


Figure 4.7: Plot of the error and the criterion after one and after twelve time steps when the mesh moves

A first thing we can notice in Figure 4.7 is that the moving mesh method is able to remain very accurate over the whole domain except for the boundary layer
where there is an error of the order of $10^{-3}| ||u| \|$ constant over time. Similarly, the error criterion has a value of the order of $10^{-2}\| \| u\| \|$, constant over time. We conclude that $\left\|\mid u-u_{h}\right\| \| \approx 10^{-1} \eta_{K}^{t}$. After one time step, this error is very well predicted by the error criterion, after twelve time steps, the boundary layer is still caught by the error criterion, but the deformation changes the cell that is predicted to have the largest error. This can be related to the fact that the criterion is reliable but not efficient: the criterion predicts an additional error on the highly deformed cells of the right boundary. Finally, one sees that the error is not distributed in the sense that even if the mesh moves, the neighbouring cells do not end up with larger errors.


Figure 4.8: Plot of the error and the criterion after one and after twelve time steps when the mesh is static

This is very different for the static mesh method from Figure 4.8, where the bulk of the error is located where the advection velocity is greater: the black curve from Figure 4.6 crosses the large values of $u$ at point $x \approx(0.78,0.78)$, in the yellow cell. Even though the boundary layer is still present and predicted after one time step, the fact that most of the error is due to advection in the centre of the grid would make a refinement procedure mainly active in this region. After six time steps, the boundary layer is no longer present in the error and in the criteria.

We can conclude that both the DG method and the error criteria are able to
capture the boundary layer even when the grid is highly deformed.

## 5-4 Example 4: Performance with strong deformations

In this subsection we will proceed as in section 3-3.3 and see how the error develops with time. Recall that in section 3-3.3, we exhibited the reliability of the criteria but underlined the loss in efficiency.

To do so, we let the model run until longer time with a very steep mesh velocity in the center of the mesh. We define the test case as follows:

- $\Omega=[0,1]^{2}, \Gamma_{D}=\partial \Omega, \Gamma_{N}=\emptyset$
- $H(s)=-\frac{3}{2} \cdot \frac{\tanh (\beta y(s))}{y^{\prime}(s)}, H_{M}=\max (H(s)), \beta=3$
- $y(s)=\frac{s-0.5}{(c+s)(1+c-s)}, c=0.4$
- $V_{\text {aux }}=\left(2 H_{M}, 2 H_{M}\right)^{T}-0.2\left(x-\frac{1}{2}, y-\frac{1}{2}\right)^{T}$
- $V(x, y)=V_{\mathrm{aux}}+\left(H(x)\left(1-\frac{H^{\prime}(y)}{H^{\prime}(0)}\right), H(y)\left(1-\frac{H^{\prime}(x)}{H^{\prime}(0)}\right)\right)^{T}$
- $g=V \cdot\binom{1}{1}+\partial_{t} u, \varepsilon=0.01$
- $u(x)=\left(e^{-0.02}-e^{-t}\right)(1+x+y)$

$$
\tilde{V}(t, x)=\binom{(H(x)-H(0) \cos (\pi x))\left(1-\frac{H^{\prime}(y)}{H^{\prime}(0)}+\pi \frac{H(0)}{H^{\prime}(0)} \sin (\pi y)\right)}{(H(y)-H(0) \cos (\pi y))\left(1-\frac{H^{\prime}(x)}{H^{\prime}(0)}+\pi \frac{H(0)}{H^{\prime}(0)} \sin (\pi x)\right)}
$$

This construction is first done so the speed $\tilde{V}$ has an area with strong contractions in the center. Additionally the term $V_{\text {aux }}$ has two effects: the remaining advection is never equal to 0 and the energy-norm associated to the problem has a component proportionnal to the $L^{2}$-norm. We first plot the remaining advection speed and the mesh velocity's divergence.
Notice in Figure 4.9 that the mesh will shrink in the middle and that the remaining advection speed $|V-\tilde{V}|$ has two maxima (in $(0.5,0)$ and $(0,0.5)$ ) and two minima (in $(0.5,1)$ and $(1,0.5))$. To check what happens for longer time and see strong deformations, we initialized the case differently: we computed the mesh movement for 200 time steps and project the solution on this mesh. From there



Figure 4.9: Values of the remaining advection speed (right) and the mesh velocity's divergence (left)
the simulation runs normally. In Figure 4.10 are plotted the values of the squares of the criteria and energy-error after 201 time steps, 206 time steps and 221 time steps. The simulations run on a regular mesh of 338 triangles $\left(=2 \times 13^{2}\right)$ and the time step is $\Delta t=\frac{1}{10000}$.
One sees in Figure 4.10 that the error criteria is able to detect the zones where the error is the largest. When focusing on the plots after 201 time steps, the criteria and the error have the following structure: an area up-right with the largest errors (due to the fact that $\max |u(t, \cdot)|=u(t, 1,1)$ ) than some areas around $(1,0.5)$ and $(0.5,1)$ where the error is intermediate and finally the central zone around $(0.5,0.5)$ where there is little error and some higher values for the criteria. The error from the central area occurs from the mesh's deformation.
When the computation runs for longer times, the error in the central area becomes predominant which is well represented by the criteria.
What is not that well represented by the criteria is that, in the energy-error after 206 and 221 , there is still some large values around $(0.5,1),(1,0.5)$ and in particular $(1,1)$. These slowly disappear from the picture of the criteria. We can relate that to the fact that the criteria are not reliable: much similarly to the 1D case in section 3-3.1, the error criteria over-evaluate the error in the center, which in contrast makes the error in the other areas under-evaluated.
When comparing the scales of the criteria and the total error we approximately have the following values

| time | $\max \eta_{K} /\\| \\| u-u_{h}\\| \\|_{K}$ |
| :---: | :---: |
| 201 | 9 |
| 206 | 5 |
| 221 | 4 |

The order of $\max \eta_{K} /\| \| u-u_{h} \mid \|_{K}$ does not change and tells us that the error


Figure 4.10: Values of the squares of the criteria (right) and energy-error (left) after 201 time steps (first row), 206 time steps (second row) and 221 time steps (third row)
and the criteria evolve similarly.

In this section, through the development of several test cases we were able to test the method and the criteria.

In particular, we initially focused on the effect of the mesh movement on the error. In Example 1 we could outline that the $L^{2}$-error is increasingly dependent of the divergence of the mesh velocity and remaining advection speed. We could finally outline the presence of a balance between these two values in a third test case

Example 2 dealt with a comparison with a SL method. Major focus was put on the effect of the numerical flux on the $H^{1}$-error of a moving mesh and SL method.

By comparing what happens when there is some remaining advection velocity or not and when the moving mesh velocity is divergence-free or not, we showed that the DG methods implemented here required a specific focus on the value of the numerical fluxes. Specifically, the numerical fluxes need to be adapted to the deformation of the mesh and to the non-conservative situation.
Example 3 proved that the implemented DG methods were able, similarly to those on static meshes, to resolve boundary layers and additionally that the error criteria were able to detect these boundary layers. By comparing the boundary layer test case on a moving mesh with the same solved on a static mesh, we proved that the moving mesh method can help the approximation in this kind of situation: since the error is scaled by the local advection speed, in the situation of static meshes, most of the error did not arise from the boundary layer but from the advection term, this effect disappears when the mesh moves and the solution is resolved so that the error only occurs from the boundary layer.
Finally Example 4 confirmed the reliability of the error criteria: when computed on a very deformed mesh, the error criteria can detect the error occurring from the deformation of the mesh and they are still able to detect the error occurring from the scheme (in the sense that they do not appear because of the mesh's deformation but because of the DG approximation). This can still be improved since the error in the deformed areas is over-evaluated and in contrast makes the error coming from the scheme under-evaluated.

## Chapter 5

## Conclusions and future works

## 1 Conclusion

In this thesis we established interior penalty discontinuous Galerkin methods for the semi-discretisation of an Arbitrary Lagrangian-Eulerian formulation in unsteady advection-diffusion problems. By discretising the problem via a dynamically deforming map, we used the existing analytic techniques for advectiondiffusion problems with continuous diffusion tensors. This lead us to derive $a$ priori error estimates that indicates the choice of the deforming velocity and made the establishment of a posteriori error criteria possible. The reliability of both the a priori and a posteriori error estimations were then discussed in numerical tests.

By focusing on the available data, we derived specific a posteriori criteria for the moving mesh method in one and two spatial dimensions. The robustness of these error criteria in terms of the mesh's Peclet number allowed us to scale the error criteria with the square of the local remaining advection speed (called $\delta$ ). This behaviour is confirmed by the test cases where the error in terms of the energy-norm appears to strongly depend on this local speed.

Similarly in Chapter 4, we studied the ability of the DG methods on static meshes to resolve boundary layers and the capability of the error criteria to detect them. We marked that the DG methods formulated in the ALE framework, and the derived error criterion, suitably inherit from these properties. We specifically underlined that the DG method needed the mesh movement in order to resolve the boundary layer when the advection velocity has spatial variations.

Additionally, the developed a priori and a posteriori estimates outline a balance between the remaining advection speed and the norm of the gradient of the mesh movement. This balance is outlined when the given advection has large
spatial variations, leading to the need of a moving mesh velocity with large spatial variations as well. This is discussed in the test cases where we see that the effect of unbalanced mesh velocity occurs before the effect of entanglement.

SL methods were interpreted in terms of the ALE framework. In the comparison of the SL with the moving mesh method, we underlined the necessity of the accurate fluxes' computation when using a SLDG method for advectiondominated advection-diffusion equations. In the test cases, both in one and two spatial dimensions, we saw that most of the gain or loss of the moving mesh method is done in the expression of the numerical fluxes. The moving mesh method gains accuracy by approximating the fluxes more precisely but pays this gain by loosing consistency. The novelty here is that not only we consider the polynomial discretisation to be deforming but also the cells and especially the fluxes both in one and two spatial dimensions. Furthermore, the development of reliable a posteriori error criteria sets the scene for remainder-based $h$-refinement in SLDG methods.

## 2 Future works

A natural development of this ALE method is the development of a SL method for the resolution of advection-dominated flows. By more carefully approximating the characteristics and determinant of the deformation map, we can expect to measure the fluxes more accurately. The first step in this direction is to formulate the fully discretised problem and to find a suitable method to better link the computation of the characteristics with the computation of the determinant of the deformation map. Once this is achieved, by adding the reliable error criteria to the study, we can implement a semi-Lagrangian method that uses the principles of remainder-based adaptive mesh refinement.

Another topic we want to investigate, originating from the comparison with SL method, is to try to reduce the inconsistency occurring from the computation of the fluxes. We saw in the test cases that for small deformations of the map, the inconsistency dominates. Therefore, we want to investigate a moving mesh method that remains fully consistent where the deformations are small and that is inconsistent only where the deformations of the map are large.

Finally a topic that has not been adressed here is the study of the development of efficient error criteria. Here the deformation of the map made it impossible to achieve efficiency without more information on the deformation. Since the criteria on static meshes are robust in terms of the mesh's Peclet number, we can
expect to find reliable and efficient error criteria when the deformation remains small.
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