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Abstract

We present an open system approach to the study of the quantum dynamics of a single ion
immersed in a bath of ultracold atoms. On this purpose, we derive a master equation in
the limit of weak-coupling and Lamb-Dicke approximation for the reduced density matrix
of the ion, which allows us to capture the dependence of the ion’s temperature, position
and velocity as a function of the parameters involved in the description. This approach is
applied to different scenarios that are relevant for experiments involving ionic impurities
in ultracold Fermi or Bose gases.

The master equation is first derived for a Paul-trapped ion, whereas the bath is rep-
resented by either a Bose gas below or above the critical temperature of condensation,
or by a spin-polarized Fermi gas. Our numerical results show that the ion temperature
averaged over the micromotion induced by the Paul trap saturates to a final value, which
depends on the temperature of the bath and on the atom-ion scattering length. The
density of the bath, on the other hand, only weakly affects the final temperature of the
ion while strongly influencing the saturation time. As expected, the latter is shorter for
a higher density. Interestingly, we find that for temperatures of the gas lower than the
Fermi temperature, the gas statistics sensibly affects the final temperature of the ion. In
particular, a Fermi bath allows the ion to reach lower temperatures.

A similar approach is then applied to the case of an untrapped ion moving inside
a Bose-Einstein condensate with an initial finite momentum. We observe that the ion
temperature is reduced by several orders of magnitude in a time scale on the order of
microsecond for a 87

Rb
+ ion in a 87

Rb Bose-Einstein condensate with a density between
10

13
cm

�3 and 10
14
cm

�3. The aforementioned behavior is noticeably affected by the
density of the condensate, with a higher density corresponding to faster cooling. The
initial momentum of the ion, on the contrary, only weekly affects this dynamics. In the
same time scale in which the cooling is observed, the ion velocity is also strongly reduced,
making the position of the ion converge to a final value. Therefore, our findings predict the
cooling and pinning of the ion due to the interaction with the Bose-Einstein condensate.

Furthermore, we consider the possibility of using an ionic impurity as a probe for the
temperature of a Fermi gas. According to the thermometric protocol proposed by M.
T. Mitchison et al. [Phys. Rev. Lett. 125, 080402 (2020)] for a neutral impurity,
the ion is considered as a two-level spin particle undergoing pure dephasing due to the
coupling with the bath. By means of the theory of quantum estimation, we study how
the performance of the thermometric measurement is affected by some of the parameters
of the system, such as the temperature of the gas, the probing time and the atom-ion
scattering length. Comparing our results with those obtained with a neutral impurity,
we find that the long-range tail of the atom-ion potential has a profound impact on the
thermometric performance: for certain values of the interaction parameter, it strongly
enhances the sensitivity of the probe, making the ion a better sensor for the temperature
of the Fermi gas.

v

https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.125.080402




Zusammenfassung

Wir stellen einen offenen Systemansatz vor, um die Quantendynamik eines einzelnen Ions
zu untersuchen, das in ein Bad aus ultrakalten Atomen eingetaucht ist. Hierzu leiten wir
eine Mastergleichung im Grenzfall der schwachen Kopplung und unter Anwendung der
Lamb-Dicke-Näherung für die reduzierte Dichtematrix des Ions her. Diese Gleichung er-
möglicht es uns, die Abhängigkeit der Temperatur, Position und Geschwindigkeit des Ions
von den an der Beschreibung beteiligten Parametern zu erfassen. Unser Ansatz wird auf
verschiedene Szenarien angewendet, die für Experimente mit ionischen Verunreinigungen
in ultrakalten Fermi- oder Bose-Gasen relevant sind.

Die Mastergleichung wird zunächst für ein in einer Paul-Falle gefangenes Ion hergeleitet,
wobei das Bad entweder durch ein Bose-Gas unterhalb oder oberhalb der kritischen Kon-
densationstemperatur oder durch ein spinpolarisiertes Fermi-Gas repräsentiert wird. Un-
sere numerischen Ergebnisse zeigen, dass die über die durch die Paul-Falle induzierte
Mikrobewegung gemittelte Ionentemperatur einen Grenzwert erreicht, der von der Tem-
peratur des Bades und der Atom-Ionen-Streulänge abhängt. Die Dichte des Bades hat
hingegen nur einen geringen Einfluss auf die Endtemperatur des Ions und beeinflusst die
Sättigungszeit. Letzteres ist erwartungsgemäß bei höherer Dichte kürzer. Interessan-
terweise stellen wir fest, dass bei Temperaturen des Gases, die niedriger als die Fermi-
Temperatur sind, die Statistik des Gases einen spürbaren Einfluss auf die Endtemperatur
des Ions hat. Insbesondere ermöglicht ein Fermi-Bad, dass das Ion niedrigere Tempera-
turen erreicht.

Ein ähnlicher Ansatz wird dann auf ein nicht gefangenes Ion, dass sich mit einem an-
fänglichen endlichen Impuls in einem Bose-Einstein-Kondensat bewegt. Wir beobachten,
dass die Ionentemperatur für ein 87

Rb
+-Ion in einem 87

Rb-Bose-Einstein-Kondensat mit
einer Dichte im Bereich von 10

13
cm

�3 bis 1014 cm�3 auf einer Zeitskala von Mikrosekunden
um mehrere Größenordnungen reduziert wird. Dieses Verhalten wird maßgeblich durch
die Dichte des Kondensats beeinflusst, wobei eine höhere Dichte einer schnelleren Abküh-
lung entspricht. Der anfängliche Impuls des Ions beeinflusst diese Dynamik hingegen nur
geringfügig. Im gleichen Zeitrahmen der Abkühlung wird auch die Ionengeschwindigkeit
stark reduziert, wodurch sich die Position des Ions einem Grenzwert annähert. Daher
prognostizieren unsere Ergebnisse die Abkühlung und Fixierung des Ions aufgrund der
Wechselwirkung mit dem Bose-Einstein-Kondensat.
Darüber hinaus erwägen wir die Möglichkeit, eine Verunreinigung in Form eines Iones als
Sonde für die Temperatur eines Fermi-Gases zu verwenden. Gemäß dem von M. T. Mitchi-
son et al. [Phys. Rev. Lett. 125, 080402 (2020)] vorgeschlagenen thermometrischen Pro-
tokoll das Ergebnis wird das Ion als 2-Niveau-Spinteilchen betrachtet, das aufgrund der
Kopplung mit dem Bad einer reinen Dephasierung unterliegt. Mithilfe der Theorie der
Quantenabschätzung untersuchen wir, wie die Leistung der thermometrischen Messung
durch einige Parameter des Systems beeinflusst wird, wie zum Beispiel die Temperatur des
Gases, die Interaktionszeit und die Atom-Ionen-Streulänge. Im Vergleich unserer Ergeb-
nisse mit jenen, die mit einer neutralen Verunreinigung erzielt wurden, stellen wir fest,
dass der weitreichende Schwanz des Atom-Ionen-Potentials einen tiefgreifenden Einfluss
auf das thermometrische Ergebnis hat: Bei bestimmten Werten des Interaktionsparame-
ters erhöht er die Empfindlichkeit der Sonde erheblich. Dadurch wird das Ion zu einem
präziseren Sensor für die Temperatur des Fermi-Gases.

vii

https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.125.080402
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Preface

This cumulative dissertation is based on the following publications, which will be referred
with the initial "L" followed by their corresponding number in order to distinguish them
from the other citations.

Author’s publications

[L1] Lorenzo Oghittu, Melf Johannsen, Antonio Negretti, and Rene Gerritsma. Dynamics
of a trapped ion in a quantum gas: Effects of particle statistics. Phys. Rev. A,
104:053314, Nov 2021.

[L2] Lorenzo Oghittu and Antonio Negretti. Quantum-limited thermometry of a Fermi
gas with a charged spin particle. Phys. Rev. Res., 4:023069, Apr 2022.

[L3] Lorenzo Oghittu, Juliette Simonet, Philipp Wessels-Staarmann, Markus Drescher,
Klaus Sengstock, Ludwig Mathey, and Negretti Antonio. Cooling dynamics of a free
ion in a Bose-Einstein condensate. Accepted on Phys. Rev. Res., Feb 2024.

Contributions to the publications All the authors were relevant for the fulfillment of
the publications, with a special mention to Dr. Antonio Negretti who provided constant
and careful support. The individual contributions to these works are listed below:

L1: The first project took shape from the discussions between Dr. A. Negretti and
Dr. R. Gerritsma before the beginning of my doctoral studies. The analytical
calculations reported in [L1] were performed by Dr. A. Negretti, M. Johannsen and
myself, while the numerical calculations and relative plots were mainly carried on
by myself. The text was written by Dr. A. Negretti and myself.

L2: The second project was suggested by Dr. A. Negretti. Analytical calculations
and numerical simulations in [L2] were all performed by myself, with the constant
advice from Dr. A. Negretti. The writing of the article was also done by myself
with significant contributions from Dr. A. Negretti.

L3: A discussion with all the authors of [L3] gave birth to the third project. Analytical
calculations and numerical simulations where performed by myself with the constant
support from Dr. A. Negretti and Prof. Dr. Ludwig Mathey. The text was initially
written by myself with the advice from Dr. A. Negretti. Later, it was expanded
and improved thanks to the contributions from Dr. J. Simonet, and Dr. P. Wessels-
Staarmann, who also helped integrating the project with experimental insight.



2 Preface

Objectives of the projects The projects resulting in [L1] and [L3], aim to investigate
the quantum dynamics of single ions immersed in ultracold quantum gases, and to un-
ravel the behavior of ionic impurities in different possible configurations that are relevant
from the experimental point of view. Specifically, we examine the dependence of various
observables of the ion, such as its kinetic energy or velocity, on the parameters of the sys-
tems. To do that, we treat the surrounding gas as a bath e we rely on the master equation
approach, that we apply to the case of a trapped ion in [L1] and a free ion in [L3]. On
the other hand, the project that culminated in [L2] proposes the application of trapped
ions as sensors for the temperature of ultracold Fermi gases. The study investigates the
precision of a thermometric protocol based on the dephasing dynamics of the ion, which
is considered as a two-level spin system. Comparing the results with the case of a neutral
particle, it shows the advantages brought by the long-range character of the atom-ion
potential in the application of the protocol and discusses its possible implementation.

Outline of the dissertation This cumulative dissertation starts with an introduction
to the main experimental achievements and theoretical progresses in the field of ultracold
hybrid atom-ion systems, preceded by a brief overview on the most important results in
the two separate fields, namely ultracold atomic gases and trapped ions. In Chapter 1,
some significant notions regarding the atom-ion two body properties and the trapping
of a single ion are summarized. This information is relevant to the author’s project
and provides a general background which is necessary to contextualise the topics and
results of the publications. Chapter 2 is devoted to the theory on which the author’s
publications are based. First, a complete overview of the master equation approach is
given, with focus on the specific case of the trapped and free ion in an ultracold atomic
bath, which are relevant to Ref. [L1] and Ref. [L3], respectively. Later, some results of the
theory of quantum parameter estimation are reported with the aim of understanding the
thermometric protocol underlying the arguments in Ref. [L2]. In Chapter 3 a selection
of the most relevant results of the author’s publications is summarized. Finally, a brief
discussion is provided where we draw conclusions and highlight potential perspectives
that have emerged from this project.



Introduction to atom-ion systems

Immersing ions in ultracold atomic gases offers a fruitful environment for investigating
various fundamental aspects of quantum few- and many-body physics, as well as provid-
ing a unique platform for research in quantum technologies and quantum information.
Referred to as hybrid systems of atoms and ions, they combine the advanced theoreti-
cal modeling and superb experimental controllability achieved in the two separate fields,
yielding a whole new plethora of states and phenomena.
The study of ultracold atomic gases has enjoyed a rapid advancement in the last decades.
Thanks to the refinement of cooling and trapping techniques [1–3], Bose-Einstain conden-
sation (BEC) [4–6] and degeneracy in Fermi gases [7] were finally realized and observed
by the end of the last century. Since then, the field has witnessed a remarkable growth
punctuated by a multitude of groundbreaking achievements [8]. Noteworthy observations
include matter wave interference [9], quantized vortices in rotating BECs [10], and super-
fluid phase transition in Fermi gases [11], among many others. The exceptional versatility
of ultracold atomic gases as a tool for exploring the quantum world, stems from the ability
to control various parameters. For instance, laser beams can be used in order to manipu-
late the spatial distribution of atomic clouds [12–14] while the interaction strength among
the atoms can be precisely regulated by exploiting Feshbach resonances [15] through the
application of external magnetic fields. When combined, these possibilities allow the
scientists to cool large ensambles of atoms down to temperatures below 100 nK and to
design the most diverse Hamiltonians, making ultracold atomic gases one of the most
fertile mediums for quantum simulations of many-body systems [16–18].

On the other hand, the manipulation and control of ions have also reached an impres-
sive level of sophistication. Modern trapping techniques have enabled the capture and
long-term storage of individual atomic or molecular ions within radio-frequency traps,
commonly known as Paul traps [19] or optical traps [20]. These traps can maintain ions
for practically indefinite periods, allowing for extensive experimental investigation. Addi-
tionally, ions can be cooled to their lowest achievable energy state, known as the motional
ground state [21]. Cooling of trapped ions is typically achieved using laser-based tech-
niques [22, 23], although recent research has demonstrated the attainment of the quantum
regime through buffer gas cooling methods [24]. Multiple ions can also be confined within
the same trap, resulting in the formation of ordered crystal structures due to the interplay
between the external potential and the repulsive Coulomb forces [25, 26]. The exquisite
control of systems with single ions or ion chains, makes them ideal for numerous applica-
tions, including quantum computing [27–29], quantum simulations [30–32], atomic clocks
[33] and quantum teleportation [34, 35].



4 Introduction to atom-ion systems

By combining the two aforementioned systems, ultracold hybrid atom-ion systems are
formed, unlocking new perspectives and applications that neither ultracold gases nor
trapped ions alone could offer. The main factor that makes these systems intriguing is
the potential governing the interactions between the ion and the atoms in the gas. This
arises from the dipole moment induced by the charged particle on the neutral ones and
can be described as proportional to �1/r

4 for values of the atom-ion separation r larger
than a certain distance R0. The latter is typically on the order of a few Ångstöm [36, 37]
and indicates the range below which the electronic clouds of the atom and ion start to
overlap. The polarization potential in atom-ion systems exhibits a typical length scale
on the order of hundreds of nanometers, which is much larger the typical length of the
van der Waals interaction between neutral particles. The long-range nature of atom-ion
interactions leads to large cross-sections for elastic and inelastic processes at ultracold
temperatures [36, 38] significantly impacting experimental observations. Furthermore, it
complicates the theoretical description, making the use of the pseudopotential approxi-
mation infeasible [37, 39].

Since its inception, the hybrid atom-ion community has devoted a great deal of effort
to surmounting the challenges posed by such systems [40–43]. Experiments with single
trapped ions in ultracold atomic gases [44–46] have brought to light the richness of the
physics involved, showing how the dynamics of the ions is affected by the interplay between
the trapping potentials and the interactions with the surrounding atoms. One notorious
example is the micromotion induced by Paul traps [47], which stands as the main obsta-
cle to the attainment of the ultracold regime. However, in the very last years, a great
progress was made in that direction [48, 49] and, thanks to the refinement of experimental
techniques for radiofrequency [50] and optical traps [51], the first observations of quan-
tum effects were finally accomplished, namely buffer gas cooling [24] and the presence of
Feschbach resonances [52]. Other experimental achievements with trapped ions in ultra-
cold atomic environments include the investigation of few-body processes and chemical
reactions [53–58], the detection of interaction between trapped ions and Rydberg atoms
[59, 60] and the observation of swap-cooling due to resonant charge exchange [61, 62]
in homonuclear systems. On the other hand, experiments with untrapped ions obtained
via ionization of Rydberg atoms [63, 64] have recently explored the transport properties
of charges in Bose-Einstein condensates [65, 66] and the formation of Rydberg-atom-ion
molecules [67, 68].

As far as the theoretical progress is concerned, many efforts have been made in recent
years to grasp the complex features of hybrid atom-ion systems. Researchers have em-
ployed various advanced theoretical methods such as multi-configuration time-dependent
Hartree methods, quantum Monte Carlo and diagrammatic techniques to explore the for-
mation of large molecular ions within Bose-Einstein condensates [69], investigate novel
polaronic states [70, 71] and to understand the role of the surrounding gas in mediating
the interaction between two ions [72, 73]. Additionally, studies have been conducted to
examine the quantum dynamics of ions immersed in ultracold bosonic or fermionic envi-
ronments using the master equation approach [74], [L1, L3]. Other investigations have
also led to proposals for utilizing such systems as as quantum simulators [75–78] or sensors
[L2], unveiling a wide range of potential uses for hybrid atom-ion systems and offering
exciting prospects for further exploration and experimentation.



1
Preliminary notions

In this chapter, we provide an overview about the research on hybrid systems of atoms
and ions in order to set the ground for a contextualised understanding of our own scientific
contribution.
We start by summarizing in Sec. 1.1 the main properties of systems consisting of a single
atom and a single ion. On this purpose, we introduce the potential governing their
interaction and we take a look at the main features of atom-ion scattering dynamics at
low energies. In Sec. 1.2 we provide some details about ion trapping and, specifically,
about the motion of a single ion inside a Paul-trap.



6 Chapter 1. Preliminary notions

1.1 Two-body properties of atom-ion systems

The main element that renders hybrid atom-ion systems a rich field of research is the
potential arising from the interplay between ions and neutral atoms. Nevertheless, cal-
culating the precise shape and features of the potential between a single ion and a single
atom, presents a many-body problem that remains impractical to solve exactly, as the
nuclei and electrons should be considered as separate parts interacting among each oth-
ers. To address this complexity, the Born-Oppenheimer approximation comes into play,
allowing to effectively simplify this intricate problem into a manageable two-body sce-
nario. As we will see in the following sections, dealing with such a simplified picture
allows to compute the main characteristics of the interaction and to describe atom-ion
scattering events. Depending on the purpose of the study, however, it is often useful to
further simplify the the potential, for instance by only considering its asymptotic form at
large separations. This section provides a brief treatment of the two-body properties of
atom-ion systems.

1.1.1 Atom-ion potential

The interaction energy in the Born-Oppenheimer approximation between the ion I
+ and

the atom A can be written as

VI++A = EI++A � EI+ � EA (1.1)

where EI++A is the energy of the interacting complex while EI+ and EA are the energies
of the separated ion and atom. These energies can be computed with mean-field quantum
chemical methods such as coupled-clusters or configuration-interaction [79, 80], yielding
the interaction energy for different species of ions and atoms. We note that this kind of
calculations depend on the specific electronic configuration of the two interacting systems
and, therefore, each atom-ion pair will come with a spectrum of curves each one taking
into account a precise set of electronic states. An example is in Fig. 1.1, where the
interaction energies for the (Li + Yb)

+ system are shown [81]. Similar studies include the
investigation of (Na + Ca)

+ [82], (Ba + Rb)
+ [83], (Yb + Rb)

+ [84], (Sr + Li)
+ [85], and

many others (see Ref. [42] fore an exhaustive list).

Asymptotic range When the separation between the atom and the ion is so large that
the overlap between their wave functions can be safely neglected, a simple approximated
expression for the atom-ion potential can be derived. The calculation based on Ref. [86]
relies on the bipolar expansion of the Coulomb potential [87] and is carried out perturba-
tively around the states at infinite separation, where the atom and ion are unperturbed
[88]. The leading term of the expansion corresponds to the interaction between the charge
of the ion and the induced dipole moment on the atom. Indicating with r the atom-ion
separation, the asymptotic expression of the potential reads [89]

Vai(r) ⇡ �
C4

r4
(1.2)
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Figure 1.1: Interaction energy curves of the system (Li + Yb)
+ for different electronic

configurations. Figure reprinted with permission from Ref. [42].

with C4 = ↵ e
2
/(8⇡✏0), where ↵ is the atom static polarizability, e is the elementary charge

and ✏0 is the vacuum permittivity. The values of ↵ are measured via atom interferometry
for different atomic species, such as sodium [90], ytterbium [91], cesium, rubidium and
potassium [92, 93]. The potential in Eq. (1.2) is known as the polarization potential and
its long range character becomes clear when comparing it to the van der Waals interaction
between neutral systems, which scales like 1/r

6. The next-to-leading order terms in the
expansion of the atom-ion potential are proportional to �1/r

6 and take into account the
interaction of the ion with the induced quadrupole moment of the atom as well as the
effect of dispersion interactions. Moreover, in case one of the two particles has a finite
orbital angular momentum, the asymptotic expression takes a more complicated form.
Since these details go beyond the scope of this dissertation, we refer the interested reader
to Ref. [42, 83].

Short range In the regime where the electronic clouds overlap, calculations of the
potential curves become exceedingly involved. Different methods can be adopted in order
to address this problem and to include some information on the short-range behavior in
a simple analytic potential.

One strategy consists of modeling the short-range part of the interaction by adding to
the polarization potential in Eq. (1.2) a function of a few parameters, that are fitted with
ab-initio data. For instance, exponential functions proportional to exp(�r) or exp(�r)/r

were used in Ref. [36] and Ref. [82], respectively. Other choices comprehend Gaussian
functions [94] or inverse powers of the atom-ion distance [95].

An alternative option is to regularize the divergence of the �1/r
4 potential at short

distances by defining a function of one or more parameters that replicates the asymptotic
behavior of the atom-ion potential at large distance and it is finite when r ! 0. One



8 Chapter 1. Preliminary notions

example is the regularized potential introduced in Ref. [74], which is the one we used in
our publications. We refer to Sec. (1.1.3) for an exhaustive description of its properties.

A more precise although sophisticated method relies on the so-called quantum defect

theory (QDT), which was initially developed for potential scaling asymptotically like
�1/r

↵ with ↵  2 [96–98] and more recently extended to the ↵ > 2 case [99, 100].
More precisely, multichannel QDT found its application in the description of atom-ion
systems [101, 102] where it proved to be an accurate and precise approach for the study
of scattering and bound states. The application of QDT to atom-ion systems relies on the
scale separation between the characteristic length R

? of the potential (see Sec. 1.1.2 for the
definition of R?), and the distance R0 at which the potential deviates from its asymptotic
form. Due to the fact that R0 ⌧ R

?, the information on the short-range dynamics can be
summarized in a few constants that are independent of the energy and angular momentum
and are determined by fitting experimental data. At the end of Sec. 1.1.2, we will see
where QDT can be employed in the study of atom-ion scattering events. More details can
be found in the cited literature.

1.1.2 Scattering properties

An important part of the research on hybrid atom-ion systems is represented by the study
of scattering events. It was actually thanks to the groundbreaking works by Côté and
his coworkers, where ultracold atom-ion collisions where investigated [36, 103], that the
peculiarities of these systems were first unraveled to the scientific community in recent
times. Earlier studies of a similar topic date back to the beginning of the previous century,
when Langevin used classical trajectories to describe the scattering of a charged particle
with a neutral particle [104].

According to the classical model by Langevin, two kinds of collisions can occur between
a charged and a neutral particle. In particular, the model predicts the existence of a
critical impact parameter bc which depends on the collision energy Ecoll. Collisions with
impact parameter b > bc are referred to as glancing collision and result in a pure elastic
event, where the trajectories are merely deflected by the long-range tail of the polarization
potential. On the other hand, the so-called Langevin collisions occur when b < bc, and
result in a close spiraling motion of the two particles. During Langevin collisions, the
short distance between the two scattering partners allows for large energy and momentum
transfer.

Let us consider an atom and an ion approaching with collision velocity vcoll and impact
parameter b. The collision energy is given by Ecoll = µv

2
coll/2 while the classical angular

momentum reads L = µbvcoll, where µ is the reduced mass. The total potential energy
is given by the atom-ion potential plus the contribution L

2
/(2µr

2
) from the angular

momentum. The critical impact parameter is found by equating the collision energy
to the maximum of the potential energy and reads

bc =

✓
2C4

Ecoll

◆ 1
4

. (1.3)
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Figure 1.2: Atom-ion interaction in units of E? for different partial waves as a function
of atom-ion separation in units of R?. Black dots indicate the centrifugal barriers. The
inset shows a zoom on the l = 0 and l = 1 waves.

By definition, bc represents the minimal value of the impact parameter for which the atom
is able to overcome the centrifugal barrier. The Langevin cross section can be calculated
as follows

�Langevin(Ecoll) = 2⇡

Z
bc

0

db b = ⇡

r
2C4

Ecoll
. (1.4)

Considering an infinitely heavy ion immersed in an atomic gas, the collision rate is equal
to the the cross section multiplied by the relative velocity vcoll =

p
2Ecoll/µ and the

atomic density na:

�Langevin = na 2⇡

s
C4

µ
. (1.5)

From Eq. (1.5) we observe that the classical Langevin collision rate is independent of the
collision energy, which is a peculiarity of the polarization potential �1/r

4.
At the quantum level, in order to understand the role of the atom-ion interaction,

we start by recalling that the total wave function of the system can be decomposed as
the sum of different channel functions thanks to the isotropy of the potential. Different
channels are referred to as partial waves, and are associated to different values of the
angular momentum quantum number l = 0, 1, . . . , for which the corresponding effective
potential is analogous to the classical case and reads

V
e↵
l

(r) = �
C4

r4
+

~2 l(l + 1)

2µr2
. (1.6)
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The effective potentials for the first five partial waves are shown in Fig. 1.2.
For every l > 1, one can find the position and height of the centrifugal barrier given

by the second term on the right hand side of Eq. (1.6). Classically, values of the kinetic
energy lower than the centrifugal barrier corresponding to a certain value of l, would
allow that partial wave and the higher ones to be ignored. In a quantum description, the
same argument cannot be applied due to tunnelling effect, and all partial waves should
in principle be considered. For this reason, the regime where only the s-wave contributes
is reached for collision energies much lower than E

?.
The lowest barrier, corresponding to l = 1 (p–wave), can be used to define the char-

acteristic length R
? and energy E

? of the polarization potential:

R
?
=

r
2µC4

~2 , E
?
=

~2
2µ(R?)2

, (1.7)

while the values corresponding to higher partial waves are given by

R
max
l

=

s
2

l(l + 1)
R

?
, E

max
l

=
l
2
(l + 1)

2

4
E

?
. (1.8)

Typical values of R? are at least one order of magnitude larger than the characteristic
length of van der Waals interactions between neutral particles, clearly indicating the long
range character of the atom-ion potential. The characteristic quantities associated to
different atom-ion systems are shown in Tab. 1.1.

atom-ion M/m R?
(nm) E?/kB (µK)

6
Li – 174

Yb
+

28.92 69.77 8.57

7
Na – 174

Yb
+

7.57 129.85 0.708

87
Rb – 138

Ba
+

1.59 294.67 0.052

87
Rb – 87

Rb
+

1 267.81 0.079

Table 1.1: Values of mass ratio, R? and E
? for different atom-ion systems.

To retrace the main steps of the quantum treatment of atom-ion scattering events,
we explicitly write the total relative wave function as  (r, ✓r,'r) =

P
l
Y

m

l
(✓r,'r)�l(r),

where the index l indicates the different partial waves and Y
m

l
(✓r,'r) are the spherical

harmonics. We then write the two-body Schrödinger equation with the effective potential
in Eq. (1.6) for the radial wave functions �l(r):


�

~2
2µ

d

dr2
+ V

e↵
l

(r) � E

�
�l(r) = 0. (1.9)
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This equation can be transformed into a Mathieu equation with imaginary argument
[105–107] with the substitutions �l(r) = ⇠lR

1/2 and r = e
z
E

�1/4. For each l we obtain
two linearly independent solutions for the short-range limit

�
a

l
(r)

r!0
��! r sin

�
� R

?
/r + �l

�
(1.10a)

�
b

l
(r)

r!0
��! r cos

�
� R

?
/r + �l

�
. (1.10b)

The short range phases �l, depend in general on the angular momentum l and the colli-
sion energy. However, since R0 ⌧ R

?, we can assume that �l(Ecoll) ⌘ � and describe all
the short-range dynamics with a single parameter which can only be determined exper-
imentally. The solutions in Eq. (1.10a) and (1.10b) can also be obtained by solving the
radial Schrödinger equation neglecting the centrifugal term. Moreover, Eq. (1.10a) is an
analytic solution of Eq. (1.9) with l = 0 and E = 0, and is therefore valid at all r. Taking
its limit for r ! 1, we get the simple expression

a
s

ai = cot(�) (1.11)

relating the short-range phase to the s-wave scattering length.
In the opposite limit of large separation, the potential becomes negligible and the wave

function approaches the free solution:

�l(r)
r!1
���! sin

⇥
kr � l⇡/2 + ⇠l(k)

⇤
, (1.12)

where the phase shifts ⇠l(k) take into account the long-range character of the atom-ion
potential. Their dependence on l and k is computed by comparing Eq. (1.12) to the
numerical solution of Eq. (1.9), or obtained by means of QDT, which gives analytical
expressions. The phase shift is used to define the energy-dependent scattering length
a(k) = �tan(⇠0)/k [101]. This expression becomes equivalent to Eq. (1.11) in the zero-
energy limit k ! 0. The reason for defining a(k) is the difficulty in attaining the s-
wave regime due to the low values of E

?. Unlike neutral-neutral systems, for which a
pseudopotential approximations allows to parametrize the interaction with the s-wave
scattering length alone [108, 109], the long-range of the atom-ion potential makes finite-
energy corrections more likely to play a role in experiments.

The elastic cross section is also defined as a function of the phase shift

�el =
4⇡

k

+1X

l=0

(2l + 1)sin
2
(⇠l) (1.13)

and becomes independent on the collision energy in the zero energy limit, where it takes
the form � = 4⇡a

s

ai. At higher energies, where several partial waves contribute, the phase
shift can be estimated with a semiclassical approach. This gives ⇠l / Ecoll/l

3, leading to
�el / E

�1/3
coll [36].
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Finally, let us remark that QDT can be exploited for the calculations of other quantities
of interest, such es the behavior of weakly bound states or charge exchange rates. More-
over, in the case of multichannel scattering problems, QDT can heavily reduce the com-
putational effort required to numerically solve the coupled-channel equivalent of Eq. (1.9).
We refer to Ref. [101, 102] for a complete treatment.

1.1.3 Regularized potential
In studies where the short-range features of the atom-ion potential are expected to play a
marginal role, a precise description such as the one above is not necessary. As anticipated
in Sec. 1.1.1, the behavior at short separation of the potential can be summarized by a
short-range barrier whose shape is related to the scattering properties. Let us consider
the regularized potential introduced in Ref. [74]:

Vreg(r) = �C4
r
2
� c

2

r2 + c2

1

(b2 + r2)2
, (1.14)

where the parameters b and c control the s-wave scattering length and the number of
bound states. This is the potential we used in all three of our publications, and here
follows the procedure for the assessment of the b and c parameters.

The scattering amplitude in the first-order Born-Markov approximation corresponding
to Vreg is proportional to its Fourier transform and reads

f(q) = �
µ

2⇡~2

Z

R3

dr eiq·r Vreg(r)

=
c
2
⇡(R

?
)
2

(b2 � c2)2q

⇢
e
�bq


1 +

�
b
4
� c

4
�
q

4bc2

�
� e

�cq

�
.

(1.15)

The two parameters b and c are computed by imposing two physical conditions: (i) at zero
energy, the scattering amplitude in Eq. (1.15) is equal to minus the atom-ion scattering
length and (ii) the potential supports a single two-body bound-states. Note that the case
of two or more two-body bound states can be treated analogously. However, the large
energy separation between the bound states of the atom-ion polarization potential makes
their occupation unlikely for typical atomic densities in hybrid atom-ion experiments.
Therefore, a single bound state is sufficient of our purposes.

Condition (i) corresponds to the definition of the three-dimensional s-wave scattering
length in the limit where the momentum transfer q goes to zero. This is given by

a
s

ai = � lim
q!0

fs(q), (1.16)

where fs(q) is the s-wave scattering amplitude at energy ~2q2/(2µ). Substituting fs with
the approximated definition in Eq. (1.15), the condition becomes a

s

ai = �f(0). The
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Figure 1.3: Atom-ion polarization potential (blue dashed) and regularized potential
(black solid) in units of E? as a function of atom-ion separation in units of R?.

scattering amplitude at q = 0 can be computed by expanding the exponential functions
and reads

f(0) = ⇡(R
?
)
2 b

2
+ 2bc � c

2

4b(b+ c)2
. (1.17)

Condition (ii) is fulfilled by solving the radial time-independent Scrödinger equation for
the scattering problem with the regularized potential in Eq. (1.14). This can be written
in units of R? and E

? as


d

dr2
+

r
2
� c

2

r2 + c2

1

(b2 + r2)2

�
 (r) = 0, (1.18)

and can be solved with boundary conditions  (0) = 0 and  0
(0) = ✏, where ✏ is a number

smaller than one whose value does not affect the final result. Fixing the value of c, we can
solve Eq. (1.18) iteratively for different values of b. For each solution  b, we can compute
the corresponding scattering length, which becomes a function of b and is given by

a
s

ai(b) = lim
r!+1


r �

 b(r)

 
0
b
(r)

�
. (1.19)

Similarly, we can view the zero energy scattering amplitude in Eq. (1.17) as a function
of the parameter b and seek for the value where it crosses with �a

s

ai(b). In particular,
we choose the value for which the first zero energy resonance occurs, indicating a single
two-body bound state (see Fig. 1.4).
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Figure 1.4: Atom-ion scattering length (blue) computed with Eq. (1.19) and minus the
scattering amplitude at zero energy (orange) as defined in Eq. (1.17). The black dot
indicates the selected point for fixed c = 0.2239R

?, corresponding to b = 0.07797R
?,

a scattering length a
s

ai = 1.0054R
? and one two-body bound-state with energy Ebs =

�1.43E
?.

1.2 Single ion in a Paul trap

It is well known that charged particles cannot be trapped by static electric fields [110].
Therefore, ion traps have to rely on combinations of magnetic and static electric fields,
as is the case of Penning traps [111], or time-dependent electric fields that take the name
of Paul-traps [112]. The presence of collisions, however, affects the versatility of the two
trapping systems: while Penning traps are unstable due to the lack of restoring forces on
the radial plane [23], Paul traps are stable, allowing the application of buffer gas cooling.
For this reason, Paul traps play a crucial role in experiments involving ions immersed in
ultracold gases and, hence, in this dissertation. With the aim of setting the ground for the
understanding of the calculations in Ref. [L1], we devote this section to the description of
a single ion in a Paul trap. We refer to Ref. [19] for a complete treatment.

1.2.1 Classical equations

A Paul trap is essentially represented by a quadrupole potential �(x, y, z, t) which is
assumed to be decomposed into a time-independent part, and another part oscillating at
the radiofrequency ⌦rf :

�(x, y, z, t) =
U

2
(↵x

2
+ �y

2
+ �z

2
) +

Ũ

2
cos

�
⌦rft

�
(↵

0
x
2
+ �

0
y
2
+ �

0
z
2
). (1.20)
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The Poisson equation r
2
� = 0 must be fulfilled at every time, leading to the conditions

↵ + � + � = 0 and ↵0
+ �

0
+ �

0
= 0. One of the most common configuration is the linear

Paul trap, which is characterized by

↵ + � = �� > 0, ↵
0
= ��

0
, �

0
= 0, (1.21)

indicating static confinement along the z direction and dynamic confinement in the x-y
plane.

Let us now consider a classical particle with mass M and charge Z|e| in the quadrupole
potential in Eq. (1.20). The force exerted on the particle is given by the Lorentz force
F = eE, where E = �r� is the electric field of the Paul trap. The equation of motion x

for the particle is therefore

ẍ(t) = �
Z|e|

M

@�

@x
= �

Z|e|

M

h
U↵ + Ũ↵

0
cos

�
⌦rft

�i
x(t), (1.22)

which is conveniently rewritten as a Mathieu equation in its standard form:

ẍ(⌧) +

h
a⇠ � 2q⇠cos

�
2⌧
�i
x(⌧) = 0, (1.23)

where we defined the parameters ax = 4|e|Z↵U/(M⌦
2
rf) and qx = �2|e|Z↵

0
Ũ/(M⌦

2
rf)

and the dimensionless variable ⌧ = ⌦rft. The above equation is solved by means of the
Floquet theorem [113] and is given by the following ansatz

x(⌧) = Axe
i�x⌧

+1X

n=�1
C

x

2ne
i2n⌧

+Bxe
�i�x⌧

+1X

n=�1
C

x

2ne
�i2n⌧ (1.24)

where the coefficients �x and C
x

2n have to be found recursively, while the constants Ax

and Bx are set by the initial conditions.
Inserting Eq. (1.24) into Eq. (1.23), we can join the cosine function of the radiofre-

quency driving field with the exponentials in the ansatz, obtaining the relations

C
x

2n+2 � D
x

2nC
x

2n + C
x

2n�2 = 0, D
x

2n =
ax � (�x + 2n)

2

qx
. (1.25)

The iterative application of the equation on the left yields to the continued fractions

C
x

2n

C
x

2n+2

=
1

D
x

2n �
1

D
x

2n�2 �
1

D
x

2n�4 � . . .

,
C

x

2n

C
x

2n�2

=
1

D
x

2n �
1

D
x

2n+2 �
1

D
x

2n+4 � . . .

(1.26)
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from which we obtain an equation for the coefficient �⇠:

ax � �
2
x

qx
=

1

D
x

�2 �
1

D
x

�4 � . . .

+
1

D
x

2 �
1

D
x

4 � . . .

. (1.27)

Note that the right hand side of Eq. (1.27) depends on �x, qx and ax through the definition
of Dx

2n, and the value of �x has to be extracted by fixing qx and ax, and truncating the
continued fractions to get the desired accuracy. Once the value of �x is known, we can use
Eq. (1.25) to compute the C

x

2n coefficients. Assuming C
x

0 = 1 and C
x

2n = 0 for |n| > N ,
where N is a fixed positive integer, we can write a system of 2N coupled equations to
be solved for the 2N coefficients C

x

2n with �N  n  N . We refer to Appendix C of
Ref. [L1] for more details.

Let us remark that, as we can see from Eq. (1.24), the trapped particle is stable if
the values of qx and ax guarantee 0  �x  1, and the same must be satisfied in all three
direction. This leads to the presence of stability regions in the q⇠-a⇠ planes (⇠ = x, y, z),
corresponding to the values for which the condition if fulfilled. The shape of these regions
depend on the parameters in Eq. (1.20). Some examples are shown in Ref. [19].

Finally, we consider the case in which ax < |qx| ⌧ 1 and px(0) = 0. In this regime,
the solution can be approximated with

xapprox(t) =
2x(0)

2 � qx
cos

✓
�x

2
⌦rft

◆
1 +

qx

2
cos

�
⌦rft

��
(1.28)

with �⇠ ⇡
p

ax + q2
x
/2. The ion motion is the combination of a slow oscillation at fre-

quency �x⌦rf/2, called secular motion, and a fast oscillation at the frequency of the driving
field ⌦rf , known as micromotion. A comparison between the approximated solution, the
Floquet ansatz and a numerical solution is shown in Fig. 1.5.

1.2.2 Quantum description
A complete description of the phenomena arising in ultracold atom-ion experiments re-
quires the ion to be treated quantum mechanically. Hence, a description for the dynamics
of the ion in the Paul trap involving its quantized position and momentum operators has
to be developed. On this purpose, let us consider Hamiltonian of a parametric oscillator

Ĥ
trap
⇠

=
p̂
2
⇠

2M
+

M

2
W⇠(t)r̂

2
⇠

⇠ = x, y, z , (1.29)

with the time-varying spring constant given by

W (t) =
⌦

2
rf

4

⇥
a⇠ + 2q⇠cos(⌦rft)

⇤
. (1.30)
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Figure 1.5: Ion motion in a Paul trap with ax = �0.001, qx = 0.2. The three solid lines
correspond to three different solutions: numerical solution to Eq. (1.23) (thick yellow),
Floquet ansats in Eq. (1.24) (solid black), and approximated solution in Eq. (1.28) (thin
green). The dotted black line represent the secular motion.

Note that the three directions indicated by ⇠ can be decoupled because the potential is
quadratic in each of the three Cartesian coordinates.

The Heisenberg equations for r̂⇠ and p̂⇠ read

˙̂r⇠ =
1

i~

h
r̂⇠, Ĥ

trap
⇠

i
=

p̂⇠

M
, ˙̂p⇠ =

1

i~

h
p̂⇠, Ĥ

trap
⇠

i
= �MW (t)r̂⇠ (1.31)

and can be combined to

¨̂r⇠ +W⇠(t)r̂⇠ = 0. (1.32)

The latter is equivalent to the Mathieu equation in Eq. (1.23) with the substitution of the
operator r̂⇠ with a function u⇠(t). Exploiting this fact, we look for solutions with initial
conditions u⇠(0) = 1 and u̇⇠(0) = i⌫⇠. Such a solution is given by

u⇠(t) = e
i
�⇠
2 ⌦rf t

+1X

n=�1
C

⇠

2ne
in⌦rf t, (1.33)

where the coefficients C
⇠

2n and �⇠ are calculated the same way as the classical case and
the initial conditions result in

u(0) =

+1X

n=�1
C

⇠

2n = 1, ⌫⇠ = ⌦rf

+1X

n=�1
C

⇠

2n

✓
�⇠

2
+ n

◆
(1.34)
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with ⌫⇠ known as the reference harmonic oscillator frequency. The meaning of the latter
becomes clear when we define the two following operators. The first is proportional to
the Wronskian between the position operator r̂⇠(t) and u⇠(t):

ĉ⇠,1(t) = i

s
M

2~⌫⇠
W
�
r̂⇠(t), u⇠(t)

 

= i

s
M

2~⌫⇠
⇥
u⇠(t)

˙̂r⇠(t) � u̇⇠(t)r̂⇠(t)
⇤

= ĉ⇠,1(0) =
1

2M~⌫⇠
⇥
M⌫⇠ r̂⇠(0) + ip̂⇠(0)

⇤
,

(1.35)

where the equality in the last line is a consequence of the fact that both u⇠(t) and r̂⇠(t)

are solutions of Eq. (1.32), and their Wronskian W{u⇠(t), u⇠(�t)} is a constant, due to
the absence of a first derivative. The the second is analogous, but with the linearly
independent solution u⇠(�t):

ĉ⇠,2(t) =
1

2M~⌫⇠
⇥
M⌫⇠ r̂⇠(0) � ip̂⇠(0)

⇤
. (1.36)

Now, the operators ĉ⇠,1 and ĉ⇠,2 can be interpreted respectively as the creation and anni-
hilation operators of an harmonic oscillator with frequency ⌫⇠. This can be used to define
r̂⇠(t) and p̂⇠(t) in terms of the two linearly independent solutions u⇠(t) and u⇠(�t). By
using the identity W{u⇠(t), u⇠(�t)} = 2i⌫⇠, we get

r̂⇠(t) =
r̂⇠(0)

2

⇥
u⇠(t) + u⇠(�t)

⇤
+

p̂⇠(0)

2iM⌫⇠

⇥
u⇠(t) � u⇠(�t)

⇤
(1.37)

and

p̂⇠(t) =
Mr̂⇠(0)

2

⇥
u̇⇠(t) + u̇⇠(�t)

⇤
+

p̂⇠(0)

2i⌫⇠

⇥
u̇⇠(t) � u̇⇠(�t)

⇤
. (1.38)

We finally remark that the two solutions above are used in Ref. [74] and Ref. [L1] to
compute the operator r̂(t, ⌧) ⌘ Û(0, t)Û

†
(0, t � ⌧) r̂ Û(0, t � ⌧)Û

†
(0, t), where Û is the

time evolution operator for the ion in the Paul trap. This operator r̂(t, ⌧) is used to
obtain the master equation for the trapped ion immersed in an ultracold gas. We refer to
Sec. 2.1 for an overview of the derivation.

1.2.3 Excess micromotion
So far, we only considered the case of an ideal Paul trap. In experiments, however, the
presence of stray electric fields and imperfections in the construction of the trap can
cause a shift of the trap center as well as corrections to the frequency of the driving field.
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These effects are taken into account with an additional driving term in Eq. (1.29). The
Hamiltonian of the trapped ion becomes

Ĥ
trap
⇠

=
p̂
2
⇠

2M
+

M

2
W⇠(t)r̂

2
⇠
� F⇠(t)r̂⇠ ⇠ = x, y, z , (1.39)

with

F⇠(t) = eE
⇠

dc(1 � �⇠,z) + eEac sin

⇣
⌦rft+ �z,⇠⇡/2

⌘
(1 � �⇠,y). (1.40)

Here, e is the electron charge while Edc and Eac are the components of the dc and and ac
spurious fields along the direction ⇠ = x, y, z.

In Ref. [114], it is shown that the time evolution of the ion’s position operator is given
by

r̂⇠(t) = r̂
in
⇠
(t) + r̂

ex
⇠
(t)I, (1.41)

where r̂
in
⇠
(t) is the solution to the homogeneous Mathieu equation and indicates the ion

motion in the ideal Paul trap, i.e. with intrinsic micromotion, and is given in Eq. (1.37).
On the other hand, r̂ex

⇠
(t) is the solution to the classical inhomogeneous Mathieu equation

with the source term F⇠(t), which provides the excess micromotion. This is obtained via
the method of the vatiaiton of constant and reads

r
ex
⇠
(t) =

Z
t

0

d⌧
u⇠(⌧)u⇠(�⌧) � u⇠(�⌧)u⇠(⌧)

W{u⇠(⌧), u⇠(�⌧)}

F⇠(⌧)

M
, (1.42)

where W{u⇠(⌧), u⇠(�⌧)} is the Wronskian of the two solutions to the Homogeneous equa-
tion [see Eq. (1.33)]. We do not report rex

⇠
(t) for brevity, but we remark that an operator

r̂ex(t, ⌧) can be derived as in the case of the ideal trap. This can be used in the derivation
of the master equation for the ion in an ultracold bath, in order to evaluate how the excess
micromotion affects the quantum dynamics of the ion.





2
Theoretical treatment

This chapter contains some of the most important theoretical results on which our work
based. It is important to keep in mind that our interest in the study of hybrid atom-ion
systems is centered on understanding the dynamics of the ion and how this is affected by
the surrounding atoms. For this reason, the ion is treated as an open quantum system
interacting with the ultracold atoms, which play the role of a bath.
In Sec. 2.1, we retrace the main steps of the theoretical derivation reported in Ref. [L1,
L3], where a master equation approach is applied to the case of a trapped and free ion,
respectively. In Sec. 2.2, we report some notions of the theory of quantum information
and quantum parameter estimation, with the aim of explaining the thermometric protocol
which is at the base of Ref. [L2].
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2.1 Master equation for a single ion in a quantum gas

The master equation approach stands as a powerful framework in the field of quantum
physics for describing and analyzing the dynamics of open quantum systems. It provides
a mathematical toolset that enables us to comprehend the evolution of quantum systems
interacting with their environment. By employing the master equation approach, we can
effectively capture the effects of decoherence, dissipation, and environmental interactions
on the quantum system of interest. In this sectiom, we derive a master equation for an
ionic impurity immersed in an ultracold atomic gas.

2.1.1 Redfield equation
We begin with a very brief derivation of the standard quantum optical master equation,
aimed at setting the ground for the following discussion. We refer the interested reader
to Ref. [115] for a more thorough treatment.

Let us consider a system1 (S) coupled to a bath (B). The Hamiltonian in it’s general
form can be written as the sum of three terms: Ĥ = ĤS + ĤB + ĤSB, where the first two
terms correspond to the Hamiltonian of the system and the bath, while HSB takes into
account their interaction. The explicit form of the Hamiltonian will be introduced later.
Until that moment, the equations will be valid for any system and bath, provided that
they satisfy the assumptions made during the derivation.

Now, we call �̂(t) the density matrix of the composite system and we define the reduced
density matrix as

⇢̂(t) = TrB{�̂(t)}, (2.1)

where TrB is the trace over the bath states. The objective of this entire section is to
derive an equation for the reduced density matrix ⇢̂, where the information from the
bath is incorporated solely as parameters. For this purpose, we start from the Scrödinger
equation for �̂(t)

d

dt
�̂(t) =

1

i~

h
Ĥ, �̂(t)

i
(2.2)

and we transform it to the interaction picture by defining the explicitly time-dependent
density matrix operator

�̃(t) = e
i(HS+HB)t/~ �̂(t) e�i(HS+HB)t/~. (2.3)

The resulting equation reads

d

dt
�̃(t) =

1

i~

h
H̃SB(t), �̃(t)

i
(2.4)

1In accordance with the literature, we use the term "system" to indicate the part exchanging energy
with the bath. The combination of system and bath will be referred to as composite system.
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where the definition of H̃SB(t) is analogous to Eq. (2.3), and its formal solution is

�̃(t) = �̂(0) +
1

i~

Z 1

0

dt
0
h
H̃SR(t

0
), �̃(t

0
)

i
. (2.5)

Substituting Eq. (2.5) inside the commutator of Eq. (2.4) leads to the following integro-
differential equation

d

dt
�̃(t) =

1

i~

h
H̃SB(t), �̂(0)

i
�

1

~2

Z
t

0

dt
0
h
H̃SB(t),

h
H̃SB(t

0
), �̃(t

0
)

ii
(2.6)

which is equivalent to Eq. (2.2), but in a form which is more convenient for our purposes.
In order to proceed, some assumptions need to be made regarding the system-bath

coupling and the bath correlation time. First, we assume that the coupling is turned on
at t = 0. Therefore, no correlations are present between the system and the bath at the
initial time and the total density matrix at t = 0 can be written as the following product

�̂(0) = ⇢̂(0) ⌦ B̂0 (2.7)

B0 being the initial density matrix of the bath. Then, we can trace over the bath states
in Eq. (2.6), getting to the following master equation

d

dt
⇢̃(t) = �

1

~2

Z
t

0

dt
0
TrB

⇢h
H̃SB(t),

h
H̃SB(t

0
), �̃(t

0
)

ii�
. (2.8)

Note that the term coming from [H̃SB(t), �̂(0)]/(i~) can be systematically excluded from
the derivation thanks to Eq. (2.7) and by assuming TrB{H̃SBB̂0} = 0. The latter condition
is true when the bath operators in ĤSB have zero mean in the initial state of the bath,
and can be always enforced by including TrB{ĤSBB̂0} in the system Hamiltonian2.

Now, we extend the validity of the condition stated in Eq. (2.7) to all times. To achieve
this, we assume that the coupling between the system and the bath is weak, rendering
the effects due to correlations negligible. Moreover, we consider the bath to be so large
that its state is unaffected by the interaction with the system. Under these assumptions,
we perform the so called Born approximation and write

�̃(t) = ⇢̃(t) ⌦ B̂0, (2.9)

2This assumption justifies the derivation as it can be always guaranteed. However, the term
TrB{[H̃SB(t), �̂(0)]} can be zero for other reasons, as we will see in the following sections.
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which simply leads to

d

dt
⇢̃(t) = �

1

~2

Z
t

0

dt
0
TrB

⇢h
H̃SB(t),

h
H̃SB(t

0
), ⇢̃(t

0
) ⌦ B̂0

ii�
. (2.10)

At this point, the state of the system at time t depends on its past history due to the
presence of ⇢̃(t0) on the right hand of the previous equation. In other words, the system
is not Markovian and the master equation is still too complicated. To address this issue,
we have to make the equation local in time resorting to the Markov approximation, which
again relies on the largeness of the bath. In principle, the system would perturb the bath
and be influenced by those same perturbations at later times. Nevertheless, for a very
large bath at thermal equilibrium, any minor changes induced by the system are expected
to decay rapidly, relative to the timescale of the system’s dynamics. We can therefore
replace ⇢̃(t0) with ⇢̃(t) in Eq. (2.10), obtaining a master equation in the Born-Markov
approximation

d

dt
⇢̃(t) = �

1

~2

Z
t

0

dt
0
TrB

⇢h
H̃SB(t),

h
H̃SB(t

0
), ⇢̃(t) ⌦ B̂0

ii�
. (2.11)

which is known in the literature as the Redfield equation [116].

2.1.2 Hamiltonian description
We now proceed by making the Hamiltonian explicit for the case of an ionic impurity
with mass M interacting with an ultracold gas of atoms with mass m, with the aim of
obtaining a version of Eq. (2.11) which is suitable for numerical simulations. Let us start
by assuming that the bath is a gas of bosons confined in a box with side L which is
much larger than the other lengths involved in the system. Denoting by g = 4⇡~2asbb/m
the coupling strength of the contact potential between the atoms, where a

s

bb is the 3D
atom-atom s-wave scattering length, we have

ĤB =

Z

R3

drb  ̂
†
b
(rb)


p̂
2
b

2m
+

g

2
 ̂

†
b
(rb) ̂b(rb)

�
 ̂b(rb), (2.12)

and

ĤBS =

Z

R3

drb  ̂
†
b
(rb)Vib(rb � r̂) ̂b(rb), (2.13)

where the subscript b indicates the bosons of the bath while r̂ is the position operator of
the ion. Moreover, Vib indicates the two-body interaction potential between the ion and
the particles in the bath.

Below the critical temperature of Bose-Einstein condensation, the bosonic quantum
field  ̂b can be expanded around the zero-momentum mode

 ̂b(rb) =
p
n0 + � ̂b(rb) (2.14)
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where n0 = N0/L
3 is the condensate density and N0 is the number of particles in the

condensate. The fluctuations are described by means of Bogolyubov theory

� ̂b(rb) = L
�3/2

X

q

⇣
uqb̂qe

iq·rb + vqb̂
†
qe

�iq·rb
⌘

(2.15)

where the operators b̂†q and b̂q create and annihilate a phonon with momentum q, respec-
tively, and obey the bosonic commutation relation [b̂q, b̂

†
q0 ] = �q,q0 . The bath Hamiltonian

can be rewritten as

ĤB = E0 +

X

q

~!qb̂
†
qb̂q (2.16)

where E0 = gN
2
0/(2L

3
) is the ground state-energy and the phononic dispersion relation

is given by

"(q) = ~!q =

s✓
~2q2
2m

◆2

+
�
~csq

�2 (2.17)

with cs =

p
gn0/m the speed of sound in the gas. Finally, the amplitude of the Bo-

golyubov modes is

uq =

s
~2q2/(2m) + gn0

2~!q
+

1

2
, vq = �

s
~2q2/(2m) + gn0

2~!q
�

1

2
. (2.18)

We refer the interested reader to Ref. [117] for more details.
We can now write the density operator as follows

 ̂
†
b
(rb) ̂b(rb) = n0 +�n̂(rb) (2.19)

and use Eq. (2.14) to obtain the following identity for the density fluctuation

�n̂(rb) = �n̂(rb) + �
2
n̂(rb), (2.20)

with

�n̂(rb) =
p
n0[� ̂b(rb) + � ̂

†
b
(rb)], �

2
n̂(rb) = � ̂

†
b
(rb)� ̂b(rb). (2.21)

The first term in Eq. (2.21) refers to the condensed part of the gas, as the presence of the
factor p

n0 suggests. On the other hand, the contribution of the non-condensed part is
taken into account by the second term. The latter becomes relevant when the temperature
of the gas approaches the critical temperature of condensation from below and, of course,
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in absence of condensation, where is the only one contributing. According to the definition
of the field fluctuation in Eq. (2.15), we can write

�n̂(rb) =

r
n0

L3

X

q

h�
uq + v

⇤
q

�
b̂qe

iq·rb +
�
u
⇤
q + vq

�
b̂
†
qe

�iq·rb
i

(2.22)

and

�
2
n̂(rb) =

1

L3

X

q,q0

h
u
⇤
qb̂

†
q uq0 b̂q0 e

�i(q�q0)·rb + u
⇤
qb̂

†
q vq0 b̂

†
q0 e

�i(q+q0)·rb

+ v
⇤
qb̂q uq0 b̂q0 e

i(q+q0)·rb + v
⇤
qb̂q vq0 b̂

†
q0 e

i(q�q0)·rb
i (2.23)

We will refer to the terms in Eq. (2.23) resulting from the non-condensed part of the
gas as quadratic terms, alluding to their dependence on the products between phonon
operators.

In order to keep the derivation as general as possible, we define a new set of creation and
annihilation operators �̂†

q and �̂q which can be identified, depending on what the situation
requires, with the phononic operators b̂

†
q and b̂q we used so far, or with the operators f̂

†
q

and f̂q creating and annihilating a free fermion with energy "(q) = ~2q2/(2m) and obeying
the fermionic anti-commutation rule {f̂q, f̂

†
q0} = �q,q0 . Hence, the system-bath interaction

Hamiltonian becomes

ĤSB =

Z

R3

drbVib(rb � r̂)�n̂(rb) ⌘ Ĥ
(1)
SB + Ĥ

(2)
SB (2.24)

with

Ĥ
(1)
SB = ~

X

q

�
Ŝq�̂q + Ŝ

†
q�̂

†
q

�
(2.25a)

Ĥ
(2)
SB = ~

X

q,q0

�
Ŝ
(u,u0)
q,q0 �̂

†
q�̂q0 + Ŝ

(u,v0)
q,q0 �̂

†
q�̂

†
q0 + Ŝ

(v,u0)
q,q0 �̂q�̂q0 + Ŝ

(v,v0)
q,q0 �̂q�̂

†
q0

�
, (2.25b)

where we used the following definitions

Ŝq =

p
n0L

3

~
�
uq + v

⇤
q

�
e
iq·r̂

cq, Ŝ
(u,u0)
q,q0 =

u
⇤
quq0

~ e
i(q0�q)·r̂

cq0�q. (2.26)

and the coefficient cq is related to the scattering amplitude f(q) by

cq =
1

L3

Z

R3

ds eiq·s V (s) = �
2⇡~2
µL3

f(q). (2.27)
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The definitions of the remaining Ŝq,q0 operators are left out for brevity3 and can be found
in Ref. [L1]. Note that the term Ĥ

(1)
SB comes from the density fluctuation �n̂ in Eq. (2.22)

and takes into account the interaction of the ion with the Bose-Einstein condensed gas.
This is referred to as the Fröhlich model Hamiltonian, borrowing the denomination from
the theory of electron-phonon coupling in solid-state physics [118]. The term Ĥ

(2)
SB , instead,

corresponds to the quadratic terms in Eq. (2.23) and corresponds to the so-called extended

Fröhlich model [119, 120]. In the case of a Fermi gas, the excitations are particles and
the system-bath interaction reduces to

ĤSB = ~
X

q,q0

Ŝq,q0�̂
†
q�̂q0 (2.28)

with Ŝq,q0 = e
i(q0�q)·r̂

cq0�q/~.
Finally, let us remark that the choice of the system Hamiltonian ĤS will be made

explicit later in the derivation. Unless specified, the following arguments will be valid for
both the Hamiltonian for the ion in the Paul trap defined in Eq. (1.29) as well as for that
of a free ion.

2.1.3 Atom-ion master equation
The Hamiltonian functions described above maintain their structure when translated
to the interaction picture, and they are easily obtained from their definitions in the
Schrödinger picture with the substitutions of their operators with the following time-
dependend operators

S̃q(t) = Û
†
(0, t) Ŝq Û(0, t), S̃

(u,u0)
q,q0 (t) = Û

†
(0, t) Ŝ

(u,u0)
q,q0 Û(0, t), (2.29)

and

�̃q(t) = e
iĤBt/~ �̂q e

�iĤBt/~ = �̂q e
i!qt. (2.30)

The evolution operator depends on the system Hamiltonian ĤS

Û(t1, t2) = T exp


�

i

~

Z
t2

t1

dt ĤS(t)

�
, (2.31)

where T represents the time-ordered product. In the case of a time-independent system
Hamiltonian, such as the one of the free ion, the evolution operator takes the simple form
Û(t1, t2) = exp[�iĤS(t2 � t1)/~].

3The omitted definitions will not play any role in our derivation because they are all proportional to
vq [see Eq. (2.18)]. As we will see in Sec. 2.1.3, we are going to set uq = 1 and vq = 0, which corresponds
to considering particle-like excitations only.
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We can now substitute the system-bath Hamiltonian in the interaction picture inside
the Redfield equation in Eq. (2.11) and calculate the partial trace over the bath degrees
of freedom. On this purpose, we consider a thermal bath at temperature T described by
the density matrix

B̂0 =
e
��T (ĤB�µgasN̂)

Z
, Z = TrB

�
e
��T (ĤB�µgasN̂)

 
(2.32)

where �T = 1/kBT , µgas is the chemical potential of the gas and N̂ is the bath number
operator. Let us recall that the we decomposed the system-bath interaction into the sum
of the Fröhlich Hamiltonian H̃

(1)
SB (t) defined in Eq. (2.25a) and the quadratic Hamiltonian

H̃
(2)
SB (t) defined in Eq. (2.25b). Hence, the nested commutator in the Redfield equation

gives a sum of all the possible combinations of the two terms. Let us consider the com-
mutators containing only the Fröhlich Hamiltonian or only the quadratic Hamiltonian:

TrB

⇢h
H̃

(1)
SB (t),

h
H̃

(1)
SB (t

0
), ⇢̃(t) ⌦ B̂0

ii�
, TrB

⇢h
H̃

(2)
SB (t),

h
H̃

(2)
SB (t

0
), ⇢̃(t) ⌦ B̂0

ii�
. (2.33)

The term on the left only exists in the presence of Bose-Einstein condensation. It includes
the thermal averages of the products of two bath operators, where the product of two
creation or two annihilation operators average to zero, while the mixed terms are finite.
For instance, we have

TrB

n
B̂0�̃q(t)�̃

†
q0(t

0
)

o
⌘
⌦
�̃q(t)�̃

†
q0(t

0
)
↵
B0

= e
�i!q(t�t

0)
(nq + 1)�q,q0 , (2.34)

where nq = hb̂
†
qb̂qi = {exp[�T (~!q�µgas)]�1}

�1 is the Bose-Einstein occupation number.
The nested commutator on the right of Eq. (2.33), on the other hand, contains products

of four bath operators. Their thermal averages are computed with the help of Wick’s
theorem [121]. For the sake of completeness, we report the following example:

⌦
�̃
†
q(t)�̃q0(t)�̃

†
k(t

0
)�̃k0(t

0
)
↵
B0

= e
i(!q�!q0 )t+i(!k�!k0 )t

0⇥
nq�q0,k�q,k0 + nqnq0(�q,q0�k,k0 + �q0,k�q,k0)

⇤
,

(2.35)

and we refer to Appendix B of Ref. [L1] for the other terms. The remaining commutators
mixing the Fröhlich and the quadratic Hamiltonian do not contribute to the Redfield
equation. In fact, they only include products of three bath operators, which always give
zero when averaged over the thermal bath.

Now, we insert the above results inside Eq. (2.11). The master equation for the ion
density matrix is obtained by transforming back to the Schrödinger picture and defining
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the new variable ⌧ = t� t
0. With the aim of contextualizing future discussions, we report

the contribution from the condensed Bose gas:

d

dt
⇢̂(t) = �

i

~

h
ĤS(t), ⇢̂(t)

i
�

X

q

Z
t

0

d⌧ ⌦q

n�
nq + 1

�h
Ẑq, Ŵq(t, ⌧)⇢̂(t)

i
+

+nq

h
⇢̂(t)Ŵq(t, ⌧), Ẑq

i
+H.c.

o
,

(2.36)

where

⌦
2
q =

|uq + v
⇤
q|

2

~2 |cq|
2
n0L

3
, Ẑq = e

iq·r̂
, Ŵq = e

�i!q⌧e
�iq·r̂(t,⌧)

, (2.37)

H.c. indicates the Hermitian conjugate, n0 is the density of the condensate, and r̂(t, ⌧) ⌘

Û(0, t)Û
†
(0, t� ⌧) r̂ Û(0, t� ⌧)Û

†
(0, t) is related to the motion of the ion in absence of the

gas and depends on the choice of ĤS. Up to this point, Eq. (2.36) is valid for any impurity
in a Bose-Einstein condensate provided that the scattering amplitude in the definition of
cq can be computed. The complete equation with the contributions from the quadratic
terms can be found in Eq. (41) of Ref. [L1].

To further simplify the master equation, we perform the Lamb-Dicke approximation.
This involves expanding the exponentials in the commutators of Eq. (2.36) to second order
in the product q·r̂. To ensure the validity of this approximation, the de Broglie wavelength
of the gas �dB(T ) =

p
2⇡~2/(mkBT ) has to be much larger than the spacial extension of

the ion along the three directions. In fact, typical changes in the atom momentum after
an atom-ion collision are on the order of 1/�dB. The first commutator inside the curly
brackets of Eq. (2.36) reads

h
Ẑq, Ŵq(t, ⌧)⇢̂(t)

i
' e

�i!q⌧

n
i[q · r̂, ⇢̂(t)] + [q · r̂,q · r̂(t, ⌧)⇢̂(t)]�

�
1

2

⇥
(q · r̂)2, ⇢̂(t)

⇤o
.

(2.38)

Due to the symmetric summation over q in the master equation, any term containing odd
powers of q⇠ vanishes. Hence, terms like the first on the right hand side of Eq. (2.38) or
any term coupling two different directions can be ruled out from the equation. Note that
the same arguments cannot be applied to the case of a non homogeneous gas.

Finally, we apply the particle-like approximation to the equation for a bosonic bath. In
case of a large energy difference between the bath and the ion, only particle-like excitations
with dispersion relation !q = ~q2/(2m) couple to the ion motion. Therefore, we can
assume the Bogolyubov amplitudes to satisfy uq = 1 and vq = 0. Such a simplification
allows to only consider the first term in Eq. (2.25b), making the quadratic Hamiltonian
for the Bose bath analogous to that for the Fermi bath in Eq. (2.28). The validity of the
aforementioned approximations will be discussed separately for the trapped and free ion
in the paragraphs dedicated to each of the two systems.
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Before going ahead, let us recall that we are considering the gas to be confined in a
box of volume L

3. Therefore, the wave vector q, assumes the quantized values 2⇡s⇠/L

with s⇠ 2 Z along each direction. In the limit L ! 1, those values become closely spaced
and we can perform the substitution

X

q

�!
L
3

(2⇡)3

Z

R3

dq, (2.39)

which is reasonable for a large bath.

Trapped ion Let us begin by discussing the validity of the particle-like and Lamb-Dicke
approximations for the case of an ion in a Paul trap. The former is ensured by the choice of
the trap parameters, as typical values result in a small speed of sound in the gas compared
to the secular motion of the ion. For example, we consider the parameters for the x

direction reported in Ref. [122]: ax = �0.001, qx = 0.2, ⌦rf = 2⇡ · 2MHz, which results in
a reference frequency ⌫x ' 2⇡ ·169 kHz for an ytterbium ion. The rescaled speed of sound
for a sodium gas with n0 = 10

14
cm

�3 in units of ⌫x and `x =

p
~/(m⌫x) is c̄s ' 0.009.

However, only phonons with energy comparable to ~⌫x couple to the ion motion. This
leads to an atom velocity of v̄x ' 1.4 � c̄s, showing that the particle-like dispersion
relation can be safely assumed. The applicability of the Lamb-Dicke approximations is
also related to the trap parameters. In fact, the spatial extension of the ion can be
estimated with the width of the ground state of the trap l⇠ =

p
~/(M⌫⇠). For sodium

atoms at T = 200 nK, and the same parameters above, we get lx/�dB ' 0.023.
On top of the two approximations justified above, we assume that the system varies

in a timescale much larger than the timescale of the bath. This translates into the limit
t ! 1 in the time integral, and allows to use the following identity

Z 1

0

d⌧ e
±i(!�!0)⌧ = ⇡�(! � !0) ± iP

✓
1

! � !0

◆
, (2.40)

where � denotes the Dirac delta, and P the Cauchy’s principal value.
We can now proceed by identifying the system Hamiltonian with that of the parametric

quantum harmonic oscillator in Eq. (1.29). Therefore, r̂⇠(t, ⌧) can be computed from
Eq. (1.37) and Eq. (1.38), and reads

r̂⇠(t, ⌧) =

X

s,s0

C
⇠

s
C

⇠

s0

⇢
r̂⇠

✓
�⇠

2
+ s

0
◆
⌦rf

⌫⇠
cos

h
I
⇠

s,s0(t, ⌧)

i
�

p̂⇠

M⌫⇠
sin

h
I
⇠

s,s0(t, ⌧)

i�
, (2.41)

with

I
⇠

s,s0(t, ⌧) = ⌦rf

✓
�⇠

2
+ s

◆
⌧ � (s � s

0
)t

�
. (2.42)
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Using all the aforementioned identities and simplifications we can write the master equa-
tion in a compact form:

d

dt
⇢̂(t) = �

i

~

h
ĤS(t) + �ĤS(t), ⇢̂(t)

i
� �

X

⇠=x,y,z

n
⇤⇠(t)[r̂⇠, ⇢̂(t)p̂⇠]�

�⇤
⇤
⇠
(t)[r̂⇠, p̂⇠⇢̂(t)] � �⇠(t)[r̂⇠, ⇢̂(t)r̂⇠] + �

⇤
⇠
(t)[r̂⇠, r̂⇠⇢̂(t)]

o
,

(2.43)

where � = 2mn0⇡~/(3µ2
), while ⇤⇠(t) and �⇠(t) are oscillating functions that depend on

all the parameters involved in the description as well as on the gas statistics. The term
proportional to � takes into account the action of the bath on the ion, whereas the first
commutator represents the unitary evolution of the ion in the Paul trap in absence of the
surrounding gas. The term �ĤS is the so-called Lamb-Shift, and is a correction to the trap
parameters corresponding to part of the terms coming from the Cauchy’s principal value
in Eq. (2.40). The Lamb-Shift is only considered for the Bose-Einstein condensed gas.
We refer again to Ref. [L1] for the omitted definitions and other details on the derivation.

Free ion Here, we consider the scenario where an ion is created by ionizing one of
the atoms of the gas. In this description, the ion is not confined by a trap and the
system Hamiltonian is simply that of a free particle: ĤS = p̂

2
/(2M). Therefore, we have

r̂⇠(t, ⌧) = r̂⇠ � (p̂⇠/M)⌧ .
In order to discuss the validity of the Lamb-Dicke approximation, let us focus on the

ionization process described in Ref. [123]. There, a laser is focused with a beam waist w0

much smaller than the atomic cloud. An ultrafast pulse of the laser with duration 215 fs

allows a single atom to be ionized inside the condensate. This procedure can be interpreted
as a continuous measurement, where the beam with Gaussian envelope exp(�2r2/w2

0) is
the probe field [124]. Under these conditions, the spacial extent of the initial state of
the ion is estimated with the beam waist w0, and the condition for the Lamb-Dicke
approximation to be valid is !0 ⌧ �dB. Fixing the waist to the experimentally available
value w0 = 1µm, we find that the gas temperature T = 1nK satisfies the previous
inequality. We refer to Ref. [L3] for a more detailed discussion, and for the case of
ionization via a Rydberg state.

Since we limit the derivation to the case of a Bose-Einstein condensate, Eq. (2.36)
contains all the terms we need. Using the r̂⇠(t, ⌧) above and performing the time integral,
we get a master equation analogous to that for the trapped ion in Eq. (2.43). We refer
the interested reader to Appendix C of Ref. [L3], where all the definitions are reported.

2.1.4 Solution strategies
Knowing the density matrix ⇢̂(t) of the ion allows to calculate the expectation value of any
observable Ô with the relation hÔi = Tr{Ô⇢̂(t)}. For this purpose, the master equations
for the trapped ion in Eq. (2.43) and for the free ion (see Ref. [L3]), can be used to find
a set of coupled differential equations for the elements of the ion density matrix. Note
that, thanks to the Lamb-Dicke approximation, the three directions are decoupled and the
3D master equation corresponds to three separate equations. In principle, the dimension
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of the basis set used to compute the matrix elements has to be infinite, meaning that
a truncation is necessary to implement numerical simulations. However, this strategy
turned out to be computationally very demanding, due to the large number of basis
elements that are necessary to describe the evolution of the ion. Moreover, while for the
trapped ion a natural choice is the basis of the harmonic oscillator with frequency ⌫⇠ [see
Sec. 1.2.2 and Eq. (1.34)], it is not trivial to find a convenient basis set for the free ion4.

One way around the aforementioned problems consists of identifying the observables
of interest, and using Eq. (2.43) or the equivalent for the free ion to find the differential
equation for their expectation values by explicitly computing Tr{Ô⇢̂(t)}. Of course, such
a strategy comes with a loss of information, as the total density matrix remains unknown.
Nevertheless, it allows the whole Hilbert space to be considered.

For the trapped ion, we are interested in its kinetic energy and we find that the
equation for hp̂

2
⇠
i forms a closed set of coupled differential equations with the remaining

second order moments hr̂
2
⇠
i and hĉ⇠i = hr̂⇠p̂⇠ + p̂⇠ r̂⇠i:

d

dt
hr̂

2
⇠
i =

1

M
hĉ⇠i

d

dt
hp̂

2
⇠
i =

n
2~� Im

⇥
�⇠(t)

⇤
� MW

0
⇠
(t)

o
hĉ⇠i�

� 4~� Im
⇥
⇤⇠(t)

⇤
hp̂

2
⇠
i + 2~2�Re

⇥
�⇠(t)

⇤

d

dt
hĉ⇠i =2

n
2~� Im

⇥
�⇠(t)

⇤
� MW

0
⇠
(t)

o
hr̂

2
⇠
i +

2

M
hp̂

2
⇠
i�

� 2~� Im
⇥
⇤⇠(t)

⇤
hĉ⇠i + 2~2�Re

⇥
⇤⇠(t)

⇤
.

(2.44)

For the first order moments hr̂⇠i and hp̂⇠i we get

d

dt
hr̂⇠i =

1

M
hp̂⇠i

d

dt
hp̂⇠i =

n
2~� Im

⇥
�⇠(t)

⇤
� MW

0
⇠
(t)

o
hr̂⇠i � 2~� Im

⇥
⇤⇠(t)

⇤
hp̂⇠i.

(2.45)

Analogous calculations bring to the equations for the first and second order moments of
a free ion. We refer to Sec. III of Ref. [L3] for details.

4Although the choice of the basis should not affect the description, it becomes crucial when the
simulations can only investigate a finite subspace of an infinite Hilbert space. In fact, a poor choice
would result in the occupation of the states quickly dropping to zero, hence in a very large number of
states required to preserve the trace of the density matrix
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2.2 Temperature estimation with a two-level ion

The theory of quantum parameter estimation provides analytical tools to find the optimal
measurement of a given quantity. This becomes essential whenever such a quantity is not
directly accessible, due to theoretical reasons or experimental limitations. For instance,
this is a common scenario in quantum mechanical systems, where relevant quantities do
not always correspond to proper observables. In these situations, an indirect approach be-
comes necessary, where the value of the desired quantity is extrapolated from the measure
of a different observable. In this section, we see how to exploit the decoherence dynamics
of a charged two-level system coupled to a Fermi gas in order to optimize the measure of
the gas temperature.

2.2.1 Decoherence dynamics
We consider a trapped ion with wave function �(r) and two internal states |0i and |1i.
The ion is immersed in a homogeneous spin-polarized non-interacting Fermi gas with
mean density n̄. The density defines the following characteristic quantities of the gas: the
Fermi wave vector kF = (6⇡n̄)

1/3, energy and temperature EF = ~2k2
F/(2m) = kBTF and

time ⌧F = ~/EF, where kB is the Boltzmann constant and m the mass of the atoms. We
will henceforth refer to the gas as bath.

The objective of our description is to infer the temperature of the bath from the
dynamics of the internal states of the ion, which will therefore serve as a probe. On this
purpose, we write the total Hamiltonian as a sum of three terms: Ĥ = ĤP + ĤB + ĤI.
The Hamiltonian of the probe is

ĤP = E0 |0i h0| + E1 |1i h1| , (2.46)

where we ignored the part describing the motion of the ion because we treat it as a static
impurity.

The many-body bath Hamiltonian reads

ĤB =

Z

R3

dr  ̂†
(r)


�

~2
2m

r
2

�
 ̂(r) (2.47)

where  ̂ is the fermionic antisymmetric field operator satisfying the anticommutation
relation { ̂(r),  ̂†

(r0)} = �(r � r0).
Finally, the internal states interact asymptotically with the atoms in the bath via the

polarization potential �C4/r
4 introduced in Sec. 1.1.1. Due to its singularity, similarly

to what we have done for the derivation of the atom-ion master equation, we use the
regularization in Eq. 1.14. We refer to Sec. 1.1.3 for details. Hence, the interaction
Hamiltonian describing the coupling of the ion with the bath is

ĤI =

X

s=0,1

Z

R3

dr  ̂
†
(r)V (s)

reg (r) ̂(r) ⌦ |si hs| . (2.48)
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Note that the regularized atom-ion potential relies on the internal state s = 0, 1. In fact,
the use of external magnetic fields can be employed to tune the interaction parameters
(e.g. the atom ion scattering length aai or the number of bound states) independently for
the two spin states. Moreover, we remark that in the case of a neutral two-level system,
the interaction of the state |0i with the bath can be set to zero by properly tuning the
impurity-atom scattering length, as proposed in Ref. [125]. In our case, instead, the
long-range tail of the polarization potential cannot be set to zero. As we will see in
Sec. 2.2.3, this characteristic requires some precautions to be taken in the application of
the thermometric protocol to the ionic probe.

The spin dynamics of the probe can be described by means of the the density matrix
⇢̂P(t) = (I+v · �̂)/2, where v is the Bloch vector and �̂ = (�̂x, �̂y, �̂z) is the vector of the
Pauli matrices. Considering the initial state of the probe to be an equal superposition of
the two internal states, namely |+i = (|0i + |1i)/

p
2 (modulo a global phase), the initial

density matrix of the composite system is ⇢̂(0) = |+i h+| ⌦ ⇢̂B(T ), where ⇢̂B(T ) is the
thermal state of the bath at temperature T . Under this assumption, the components of
the Bloch vector are defined by5

v(t) ⌘ (vx, vy, vz) =
�
Re[⌫(t)], Im[⌫(t)], 0

�
, (2.49)

where ⌫(t) is the so-called time-dependent decoherence function:

⌫(t) = TrB

n
e
iĤ1t/~e�iĤ0t/~⇢̂B(T )

o
. (2.50)

Here, Ĥs = hs| ĤB + ĤI |si (s = 0, 1), and the trace is taken over the bath degrees of
freedom. The z component of the Bloch vector being zero indicates that the populations
of |0i and |1i are conserved in time and equal to 1/2. In other words, the system undergoes
pure dephasing, with the Bloch vector confined to the equatorial plane and the coherences
evolving according to ⌫(t).

For a quadratic time-independent Hamiltonian, as it is in our case, the Levitov formula
[126, 127] can be used to compute the decoherence function:

⌫(t) = det

n
1 � n̂+ n̂ e

iĥ0t/~e�iĥ1t/~
o
, (2.51)

where n̂ = {exp[�(ĥB � µ)] + 1}
�1 is the Fermi distribution, µ is the chemical potential,

� = 1/(kBT ) and

ĥB = �
~2
2m

r
2
, ĥs = ĥB + V

(s)
e↵ (r) (with s = 0, 1). (2.52)

5To obtain Eq. (2.49), one has to start from the total density matrix of the composite system ⇢̂(t) =
Û(t)⇢̂(0)Û†(t) with Û(t) = exp(�iĤt/~), and compute the three components of the Bloch vector with
vi = Tr{⇢̂(t)�̂i} (i = x, y, z), where the trace is taken over both the probe and the bath states.
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The effective impurity-bath interaction is given by the convolution between the atom-ion
potential and probability density |�(r)|

2 of the probe:

V
(s)
e↵ (r) =

Z

R3

dr
0
V

(s)
reg (r � r0)

���(r)
��2. (2.53)

In Ref. [L2] we investigate two scenarios: a delta-shaped distribution |�(r)|
2

/ �(r),
corresponding to a point particle, and a Gaussian distribution with finite width �, for
which |�(r)|

2
/ exp[�r

2
/(2�

2
)], representing the spatial distribution of an ion in the

ground state of a Paul trap or in an optical trap. We refer to Sec. IV of Ref. [L2] for
details.

2.2.2 Quantum Cramer-Rao bound

Let us consider a Hermitian operator X̂ with eigenvaules xs. We indicate with p(xs|T )

the conditional probability to obtain xs from a projective measure on the eigenspace of
X̂, given the gas temperature T . The classical Fisher information carried by X̂ about
the gas temperature is defined by [128]

FT ⌘ FT (X̂) = �

X

s=±
p(xs|T )

@
2

@T 2
ln
⇥
p(xs|T )

⇤
, (2.54)

where we used the fact that for a two-level system only two eigenvalues of X̂ are possible.
According to the theory of quantum parameter estimation [129–132], the quantum

Cramer-Rao bound (QCRB), gives a bound from below to the attainable uncertainty �T

for the estimation of the gas temperature after N independent measurements. The QCRB
is valid in the limit N � 1 for any unbiased estimator [133] and reads

�T
2

�
FT

N
�

F
Q
T

N
. (2.55)

Given this, the Fisher information is related to its quantum counterpart F
Q
T

by the identity
F

Q
T
= max

X̂
{FT (X̂)}. Moreover, we introduce the quantum signal-to-noise ratio (QSNR)

Q, defined by Q
2
= T

2
F

Q
T

. Using this definition in Eq. (2.55), we get the following
inequality

�T

T
�

1

Q
p
N
, (2.56)

which shows that, for fixed N , the theoretical lower limit for the attainable temperature
uncertainty is given by the QSNR.

For a two-level system, it can be demonstrated that F
Q
T

= FT (⇤̂T ) [129], where ⇤̂T

is the symmetric logarithmic derivative (SLD). In other words, the Fisher information
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Figure 2.1: Scheme of the thermometric protocol.

carried by the projective measurement of the SLD is higher than or equal to that car-
ried by the measurement of any other observable, and it’s equal to the quantum Fisher
information. Indicating the decoherence function as ⌫ = |⌫|e

i�, we have

⇤̂T / cos(')�̂k + sin(')�̂?, tan(') =
|⌫|
�
1 � |⌫|

�2
@T�

@T |⌫|
, (2.57)

where �̂k = cos(�)�̂x + sin(�)�̂y and �̂? = cos(�)�̂y � sin(�)�̂x. Moreover, the quantum
Fisher information for a two-level system can be also expressed in terms of ⌫(t). In polar
coordinates, it is written as

F
Q
T
=

1

1 � |⌫|2

✓
@|⌫|

@T

◆2

+ |⌫|
2

✓
@�

@T

◆2

= F
k
T
+ F

?
T
, (2.58)

where F
k
T

and F
?
T

denote the contribution parallel and perpendicular to the Bloch vec-
tor, respectively. More precisely, these two terms correspond to the Fisher information
retained by the projective measure of the SLD in the basis of �̂k and �̂?. However, due to
the dependence of �̂k,? on both � and ', such a measure relies on the a priori knowledge
of the gas temperature, i.e. of the unknown quantity of the problem. In Sec. 2.2.3, we
will see how to address this problem with the thermometric protocol proposed in Ref. [125].

2.2.3 Themrometric protocol
We here discuss the protocol designed to infer the gas temperature from the decoherence
dynamics of a two-level neutral or charged impurity. The protocol (see Fig. 2.1 for a
scheme) is aimed at determining the expectation value of the SLD (see previous section),
and it can be summarized in the following five steps:

1. the probe is prepared in the state |0i, which does not interact with the bath. The
initial density matrix of the composite system is therefore ⇢̂ = |0i h0|⌦ ⇢̂B(T ). As we
already mentioned in Sec. 2.2.1, only a neutral impurity can be prepared in such a
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way that one of the two states does not interact with the bath. We refer to Ref. [L2]
for some strategies to overcome this issue. For instance, we can assume that the
probe is initially neutral. Then, a two-photon process such as the one described
in Ref. [64] can simultaneously ionize the probe and perform a ⇡/2 pulse (see next
point);

2. a ⇡/2 pulse brings the probe to the superposition state |+i = (|0i + |1i)/
p
2. We

assume the pulse to be instantaneous and to be performed at t = 0;

3. at t > 0, the internal states of the probe evolve according to the decoherence function
in Eq. (2.51). At this stage, the dephasing dynamics of the probe depends on the
gas temperature via ⌫(t), which governs both the rotation in the equatorial plane
of the Bloch vector and the reduction of its magnitude. Note that the evolution of
the two internal states depend on the corresponding interaction with the bath;

4. after some time, a second ⇡/2 pulse with relative phase ✓ is performed. After this
pulse, the z component of the Bloch vector will no longer be zero, and its value will
depend on the decoherence dynamics that occurred at the previous step;

5. the energy of the probe is projectively measured with Tr{�̂z⇢̂P}, yielding a value
proportional to cos(✓)h�̂xi + sin(✓)h�̂yi. According to the definition of the SLD
in Eq. (2.57), one can determine h⇤̂T i by choosing ✓ = � + '. We note that
measuring the energy is experimentally more feasible than performing measures in
the eigenbasis of �̂k,?, although selecting � and ' still requires a prior knowledge
of the temperature. However, one can perform several measurements with different
values of ✓, and infere the value of the temperature by means of statistical analysis
(see next paragraph).

Repeating the protocol above N times, yields a set {⇠k}
N

k=1 of independent experimental
values. Here, ⇠k is the outcome of the of the measurement of ⇤̂T on the k-th run, and
corresponds to one of its two eigenvalues �±. Such a repetition will therefore produce N+

measurements of �+ and N� measurements of ��, with N++N� = N . Before estimating
the temperature, one needs to determine the probability p(⇠k|T ) of obtaining the outcome
⇠k at temperature T , which is still unknown. This is done by means of the expectation
value of ⇤̂T [131]

p(�±|T ) =
1 ± h⇤̂T i

2
=

1 ± f(hÊT i)

2
, f(hÊT i) =

2hÊT i � Emax � Emin

Emax � Emin
. (2.59)

Now, a calibration of the thermometer is necessary. This can be accomplished for instance
by measurements of p(�±|T ) = N±/N for some known value of T and N � 1. After that,
the unknown value of the temperature can be inferred from the set {⇠k}

N

k=1 by means of
a function T , which in this context is referred to as estimator. A common choice for the
latter is the maximum likelihood, defined as the value that maximizes the joint probabilityQ

k
p(⇠k|T ) with respect to T . For more mathematical details, we refer to Ref. [134], where

a similar procedure was applied for the estimation of the gradiend of a magnetic field.





3
Main results of author’s publications

In this chapter, we summarize the scientific contributions of the author’s publications
[L1–L3], reporting the motivation and the main outcomes of our studies.
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Figure 3.1: The time dependence of the ion’s kinetic temperature is shown by the blue
line. The green line in the inset represents the fast oscillating kinetic energy before the
integral average over the micromotion, while the dashed gray line indicates the period of
oscillation.

3.1 [L1] – Dynamics of a trapped ion in a quantum gas:

effects of particle statistics

The goal of the study published in Ref. [L1] is to understand the non-equilibrium dynamics
of a single ion confined in a Paul trap and immersed in a bath of ultracold Bosons or
Fermions. For this purpose, we resort to the master equation approach outlined in Sec. 2.1.
In particular, we recall that we derive a master equation in the Born-Markov and Lamb-
Dicke approximations for the reduced density matrix of the ion, which is therefore treated
as an open system. A similar approach was adopted in Ref. [135–137] for a neutral
impurity and in Ref. [74] for an ion in a condensate, where the derivation of the master
equation only included the contribution from the BEC, i.e. the Fröhlich Hamiltonian in
Eq. (2.25a). In our work, the non condensed part of the Bose gas is also included via
the quadratic terms of the extended Fröhlich Hamiltonian in Eq. (2.25b), and similar
methods are employed to derive a master equation for the case of a Fermi gas. Moreover,
the normalization of the ion trap parameters due to the coupling with the gas, i.e. the
Lamb-Shift (LS), is also considered for the Bose gas. For these reasons, the final master
equation reported in Eq. (2.43) can be regarded as the main analytical result of this
study. As far as numerical simulations are concerned, we solve the coupled equations for
the second order moments along the three directions [see Eq. (2.44)] in order to attain
the ion’s kinetic temperature, which is defined as [138]

Tkin(t) =
2

3kB

⌦⌦
Ĥkin(t)

↵↵
Trf
,

⌦⌦
Ĥkin(t)

↵↵
Trf

=
1

Trf

Z
t+Trf

t

dt
0
X

⇠=x,y,z

hp̂
2
⇠
(t

0
)i

2M
. (3.1)

Here, hp̂
2
⇠
(t)i is the time-dependent solution of the system of differential equations along

the ⇠ direction and Trf = 2⇡/⌦rf is the period of the radiofrequency oscillation (see
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Figure 3.2: Temperature of 174
Yb

+. (a) Final ion temperature as a function of the
gas temperature for a total density nt = 10

13
cm

�3. The regularized atom-ion potential
is characterized by b ' 0.078R

? and c ' 0.224, R
?, corresponding to aai ' R

?. The
s-wave threshold temperatures are Ts ' 256µK for 6

Li, Ts ' 164µK for 7
Li. Main plot :

comparison between 6
Li (Fermion) and 7

Li (Boson). The vertical dotted lines represent
the critical temperature of condensation of the Bose gas T

0
0 ' 1.06µK and the Fermi

temperature TF ' 2.84µK; inset : different contributions to the bosonic case below T
0
c .

(b) Ion temperature at different simulation times as a function of the atom-ion scattering
length. The bath is 6

Li with fixed nt = 10
13
cm

�3 and T = 0.1µK. (c) Time dependence
of ion temperature for two selected values of the atom-ion scattering length. All the lines
connecting the points are a mere guide to the eye. Figures adapted from Ref. [L1].

Fig. 3.1). Note that the inner angle brackets represent the expectation value of the oper-
ator, while the outer ones indicate the integral average over the rf-induced micromotion.

The main plot of Fig. 3.1 shows that the ion temperature increases due to the inter-
action with the gas and saturates to a finite value. Our simulations are mainly aimed
at studying how this final value depends on the parameters of the system, such as the
statistics of the gas (Bose or Fermi), the gas density and temperature and the atom-ion
scattering length. The relevance of such a study is mainly given by the presence of several
experiments involving a Paul-trapped ion in a bosonic [48, 51, 61, 139–141] or fermionic
[24, 57] ultracold gas. Other theoretical works have studied the impact of micromotion
on the atom-ion quantum dynamics. These include quantum mechanical calculations in
1D [142, 143] and semiclassical calculations in quasi-1D [144, 145]. Here, we consider a
174

Yb
+ ion trapped in a linear Paul trap with parameters ax,y = �0.001, az = 0.002,

qx = �qy = 0.2, qz = 0, ⌦rf = 2⇡ · 2MHz, and immersed in a gas of 6
Li or 7

Li atoms. The
main results are summarized in the next paragraphs.

General remarks First, we observe that for the considered parameters and a gas tem-
perature between a few nano Kelvin and a few micro Kelvin, the ion temperature converges
to values well below the threshold for the s-wave regime. With the same parameters and
a bath of 23

Na atoms, however, the s-wave regime is not reached, confirming that a small
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atom-ion mass ratio is preferable for this purpose1. Moreover, we observe that below
the Fermi temperature TF of the 6

Li gas, the latter guarantees lower ion temperatures
compared to the 7

Li gas (see Fig. 3.2(a)). Being the atomic masses very similar in the
two cases, we can attribute this behavior to the different quantum statistics. At higher
temperatures, on the other hand, the difference between the fermionic and bosonic bath
vanish and both reproduce the effect of a buffer gas.

For the bosonic gas below the critical temperature of condensation T
0
c , the impact of

the different terms contributing to the master equation is evaluated. As shown in the
inset of Fig. 3.2(a), both the quadratic terms (extended Fröhlich) and the Lamb-Shift
(LS) allow for lower ion temperatures. However, whereas the former becomes relevant
when T

0
c is approached and the non-condensed fraction of the gas increases, the latter

contributes the most at lower temperatures, as it is related to the condensate.

Density dependence Comparing the results with nt = 10
12
cm

�3 and nt = 10
13
cm

�3,
we see that the overall behavior is unaffected by the gas density. This can also be observed
in the data corresponding to the Fröhlich contribution only (see empty circles in the inset
of see Fig. 3.2(a)). There, the temperature of the gas affects the condensate density, but
the ion temperature is practically constant. The only sensible differences in the complete
curves (i.e. for the Fermi gas and for the Bose gas with all the contributions) can be
spotted at very low temperatures. In that regime, the higher gas density gives slightly
lower ion temperatures for both the Fermi and Bose gas. Furthermore, the impact of
the Lamb-Shift is lower at lower density. In fact, the corrections to the trap parameters
are proportional to the condensate density. All these differences, however, are negligible
compared to the scale of the s-wave threshold and vanish at higher temperatures, where
the behavior of the final ion temperature turns out to be influenced neither by the quantum
statistics nor by the total gas density. Nevertheless, the density strongly affects the
convergence time of the ion temperature. We find that decreasing the density by an order
of magnitude increases the convergence time of roughly the same amount.

Scattering length dependence Finally, we fix the temperature of the 6
Li gas to

T = 0.1µK and we observe the dependence of the final ion temperature for different values
of the scattering length in the interval from aai ' �3.5R

? to aai ' 3R
?. Interestingly, we

find the curve presents a non-trivial structure with a peak around the value aai ' �0.5R
?,

as shown in Fig. 3.2(b). Around that value, the convergence time is strongly enhanced,
resulting in higher values of the ion temperature (see Fig. 3.2(c)). This behavior suggests
the presence of instability that could be related to the occurrence of a resonance, as
observed in Ref. [52]. We note, however that the master equation approach does not entail
any information about the microscopic dynamics of atom-ion interactions. Nevertheless,
the latter may emerge from the parameters of the regularized potential.

1The threshold Es = kBTs is obtained by imposing the collision energy Ecoll to be much lower than
the characteristic energy E

? of the atom-ion potential (see Sec. 1.1.2). Assuming an atom velocity much
lower than the ion velocity, which is reasonable for an ultracold gas, we have Ecoll ⇡ µEkin/M , with Ekin

the kinetic energy of the ion. Hence, we obtain Ekin ⌧ Es with Es = (1+M/m)E?, showing that having
M � m gives a higher threshold.
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3.2 [L2] – Quantum-limited thermometry of a Fermi

gas with a charged spin particle

The objective of the study described in Ref. [L2] is to investigate the effectiveness of an
ion-based sensor in accurately determining the temperature of an ultracold Fermi gas. To
achieve this, our work extends the thermometric protocol proposed by Mitchison et al.
[125] to the case of a charged impurity. Enhancing the precision of temperature estima-
tion methods holds paramount importance for experiments where impurities are coupled
to ultracold Fermi gases. This is particularly crucial when investigating non-equilibrium
phenomena like Anderson’s orthogonality catastrophe [146, 147], the formation of pola-
ronic states [148–152], or applications involving ionic impurities in Fermi gases [75, 77, 78].
These experiments necessitate minimally invasive strategies to locally monitor tempera-
ture and its associated uncertainty. It’s worth noting that ions have also been proposed
as probes for measuring density-density correlations [153] and the energy distribution of a
Fermi gas [154]. Moreover, we note that other strategies where adopted to indirectly mea-
sure the temperature of a Fermi gas. One example is in Ref. [155], where a Bose-Einstein
condensate was used as a probe.

The protocol, outlined in Sec. 2.2 of this dissertation, is designed to infer the tempera-
ture of the gas from the measure of the symmetric logarithmic derivative (SLD), as this is
the operator that maximizes the Fisher information. Thanks to this feature, the quantum
Cramer-Rao bound can be used to identify the quantum signal-to-noise ratio (QSNR) Q

as an indicator of the maximum precision achievable. In our study, we assess the value
of the QSNR by the definition Q

2
= T

2
F

Q
T

, where the quantum Fisher information F
Q
T

is computed via the decoherence function according to Eq. (2.58). We then investigate
the dependence of Q on several parameters of the system, such as the gas temperature,
its density and the time of interaction between the probe and the gas. Unless stated
differently, we consider the following configuration: the probe is a two-level system whose
state |0i does not interact with the bath2. The atom-ion regularized potential is char-
acterized by a ' �R

?, b ' 0.0023R
? and c ' 0.4878R

? corresponding to zero bound
states. Moreover we assume that the ion probe is located at r = 0 with density distri-
bution |�(r)|2 = �(r), corresponding to the case where the impurity is tightly trapped or
has infinite mass. Finally, we remark that the atom-bath interaction is quantified by the
parameter kFa, where kF is the Fermi wave vector and a is the atom-ion s-wave scattering
length.

Temperature and time dependence We begin by considering kFa = �0.5 and kFa =

�1.5. Note that fixing the interaction parameter with a specific value of the scattering
length is equivalent to fixing the density of the gas. We evaluate the dependence of Q

on the gas temperature in the interval between zero and the Fermi temperature TF, and

2As mentioned in Sec. 2.2.3, this is experimentally not as trivial as in the case of a neutral probe.
Because the protocol does not rely on the fact that the two levels are spin states, such a configuration
can be achieved for example by designing a two-level system where one of the two states is far away from
the gas. We refer to Sec. III of Ref. [L2] for a dedicated discussion.
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Figure 3.3: Temperature and time dependence of QSNR for fixed interaction parameter
kFa = �1.5. State |0i of the two-level probe does not interact with the bath. (a) Charged
probe: state |1i interacts via Vreg with a ' �R

?. (b) Neutral probe: state |1i interacts
via pseudopotential. Figure adapted from Ref. [L2].

on the interaction time, spanning from zero to a few hundreds times the Fermi time ⌧F.
Comparing the results with the case of a neutral particle (see Fig. 3.3), we observe that
the temperature dependence is only barely affected by the long-range of the atom-ion
potential. On the other hand, the region were Q reaches the highest values is shifted and
extended to larger probing times for the charged impurity. This suggests that the atom-
ion potential takes more time to bring the system in the regime where the dynamics is
governed by temperature-sensitive excitations [156] and suppresses the decay of |⌫|. Most
importantly, the maximum Q for kFa = �1.5 is significantly enhanced by the atom-ion
potential, showing that using a charged probe can result in a better performance of the
thermometric protocol.

Finally, we consider an ion with Gaussian density distribution. The latter mimics the
time-averaged distribution of an ion in a Paul trap or the ground state of a deep dipole
trap. The width of the Gaussian is defined as � =

p
~/M!, with M the ion mass and !

the trap frequency. We fix � = 0.3R
?, corresponding to ! ' 2⇡ ·133 kHz for a 174

Yb
+ ion.

Studying the time dependence of Q for fixed temperature, we observe that a finite width
can enhance the sensitivity at shorter times. This can be relevant in experiments, where
the onset of undesired effects such as spin relaxation [157] or three body recombination
[56, 139, 158] can be prevented by a proper choice of the trap frequency that allows to
reduce the probing time without affecting the sensitivity.

Interaction dependence of maximal QSNR The value of Qmax = maxt{Q(t)} is
studied at fixed temperature T = 0.2TF and for different values of the interaction param-
eter kFa with fixed a ' �R

?. For a single interacting state, we identify three separate
regions (see Fig. 3.4(a)): for kFa . �4, corresponding to a mean interparticle distance
d̄ . �R

?, the collisions between the atoms in the bath and the short-range repulsive
core of Vreg are more frequent, resulting in a faster decay of the decoherence function.
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Figure 3.4: Value of Qmax = maxt{Q(t)} with fixed temperature T = 0.2TF. (a) state
|0i is non-interacting, state |1i interacts via the indicated potentials. The regularized
potentials with zero or one bound state have fixed a ' �R

?; (b) state |1i interacts via
Vreg with fixed a1 ' �R

?, while the scattering length a0 corresponding to state |0i is
varied. The discontinuity of the line indicates that the thermometer does not work when
a1 = a0 (see text). All the lines are a mere guide to de eye. Figures adapted from Ref. [L2].

Note that for fixed a, the mean density n̄ is fixed and d̄ = n̄
�1/3

/ 1/kF. Both for the
pseudopotential and Vreg, the value of Qmax gets lower as the value of |kFa| increases.
Similarly, the charged and neutral probe give comparable results in the region where
kFa & �0.5, corresponding to d̄ & 8R

?. Here, the rate of collisions is lower and the
decoherence function decays slowly compared to ⌧F, allowing the ion to probe the gas for
longer times and resulting in an increasing Qmax. Finally, in the intermediate region, the
balance between the interactions with the repulsive core and the attractive part of the
regularized potential results in a suppressed decay of the decoherence function. In this
regime, the values of Qmax present a peak which is not observed with the neutral particle.
We attribute this strong enhancement of the maximal thermometric precision to the the
atom-ion potential, which is able to probe a larger part of the temperature-dependent
perturbations thanks to its long-range tail. We also remark that no qualitative difference
is observed when other potentials with one or two bound states are considered.

In the case of two interacting states, the same non-monotonous behavior attributed
to the long-range potential is observed. The plots in Fig. 3.4(b) show that the peak is
centered around the value a0 = a1 ' �R

?. Note, however that when the two scattering
lengths coincide, the dynamics of the two states is identical and the thermometric protocol
cannot work. Comparing the maximal values of Q in Fig. 3.4(a) and Fig. 3.4(b), suggests
that a scheme with one interacting state allows to attain a better thermometric precision.
Nevertheless, even with two interacting states, a proper choice of the parameters can
strongly enhance the sensitivity of the ion probe.
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3.3 [L3] – Cooling dynamics of a free ion in a Bose-

Einstein condensate

In Ref. [L3], we derive a master equation in the Born-Markov and Lamb-Dicke approx-
imation for an untrapped ion, hence referred to as free, moving inside a Bose-Einstein
condensate with an initial finite momentum. The derivation is summarized in Sec. 2.1
and follows the same steps of that in Ref. [L1] for the trapped ion. Our work is motivated
by the recent progress in experiments involving untrapped ions in condensates [66, 123]
and by the possibility to control the ion motion with optical traps [20, 159]. We remark
that the research on mobile charged impurities in ultracold gases is at an earlier stage
compared to its neutral counterpart, where substantial advancements have been made in
the study of polarons within Fermi [149, 151, 160, 161] and Bose environments [162–164].
This can be attributed to the inherent experimental challenges presented by atom-ion
systems, such as the difficulty in reaching the s-wave regime.

Here, we focus on the experiment reported by T. Kroker et al. in Ref. [123], where
an ultrafast laser pulse ionizes some of the atoms in a 87

Rb BEC, hence creating ions
with finite kinetic energy inside the condensate. We therefore consider the homonuclear
system 87

Rb
+
/
87
Rb. Moreover, according to the values estimated in the experiment, the

condensate density is chosen between ⇠ 10
13
cm

�3 and ⇠ 10
14
cm

�3, whereas the value of
the initial kinetic energy of the ion is on the order of 10�7

eV, corresponding to Ekin/kB ⇠

1mK
3. Before reporting the results, a few remarks are in order. First, the bath is treated

as an infinite non-interacting BEC, and the derivation is limited to the contribution from
the Fröhlich Hamiltonian [see Eq. (2.25a)]. Second, the atom-ion interaction is modeled by
the regularized polarization potential in Eq. (1.14) with b ' 0.078R

? and c ' 0.224, R
?,

corresponding to aai ' R
?. Finally, the Lamb-Dicke approximation allows the decoupling

of the three directions. Hence, without loss of generality, we can assume the initial
momentum of the ion to be entirely directed along x and restrict our analysis to that
direction. We refer to the last paragraph of Sec. 2.1.3 for a brief discussion on the validity
of the Lamb-Dicke approximation and to Ref. [L3] for more details.

Cooling dynamics We define the ion temperature along x as T x

kin = hp̂
2
x
i/(2MkB) and

we start by studying its time evolution for different values of the initial momentum k0 and
condensate density n0 for a fixed gas temperature Tgas = 1nK. Such a low value is chosen
to guarantee the validity of the Lamb-Dicke approximation. However, no dependence on
the gas temperature is noticed for a fixed condensate density. In Fig. 3.5(a) we observe
that for n0 = 2 · 10

14
cm

�3, the ion temperature decays to ⇠ 2µK in a time on the order
of the microsecond. The decay time is barely affected by its initial value, meaning that
a higher initial temperature corresponds to a more efficient cooling. On the other hand,
the cooling rate is sensibly affected by the gas density. This behavior is characterized
by defining the full duration at half maximum (FDHM) as the time required by the
temperature to reach half of its initial value (see inset of Fig. 3.5(b)). In our description,

3Note that the value reported in the experiment is on the order of a few microelectronvolts, but it can
be reduced by an order of magnitude.
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Figure 3.5: (a) Time dependence of ion temperature T
x

ion for n0 = 2 · 10
14
cm

�3 (dark
solid lines) and n0 = 2 · 10

13
cm

�3 (light dashed lines). The initial values correspond
to T

x

ion = 1.17mK (blue), T
x

ion = 0.84mK (orange) and T
x

ion = 0.51mK (green). The
inset shows a magnification of the region between 8µs and 9µs. (b) Main plot : FDHM
(full duration at half maximum) as a function of mean particle separation in the gas for
T

x

ion(t = t0) ' 1mK. The dotted line represents a linear fit; inset : definition of FDHM.
Figures are adapted from Ref. [L3].

the FDHM has a linear dependence on the mean particle separation d̄ = n
�1/3
0 of the

condensate, as shown in Fig. 3.5(b) for a fixed initial temperature T
x

ion(t = t0) ' 1mK.
Although one could expect a linear dependence on the condensate density, we recall that
the Lamb-Dicke approximation decouples the three directions. As a consequence, despite
treating the system in three dimensions, the results correspond to the simulations along
the x-direction only. The ion dynamics is therefore characterized by the mean distance
between the bosons, which accounts for the rate of atom-ion collisions in one direction.
In particular, we observe that a lower particle distance corresponds to a lower FDHM, i.e.
a more efficient cooling.

Pinning dynamics Let us now consider the expectation value of position and velocity
the ion4. Interestingly, the dynamics of the ion at short times indicates polaronic behavior.
Namely, the ion is dressed by phononic excitations and moves freely within the bath. At
larger times, the onset of nonlinear effects like phonon-phonon interactions brings the
ion to rest: we refer to this behavior as pinning dynamics. Focusing on the results for a
density n0 = 2 ·10

14
cm

�3, we find that the ion velocity drops to ⇠ 10
�10

ms
�1 in the same

timescale of the cooling dynamics described in the previous paragraph, as shown by the

4Note that the value of hp̂xi and that of hp̂
2
x
i are not necessarily related in a quantum system. One

example is the ion in the center of an ideal Paul trap described in Ref. [L1] and in Sec. 3.1 of this
dissertation. In that case, we find that the squared momentum is finite, while the linear momentum is
constantly zero.
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Figure 3.6: (a) Main plot : time dependence of ion velocity vx = hp̂xi/M for different
initial conditions and fixed condensate density n0 = 2 · 10

14
cm

�3. Solid lines correspond
to a regularized atom-ion potential with aai ' R

?, while the dashed line corresponds to
a neutral impurity interacting with the atoms with a zero-range pseudopotential with
scattering length a = 0.05R

?. The initial velocities are vx = 0.47m s
�1 (blue), vx =

0.40m s
�1 (orange) and vx = 0.31m s

�1 (green); inset : time dependence of ion position.
(b) Time-dependent friction in units of the condensate density n0 as a function of time
for two different atom-ion scattering lengths (solid and dashed) and for a neutral impurity
(dotted). Figures adapted from Ref. [L3].

solid lines Fig. 3.6(a). Consequently, the position of the ion converges to a finite value.
Similarly to what observed for the ion temperature, the decay time of the velocity is barely
affected by its initial value at t = t0, and the final positions are reached at approximately
the same time for all the initial conditions (see solid lines in the inset of Fig. 3.6(a)).
We compare these results with those obtained by considering a neutral impurity (dashed
lines in Fig. 3.6(a)). The impurity-bath interaction in the neutral case is represented by a
zero-range pseudopotential. For a meaningful comparison, we choose the scattering length
to be on the order of the typical range of the van der Waals potential, i.e. ⇠ 0.05R

?. The
neutral impurity does not come to rest on the timescale in which the pinning of the ion
is observed, confirming that the long-range character of the polarization potential plays
a key role in describing atom-ion interactions.

Furthermore, we note that the equation for the expectation value of the ion momentum
can be compared to the equation describing the damped motion of a classical particle:

d

dt
hp̂xi = ��hp̂xi. (3.2)

In our case, the friction � ⌘ �(t) is a time dependent function that we compute numer-
ically an contains the information on the pinning dynamics of the ion. In Fig. 3.6(b),
we observe that the friction for the ionic impurity (solid and dashed lines) is almost zero
at short times, in agreement with the aforementioned polaron-like behavior. At longer
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times, the value of � increases, corresponding to the pinning of the ion. We attribute this
behavior to the dephasing of the phononic modes due to the interaction of the bath with
the ion. However, the master equation approach does not allow to investigate the cause of
this phenomenon, which therefore requires a dedicated study. Finally, we observe that the
friction coefficient for the neutral impurity (dotted line in Fig. 3.6(b)) has a completely
different time evolution. The decrease of its value at longer times can be associated to the
formation of a Bose polaron, corresponding to a regime where the impurity gets dressed
by phononic excitations while it moves through the condensate. The qualitative difference
between the friction coefficient in the neutral and ionic case highlights, once again, the
impact of the long-range character of the atom-ion potential.

In conclusion, our study predicts the cooling and pinning of the ion. Moreover, a
remarkable robustness of the results is observed against the parameters involved. We
refer to Sec. V of Ref. [L3] for a discussion on the possible experimental validation of our
findings.





Conclusions and outlook

Throughout the course of project that culminated in this dissertation, we focused on un-
derstanding the quantum dynamics of ions immersed in baths of ultracold atomic gases.
More specifically, we addressed our efforts towards the study of how the properties of the
bath influence the behavior of the ionic impurity. In doing this, we have always been
driven by the continuous advances on the experimental side, which require the support
of adequate theoretical studies as well as new hints for possible applications of ultracold
hybrid atom-ion systems.

In this dissertation, we presented a master equation description for the said systems that
does not rely on the computation of the entire density matrix of the impurity. More
precisely, although the total master equations that we derived do describe the time evolu-
tion of the ion’s density matrix, we employed them to analytically calculate the equations
for the expectation value of relevant observables. In the scenarios we had explored, we
were mainly interested in evaluating the first order (position and momentum) and sec-
ond order momenta (squared momentum, squared position and covariance) of the ion.
Remarkably, the corresponding equations form two closed sets for each direction, sub-
stantially mitigating the computational demand. This shows that our strategy stands as
powerful and versatile tool for investigating the out-of-equilibrium quantum dynamics of
ions in ultracold gases.

Based on ongoing experiments, we considered two noteworthy cases: a single ion in an
ideal quadrupole trap (also known as Paul trap or radiofrequency trap) and an untrapped
ion released inside the bath with finite initial momentum. For the trapped ion, we were
able to consider a fermionic environment as well as the contribution of the non-condensed
part of the gas in a bosonic bath and the correction to the trap parameters due to the
condensate. We remark that similar 3D investigations preceding our study, such as the
one reported by Krych and Idziaszek [74], only considered a bath represented by a BEC.
With our comprehensive description, we captured the effect of the radiofrequency-induced
micromotion, studying how its impact is affected by the parameters involved. Most no-
tably, we observed that at gas temperatures comparable to the critical temperature of
Bose-Einstein condensation, the quantum nature of the bath emerges. In this regime, the
difference between a bosonic or fermionic environment is sensible, with the latter allowing
for lower ion temperatures. As far as the untrapped ion is concerned, the master equa-
tion only takes into account the contribution of the BEC. Nonetheless, our description of
such a system in a full quantum picture is unprecedented in the literature, where most of
the studies relied on a semiclassical representation of the ion. We predict a remarkably
effective reduction of the ion temperature and velocity inside the condensate.
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Albeit versatile and powerful, the master equation approach is accompanied by its own
weaknesses. For instance, the bath is treated as an homogeneous non-interacting gas. As
natural continuation of our work, it would be interesting to include the perturbations
on the bath density due to the presence of the ion. This improvement, could allow to
study the formation of many-body bound states such as those predicted in Ref. [69–71].
Moreover, the master equation is based on several major approximations, namely the
Born, Markov and Lamb-Dicke. In future works, one might try to relax some of those
approximation. In particular, avoiding the Lamb-Dicke approximation would enable an
actual three dimensional description of the system. The attempts we made so far to
compute the next orders in the Lamb-Dicke expansion, however, led to overly intricate
calculations. An alternative would be to adopt the strategy proposed in Ref. [137]. There,
the dynamics can be simulated by a stochastic Schrödinger equation similarly to the Monte
Carlo wave-function method [165, 166], giving access to the full 3D dynamics.

In addition to the master equation analysis, we reported in this dissertation our study
on the possible application of an ion as a thermometry sensor for an ultracold Fermi
gas. In the work in question, we considered the interferometric protocol proposed by
Mitchison, Fogarty, Guarnieri, Campbell, Busch, and Goold [125] for a static neutral spin
system, and we adapted it to the case of a charged one. By studying the decoherence
dynamics of the spin states, we evaluated how the parameters involved in the description
affect the quantum signal-to-noise ratio (QSNR) associated to the temperature estimation.
This quantity is related to the maximal precision achievable according to the theory of
quantum parameter estimation. Moreover, we discussed the possible application of the
procedure based on typical experiments.

We numerically investigated two different scenarios: only one internal state or both
internal states interacting with the Fermi gas. Our results show that, in both cases, the
atom-ion interaction parameter can be tuned to a range where the quantum signal-to-noise
ratio is strongly enhanced. In particular, this behavior is more pronounced when a single
interacting state is considered. Outside from this range, on the other hand, the QSNR
assumes values comparable to the case of the neutral impurity. These observations suggest
that, with the appropriate choice of setup and parameters, the long-range character of the
atom-ion potential can improve the sensitivity of the two-level probe in the estimation of
the gas temperature.

As the main drawback in the application of the aforementioned protocol to the charged
impurity, we identified the effect of few-body processes, such as three-body recombination
or spin relaxation. These could happen in experiments during the probing time, leading
to bad thermometric performances. A possible strategy to suppress their onset, is repre-
sented by coupling the atomic cloud to a Rydberg state [167, 168]. This would enhance
the atomic polarizability, allowing to put the ion at some distance from the gas. Alter-
natively, the Rydberg dressing can be exploited to manipulate the atom-ion interaction,
creating a short-range barrier to prevent the atoms from getting too close to the ion.

In light of what discussed above, an interesting perspective for future work is the in-
vestigation of different setups aimed at mitigating undesired effects and further improving
the precision. For instance, designing new protocols based e.g. on the motional states of
the probe or relying on two entangled ions could help on this regard.
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To conclude this dissertation, let us spend few words regarding ongoing projects and other
studies that we are planning to undertake in the near future.

Current simulations are investigating the effect of coupling a quantum gate to an
ultracold gas. The setup that we consider consists of a one-dimensional chain of three
ions whose motion can be decomposed into normal modes of oscillation. A two-qubit gate
is made with the two external ions by subjecting them to a spin-dependent force, while the
central ion is immersed in a bath of ultracold atoms. The dissipative dynamics is captured
by deriving a master equation in analogy to our previous works. Our aim is to describe
how the behavior of the gate is affected by the gas and, in particular, whether the latter
can counteract the heating term due to the coupling of the ion chain with an external
bath at room temperature. In addition, we are planning to exploit the descriptions of
multiple ions as a vibrating chain to study the dynamics of two ions both immersed in
the ultracold gas. This would allow to understand how the interaction between the two
ions is mediated by the surrounding bath. Finally, we mention that among our next goal
is the development of a novel method for describing the dynamical properties of ions in
ultracold gases. The approach is based on a combination of path integral and functional
determinant methods for fermionic systems and allows to obtain the time evolution of the
impurity without relying on the Born and Markov approximation.
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We study the quantum dynamics of an ion confined in a radio-frequency trap in interaction with either a
Bose or spin-polarized Fermi gas. To this end, we derive quantum optical master equations in the limit of weak
coupling and the Lamb-Dicke approximations. For the bosonic bath, we also include the so-called “Lamb-shift”
correction to the ion trap due to the coupling to the quantum gas as well as the extended Fröhlich interaction
within the Bogolyubov approximation that have been not considered in previous studies. We calculate the ion
kinetic energy for various atom-ion scattering lengths as well as gas temperatures by considering the intrinsic
micromotion and we analyze the damping of the ion motion in the gas as a function of the gas temperature. We
find that the ion’s dynamics depends on the quantum statistics of the gas and that a fermionic bath enables to
attain lower ionic energies.
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I. INTRODUCTION

The interest in studying both experimentally and theo-
retically quantum mixtures of ions and ultracold gases is
increasing rapidly. Indeed, such a compound system of-
fers various fascinating perspectives both on fundamental
quantum few- and many-body physics research and on tech-
nological applications that the two systems separately cannot
afford, for instance, the exploration of novel polaronic states
[1–3] and quantum simulation of the electron-phonon cou-
pling [4–6]. For an extensive overview on atom-ion physics
research, we refer to [7–9]. Experimentally, a considerable
effort has been undertaken in the last few years in order to
cool the atom-ion compound system down to the quantum
regime, namely, when only s-wave atom-ion collisions take
place. To this end, three experimental approaches have been
pursued so far: ionization of a highly excited Rydberg atom
in a Bose-Einstein condensate [10,11]; an ion confined in a
radio-frequency (rf) trap interacting with an optically trapped
atomic gas [12,13]; sympathetic cooling of ions and atoms in
optical dipole traps [14,15]. In the former approach, the ion is
not trapped after ionization and a controlled momentum kick
via external electric fields is imparted in order to investigate
charge transport in a bosonic medium [16,17]. The second
relies on the well-established laser cooling and manipulation
techniques of trapped ions, which are confined by means of a
combination of time-dependent and time-independent electric
fields. The exquisite control of the ion motion enables to
prepare various nonclassical states [18,19] and, in principle, to
infer on environment properties by reading out the ion quan-
tum state. The time-dependent fields, however, can seriously
jeopardize the attainment of the ultracold atom-ion collisional
regime, a notorious issue named micromotion. Finally, the

third approach is somehow a hybrid of the former two, as
it reduces drastically the impact of ion micromotion in Paul
traps and, at least in principle, it enables to control the ion
motion optically. At the same time, however, since the optical
trap is not as deep as the rf trap, unavoidable stray fields
can reduce the ion lifetime in the trap [20,21]. Moreover, an
intense laser light can induce undesired chemical reactions
between the ion and the particles of the gas.

Here, we focus our attention on the second approach and
investigate the cooling dynamics of a trapped ion immersed in
either a bosonic or fermionic environment. Albeit the s-wave
regime in hybrid traps has been attained with only fermionic
atoms so far [12,22], several ongoing experiments involve
bosonic ensembles [14,23–28]. Up until now, however, a few
theoretical studies have been undertaken in order to assess the
impact of ion micromotion on the atom-ion quantum dynam-
ics: a quantum mechanical calculation in one dimension (1D)
[29,30], a semiclassical investigation of confinement-induced
resonances in quasi-1D [31,32], and a three-dimensional (3D)
master-equation analysis [33]. Apart from the latter, all oth-
ers concerned a single trapped atom and ion, and therefore
only the emerging two-body physics has been investigated. In
Ref. [33], however, the Fröhlich model was assumed, while
the Lamb shift and, specifically for the bosonic case, the con-
tribution of the noncondensed fraction were not considered.
Here, by Lamb shift we refer to the renormalization of the
ion trap parameters due to the coupling to the quantum gas.
In condensed matter and for a free impurity such a shift is
named polaron shift, whereas in this work we use the quantum
optics terminology. The aforementioned studies confirmed
that the impact of the ion micromotion can be mitigated
by choosing a small atom-ion mass ratio. With this study,
we first aim at developing a formalism for mobile quantum
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impurities based on an open quantum system approach, which
does not rely on the (linear) Fröhlich impurity-bath interaction
model and rotating-wave approximation. Moreover, we want
to understand the role of the gas quantum statistics on the
ion-cooling dynamics and whether atom-ion pairs different
than Li/Yb+ can reach the s-wave limit. As far as the first
objective is concerned, we find that the corrections causing
the Lamb shift yield additional dissipative contributions in
the master equation, as a consequence of the nonapplicability
of the rotating-wave approximation. Furthermore, the quan-
tum statistics of the ultracold gas affects significantly the ion
dynamics. While for temperatures larger than the Fermi tem-
perature TF and the critical temperature of condensation T

0
c

the ion dynamics reproduces essentially the one correspond-
ing to the interaction with a buffer gas, at low temperature
the fermionic and bosonic nature of the gas is observable in a
distinct gas temperature dependence of the ion energy. Both
for the fermionic and bosonic gas we observe a minimum
in the ion energy for a temperature Tmin close to T

0
c . Below

Tmin the ion energy increases again, but only marginally for
fermions. On the other hand, for a bosonic gas the ion-energy
dependence on the gas temperature T exhibits a more rich
structure. Indeed, after the enhancement of the ion energy
for T

0
c < T < Tmin, below T

0
c it presents a maximum due

to the interplay between the condensate contribution and that
of the normal part of the gas. Moreover, the damping rate
of the ion motion exhibits the same dependence on the gas
temperature as the condensate fraction for T < T

0
c . In addi-

tion, we elucidate the role of the long-range character of the
atom-ion polarization potential on the ion quantum dynamics
by comparing our findings with those of the pseudopotential.
Contrary to neutral impurities, the nonequilibrium dynamics
of the ion in the quantum gas is nonuniversal, that is, it can-
not be uniquely characterized by the impurity-gas scattering
length like for neutral impurities. Since there is no clear sepa-
ration of length scales in the many-body problem at typical gas
densities, the tail of the atom-ion interaction plays a crucial
role in the ion dynamics and the effective range corrections
cannot be neglected.

The paper is organized as follows: In Sec. II we intro-
duce the atom-ion potential, while in Sec. III the system plus
bath description is outlined, which is kept on purpose quite
general. A master equation including the contribution of the
noncondensed fraction is obtained in a way that is valid for
both neutral and charged impurities. In Sec. IV we focus on
the trapped ion case and make use of the well-known Lamb-
Dicke approximation, which enables us to further simplify the
description of the ion dynamics. We continue with Sec. V by
providing the equations of motion of observables of interest,
while in Sec. VI we present our results. In Sec. VII we draw
our conclusions and provide an outlook for future work.

II. ATOM-ION INTERACTION POTENTIAL

In this section we discuss briefly the interaction between an
atom and an ion and how we model it for the master-equation
calculation.

Polarization potential. The interaction between an atom
and an ion in free space is described asymptotically by

FIG. 1. Schematic view of the open quantum system with the
main length scales. The width l of the Paul trap potential (represented
by the saddle) corresponds to the size of the ion in the ground state
(large blue wave) and is (much) smaller than the two other lengths:
the average distance d̄ among the gas particles (small red waves),
which is defined by atomic density n; the characteristic length R⋆ of
the atom-ion potential (black thick line).

(r ≡ |r|)

Vai(r) = −C4

r4
(1)

with C4 = αe2

2
1

4πϵ0
(in SI units) [34], where α is the static

polarizability of the atom, e is the elementary electronic
charge, and ϵ0 the vacuum permittivity. Here, r denotes the
separation between the atom and the ion. The potential is
characterized by the length R⋆ = (2µC4/h̄2)1/2 and energy
E ⋆ = h̄2/[2µ(R⋆)2] scales, with µ = mM/(m + M ) the re-
duced mass, m the atom mass, and M the ion mass.

Length scales. In our setting there are several relevant
length scales (see Fig. 1). First, the aforementioned R⋆, which
is typically in the range of hundreds of nanometers and
gives, as a rule of thumb, the order of magnitude of the
3D zero-energy s-wave atom-ion scattering length (see also
Refs. [35,36]). For instance, for the atom-ion pair 7Li/174Yb+

we have R⋆ ≃ 75.15 nm, for 23Na/174Yb+ R⋆ ≃ 129.85 nm,
and for 87Rb/174Yb+ R⋆ ≃ 307.23 nm. Second, the atom-
atom (background) scattering length as

aa which is typically on
the order of a few nanometers. Third, for a condensate, we
have the healing length, which is defined as ξ = (8πnas

aa )−1/2

with n being the gas density. For a typical gas density n =
1014/cm3 we have, e.g., ξ ≃ 273.61 nm for 87Rb, and ξ ≃
380.38 nm for 23Na. Instead, for a Fermi gas, the inverse of the
Fermi wave vector λF = 2π/kF = (3π2n)−1/3 gives another
length scale. For n = 1014/cm3, we have λF ≃ 437.56 nm.
Fourth, the mean path length d̄ that at the aforementioned
typical gas density is about 215.44 nm. Hence, all lengths
are comparable and therefore there is no separation of length
scales as in the neutral counterpart. As a consequence, nonuni-
versal behavior in the ion statical and dynamical properties is
expected (see, for instance, Refs. [37–39] for a static ion anal-
ysis). Thus, either very low atomic densities are considered,
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where a universal behavior is expected, or else the long-range
tail of the atom-ion interaction strongly matters.

Finally, the last relevant length for a trapped ion system is
the ion trap length l , which corresponds to the ion ground-
state size. This length is about a few tens of nm for 174Yb+,
as we discuss in Sec. IV. While l is rather small compared to
R⋆ for heavy atoms, for lithium it is roughly half of the cor-
responding R⋆. This means that scattering of an atom and an
ion should not be analyzed in free space, as we do in the next
paragraph, as the confinement affects the atom-ion collision as
for neutrals in waveguides. Here, however, we neglect effects
like confinement-induced resonances as a dedicated study of
such a phenomenology is required.

Quantum regime condition. It is important to note that
the energy E ⋆ sets the onset of s-wave atom-ion collisions,
namely, for energies smaller than E ⋆ the quantum regime can
be attained [40]. Indeed, E ⋆ corresponds to the height of the
centrifugal barrier for the ℓ = 1 partial wave from threshold
(see, e.g., Fig. 1 of Ref. [9]). Assuming that the kinetic energy
of the atom is negligible, since it is ultracold compared to the
ion, the collisional energy in the relative atom-ion coordinate
frame is given by [41,42]

Ecoll = kBTcoll ≃ µ

M
Ekin (2)

with Ekin = kBTkin the ion’s average kinetic energy in the
laboratory frame of reference and kB being the Boltzmann
constant [43]. Hence, in order to enter the quantum regime
of s-wave collisions, the ion’s kinetic energy must be smaller
than E ⋆, that is,

Ekin ≪ Es = M
µ

E ⋆ =
(

1 + M
m

)
E ⋆. (3)

In case of a light atom and a heavy ion we have µ ≃ m so that
M/µ ≫ 1, and thus a significant gain in the upper limit for
s-wave collisions is obtained. For example, for 7Li/174Yb+

we have Es/kB ≃ 164.26 µK and for 23Na/174Yb+ we find
Es/kB ≃ 6.07 µK. This shows that there is a rather broad
range of temperatures and that these are at least an order of
magnitude smaller than those of ultracold neutral collisions
(on the mK scale).

Regularized potential. Given the fact that the potential (1)
is singular and that later in the master equation we need to
compute the Fourier transform of the atom-ion potential, we
introduce the regularization [33]

V r
ai(r) = −C4

r2 − c2

r2 + c2

1
(b2 + r2)2

. (4)

Here, b and c are tunable parameters that have units of a length
and control the energy spectrum of the potential as well as
the atom-ion scattering length. The Fourier transform of (4)
is linked to the scattering amplitude in the first-order Born
approximation, which is defined as

f (q) = − µ

2π h̄2

∫

R3
dr eiq·rV r

ai(r). (5)

By using spherical coordinates and by integrating out the
angular part, we obtain

f (q) = − 2µ

qh̄2

∫

R+
dr r sin(qr)V r

ai(r)

= c2π (R⋆)2

(b2 − c2)2q

{
e−bq

[
1 + (b4 − c4)q

4bc2

]
− e−cq

}
, (6)

where we used the fact that (R⋆)2 = 2µC4/h̄2. The determina-
tion of b and c is discussed in Appendix A.

III. IMPURITY MASTER EQUATION

In this section we provide an open system description of
an impurity in a quantum gas of either bosons or fermions
by following the approach of Ref. [44], where the impurity
is described in first quantization, whereas the quantum bath
in the second one. We focus mainly on the bosonic case, for
which we apply Bogolyubov theory, but we consider also the
quadratic terms of the bosonic field operators, which result in
an extended Fröhlich interaction Hamiltonian. The inclusion
of this interaction has been proven to be crucial in the descrip-
tion of the many-body response function of Rydberg [45] and
Bose polarons in vicinity of a Feshbach resonance [46]. The
fermionic case is considered only for a normal gas, i.e., not
superfluid BCS theory, and it is obtained as a special case of
the master equation for a bosonic bath for gas temperatures
above the critical temperature of condensation. We note that
in the literature a master-equation treatment of an impurity in
a degenerate Bose gas has already been undertaken [33,47–
49], but (i) only the (linear) Fröhlich interaction has been
considered and (ii) the Lamb shift has not been taken into
account. Moreover and specifically for the ionic impurity, the
fermionic bath has been not investigated in Ref. [33].

A. System plus bath Hamiltonian

The total Hamiltonian of the system, the atomic impurity in
interaction with a bosonic bath, is given by Ĥ = ĤS + ĤB +
ĤBS , where ĤS is the impurity time-dependent Hamiltonian
[50]

ĤB =
∫

R3
drb (̂†

b (rb)
[

p̂2
b

2m
+ g

2
(̂†

b (rb)(̂b(rb)
]
(̂b(rb) (7)

and

ĤBS =
∫

R3
drb (̂†

b (rb)Vib(rb − r̂)(̂b(rb). (8)

Here, Vib denotes the interaction between the impurity and
a particle of the bath. Besides, we assume that the bath is
confined in a box of length L [51] and that the interaction be-
tween the bosons is given by a contact potential with coupling
constant g = 4π h̄2as

bb/m and as
bb the 3D s-wave atom-atom

scattering length, while for the fermions we assume a spin-
polarized gas with no intraparticle interaction. Let us note that
at this stage the models describing the bosonic and fermionic
baths are different, i.e., the former is interacting while the
latter is not. Nonetheless, and specifically for the ion in a Paul
trap, it turns out that the interaction among bosons is much
smaller than other energies involved, so that we can safely
neglect it (see Sec. IV for details). Hence, the differences we
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observe in the ionic dynamics in the two baths are owed to
their quantum statistics and not to the interaction. For the sake
of completeness, however, we keep here the derivation of the
master equation as general as possible.

The bosonic quantum field is expanded as

(̂b(rb) = √
n0 + δ(̂b(rb), (9)

where n0 = N0/L3 is the density of the condensate, i.e., the
zero-momentum component, while N0 is the atom number.
Fluctuations around the condensate mode are described in
terms of Bogolyubov modes

δ(̂b(rb) = L−3/2
∑

q

uqb̂qeiq·rb + vqb̂†
qe−iq·rb, (10)

where [b̂q, b̂†
q′ ] = δq,q′ . Using this expression in Eq. (7), we

arrive at

ĤB = E0 +
∑

q

h̄ωqb̂†
qb̂q. (11)

Here, E0 = gN2
0 /(2L3) is the ground-state energy of the con-

densate and µG = ∂N0 E0 = gn0 is the chemical potential at
zero temperature. The corresponding dispersion relation is
given by [52]

ε(q) = h̄ωq =

√(
h̄2q2

2m

)2

+ (h̄csq)2 (12)

with cs = (gn0/m)1/2 being the speed of sound, and the Bo-
golyubov amplitudes uq and vq are given in Ref. [52]. Given
this, the atomic density operator is

(̂†
b (rb)(̂b(rb) = n0 + -n̂(rb). (13)

The first term provides a constant energy term in Eq. (8) for a
homogeneous gas, as we consider here, and it can be neglected
since it shifts merely the energy minimum. The second term
is given by

-n̂(rb) = (̂†
b (rb)(̂b(rb) − n0

= √
n0[δ(̂b(rb) + δ(̂†

b (rb)] + δ(̂†
b (rb)δ(̂b(rb)

= δn̂(rb) + δ2n̂(rb) (14)

with δn̂(rb) = √
n0[δ(̂b(rb) + δ(̂†

b (rb)]. Hence, we have

δn̂(rb) =
√

n0

L3

∑

q

(uq + v∗
q )b̂qeiq·rb + (u∗

q + vq)b̂†
qe−iq·rb

(15)

and

δ2n̂(rb) = L−3
∑

q,q′

[
u∗

quq′e−i(q−q′ )·rb b̂†
qb̂q′

+ u∗
qvq′e−i(q+q′ )·rb b̂†

qb̂†
q′ + v∗

quq′ei(q+q′ )·rb b̂qb̂q′

+ v∗
qvq′ei(q−q′ )·rb b̂qb̂†

q′

]
. (16)

Given this, the system-bath Hamiltonian becomes

ĤBS =
∫

R3
drb Vib(rb − r̂)-n̂(rb)

= h̄
∑

q

(Ŝq.̂q + Ŝ†
q.̂

†
q) + h̄

∑

q,q′

(
Ŝ(u,u′ )

q,q′ .̂†
q.̂q′

+ Ŝ(u,v′ )
q,q′ .̂†

q.̂
†
q′ + Ŝ(v,u′ )

q,q′ .̂q.̂q′ + Ŝ(v,v′ )
q,q′ .̂q.̂

†
q′

)

= Ĥ (1)
BS + Ĥ (2)

BS , (17)

where we used the notation of Ref. [44]: .̂q ≡ b̂q, and

Ŝq =
√

nL3

h̄
(uq + v∗

q )eiq·r̂cq,

Ŝ(u,u′ )
q,q′ =

u∗
quq′

h̄
ei(q′−q)·r̂cq′−q,

Ŝ(u,v′ )
q,q′ =

u∗
qvq′

h̄
e−i(q′+q)·r̂c∗

q′+q,

Ŝ(v,u′ )
q,q′ =

v∗
quq′

h̄
ei(q′+q)·r̂cq′+q,

Ŝ(v,v′ )
q,q′ =

v∗
qvq′

h̄
e−i(q′−q)·r̂c∗

q′−q,

cq = 1
L3

∫

R3
dy eiq·yVib(y). (18)

In addition, Ĥ (1)
BS is the first sum over q in Eq. (17) and it

denotes the so-called Fröhlich model Hamiltonian in the con-
text of the electron-phonon coupling in solid state [53], while
Ĥ (2)

BS refers to the double sum over q, q′, which describes the
so-called extended Fröhlich model [45,54]. Specifically for
the ionic impurity, the coefficient cq is linked to the scattering
amplitude (5) as

cq = −2π h̄2

µL3
f (q). (19)

Apart from the Bogolyubov approximation, the expression
(17) is exact for a bosonic bath. For a normal Fermi gas, the
interaction Hamiltonian reduces to

ĤBS = h̄
∑

q,q′

Ŝq,q′ .̂†
q.̂q′ (20)

with Ŝq,q′ = ei(q′−q)·r̂cq′−q/h̄ and .̂†
q ≡ ĉ†

q (.̂q ≡ ĉq) being the
creation (annihilation) operator of a free fermion of momen-
tum q with {ĉq, ĉ†

q′} = δq,q′ .
If the impurity-bath interaction is described by the pseu-

dopotential, as for neutral impurities, we have [55]

Vib(r) = gibδ(r), (21)

where gib = 2π h̄2as
ib/µ with as

ib being the 3D s-wave
impurity-bath scattering length. Thus, Eq. (19) becomes

cq = 2π h̄2

µL3
as

ib. (22)

Specifically for the atom-ion case, we see that f (q) → −as
ib.

Thus, if we would replace the atom-ion interaction (4) by
Eq. (21), in all subsequent equations one has simply to replace
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TABLE I. Top: Critical temperature for condensation T 0
c of a

noninteracting gas for three bosonic species and densities. Bottom:
Fermi temperature TF for two fermionic species and three densities.
Temperature values are given in units of nK.

Boson nt = 1012 cm−3 1013 cm−3 1014 cm−3

7Li 229 1063 4934
23Na 70 324 1506
87Rb 18 86 398

Fermion nt = 1012 cm−3 1013 cm−3 1014 cm−3

6Li 613 2844 13 198
40K 92 428 1987

the scattering amplitude in the first-Born approximation with
the scattering length as

ib.

B. Validity requirements and chemical potential

Let us comment on the validity of the Bogolyubov approx-
imation, which implies that both the quantum and thermal
depletion must be small [56]. As we shall discuss in Sec. IV,
we are mostly interested in the high-temperature regime,
that is, kBT ≫ gnt , which means that the intraparticle in-
teractions are essentially negligible. Here, nt is the total
gas density that in the zero-temperature limit corresponds to
the condensate density n0. In this regime, the Bogolyubov
approximation is valid only if ntλdB(T )3 ≫ ζ (3/2). Here,
λdB(T ) = [2π h̄2/(mkBT )]1/2 denotes the thermal de Broglie
wavelength, ζ (x) is the Riemann zeta function. The last

inequality can be also rewritten as T ≪ T
0

c = 2π h̄2n2/3
t

mkB[ζ (3/2)]2/3 ,
where T

0
c is the critical temperature of condensation of a

noninteracting and untrapped Bose gas. Thus, in order to per-
form the Bogolyubov approximation, all conditions have to be
fulfilled simultaneously, namely, the noncondensed fraction
nt (T /T 0

c )3/2 ≪ 1. Here, nt = n0 + nn is the total density of
the gas with nn being the normal (i.e., noncondensed) compo-
nent, from which we retrieve the condensate density as

n0 = nt − nn = nt
[
1 −

(
T /T 0

c

)3/2]
. (23)

In Table I we provide some values of the critical temperature
of condensation at typical quantum gas densities.

Afterwards, it will be important to compute the chemical
potential for a noninteracting and homogeneous Bose and
Fermi gas at temperature T . To this end, let us remind that
the chemical potential for the bosons reads as [57]

µG =
{

0, if T 6 T
0

c ,

root of ntλ
3
dB = g3/2(z), if T > T

0
c .

}

. (24)

Here, z = e
µG

kBT is the so-called fugacity and g3/2(z) =∑∞
l=1 zl l−3/2. We note that the chemical potential for T > T

0
c

is negative or else g3/2(z) does not converge.
For the fermions, the chemical potential is obtained by

solving numerically the equation of state [57]

ntλ
3
dB = f3/2(z), (25)

where f3/2(z) =
∑∞

l=1(−1)l+1zl l−3/2. At T = 0, the chemical
potential corresponds to the Fermi energy EF :

µG ≡ EF = h̄2

2m
(6π2nt )2/3. (26)

We note that for T > TF , µG is negative, similarly to the
bosonic case, where TF = EF /kB is the Fermi temperature.
In the high-temperature limit T ≫ T

0
c , TF , the chemical po-

tential of both the bosons and the fermions is well described
by that of the Boltzmann gas

µG = kBT ln
(
ntλ

3
dB

)
. (27)

C. Markovian master equation

In this section we describe the relevant steps of the deriva-
tion of the master equation for the bosons, while for the
fermionic bath we simply provide the final result since the
derivation is analogous.

We start from the full system-bath density matrix χ̂ (t ),
which obeys the von Neumann equation

d
dt

χ̂ (t ) = − i
h̄

[Ĥ , χ̂ ]. (28)

Writing the density operator in the interaction picture as

χ̃ (t ) = Û †(0, t )eiĤBt/h̄χ̂ (t )e−iĤBt/h̄Û (0, t ), (29)

where

Û (t1, t2) = T exp
[
− i

h̄

∫ t2

t1
dt ĤS (t )

]
(30)

with T the time-ordered evolution operator, we have

d
dt

χ̃ (t ) = − i
h̄

[H̃BS (t ), χ̃ (t )]. (31)

Here, H̃BS is the interaction Hamiltonian in the interaction
picture, which is defined similarly to Eq. (29). The formal
solution of Eq. (31) is

χ̃ (t ) = χ̃ (0) − i
h̄

∫ t

0
dt ′ [H̃BS (t ′), χ̃ (t ′)] (32)

and substituting it into the commutator (31) we obtain

d
dt

χ̃ (t ) = − i
h̄

[H̃BS (t ), χ̃ (0)]

− 1

h̄2

∫ t

0
dt ′[H̃BS (t ), [H̃BS (t ′), χ̃ (t ′)]]. (33)

Thus, we assume that initially, at t = 0, the system and
the bath are uncorrelated, namely, χ̂ (0) = χ̃ (0) = ρ̂(0) ⊗ B̂0,
where B̂0 is the initial bath density matrix. This is a reasonable
assumption if the impurity and the bath are initially well
separated such that no interaction occurs. By tracing over the
bath degrees of freedom in Eq. (33) we arrive to the equation
[58]

d
dt

ρ̃(t ) = − 1

h̄2

∫ t

0
dt ′ TrB{[H̃BS (t ), [H̃BS (t ′), χ̃ (t ′)]]}. (34)

The next step consists in performing the so-called Born
approximation, namely, we assume that the impurity-bath
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coupling is weak and that the bath is so large that χ̃ (t ′) ≃
ρ̃(t ′) ⊗ B̂0 ∀ t ′ holds. Thus, Eq. (34) becomes

d
dt

ρ̃(t ) = − 1

h̄2

∫ t

0
dt ′ TrB{[H̃BS (t ), [H̃BS (t ′), ρ̃(t ′) ⊗ B̂0]]}.

(35)

In order to further simplify this equation, we make the Markov
approximation, namely, we replace ρ̃(t ′) by ρ̃(t ) in order to
obtain a time-local master equation

d
dt

ρ̃(t ) = − 1

h̄2

∫ t

0
dt ′ TrB{[H̃BS (t ), [H̃BS (t ′), ρ̃(t ) ⊗ B̂0]]}.

(36)

This equation is known in the literature as the Redfield equa-
tion [59]. The Hamiltonian H̃BS (t ) keeps the original structure
of the Schrödinger picture, but with time-dependent system
and bath operators:

Ŝq(t ) = Û †(0, t )ŜqÛ (0, t ),

.̂q(t ) = eiĤBt/h̄.̂qe−iĤBt/h̄ = e− i
h̄ ε(q)t .̂q,

Ŝ(u,u′ )
q,q′ (t ) = Û †(0, t )Ŝ(u,u′ )

q,q′ Û (0, t ). (37)

Next, we need to perform the partial trace over the bath de-
grees of freedom, namely, we need to assess

TrB{[H̃BS (t ), [H̃BS (t ′), ρ̃(t ) ⊗ B̂0]]}

= TrB{[H̃ (1)
BS (t ), [H̃ (1)

BS (t ′), ρ̃(t ) ⊗ B̂0]]}

+ TrB{[H̃ (1)
BS (t ), [H̃ (2)

BS (t ′), ρ̃(t ) ⊗ B̂0]]}

+ TrB{[H̃ (2)
BS (t ), [H̃ (1)

BS (t ′), ρ̃(t ) ⊗ B̂0]]}

+ TrB{[H̃ (2)
BS (t ), [H̃ (2)

BS (t ′), ρ̃(t ) ⊗ B̂0]]}. (38)

Thus, we consider the bath’s thermal density matrix

B̂0 = e−β(ĤB−µGN̂ )

Z
, Z = TrB{e−β(ĤB−µGN̂ )}, (39)

where N̂ is the bath number operator. The mixed terms in the
third and fourth lines of Eq. (38) are zero since they contain
an odd number of bath operators. Thus, only the terms of the
second (i.e., with H̃ (1)

BS (t ) only) and the last line (i.e., with
H̃ (2)

BS (t ) only) of Eq. (38) remain.
First, we consider the thermal average of the double

commutator involving H̃ (1)
BS (t ), which includes the averages

of two bath operators only, for example, ⟨.̃q(t ).̃q′ (t ′)⟩B0 =
TrB{B̂0.̃q(t ).̃q′ (t ′)}. On the other hand, ⟨.̃q(t ).̃q′ (t ′)⟩B0 =
⟨.̃†

q(t ).̃†
q′ (t ′)⟩B0 = 0, while

⟨.̃q(t ).̃†
q′ (t ′)⟩B0 = e− i

h̄ ε(q)(t−t ′ )(nq + 1)δq,q′ . (40)

Here, nq = ⟨b̂†
qb̂q⟩ = [eβT [ε(q)−µG] − 1]−1 is the Bose-

Einstein occupation number and βT = 1/(kBT ).
The average of the double commutator with only H̃ (2)

RS (t )
has terms that vanish when the number of raising and lowering
bath operators is not the same, while the nonzero contributions
are given in Appendix B. Putting all together into Eq. (36)
and performing the change of variable τ = t − t ′, and finally
transforming back to the Schrödinger picture, we arrive at the
following final master equation:

d
dt

ρ̂(t ) = − i
h̄

[ĤS, ρ̂] −
∑

q

∫ t

0
dτ 42

q{(nq + 1)[Ẑq,Ŵq(t, τ )ρ̂(t )] + nq[ρ̂(t )Ŵq(t, τ ), Ẑq] + H.c.}

−
∑

q,q′

∫ t

0
dτ

{
nq(nq′ + 1)[Ẑq′−q,Ŵq′−q(t, τ )ρ̂(t )]4u,u′

u,u′ (q′ − q) + 2nq(nq′ + 1)[Ẑq′−q,Ŵq′−q(t, τ )ρ̂(t )]4v,v′

u,u′ (q′ − q)

× ((1 + nq + nq′ + nqnq′ )[Ẑq′+q,Ŵq′+q(t, τ )ρ̂(t )] + nqnq′[Ẑq′+q, ρ̂(t )Ŵq′+q(t, τ )])
(
4u,v′

v,u′ (q′ + q) + 4̃u,v′

v,u′ (q′ + q)
)

×nq′ (nq + 1)[Ẑq−q′ ,Ŵq−q′ (t, τ )ρ̂(t )]4v,v′

v,v′ (q − q′) + H.c.
}
. (41)

Here, we have defined the operators

Ẑq = eiq·r̂, Ŵq(t, τ ) = e− i
h̄ ε(q)τ e−iq·r̂(t,τ ),

Ŵq′−q(t, τ ) = e− i
h̄ [ε(q′ )−ε(q)]τ e−i(q′−q)·r̂(t,τ ), (42)

Ŵq′+q(t, τ ) = e− i
h̄ [ε(q′ )+ε(q)]τ e−i(q′+q)·r̂(t,τ ),

and the coefficients

42
q =

|uq + v∗
q|2

h̄2 |cq|2n0L3,

4u,u′

u,u′ (q′ − q) = |uq|2|uq′ |2

h̄2 |cq′−q|2,

4v,v′

v,v′ (q′ − q) = |vq|2|vq′ |2

h̄2 |cq′−q|2,

4v,v′

u,u′ (q′ − q) =
u∗

qv
∗
quq′vq′

h̄2 |cq′−q|2, (43)

4u,v′

v,u′ (q′ + q) =
u∗

qv
∗
quq′vq′

h̄2 |cq′+q|2,

4̃u,v′

v,u′ (q′ + q) = |vq|2|uq′ |2

h̄2 |cq′+q|2,

whereas

r̂(t, τ ) = Û (0, t )Û †(0, t − τ ) r̂ Û (0, t − τ )Û †(0, t ). (44)

This relation describes the impurity position evolution in ab-
sence of the gas. Equation (41) is not yet a Markovian master
equation, even though the time development of the system
density matrix relies only on the density matrix at time t .
Indeed, the impurity density matrix in Eq. (41) still depends
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on the specific choice for the system preparation at t = 0 via
the impurity’s trajectory in Wq−q′ (t, τ ) or, in a more precise
mathematical language, it is not yet a dynamical semigroup
[59]. Hence, to render (41) a Markovian master equation,
we let the upper limit of the integral go to infinity, which
is permissible if the integrand disappears sufficiently fast for
τ ≫ τR = h̄/(kBT ). This is justifiable if the timescale of the
system τS over which the system density matrix ρ̂(t ) varies
appreciably, is much larger than the timescale of the bath
τR. In other words, we require the bath correlation functions
to decay much faster than τS [59]. Hence, the Markov ap-
proximation is justified when the bath correlation functions,
e.g., ⟨.̃q(t ).̃k(t ′)⟩B0 = TrB{B̂0.̃q(t ).̃k(t ′)}, are proportional
to δ(t − t ′). Instead, the Born approximation is fulfilled if the
dissipative damping rate is smaller than the relevant system’s
transition frequencies. We shall come back to this point later
in the paper. Note that with the upper limit of the integral
going to infinity, the first line of Eq. (41) is equal to Eq. (23)
of Ref. [33]. However, while in the latter the time integral in
the definition of Wk,k′ (t ) is included, we prefer here to write it
explicitly.

Finally, we underline that up until now Eq. (41) is valid for
any impurity in a condensate (not only for an ion), provided
that the Fourier transform (19) can be computed. Indeed,
the solution to Eq. (44) depends on the impurity dynamics
only and the Hamiltonian ĤS (t ) can also represent the free
evolution of a not trapped ion in a BEC or an impurity atom
in an optical lattice. For a normal Fermi gas, however, the
master equation (41) reduces to the double sum only, namely,
the sum over q in the first line disappears. Moreover, only one
term of the double sum contributes, as we have single-particle
energy states and not Bogolyubov modes. In practice, one
sets in Eq. (41) the Bogolyubov amplitudes u ≡ 1 and v ≡ 0
and replaces nq′ + 1 by 1 − nq′ because of the anticommu-
tation relations of the fermionic field operators. Here, nq =
[eβT (ε(q)−µG ) + 1]−1 is the Fermi-Dirac occupation number
with µG being the chemical potential obtained from solving
Eq. (25).

IV. TRAPPED ION MASTER EQUATION

The Markovian master equation (41) can be further sim-
plified for an ion in a radio-frequency trap because of the
separation of energy and length scales between the atomic
ensemble and the trapped ion system. Indeed, we are going
to make two further approximations:

(a) the particlelike approximation;
(b) the Lamb-Dicke approximation.
The former concerns the bosonic energy dispersion (12).

Because of the large energy difference between the bosonic
bath and the ion system, only particlelike excitations couple to
the ion motion. This implies that the Bogolyubov dispersion
relation (12) is essentially quadratic in the wave vector q. For
a linear Paul trap, for instance, we have (see Appendix C 1 for
details) the following: ax,y = −0.001, az = 0.002, qx = 0.2,
qy = −0.2, qz = 0, and 4r f = 2π × 2 MHz, as obtained from
the trap design of Ref. [60]. These parameters yield the fol-
lowing reference trap frequencies for an ytterbium ion (see
Appendix C 2): νx ≃ 2π × 169 kHz, νy ≃ 2π × 112 kHz,
νz ≃ 2π × 45 kHz (the z axis is the longitudinal direction,

FIG. 2. Schematic representation of the Lamb-Dicke approxima-
tion: the size l of the ion trap (corresponding to the size of the ion in
its ground state) is much smaller than the de Broglie wavelength λdB

of the atoms in the gas.

where a system with two or more ions would form a linear
crystal). For the sake of convenience, we rescale the disper-
sion relation (12) as

ωq

νξ

=

√(
q̄2

2

)2

+ (c̄sq̄)2, ξ = x, y, z (45)

where q̄ = ℓξ q with ℓξ =
√

h̄/(mνξ ), and c̄s =
4π (as

aa/ℓξ )nℓ3
ξ . For sodium atoms with a density n0 = 1014

cm−3 we have c̄s ≃ 0.009 (ξ ≡ x), c̄s ≃ 0.014 (ξ ≡ y), and
c̄s ≃ 0.034 (ξ ≡ z). The bosons speed of sound (cs = c̄sℓξνξ )
is therefore quite small compared to the ion motion in the
secular trap such that only phonons of quite low q̄ ∼ c̄s
(i.e., large wavelength) yield an appreciable difference in
the dispersion relation compared to the free particle energy
q̄2/2. On the other hand, only phonons in the condensate of
comparable energy as h̄νξ will couple to the ion motion, so
that we can safely assume a particlelike dispersion relation
ε(q) = h̄2q2/(2m), and set uq ≃ 1, vq ≃ 0, namely, the
bosonic bath can be treated as a noninteracting Bose gas.
This corresponds to an atom velocity of

√
2h̄νξ/m in the ξ th

direction. For example, vx ≃ 0.077 m/s or, in rescaled units,
v̄x ≃ 1.414, which is much larger than c̄s, and therefore the
atom is moving at supersonic velocities. To such an atomic
velocity it is associated the wavelength λx ≃ 226.63 nm. As
a consequence of the energy separation, several terms of the
quadratic corrections of the atom-ion interaction in Eq. (41)
can be safely discarded.

On the other hand, the approximation (b) implies that the
typical wavelength of the bosons or of the fermions, i.e.,
the thermal de Broglie wavelength λdB(T ), is much larger
than the ξ th width of the ion ground state lξ =

√
h̄/(Mνξ )

(see Fig. 2). Let us still consider the example of bosonic
sodium atoms at a temperature of T = 200 nK. Thus, we have
λdB(T ) ≃ 814.18 nm, while for a trapped ytterbium ion the
width of the ground state in the secular trap is lz ≃ 36.05 nm.
This yields a ratio lz/λdB(T ) ≃ 0.044 (similarly for the other
directions). Even if we consider the previously estimated
supersonic atom velocity, we get lξ/λξ ≃ 0.045 for lithium
atoms, lξ/λξ ≃ 0.082 for sodium atoms, and lξ/λξ ≃ 0.159
for rubidium atoms. Hence, the ion spreading is quite local-
ized compared to that of the bath’s particle, and therefore the
Lamb-Dicke approximation holds very well in the regime we
are interested in.
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A. Simplified master equation

Under the applicability conditions of the Lamb-Dicke
approximation, we can legitimately expand the exponential
functions appearing in Eq. (41) up to second order in q · r̂.

For instance, the commutator reduces to

[Ẑq,Ŵq(t, τ )ρ̂(t )]

≃ e− i
h̄ ε(q)τ{i[q · r̂, ρ̂(t )] + [q · r̂, q · r̂(t, τ )ρ̂(t )]

− 1
2 [(q · r̂)2, ρ̂(t )]

}
. (46)

Here, the operators Ŵq(t, τ ) ≡ Ŵq(t, t − τ ) and r̂(t, τ ) ≡ r̂(t − τ ) [see also Eq. (44)]. Given this, the three directions are
decoupled from each other because odd powers of the wave vectors q vanish, as a consequence of the symmetric summation in
the master equation, that is, since the bath is homogeneously confined. Therefore, Eq. (41) can be rewritten as follows:

d
dt

ρ̂(t ) = − i
h̄

[ĤS, ρ̂] −
∑

q,ξ

∫ ∞

0
dτ 42

qq2
ξ

{
i sin

(
ε(q)τ

h̄

)[
r̂2
ξ , ρ̂(t )

]
+ e−i ε(q)τ

h̄ [r̂ξ , r̂ξ (t, τ )ρ̂(t )] − ei ε(q)τ
h̄ [r̂ξ , ρ̂(t )r̂ξ (t, τ )]

+ 2 nq cos
(

ε(q)τ
h̄

)
([r̂ξ , r̂ξ (t, τ )ρ̂(t )] − [r̂ξ , ρ̂(t )r̂ξ (t, τ )])

}
−

∑

q,q′

∑

ξ

∫ ∞

0
dτ nq(nq′ + 1)(q′

ξ − qξ )24u,u′

u,u′ (q′ − q)

×
{

i sin
(

ε(q′) − ε(q)
h̄

τ

)[
r̂2
ξ , ρ̂(t )

]
+ e−i [ε(q′ )−ε(q)]τ

h̄ [r̂ξ , r̂ξ (t, τ )ρ̂(t )] − ei [ε(q′ )−ε(q)]τ
h̄ [r̂ξ , ρ̂(t )r̂ξ (t, τ )]

}
(47)

with ξ = x, y, z. The first sum over q in the first two lines of
Eq. (47) refers to the Frölich model, while the double sum
in the last two lines refers to the extended Frölich model
(17), that is, Ĥ (2)

RS . Because of the particlelike approximation,
however, only the term 4u,u′

u,u′ remains, while for the fermions
no Frölich interaction appears.

In order to make further progress, we need to explicitly
use the solution of the ion dynamics in the Paul trap in the
absence of the gas. The full solution r̂ξ (t ) is provided with
various details in Ref. [33], which is given by

r̂ξ (t, τ ) =
∑

s,s′

Cξ
s Cξ

s′

[
r̂ξ

(
βξ

2
+ s′

)
4r f

νξ

cos
[
I

ξ
s,s′ (t, τ )

]

− p̂ξ

νξ M
sin

[
I

ξ
s,s′ (t, τ )

]]
(48)

for ξ = x, y, z, [r̂, p̂] = ih̄ (p̂ is the ion momentum operator),
and

I
ξ
s,s′ (t, τ ) = 4r f

[(
βξ

2
+ s

)
τ − (s − s′)t

]
. (49)

The coefficients Cξ
s , the trap parameters βξ , and the frequen-

cies νξ are introduced in Appendix C 1.
Since we consider a gas confined in a box of volume L3,

the wave vector q assumes quantized values: 2πsξ/L with
sξ ∈ Z (periodic boundary conditions) and ξ = x, y, z. Hence,
in the limit L → +∞ the allowed values of q in momen-
tum space become closely spaced, and since their density is
ds = L3/(2π )3dq, we make the replacement

∑

q

→ L3

(2π )3

∫

R3
dq. (50)

Such a continuum limit approximation is reasonable for a
large bath. Furthermore, we use the identity [44]

∫ ∞

0
dτ e−i(ω−ω0 )τ = πδ(ω − ω0) − iP

(
1

ω − ω0

)
, (51)

where P denotes the Cauchy principal value (CPV), whose
action on a test function ϕ(ω) is

P
(

1
ω

)
(ϕ) = lim

ϵ→0+

∫

R/[−ϵ,ϵ]
dω

ϕ(ω)
ω

. (52)

Now, we apply these results and we focus first our attention
on the Frölich contribution to the master equation, namely, the
incoherent term in Eq. (47) involving the summation over q.
Besides, at the moment, we neglect the contribution due to the
CPV and look at the δ contributions only. Thus, ω ≡ ε(q)/h̄,
while ω0 ≡ 0 or ω0 ≡ 4r f (βξ/2 + s) in Eq. (51). When ω0 ≡
0, however, the contribution of the term coming from the
sine function in the first line of Eq. (47) vanishes, as it can
be verified by performing the integration (50) in spherical
coordinates. On the other hand, when ω0 ≡ 4r f (βξ/2 + s)
and after having moved to spherical coordinates, we first write
the Dirac’s delta as

δ(ω − ω0) = m
h̄q

δ(q − qs,ξ ) (53)

with q = |q|, and [61]

qs,ξ =

√
2m4r f

h̄

∣∣∣∣
βξ

2
+ s

∣∣∣∣. (54)

Hence, the integration in momentum space yields
∫

R3
dq

f 2(q)q2
ξ

q
δ(q − qs,ξ ) = 4

3
πq3

s,ξ f 2(qs,ξ ) (55)

with f being the scattering amplitude (6) evaluated in q =
qs,ξ .
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As far as the contribution of the extended Fröhlich model
is concerned, namely, the terms due to the double summation
over q and q′ in Eq. (47), we proceed in a very similar man-
ner with the exception that we now have to assess a double
integration in momentum space. In Appendix D 1 we provide
details of this calculation. On the other hand, in order to assess
the contribution due the Lamb shift we have to compute the
integral (52), whose details are outlined in Appendix D 2. We
note, however, that we performed such a Lamb-shift calcula-
tion only for the linear terms of Eq. (47) since the contribution
of the extended Fröhlich model is much smaller, and therefore
it can be neglected.

Under the above outlined approximations, we arrive at

d
dt

ρ̂(t ) = − i
h̄

[ĤS + δĤS, ρ̂] − .
∑

ξ=x,y,z

{7ξ [r̂ξ , ρ̂(t ) p̂ξ ]

− 7∗
ξ [r̂ξ , p̂ξ ρ̂(t )] − 8ξ [r̂ξ , ρ̂(t )r̂ξ ] + 8∗

ξ [r̂ξ , r̂ξ ρ̂(t )]}.
(56)

Here, . = 2
3

mn0π h̄
µ2 and δĤS is the correction to the free-ion

Hamiltonian due to the interaction to the quantum gas (i.e.,
the Lamb shift), which is given by

δĤS = (1 − φ)
M
2

∑

ξ=,x,y,z

δWξ (t )r̂2
ξ (57)

with φ = 0 for the bosons and φ = 1 for the fermions,

δWξ (t ) =
42

r f

4
[δaξ − 2δqξ cos(4r f t ) − 2δq′

ξ gξ (t )], (58)

and

gξ (t ) =
∑

s,s′ /∈Si

F ξ
s,s′ cos[(s − s′)4r f t][J ′

+(qs,ξ ) − J
′
−(qs,ξ )],

δaξ = −QJ
′
−(0) + Q

∑

s

{
F ξ

s,s[J
′
−(qs,ξ ) − J

′
+(qs,ξ )]

}
,

δqξ = Q
2

∑

|s−s′|=1

{
F ξ

s,s′ [J ′
+(qs,ξ ) − J

′
−(qs,ξ )]

}
, (59)

where J
′
±(qs,ξ ) are defined in Eqs. (D32) and (D33), δq′

ξ =
Q/2, and

Si = {(s, s′) : |s − s′| = 0 or 1},

F ξ
s,s′ = Cξ

s Cξ
s′

(
βξ

2
+ s′

)
4r f

2νξ

, Sξ
s,s′ = i

Cξ
s Cξ

s′

Mνξ 2
,

Q = 32
3

m
M

h̄2n0

µ242
r f

. (60)

We see that the coupling to the quantum gas renormalizes
the geometric Paul trap parameters as aξ 2→ aξ + δaξ and
qξ 2→ qξ + δqξ [see also Eq. (C14)] and it yields additional
time-dependent driving terms [i.e., gξ (t )]. Moreover, we intro-
duced the functions 8ξ (t ) = 8δ

ξ (t ) + (1 − φ)8P
ξ (t ), 7ξ (t ) =

7δ
ξ (t ) + (1 − φ)7P

ξ (t ), where

8δ
ξ (t ) =

∑

s,s′

F ξ
s,s′

{

|qs,ξ |3 f (qs,ξ )2(1 − φ)
[

cos[(s − s′)4r f t](1 + 2nqs,ξ ) + i sin[(s − s′)4r f t]sgn
(

βξ

2
+ s

)]

+ η−
s,ξ e−i(s−s′ )4r f t + η+

s,ξ ei(s−s′ )4r f t

}

, (61)

7δ
ξ (t ) =

∑

s,s′

Sξ
s,s′

{

|qs,ξ |3 f (qs,ξ )2(1 − φ)
[

i sin[(s − s′)4r f t]
(
1 + 2nqs,ξ

)
+ cos[(s − s′)4r f t]sgn

(
βξ

2
+ s

)]

− η+
s,ξ e−i(s−s′ )4r f t + η−

s,ξ ei(s−s′ )4r f t

}

(62)

with

η±
s,ξ = m

16π2 h̄2βT n0

(
F

(1),±
s,ξ + (−1)φF

(2)
s,ξ

)
. (63)

Here, F
(1),±
s,ξ and F

(2)
s,ξ are defined in Eqs. (D21) and (D28), respectively, and

8P
ξ (t ) = 2

π

∑

s,s′

F ξ
s,s′ sin[(s − s′)4r f t]{J ′

+(qs,ξ ) + J
′
−(qs,ξ ) + 2[J nq

+ (qs,ξ ) + J
nq
− (qs,ξ )]}{2;[sgn(βξ/2 + s)] − 1},

7P
ξ (t ) = i

2
π

∑

s,s′

Sξ
s,s′ ({1 − 2;[sgn(βξ/2 + s)]}{J ′

+(qs,ξ ) + J
′
−(qs,ξ ) + 2[J nq

+ (qs,ξ ) + J
nq
− (qs,ξ )]} cos[(s − s′)4r f t]

− i sin [(s − s′)4r f t][J ′
−(qs,ξ ) − J

′
+(qs,ξ )]). (64)

The labels δ and P indicate the origin of the contribution,
namely, with δ from the Dirac’s delta in Eq. (51), whereas

with P from the Cauchy principal value, i.e., the Lamb shift.
On the other hand, the terms involving the functions F

(1,2)
s,ξ
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stem from the extended Fröhlich model. Besides, the integrals
J

nq
± (qs,ξ ) are defined in Eq. (D34) and they stem from the first

term in the second line of Eq. (47), i.e., the one involving the
cosine function. Interestingly, this term does not contribute
to the renormalization of the Paul trap parameters (59), as
the sum of each single exponential function, when the cosine
is written as a linear combination of exponentials, vanishes
for the part that concerns the unitary dynamics. Furthermore,
because of the Lamb-Dicke approximation we made, we note
that the three directions are decoupled. Thus, Eq. (56) can be
split into three components, each representing a direction of
the ion motion. In other words, we have a master equation per
each direction.

A few remarks, however, are in order. First, we note that
even the contribution stemming from the CPV yields inco-
herent terms, as indicated by the functions 8P

ξ (t ) and 7P
ξ (t ).

Second, the contribution stemming from the Dirac’s delta
yields coherent (i.e., unitary) dynamics as well since the func-
tions 8ξ (t ) and 7ξ (t ) are complex. This is because we did not
perform the rotating-wave approximation (RWA), that is, we
did not neglect the nonsecular terms with ω ̸= 4r f (βξ/2 + s),
which is typically applied in quantum optics. Given the fact
that the most relevant Paul trap coefficients Cξ

s for a linear
geometry are those with s = 0,±1, the contributions in 8P

ξ (t )
and 7P

ξ (t ) with sin[(s − s′)4r f t] are in general small, and
therefore one could in principle apply the RWA also in this
context. Nonetheless, we find that the term in 7P

ξ (t ) involv-
ing cos[(s − s′)4r f t] has a non-negligible contribution. This
means that an application of the RWA would underestimate
the overall dissipative dynamics. A similar reasoning applies
for the coherent dynamics stemming from the imaginary con-
tributions of the 8δ

ξ (t ) and 7δ
ξ (t ) functions. This is also the

reason why we cannot transform Eq. (56) in Lindbland form
(see also Appendix F), as an essential requisite is the RWA
[59]. We note that, up until now, these effects have been not
taken into account in investigations in the context of impurity
physics for settings similar to ours [33,47,48,62].

V. ION ENERGY AND FIRST-ORDER MOMENTS

The energy of the ion at time t is given by the expectation
value of the ion Hamiltonian (C15):

〈
Ĥ trap

I (t )
〉
=

〈
Ĥkin

I (t )
〉
+ M

2
W ′

ξ (t )
〈
r̂2
ξ

〉
, (65)

where W ′
ξ (t ) = Wξ (t ) + δWξ (t ), with Wξ (t ) given by

Wξ (t ) =
42

r f

4
[aξ − 2qξ cos(4r f t )], (66)

δWξ (t ) defined in Eq. (58) and

〈
Ĥkin

I (t )
〉
=

∑

ξ=x,y,z

〈
p̂2

ξ

〉

2M
. (67)

In order to calculate it, we have to determine the expec-
tation values ⟨p̂2

ξ (t )⟩ = Tr{ p̂2
ξ ρ̂ξ (t )} and ⟨r̂2

ξ (t )⟩ = Tr{r̂2
ξ ρ̂ξ (t )}

∀ ξ = x, y, z with ρ̂ξ (t ) being the ion density matrix corre-
sponding to the ξ th direction, whose equation of motion is
obtained by considering only the pertinent direction in the sum

appearing in Eq. (56). Instead of solving the full master equa-
tion, however, it is computationally less expensive to solve
the corresponding differential equations for the expectation
values of the square of the position and momentum, which are
coupled to the covariance ⟨ĉξ ⟩ = ⟨(r̂ξ p̂ξ + p̂ξ r̂ξ )(t )⟩. There-
fore, by using the definition of the expectation value of an
observable ⟨Ô⟩ = Tr{Ôρ̂(t )}, and the master equation (56),
one arrives at the set of coupled differential equations:

d
dt

〈
r̂2
ξ

〉
= ⟨ĉξ ⟩

M
,

d
dt

〈
p̂2

ξ

〉
={2h̄. Im[8ξ (t )] − MW ′

ξ (t )}⟨ĉξ ⟩

− 4h̄. Im[7ξ (t )]
〈
p̂2

ξ

〉
+ 2h̄2. Re[8ξ (t )],

d
dt

⟨ĉξ ⟩ = 2{2h̄. Im[8ξ (t )] − MW ′
ξ (t )}

〈
r̂2
ξ

〉
+ 2

〈
p̂2

ξ

〉

M

− 2h̄. Im[7ξ (t )]⟨ĉξ ⟩ + 2h̄2. Re[7ξ (t )]. (68)

In the limit for which the Lamb shift and the extended Fröh-
lich model are not considered, the equations of motion (58)
of Ref. [33] are retrieved. We note that the set of equations
(68) holds for both the bosonic and fermionic baths, but with
different 8ξ and 7ξ functions.

The radio-frequency fields set the smallest timescale in the
open quantum system. It is therefore useful to evaluate the
time-averaged energy over a rf period, namely,

〈〈
Ĥkin

I (t )
〉〉

Trf
= 1

Trf

∫ t+Trf

t
dt ′〈Ĥkin

I (t ′)
〉
, (69)

where Trf = 2π/4rf. Here, the notation ⟨⟨. . . ⟩⟩Trf denotes the
time average over Trf. In this way we average out the fast
oscillations due to the rf field and the final ion energy at
thermal equilibrium with the atomic gas can be assessed.

Finally, we provide equations of motion of the first-order
moments of the ion position and momentum operators. Ex-
actly with the same procedure that we outlined previously for
Eq. (68), the coupled differential equations for the first-order
moments read as

d
dt

⟨r̂ξ ⟩ = ⟨p̂ξ ⟩
M

,

d
dt

⟨p̂ξ ⟩ = {2h̄. Im[8ξ (t )] − MW ′
ξ (t )}⟨r̂ξ ⟩

− 2h̄. Im[7ξ (t )]⟨p̂ξ ⟩. (70)

The first equation of motion of ⟨r̂ξ ⟩ is simply the definition of
the ion momentum in the ξ direction, while the second one
provides the average force acting on the ion. The latter is, on
the one side, due to the ion trap, i.e., the term proportional
to W ′

ξ (t ), and, on the other side, to the atom-ion interaction,
namely, the term proportional to Im[8ξ (t )]. Moreover, the
term proportional to Im[7ξ (t )] relies on the ion momentum,
that is, it corresponds to a velocity-dependent force, which
results in a damped ion motion because of the presence of the
gas, unless the initial conditions for ⟨r̂ξ ⟩ and ⟨p̂ξ ⟩ vanish. It
is interesting to note that the form of the equations of motion
(70) resembles that of ⟨r̂2

ξ ⟩ and ⟨p̂2
ξ ⟩, where ⟨ĉξ ⟩ is replaced

by ⟨p̂ξ ⟩ or ⟨r̂ξ ⟩ and ⟨p̂2
ξ ⟩ by ⟨p̂ξ ⟩, but Eq. (70) does not have

source terms.
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FIG. 3. Corrections to the Paul trap parameters along the x direc-
tion for sodium and lithium atoms for two densities as a function of
the atom-ion scattering length. Top panel: relative correction to the q
parameter. Bottom panel: relative correction to the a parameter.

VI. NUMERICAL RESULTS

Before we present and discuss our numerical findings,
we note that hereafter they are based on the parameters b
and c computed as explained in Appendix A. Moreover, the
bare Paul trap parameters are chosen as ax,y = −0.001, az =
0.002, qx = −qy = 0.2, qz = 0, and 4rf = 2π × 2 MHz.
Such parameters correspond to a linear trap geometry, whose
frequencies are νx ≃ 2π × 169 kHz, νy ≃ 2π × 112 kHz,
νz ≃ 2π × 45 kHz (a 174Yb ion is always assumed). Thus, we
have βx,y ≃ 0.1389 and βz ≃ 0.0447. Details on the choice of
the initial density matrix are provided in Appendix C 2.

A. Renormalized Paul trap parameters

To begin with, we analyze the impact of the coupling to
the quantum gas on the ion dynamics by considering the
renormalized trap a and q parameters. The absolute amount
of change of those parameters from their bare values, i.e.,
without the gas, provides us a rule of thumb to assess how
strong can be the coupling, that is, how large can be the atomic
density such that the master equation can yield a faithful
description of the ion dynamics. The modification of those
parameters relies on the particular atom-ion species via the
mass ratio as well as on the condensate density.

In Fig. 3 we show the corrections to the Paul trap parame-
ters δaξ and δqξ relatively to their bare values as a function
of the atom-ion scattering length for n0 = 1012/cm3 and
n0 = 1013/cm3 for sodium and lithium, respectively, along
the transverse direction ξ ≡ x. Note that for lower densities
the values of δaξ and δqξ are reduced by n0/(1012/cm3) for
sodium and by n0/(1013/cm3) for lithium due to their defini-
tion. As it can be seen, the q parameter, namely, that of the
driving rf field, is very weakly affected by the coupling to the
gas (top panel). The a parameter, instead, assumes larger val-
ues, especially for positive scattering lengths (bottom panel).
Furthermore, we see that the heavier the atom, the larger is
the impact on the trap (for equal densities), as expected (in
the figure the result for lithium has to be divided by 10 to be
compared with that of sodium). These results show that, while
for lithium densities up to n0 = 1013/cm3 can be considered

(ideally the ratio should be smaller than unity), it is better not
to exceed n0 = 1012/cm3 for sodium atoms because of the
strong modification to the a parameter.

B. Ion in a lithium gas

In Fig. 4 we show the averaged ion kinetic energy ex-
pressed as a temperature Tkin = 2⟨⟨Ĥkin

I (T )⟩⟩Tr f /3kB at the
final time T , namely, when the ion has thermalized with the
quantum gas, where the averaged energy is given by Eq. (69).
The definition of the kinetic temperature Tkin includes the
secular motion and the micromotion of the ion and the factor
2
3 is due to the equipartition theorem [42]. We note that the
value of the thermalization time T relies on various system
parameters, especially on the atomic density. For a fixed scat-
tering length, decreasing the density by an order of magnitude
implies an increase of the thermalization time by roughly the
same amount. As a consequence and for T < T

0
c , T strongly

depends on the gas temperature since the latter determines the
density of the condensed fraction, i.e., n0. A first estimation
of the thermalization time for each plot is found by looking at
Tkin as a function of time for a single value of the temperature
(see, e.g., the bottom panel of Fig. 7). Then, the values of Tkin
at all temperatures are computed at the estimated time and
at several larger times up to the one at which the difference
between the curves becomes negligible.

General remarks. Let us first focus on the bosonic case
below T

0
c . As we can see from the insets of Fig. 4, the behavior

of the ion kinetic energy is the result of the interplay among
the different contributions. The empty blue circles correspond
to the Fröhlich model, i.e., they show the contribution of the
condensed part of the gas only. The final temperature of the
ion is basically independent of the gas temperature in this
approximation. This result is consistent with the fact that the
density barely affects the final energy of the ion. Indeed, in
the Fröhlich model the dependence of the equations on the
gas temperature is almost entirely carried by the conden-
sate density n0, as the temperature-dependent factor nqs,ξ in
the definitions of 8(t ) and 7(t ) is always much lower than
unity. This behavior has to be traced back to the nature of
the condensate, in which all the particles occupy the same
single-particle state. For this reason, the cooling effect of the
condensate does not change when its temperature changes,
as the latter only affects the fraction of condensed particles.
A similar reasoning can be applied to the Lamb shift, whose
contribution can be observed in the purple empty squares of
Fig. 4. The additional cooling effect is stronger at temper-
atures much lower than T

0
c . This phenomenon is related to

the condensate density n0 increasing when the temperature
is decreased, which implies a stronger coupling to the gas,
and it is in agreement with what discussed in Sec. VI A about
the dependence of the δaξ and δqξ parameters on n0. On the
other hand, the contribution of the extended Fröhlich model
shows the opposite trend. As it can be seen from the full blue
circles of the aforementioned insets, when T approaches the
critical temperature the contribution of the interaction with
the normal part of the gas bends the ion temperature down-
ward. The extended Fröhlich model, which is the only one
contributing at T > T

0
c in the bosonic case and at every gas

temperature T for the fermions, is responsible for a minimum
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FIG. 4. Ion temperature obtained from the averaged energy (69) for b ≃ 0.0780 R⋆, c ≃ 0.2239 R⋆, which correspond to as
ia ≃ R⋆ The

square and circle symbols refer to the bosons, while the diamonds to the fermions. The black vertical line indicates the position of the
critical temperature of condensation T 0

c , while the Fermi temperature is not indicated. (a) nt = 1012 cm−3, T = 50 ms, TF = 0.61 µK. (b) nt =
1013 cm−3, T = 6 ms, TF = 2.48 µK.

in the final ion temperature, i.e., kinetic energy. In order to
understand its nature, we studied the temperature dependence
of some characteristic quantities involved in the equations
such as η±

s,ξ [see Eq. (63)]. For simplicity, let us now focus
on the fermionic case, where no other contributions have to
be considered. In this case, all the temperature dependence
relies on η±

s,ξ , which monotonically increases with T for all
s and ξ = x, y, z (not shown). Moreover, by looking at the
kinetic energy along the three directions at t = T (also not
shown), i.e., when thermalization is achieved, we found that
the temperature dependence along ξ = x and y presents the
same minimum of Tkin while along ξ = z it is monotonic.
We can therefore attribute the emergence of the minimum to
the presence of the trap and, in particular, to the interference
between terms with different s due to the radio-frequency-
induced micromotion. Finally, in Fig. 5 we observe that when
the regularized polarization potential is substituted with the
pseudopotential, the depth of the minimum is strongly de-
creased for nt = 1012 cm−3 (orange data), and even barely
visible at nt = 1013 cm−3 (light blue data). We thus conclude
that the long-range character of the atom-ion potential renders
the occurrence of the minimum in the kinetic energy more
pronounced.

Density dependence. While the overall behavior is not sub-
stantially affected by the value of the density, there are some
differences that are worthy of remark. First, for large densi-
ties, the ion temperature in the case of 6Li (green diamonds
in Fig. 4) is slightly lower at very low T . This difference,
though, is not substantial and is definitely negligible compared
to the scale of s-wave energy threshold. Another difference
concerns the contribution of the Lamb shift (purple squares),
which is enhanced at large densities, thus confirming what
we discussed in Sec. VI A and in the previous paragraph.
Both of these differences, though, are only visible at very low
temperatures. At high temperatures, neither the density nor the
statistics of the gas influence the result in a sensible way, apart

from the time required for thermalization that, as anticipated,
increases linearly with the decrease of the density.

Damping rates. We investigated the temperature depen-
dence of the damping rates γx of ⟨r̂x⟩. In Fig. 6 they are shown
for 6Li and 7Li with a density nt = 1013 cm−3. Before com-
menting on the result, let us briefly explain the procedure we
followed in order to calculate the values of γx. We started from
a nonzero initial condition for ⟨r̂x⟩. Its value is not particularly
important because the damping rates do not rely on it anyway.
By solving the system in Eq. (70), we obtain ⟨r̂x(t )⟩, whose
behavior is a damped oscillation with zero average value. We

FIG. 5. Ion temperature obtained from the averaged energy (69)
with the pseudopotential and as

ia = R⋆. The dotted-dashed light blue
lines correspond to nt = 1013 cm−3, while the solid orange ones
to nt = 1012 cm−3. The simulation time is T = 10 and 100 ms,
respectively.
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FIG. 6. Damping rates of ⟨r̂ξ ⟩ as a function of the gas tempera-
ture with a total density nt = 1013 cm−3. The dotted line in the inset
represents a fit with the condensate density dependence on the ratio
T /T 0

c .

calculated the curve enveloping the oscillation and we fitted
it with the exponential function αx e−γxt (the same procedure
was applied to all other directions with similar findings). In-
terestingly, the temperature dependence of the coefficients γξ

does not reproduce that of Tkin. In the case of 6Li (fermion),
the curve is monotonic and so it is for 7Li (boson) above T

0
c . In

the bosonic case, when the gas temperature is reduced below
T

0
c , the damping rates increase with the density of the con-

densate. The gray circles in the inset of Fig. 6 show that in the
Fröhlich model there is a one-to-one correspondence between
the damping rates and the condensate density. The extended
Fröhlich model (brown squares) enhances the damping rates
when the contribution of the normal part of the gas becomes
stronger. This relation between the condensate density and
the values of γξ strongly underlines the difference between
bosonic and fermionic baths at low temperatures. Moreover, it
could be exploited in experiments, where the condensate frac-
tion may be extracted from the measurement of the damping
rates.

Scattering length dependence. Figure 7 shows the depen-
dence of the ion energy on the atom-ion scattering length at
T = 100 nK in the case of 6Li. As it can be seen in the top
panel, for some values of the scattering length convergence
is already achieved at T = 6 ms. When the value of as

ia ap-
proaches roughly −0.5R∗, the thermalization time strongly
increases, as shown in the bottom panel (red dotted line). Such
(numerical) observation suggests an instability that could be
related to the occurrence of a resonance, as experimentally
observed recently [15]. Indeed, although the master equation
does not entail information about two-particle bound states,
the behavior of the final energy could still give some hint
about the microscopic dynamics, the latter emerging through
the parameters of the atom-ion potential. As a reference, the
gray dashed line shows the values of the converged ion tem-
perature in the case of the pseudopotential approximation,
where the only parameter involved is the scattering length.

FIG. 7. Top panel: ion temperature vs the atom-ion scattering
length for 6Li for nt = 1013 cm−3 and a gas temperature T =
0.1 µK. Bottom panel: ion temperature vs time for two different
scattering lengths.

The curve is symmetric because f (k) ∝ −aia and the latter
enters only via | f (k)|2. Hence, the long-ranged character of
the polarization potential together with the fact that there is
no separation of length scales in the impurity system crucially
affects the ion dynamical properties.

Let us conclude by mentioning that recently the polaronic
properties of a free ion in a condensate have been investigated
[2]. There, quite different polaronic states have been identified
on the basis that the atom-ion polarization potential supports
either one bound state or none. Without a two-body bound
state, a polaron resembling that of a neutral impurity, albeit
with a larger effective mass, has been found. Here, we have
also investigated the scenario for which the potential does not
support any bound state. In this case, however, we found for
a broad range of negative atom-ion scattering lengths that the
ion does not thermalize, that is, its dynamics is very unstable
in the Paul trap. Thereby, even though in the framework of
the master equation we cannot make quantitative predictions
on the dynamical formation of many-body bound states such
as its size, the presence of two-body bound states and the in-
clusion of the extended Fröhlich model in the master-equation
description is of paramount importance for stabilizing the ion
dynamics in the rf trap.

C. Ion in a sodium gas

We have also investigated the ion dynamics in a heavier
bosonic ensemble. In Fig. 8 we illustrate the result of this
analysis. With the linear Paul trap that we have assumed so far,
the ion energy as a function of the gas temperature is shown
by the purple squares. As it can be seen, the ion energy is
always above the s-wave threshold and therefore no ultracold
atom-ion collisions can be expected. Nonetheless, by reducing
the rf by an order of magnitude, that is, 4rf = 2π × 200 kHz,
and by reducing the q parameter by one-half, i.e., qx = −qy =
0.1, which result in the trap frequencies νx ≃ 2π × 7 kHz,
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FIG. 8. Ion temperature obtained from the averaged energy (69)
for b ≃ 0.0780 R⋆, c ≃ 0.2239 R⋆, which correspond to as

ia ≃ R⋆,
and a total density nt = 1012 cm−3. The gray squares with dotted
line correspond to the shallow trap (see text for parameters). The
black vertical lines indicate the position of the critical temperature
of condensation T 0

c , while the dashed horizontal one to the s-wave
threshold.

νy ≃ 2π × 6 kHz, νz ≃ 2π × 4 kHz and βx,y ≃ 0.0634, βz ≃
0.0447, we find that at low gas temperatures (i.e., .400 nK)
the s-wave limit can be beaten, as shown by the gray squares
with dotted line in Fig. 8. The resulting trap frequencies indi-
cate an almost isotropic ion trap. It has to be noticed, however,
that with such a shallow Paul trap it will be experimentally
challenging to suppress excess micromotion and to keep under
control the ion heating due to the background electric noise.

VII. SUMMARY OF THE MAIN RESULTS
AND CONCLUSIONS

We have investigated the quantum nonequilibrium dynam-
ics of an ion in an rf trap superimposed to a quantum gas of
either bosons or fermions. To this end, in Sec. IV, we devel-
oped a quantum master equation by including the contribution
of the Lamb shift and the extended Fröhlich model, that is,
the noncondensate fraction. The final master equation can be
found in Eq. (56), where the definitions of the corresponding
functions discern the case of the fermionic and bosonic baths.
The equations of motion for the second and first moments are
calculated in Sec. V directly from the master equation and are
given in Eqs. (68) and (70), respectively. These systems of
equations were numerically solved resulting in the findings
exposed in Sec. VI. We also note that the master equation
(41) is also an important result of our study, as it can be the
starting point for other investigations, such as a free ion in
a Bose-Einstein condensate. We found significant differences
in the ion dynamics between the bosonic and fermionic baths
at low temperatures (T . T

0
c ), where the quantum nature

of the gas emerges. As shown in Fig. 4, in this regime, a
fermionic environment seems to ensure better cooling of the
ion compared to the bosonic one, while at higher temperatures

the difference gets less and less pronounced and it vanishes
when T ≫ T

0
c . Similarly, the nature of the gas affects the

damping of the ion below T
0

c (see Fig. 6): the temperature de-
pendence of the damping rates in the bosonic case is strongly
characterized by the presence of the condensate and reflects
the arising of its density. Moreover, we observed that the ther-
malization time strongly increases for values of the scattering
length around −0.5R⋆ (see Fig. 7) and thermalization may
not even be achievable if the potential does not support any
bound state. The former might be related to the occurrence
of a resonance as recently found experimentally [15] and it
will be a subject of future investigations. Furthermore, as
illustrated in Fig. 8, we found that a proper choice of the ion
trap parameters enables to cool the ion motion in a sodium gas
to the quantum regime, which affords prospects to quantum
simulate impurity physics with large atom-ion mass ratios.
Finally, with the developed theoretical methods it will be in-
teresting to investigate how the gas quantum statistics affects
the Fock-state distribution of the ion motion, the coherence of
ionic motional superpositions, and to develop interferometric
protocols for measuring the gas temperature by reading out
the thermal phonon distribution.
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APPENDIX A: PARAMETERS OF THE
REGULARIZED POTENTIAL

To determine the parameters b and c of the regularized
potential (4), we follow the approach of Ref. [33]. Here,
however, we provide details that were not discussed in that
reference.

Since we have two free parameters, we need two physical
conditions to determine them. To this aim, we impose the
following:

(a) The scattering length amplitude in first-order Born
approximation (6) is exactly equal to minus the atom-ion
scattering length at zero energy.

(b) The potential (4) supports one bound state only.
The condition (b) is motivated by that fact that the energy

separation between bound states of the atom-ion polarization
potential (1) is rather large (order of hundreds of E ⋆), thus
rendering very unlikely the population of deeper bound states
at typical atomic gas densities.

In the zero-energy limit the three-dimensional s-wave ion-
atom scattering length is indeed defined as

as
ia = − lim

q→0
fs(q) (A1)

with fs(q) being the full s-wave scattering amplitude at en-
ergy h̄2q2/(2µ), where q = |k − k′| is the magnitude of the
momentum transfer in the relative frame of reference. Hence,
the first aforementioned condition (a) reads as

as
ia = − f (0). (A2)
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FIG. 9. . Atom-ion scattering length (blue line) computed via
Eq. (A6) and minus the scattering amplitude (orange line) at zero
energy (A3) as a function of the b parameter of the regularized
atom-ion interaction (4). Here, we have chosen c = 0.2039R⋆. The
two lines intersect at b ≃ 0.0770R⋆, which yields a scattering length
as

ia ≃ 0.5385R⋆.

In the zero-energy limit q → 0, and therefore, by expanding
the exponential functions in the last line of Eq. (6) to first
order, we obtain

f (0) = π (R⋆)2 (b2 + 2bc − c2)
4b(b + c)2

. (A3)

Note that the scattering amplitude has the units of a length,
which is consistent with the definition (A1).

The fulfillment of the second condition (b) is attained by
determining the s-wave scattering length as a function of
either b or c by solving the scattering problem at zero energy.
To this aim, we solve numerically the radial time-independent
Schrödinger equation

[
− h̄2

2µ

d2

dr2
+ V r

ai(r)
]
ψ (r) = 0, r ∈ [0,+∞) (A4)

which in the E ⋆ and R⋆ units reduces to

[
d2

dr2
+ r2 − c2

r2 + c2

1
(b2 + r2)2

]
ψ (r) = 0. (A5)

This differential equation is solved with boundary conditions
ψ (0) = 0 and ψ ′(0) = ϵ, where ϵ is a small number (e.g.,
0.1). We note, however, that the result does not rely on the
particular numerical value of ϵ, as we have verified numeri-
cally. Thus, we fix the value of the parameter c (in units of
R⋆) and we solve iteratively Eq. (A5) for different values of
the parameter b by evaluating the corresponding scattering
length, which becomes a function of b. We do the same for
the scattering amplitude (A3) and thus search for the value of
b where as

ia (b) and − f (b) do cross, particularly where the first
zero-energy resonance occurs, which indicates that we have
one bound state only (see Fig. 9).

Let us now briefly explain some details about the numerical
calculation of the scattering length. First, we note that the
solution to Eq. (A5) behaves like r − as

ia (b) at large distances,
where the atom-ion interaction vanishes. Hence, we have

as
ai(b) = lim

r→+∞

[
r − ψ (r)

ψ ′(r)

]
. (A6)

Numerically, we have noticed that a large grid size has to be
chosen (a few thousands of R⋆) such that the term on the right-
hand side of the limit (A6) converges to a constant value, i.e.,
it is r independent. An example of such a calculation is given
in Fig. 9.

For instance, by fixing c = 0.2239 R⋆, we find b ≃
0.078 R⋆, which yields as

ai ≃ 1.0054 R⋆. Finally, let us remark
that such a strategy relies crucially on the first Born approx-
imation. Other strategies can be adopted in order to relax the
latter (see, e.g., Refs. [35,36]). We chose, however, the method
outlined above for consistency since we make use of the
first Born scattering amplitude in the derivation of the master
equation, as a consequence of the perturbative description of
the open system.

APPENDIX B: THERMAL AVERAGES

The thermal averages of the double commutator (38) that yield nonzero contributions are

⟨.̃†
q(t ).̃q′ (t ).̃†

k(t ′).̃k′ (t ′)⟩B0 = e
i
h̄ {[ε(q)−ε(q′ )]t+[ε(k)−ε(k′ )]t ′}[nqδq′,kδq,k′ + nqnq′ (δq′,qδk,k′ + δq′,kδq,k′ )],

⟨.̃†
q(t ).̃q′ (t ).̃k(t ′).̃†

k′ (t ′)⟩B0 = e
i
h̄ {[ε(q)−ε(q′ )]t+[ε(k′ )−ε(k)]t ′}nq(1 + nk′ )(δq′,qδk,k′ + δq′,k′δq,k ),

⟨.̃†
q(t ).̃†

q′ (t ).̃k(t ′).̃k′ (t ′)⟩B0 = e
i
h̄ {[ε(q)+ε(q′ )]t−[ε(k′ )+ε(k)]t ′}nqnq′ (δq′,kδq,k′ + δq′,k′δq,k ),

⟨.̃q(t ).̃q′ (t ).̃†
k(t ′).̃†

k′ (t ′)⟩B0 = e
i
h̄ {[ε(k)+ε(k′ )]t ′−[ε(q′ )+ε(q)]t}(1 + nq + nq′ + nknk′ )(δq′,kδq,k′ + δq′,k′δq,k ),

⟨.̃q(t ).̃†
q′ (t ).̃†

k(t ′).̃k′ (t ′)⟩B0 = e
i
h̄ {[ε(q′ )−ε(q)]t+[ε(k)−ε(k′ )]t ′}[nq′δq,kδq′,k′ + nkδq,q′δk,k′ + nq′nk(δq′,qδk,k′ + δq′,k′δq,k )],

⟨.̃q(t ).̃†
q′ (t ).̃k(t ′).̃†

k′ (t ′)⟩B0 = e
i
h̄ {[ε(q′ )−ε(q)]t+[(ε(k′ )−ε(k)]t ′}[nkδq,k′δq′,k + (1 + nk + nq)δq,q′δk,k′ + nq′nk′ (δq′,qδk,k′ + δq′,kδq,k′ )].

(B1)

For these identities we used the relation (4.7) of Ref. [63].
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APPENDIX C: ION MOTION IN A PAUL TRAP

Here, we provide details on the analytical solution of the
ion motion in a Paul trap using the notation of [18]. The goal
is to provide the relevant steps of its derivation such that the
interested reader can implement them in numerics quickly and
efficiently.

1. Classical solution of a charge in a Paul trap

Let us consider a particle of mass M and charge Z|e| in the
quadruple field

8(x, y, z, t ) = U
2

(αx2 + βy2 + γ z2)

+ Ũ
2

cos(4r f t )(α′x2 + β ′y2 + γ ′z2). (C1)

For a linear Paul trap we have 0 < γ = −(α + β ), α′ = −β ′,
and γ ′ = 0 and Poisson equation, ∇28 = 0, is fulfilled. The
Newton equation of motion along the x direction is given by
(similarly for the other directions)

ẍ(t ) = − |e|Z
m

∂8

∂x
= − |e|Z

m
[Uα + Ũα′ cos(4r f t )]x.

By introducing the dimensionless variable τ = 4r f t/2, the
corresponding rescaled equation reads as

ẍ(τ ) + [ax − 2qx cos(2τ )]x = 0, (C2)

where the newly introduced parameters are defined as ax =
4|e|ZαU/(M42

r f ) and qx = −2|e|Zα′Ũ/(M42
r f ). Note that

for a linear Paul trap we have qy = −qx ≡ q and qz = 0,
where ay = ax = −az/2 ≡ a. The above outlined equation is
solved by using the following ansatz:

x(τ ) = Axeiβxτ

∞∑

n=−∞
Cx

2nei2nτ + Bxe−iβxτ

∞∑

n=−∞
Cx

2ne−i2nτ , (C3)

where Ax, Bx are constants that depend on the initial con-
ditions, while the parameter βx and coefficients Cx

2n have to

be determined recursively. Here, we use the same notation of
Ref. [18], but we note that the coefficients Cx

2n could have been
named Cx

n , as we actually do in Eq. (48). To this end, we insert
the ansatz into Eq. (C2) and we obtain

Cx
2n+2 − Dx

2nC
x
2n + Cx

2n−2 = 0, Dx
2n = ax − (βx + 2n)2

qx
.

(C4)

Iterative application of the above identities yield the continued
fraction solutions

Cx
2n

Cx
2n+2

= 1

Dx
2n − 1

Dx
2n−2−

1
Dx

2n−4−...

,

Cx
2n

Cx
2n−2

= 1

Dx
2n − 1

Dx
2n+2−

1
Dx

2n+4−...

. (C5)

With these expressions and Eq. (C4), we obtain

Dx
2n = 1

Dx
2n−2 − 1

Dx
2n−4...

+ 1

Dx
2n+2 − 1

Dx
2n+4−...

. (C6)

Since Dx
0 = (ax − β2

x )/qx and Dx
2n above, we have

β2
x = ax − qx

[
1

Dx
−2 − 1

Dx
−4...

+ 1

Dx
2 − 1

Dx
4−...

]

. (C7)

Note that the expression in the brackets [. . . ] of Eq. (C7)
still depends on βx, ax, and qx. Nonetheless, given ax and qx,
Eq. (C7) can be solved with respect to βx after a few iterations
of the continued fraction.

For the numerical assessment of the coefficients Cx
2n we

proceed as follows: First, we set the maximum of the n index
to some positive integer NF and Cx

0 = 1 such that Cx
±2n = 0

∀ n > NF . Second, using the previously obtained value of
βx and the formula (C4), we solve an inhomogeneous linear
system of equations given by

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Dx
2NF

−1 0 0 0 . . . . . . . . . . . . . . . . . . . . .

−1 Dx
2(NF −1) −1 0 0 . . . . . . . . . . . . . . . . . . . . .

0 −1 Dx
2(NF −2) −1 0 . . . . . . . . . . . . . . . . . . . . .

...
...

...
...

...
...

...
...

...
...

...
...

... . . . . . . . . . 0 −1 Dx
2 0 0 . . . . . . . . .

... . . . . . . . . . 0 0 0 Dx
−2 −1 0 . . . . . .

...
...

...
...

...
...

...
...

...
...

...
...

... . . . . . . . . . . . . . . . . . . . . . . . . 0 −1 Dx
−2NF

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Cx
2NF

Cx
2(NF −1)

Cx
2(NF −2)

...

Cx
2

Cx
−2
...

Cx
−2NF

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0

0

0
...

1

1
...

0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (C8)
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The total number of numerically calculated coefficients is
therefore 2NF . Moreover, the normalization condition

∞∑

n=−∞
Cx

2n ≃
NF∑

n=−NF

Cx
2n = 1 (C9)

has to be satisfied, from which we obtain the final normal-
ized coefficients cx

2n = Cx
2n/

∑NF
j=−NF

Cx
2 j . In this way we can

then immediately evaluate the reference harmonic oscillator
frequency

νx = 4rf

NF∑

n=−NF

cx
2n

(
βx

2
+ n

)
. (C10)

Exactly the same procedure applies to the determination of
the coefficients Cy,z

2n , cy,z
2n and frequencies νy,z. We note that the

coefficients appearing in the ion solution (48) are precisely the
coefficients cx,y,z

2n .
Finally, the classical trajectory is obtained as x(τ = 0) =

Ax + Bx ≡ x0 and

ẋ(τ = 0) = i(Ax − Bx )

[

βx + 2
NF∑

n=−NF

n cx
2n

]

≡ p0

M
.

From these equalities we obtain

Ax = x0

2
− i

p0

2M

[

βx + 2
NF∑

n=−NF

n cx
2n

]−1

, (C11)

Bx = x0

2
+ i

p0

2M

[

βx + 2
NF∑

n=−NF

nc x
2n

]−1

. (C12)

In the limit ax < |qx|2 ≪ 1 and for p0 = 0, an approximated
solution is given by

xapx(τ ) = 2x0

2 − qx
cos(βxτ )

[
1 − qx

2
cos(2τ )

]
. (C13)

This solution can be compared with the numerically obtained
one from Eq. (C3). In Fig. 10 an example is shown, where we
compare the solutions xapx(τ ) (thin black line), Eq. (C3) (blue
slighter thicker line than the black line), and the numerically
solved Eq. (C2) (thick yellow line).

2. Quantum Hamiltonian

As it can be verified, Eq. (C2) reproduces the motion of a
parametric harmonic oscillator with squared frequency

Wξ (t ) =
42

rf

4
[aξ − 2qξ cos(4rft )]. (C14)

As it can be shown formally with the Heisenberg equations of
motion for r̂ξ and p̂ξ [18], the following Hamiltonian in one
spatial direction

Ĥ trap
I =

p̂2
ξ

2M
+ M

2
Wξ (t )r̂2

ξ , ξ = x, y, z (C15)

reproduces exactly the same equation of motion (C2) for the
operators r̂ξ . Thus, Eq. (C15) is the quantized version of the
classical Hamiltonian for an ion in a Paul trap, where we
have promoted the ion position and momentum variables to

FIG. 10. Comparison of the numerically exact solution obtained
by solving the Newton equation of motion (C2), the analytical so-
lution (C3), and the approximated one (C13). We have chosen the
following parameters: ax = 0, qx = 0.28, and NF = 20.

operators. Aside from this, we note that the spatial direc-
tions are uncoupled because of the form of the quadrupole
field (C1).

The eigenfunctions of Ĥ trap
I are given by

ψn(rξ , t ) =
(

Mνξ

π h̄

) 1
4 e

−inνξ t+i M
2h̄

u̇ξ (t )
uξ (t ) r2

ξ

√
2nn!uξ (t )

× Hn

(√
Mνξ

h̄|uξ (t )|2
rξ

)

, (C16)

where

uξ (t ) = eiβξ 4r f t/2
∞∑

n=−∞
Cξ

2nein4r f t , (C17)

with uξ (0) =
∑∞

n=−∞ Cξ
2n = 1, u̇ξ (0) = iνξ , and νξ given by

Eq. (C10).
Finally, as initial condition of the ion density matrix for the

solution of the master equation we have chosen

ρ̂ξ = |ψ0(t = Trf )⟩⟨ψ0(t = Trf )|, ∀ ξ = x, y, z (C18)

since by starting from |ψ0(t = 0)⟩⟨ψ0(t = 0)| and by comput-
ing the expectation value (65), one can numerically verify that
the minimum of the ion energy occurs at the time t = 2π/4rf.
This is the energy minimum we assumed in our analyses and
Eq. (C18) as initial condition. With that initial matrix we have
computed the initial conditions for the moments of Sec. V.

APPENDIX D: ION MASTER EQUATION DETAILS

In this Appendix, we provide a few technical details on
the calculation of the double integral as a consequence of
the double summation in momentum space in Eq. (47). The
derivations are detailed for a bosonic bath only, while for a
fermionic one we simply provide the final result, as they are
very similar. Additionally, we provide details of the analytical
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calculation of the Cauchy principal value within the Fröhlich
model that yields the Lamb shift.

1. Double integration in momentum space

In Eq. (47) we have to evaluate terms of the kind
∑

q,q′

nq(nq′ + 1)(q′
ξ − qξ )2|cq′−q|2δ(ωq′ − ωq ± ωs,ξ ), (D1)

where ωs,ξ = 4rf(βξ/2 + s) and ωq ≡ ε(q)/h̄. To this end,
we first perform the center-of-mass and relative coordinate
transformation

k = q′ − q, K = q′ + q
2

, (D2)

with

q′ = K + k
2
, q = K − k

2
, (D3)

and therefore we have

ωq′ − ωq = h̄
2m

[(q′)2 − q2] = h̄
m

(k · K). (D4)

Given this, we can rewrite Eq. (D1) as
∑

k,K

n−
k,K(n+

k,K + 1)k2
ξ |ck|2δ

(
h̄
m

k · K ± ωs,ξ

)
, (D5)

where

n−
k,K = 1

exp
{
βT

[ h̄2

2m

(
K2 + k2

4 − k · K
)
− µG

]}
− 1

,

n+
k,K = 1

exp
{
βT

[ h̄2

2m

(
K2 + k2

4 + k · K
)
− µG

]}
− 1

. (D6)

We remind that µG is the bosons’ chemical potential and
βT = (kBT )−1. Thus, we perform the continuum limit

∑

k,K

→ L6

(2π )6

∫

R3
dk

∫

R3
dK, (D7)

which transforms the double sum in Eq. (D5) in the following
two double integrals:

I1 + I2 =
∫

R3
dk

∫

R3
dK n−

k,Kk2
ξ |ck|2δ

(
h̄
m

k · K ± ωs,ξ

)

+
∫

R3
dk

∫

R3
dK n−

k,Kn+
k,Kk2

ξ |ck|2δ
(

h̄
m

k · K ± ωs,ξ

)
.

(D8)

Here, we have neglected the common factor ( L
2π

)6. In order to
solve them, we first move to spherical coordinates

kx = k sin(θk ) cos(ϕk ),

ky = k sin(θk ) sin(ϕk ),

kz = k cos(θk ). (D9)

Thus, the corresponding volume element is given by dk =
dk dθkdϕkk2 sin(θk ) with k ≡ |k|. While a similar change of
variables applies to the center-of-mass variable K as well, but
with subscript K for the angular variables, we note that we
choose the “z axis” of the vector K along the relative variable

k. In such a way the scalar product appearing in the Dirac’s
delta can be written as

k · K = kK cos(θK ). (D10)

Given this, the first integral becomes

I1 = 2π2(1 + δz,ξ )
∫ ∞

0
dk k4

∫ π

0
dθkg2

ξ (θk ) sin(θk )|ck|2

×
∫ ∞

0
dK K2

∫ π

0
dθK sin(θK )n−

k,K

× δ

(
h̄
m

kK cos(θK ) ± ωs,ξ

)
, (D11)

where we have performed the integrations of the variables ϕk
and ϕK since only kξ relies on ϕk , while none of the functions
in the integrand depend on ϕK . Aside from this, because of kξ

we have introduced the angle function gξ (θk ) = δz,ξ cos(θk ) +
(1 − δz,ξ ) sin(θk ) with δz,ξ being the Kronecker delta. Since
neither |ck|2 nor n−

k,K rely on θk , we can easily perform the
integration

∫ π

0
dθkg2

ξ (θk ) sin(θk ) = 2
3

[δz,ξ + 2(1 − δz,ξ )]. (D12)

Our next step is to integrate out the variable K . Towards
this end, we first rewrite the Dirac’s delta as

δ

(
h̄
m

kK cos(θK ) ± ωs,ξ

)

= m
h̄k| cos(θK )|
× δ(K ± Ks,ξ (θK , k))δ0,1±sgn(ωs,ξ cos(θK )), (D13)

where sgn(. . . ) is the sign function. The last Kronecker delta
ensures that Ks,ξ (θK , k) = mωs,ξ

h̄k cos(θK ) > 0 in the minus case and
Ks,ξ (θK , k) 6 0 in the plus case since K ∈ R+ and the integral
over K would be zero otherwise, and so would be I1. Hence,
we obtain

I1 = 8
3
π2

(m
h̄

)3
ω2

s,ξ

∫ ∞

0
dk k|ck|2

×
∫ π

0
dθK

tan(θK )n−
k,∓Ks,ξ (θK ,k)

cos(θK )| cos(θK )|
δ0,1±sgn(ωs,ξ cos(θK )).

(D14)

Finally, we perform the angular integral

∫ π

0
dθK

tan(θK )n−
k,∓Ks,ξ (θK ,k)

cos(θK )| cos(θK )|
δ0,1±sgn(ωs,ξ cos(θK ))

=
∫ 1

−1
du

n−
k,∓Kn,ξ (u,k)

u2|u|
δ0,1±sgn(ωs,ξ u), (D15)

where we performed the change of variable u = cos(θK ).
Hence,

n−
k,Ks,ξ (u,k) = 1

e
β h̄ωs,ξ

2(kℓs,ξ )2

[
1

u2 + (kℓs,ξ )4

4 ±(kℓs,ξ )2
]
−βµG − 1

(D16)
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with ℓ2
s,ξ = h̄

mωs,ξ
and (D15) can be rewritten as

J =
∫ 1

0
du

n−
k,Ks,ξ (u,k)

u3
=

∫ 1

0

du

u3
(
e

α0
u2 +α± − 1

) , (D17)

where

α0 = βT h̄ωs,ξ

2(kℓs,ξ )2
,

α± = α0

[
(kℓs,ξ )4

4
± (kℓs,ξ )2

]
− βT µG. (D18)

In order to solve J , we perform the change of variable:

z = α0

u2
+ α± 7⇒ du = −

√
α0

2
dz

(z − α±)3/2
. (D19)

In such a way J is rewritten as

J = 1
2α0

∫ +∞

α0+α±

dz
ez − 1

= α0 + α± − ln(eα0+α± − 1)
2α0

,

which holds as long as α0 > 0, as it is indeed the case. Hence,
the integral (D14) is given by

( L
2π

)6

I
±
1 = 1

6

(
m
πµ

)2 h̄
βT

F
(1),±
s,ξ (D20)

with

F
(1),±
s,ξ =

∫ ∞

0
dk k3 α0(k) + α±(k) − ln(eα0(k)+α±(k) − 1)

| f (k)|−2
.

(D21)

The integral over k in Eq. (D21) is computed numerically. We
note that α0(k) ∼ k−2 and therefore the exponential diverges
for k → 0, which is not the case for α±(k) ∼ k2 that tends to
zero. Because of the logarithm, however, the exponent of the
exponential function compensates the α0(k) on the left-hand
side of the logarithm so that the overall behavior of the inte-
grand is zero when k → 0. Instead, when k → ∞, we have
α0(k) → 0, while α±(k) diverges. For the same argument as
before, the function of the integrand numerator tends to zero.
Therefore, the integral converges, even if | f (k)|2 = 1. For the

fermionic bath, we get the expression

F
(1),±
s,ξ =

∫ ∞

0
dk k3 ln(1 + eα0(k)+α±(k) ) − α0(k) − α±(k)

| f (k)|−2
.

(D22)

The result is very similar to the bosonic case, but one has to
remember that the chemical potentials are different, especially
for temperature below the Fermi temperature and the critical
temperature for condensation.

The integral I2 is almost the same, but J in Eq. (D17) is
defined now as

J =
∫ 1

0
du

n−
k,Ks,ξ (u,k)n

+
k,Ks,ξ (u,k)

u3

=
∫ 1

0

du

u3
(
e

α0
u2 +α− − 1

)(
e

α0
u2 +α+ − 1

) . (D23)

To solve it, we first perform the change of variable (D19),
which yields

J = 1
2α0

∫ +∞

α0+α−

dz
(ez − 1)(ez+α+−α− − 1)

. (D24)

Thus, we perform the additional change of variable y = ez

with dz = dy/y, and we obtain

J = 1
2α0eα+−α−

∫ +∞

a

dy
y(y − 1)(y − b)

, (D25)

with a = eα0+α− and b = eα−−α+ . The integral in Eq. (D25)
can be solved analytically, which finally gives

J = ln(eα0+α− − eα−−α+ ) − α0 − α−

2α0(1 − eα−−α+ )

− eα−−α+Re{arctanh(1 − 2eα0+α− )}
α0(1 − eα−−α+ )

. (D26)

Hence, I2 preserves the structure of I1, that is,
( L

2π

)6

I2 = 1
6

(
m
πµ

)2 h̄
βT

F
(2)
s,ξ , (D27)

where the radial integration in momentum space is given by

F
(2)
s,ξ =

∫ ∞

0
dk k3| f (k)|2

[
ln(eα0+α− − eα−−α+ ) − α0 − α− − 2eα−−α+Re{arctanh(1 − 2eα0+α− )}

1 − eα−−α+

]
. (D28)

For the fermions we obtain a similar expression

F
(2)
s,ξ =

∫ ∞

0
dk k3| f (k)|2

[
eα−−α+ ln(1 + eα0+α− ) − ln(eα−−α+ + eα0+α− )

eα−−α+ − 1
− α0(k) − α−(k)

]
. (D29)

We note that in the numerical assessment of F
(2)
s,ξ we found that both for the bosons and the fermions the integral is essentially

zero, as a consequence of the large numerical values taken by the exponents. For high densities and high temperatures, however,
F

(2)
s,ξ is not negligible anymore.

2. Cauchy principal value calculation

We need to compute the Cauchy principal value

I = P
∫

R3
dq

f 2(q)qξ qξ ′

ω0 − ω
, ξ , ξ ′ = 1, 2, 3 (D30)
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where ω0 ≡ |4r f (βξ/2 + s)|, ω ≡ ε(q)/h̄, and f (q) given by
Eq. (6). Henceforth, we neglected the imaginary unit i in
Eq. (51). The above integral can be rewritten as [qs,ξ is defined
in Eq. (54)]

I−(qs,ξ ) = 2m
h̄

P
∫

R3
dq

f 2(q)qξ qξ ′
∣∣q2

s,ξ

∣∣ − q2

= 2m
h̄

P
∫ ∞

0
dq q2

∫ π

0
dθ sin(θ )

∫ 2π

0
dϕ

f 2(q)qξ qξ ′
∣∣q2

s,ξ

∣∣ − q2
,

(D31)

where we transformed the wave vector in spherical coordi-
nates (D9). The only angular dependence in the integrand
comes from qξ qξ ′ , as the other functions rely on q only.
Given this, one can verify that the angular integral of qξ qξ ′

always vanishes for ξ ̸= ξ ′. Thus, we just need to compute
the CPV for each direction separately. The angular part of
the integration is the same for all directions, namely, it yields
4π/3. Thus, we need to assess the integral

I−(qs,ξ ) = 8mπ

3h̄
P

∫ ∞

0
dq

f 2(q)q4
∣∣q2

s,ξ

∣∣ − q2
= 8mπ

3h̄
J

′
−(qs,ξ ).

(D32)

In case the denominator of the integrand has a plus sign,
we have an integration without any singularity:

I+(qs,ξ ) = −2m
h̄

∫

R3
dq

f 2(q)q2
ξ∣∣q2

s,ξ

∣∣ + q2
= −8mπ

3h̄
J

′
+(qs,ξ ).

(D33)

This integration can be in principle carried out analytically,
but we refrain to provide an expression since it is quite in-

volved and it includes Meijer G functions. A similar argument
holds for the integrals involving the bosonic occupation num-
ber, that is,

I
nq
± (qs,ξ ) = ∓2m

h̄

∫

R3
dq

f 2(q)q2
ξ∣∣q2

s,ξ

∣∣ ± q2

1
e[βT (ε(q)−µG )] − 1

= ∓8mπ

3h̄
J

nq
± (qs,ξ ). (D34)

To compute them, we performed a numerical integration with
Mathematica.

APPENDIX E: RESCALED EQUATIONS OF MOTION

In our numerical simulations we solve the differential
equations (68) in rescaled units, namely, we rescaled the time
and space variables with respect to νξ and lξ =

√
h̄/(Mνξ ),

respectively, that is, with respect to the reference harmonic
oscillator frequency and length scale. Hence, we have r̄2

ξ =
(⟨rξ ⟩/lξ )2, p̄2

ξ = [⟨pξ ⟩/(lξ νξ M )]2 = (lξ/h̄)2⟨p2
ξ ⟩, and c̄ξ =

cξ/(l2
ξ νξ M ) = cξ/h̄, where we introduced a bar for indicating

the dimensionless quantities. Given this, Eqs. (68) in rescaled
units read as

d
dτ

r̄2
ξ = c̄ξ ,

d
dτ

p̄2
ξ = {.̄ξ Im[8̄ξ (τ )] − W̄ ′

ξ (τ )}c̄ξ − 2.̄ξ Im[7̄ξ (τ )] p̄2
ξ

+ .̄ξ Re[8̄ξ (τ )],

d
dτ

c̄ξ = 2{.̄ξ Im[8̄ξ (τ )] − W̄ ′
ξ (τ )}r̄2

ξ + 2 p̄2
ξ

− .̄ξ {Im[7̄ξ (τ )]c̄ξ − Re[7̄ξ (τ )]} (E1)

with τ = νξ t , 4̄ξ
r f = 4r f /νξ , and

.̄ξ = 2π

3
m
M

(
M
µ

)2(
n0l3

ξ

)
,

W̄ ′
ξ (τ ) = W̄ξ (τ ) + δW̄ξ (τ )

ν2
ξ

=
(

4̄ξ
r f

2

)2
[
aξ + δāξ − 2(qξ + δq̄ξ ) cos

(
4̄ξ

r f τ
)
− 2δq̄′

ξ ḡξ (τ )
]
,

ḡξ (τ ) =
∑

s,s′ /∈Si

F ξ
s,s′ cos[(s − s′)4̄ξ

r f τ ][J̄ ′
+(q̄s,ξ ) − J̄

′
−(q̄s,ξ )],

Q̄ξ = Q
lξ

= 32
3

m
M

(
M
µ

)2
(
n0l3

ξ

)

(
4̄ξ

r f

)2 (E2)

and J̄
′
±(q̄s,ξ ) = J

′
±(qs,ξ )lξ . Here, for the sake of simple notation, we just refer to the bosonic case. Moreover, the rescaled 8 and

7 functions read as

7̄ξ (τ ) = i
∑

s,s′

Cξ
s Cξ

s′

{∣∣q̄s,ξ |3 f̄ (q̄s,ξ )2(1 − φ)[i sin[(s − s′)4̄r f τ ](1 + 2nq̄s,ξ ) + cos[(s − s′)4̄r f τ ]sgn(βξ/2 + s)]

− η̄+
s,ξ e−i(s−s′ )4̄r f τ + η̄−

s,ξ ei(s−s′ )4̄r f τ
}

− 2
π

4̄r f

∑

s,s′

Cξ
s Cξ

s′

{
cos[(s − s′)4̄r f τ ][1 − 2;[sgn(βξ/2 + s)]]

× [J̄ ′
−(q̄s,ξ ) + J̄

′
+(q̄s,ξ ) + 2[J̄ nq

− (q̄s,ξ ) + J̄
nq
+ (q̄s,ξ )]] − i sin[(s − s′)4̄r f τ ][J̄ ′

−(q̄s,ξ ) − J̄
′
+(q̄s,ξ )]

}
, (E3)

053314-20

Publications [L1] 75



DYNAMICS OF A TRAPPED ION IN A QUANTUM GAS: … PHYSICAL REVIEW A 104, 053314 (2021)

8̄ξ (τ ) = 4̄r f

∑

s,s′

Cξ
s Cξ

s′ (βξ/2 + s′)
{
|q̄s,ξ |3 f̄ (q̄s,ξ )2(1 − φ)

[
cos[(s − s′)4̄r f τ ]

(
1 + 2nq̄s,ξ

)

+ i sin[(s − s′)4̄r f τ ]sgn(βξ/2 + s)
]
+ η̄−

s,ξ e−i(s−s′ )4̄r f τ + η̄+
s,ξ ei(s−s′ )4̄r f τ

}

− 2
π

4̄r f

∑

s,s′

Cξ
s Cξ

s′ (βξ/2 + s′) sin[(s − s′)4̄r f τ ][2;[sgn(βξ/2 + s)] − 1][J̄ ′
−(q̄s,ξ ) + J̄

′
+(q̄s,ξ )

+ 2[J̄ nq
− (q̄s,ξ ) + J̄

nq
+ (q̄s,ξ )]], (E4)

where f̄ (q̄s,ξ ) = f (qs,ξ )/lξ , β̄ξ
T = βT h̄νξ , J̄

nq
± (q̄s,ξ ) =

J
nq
± (qs,ξ )lξ , and

η̄±
s,ξ = 1

16π2

m
M

F̄
(1),±
s,ξ + (−1)φF̄

(2)
s,ξ(

n0l3
ξ

)
β̄ξ

T
,

q̄s,ξ = lξ qs,ξ =

√
2m4r f

Mνξ

∣∣∣∣
βξ

2
+ s

∣∣∣∣. (E5)

For the numerical assessment of the integrals involved in the
functions F

(1,2)
s,ξ = F̄

(1,2)
s,ξ /l2

ξ , we note that they have the units
of a wave vector. Given this, we replace the integral variable
by k 2→ k̄ξ = klξ in Eqs. (D21) and (D28) and we define the
rescaled parameters in Eq. (D18) as

α0(k̄ξ ) = m
M

ϖ 2
s,ξ

2
β̄ξ

T
k̄2
ξ

,

α±(k̄ξ ) =
β̄ξ

T ϖs,ξ

2

[
k̄2
ξ

4
M
m

1
ϖs,ξ

± 1

]

− β̄ξ
T µ̄ξ

G,

ϖs,ξ = 4r f

νξ

(
βξ

2
+ s

)
, µ̄ξ

G = µG

h̄νξ

. (E6)

Finally, let us comment on the rescaling of the scattering
amplitude f (q). The expression given in Eq. (6) assumes that
the regularization parameters b, c are given in units of R⋆,
as it is more convenient to work with that unit length when
solving the Schrödinger equation (A4). Thus, if everything is
in that unit length, that is, also the q wave vector, then the
scattering amplitude is in R⋆ units as well. As a consequence,
if we wish to have it in lξ units, we have to multiply f (q) by
R⋆/lξ . Hence, when we have to assess the scattering amplitude
in the 7̄ and 8̄ functions, we need first to provide qs,ξ in R⋆

units as well as b and c, and then multiply the obtained result
by R⋆/lξ . The wave vector qs,ξ in R⋆ units is given by

q⋆
s,ξ = R⋆qs,ξ = R⋆

lξ
q̄s,ξ , (E7)

where q̄s,ξ is defined in Eq. (E5). The situation is slightly dif-
ferent when the integrations involved in the functions F

(1,2)
s,ξ ,

J
′
±(qs,ξ ), and J

nq
± (qs,ξ ) are considered. We can rescale the

integrands in R⋆ units, as the scattering amplitude (6), and then
we rescale the result in lξ units. Alternatively, we first rescale
the scattering amplitude in units of lξ , thus, we perform the
integrations in lξ units. We have chosen the second option, as
the regularization parameters b, c have been obtained in R⋆

units. In this case the scattering amplitude in lξ units is given

by

f̄ (q̄) =
c̄2π (R⋆)2l−2

ξ

(b̄2 − c̄2)2 q̄

{
e−b̄q̄

[
1 + (b̄4 − c̄4)q̄

4b̄c̄2

]
− e−c̄q̄

}
,

(E8)

where we have introduced the factor (R⋆/lξ )2. The regular-
ization parameters b̄, c̄ are in lξ units, which can be obtained
from the b, c in R⋆ units using the relations

b̄ = b
R⋆

lξ
, c̄ = c

R⋆

lξ
. (E9)

A similar reasoning applies for the integral (D32). Indeed,
using the definitions (E9) and (D32), one has to replace R⋆ in
Eq. (D32) by (R⋆/lξ )4. Furthermore, the free-particle disper-
sion relation is rescaled as ε̄(q) = ε(q)/(h̄νξ ) = Mq̄2/(2m).

APPENDIX F: LINDBLAD FORM OF
THE MASTER EQUATION

The ion master equation (56) cannot be transformed in
a Lindblad-type Markovian master equation, as a crucial
assumption to obtain such a form is the rotating-wave approx-
imation. Using the definitions for the position and momentum
operators for each spatial direction ξ = x, y, z,

r̂ξ =
√

h̄
2Mνξ

(â†
ξ + âξ ), p̂ξ = i

√
Mh̄νξ

2
(â†

ξ − âξ ), (F1)

we can rewrite Eq. (56) as

˙̂ρξ = − i
h̄

[Ĥ ξ
S + δĤ ξ

S + H̃ ξ
S , ρ̂ξ ] + γ a

ξ D̂[aξ ]ρ̂ξ + γ a†

ξ D̂[a†
ξ ]ρ̂ξ

+ γ +
ξ Ĝ+[âξ , â†

ξ ]ρ̂ξ − i
h̄
γ −

ξ Ĝ−[âξ , â†
ξ ]ρ̂ξ . (F2)

Here, we have introduced the operators

H̃ ξ
S = h̄-ξ

[

â†
ξ âξ +

(â†
ξ )2 + â2

ξ

2

]

+ ih̄-′
ξ [(â†

ξ )2 − â2
ξ ],

D̂[aξ ]ρ̂ξ = âξ ρ̂ξ â†
ξ −

â†
ξ âξ ρ̂ξ + ρ̂ξ â†

ξ âξ

2
,

Ĝ±[âξ , â†
ξ ]ρ̂ξ = â†

ξ ρ̂ξ â†
ξ ± âξ ρ̂ξ âξ

−
[
(â†

ξ )2 ± â2
ξ

]
ρ̂ξ + ρ̂ξ

[
(â†

ξ )2 ± â2
ξ

]

2
, (F3)
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and the damping rates as well as energy shifts

γ a
ξ = h̄.

[
Re(8)
Mνξ

+ Im(7)
]
, γ a†

ξ = h̄.

[
Re(8)
Mνξ

− Im(7)
]
,

γ +
ξ = h̄. Re(8)

Mνξ

, γ −
ξ = h̄2. Re(7),

- = − h̄. Im(8)
Mνξ

, -′ = h̄. Im(7)
2

. (F4)

The first line of Eq. (F2) has the structure of the usual Lindb-
land master equation with damping rates γ a

ξ , γ a†

ξ and damping
operators âξ and â†

ξ , respectively. The second line of Eq. (F2),
however, cannot be recasted in either a unitary term like the
commutator in the first line or in a dissipative term as the
second and third terms of the first line of Eq. (F2). Those
two last terms originate from the fact that we did not apply
the rotating-wave approximation. The additional Hamiltonian
term Ĥ ′

S is also a consequence of this fact. Now, looking at
the structure of the 8 [Eq. (61)] and 7 functions [Eqs. (62)
and (64)] and at the fact that we consider a linear Paul trap
for which the most relevant coefficients Cξ

n are those for n =
0,±1, we see that while Re(8P) = 8P has a negligible effect,
Re(8δ ) provides a non-negligible effect such that it renders
γ +

ξ nonzero. A similar argument holds for γ −
ξ for which

Re(7P) yields a significant contribution, but not Re(7δ ). On
the other hand, Im(8δ ) is almost negligible so that - ≃ 0, but
Im(7δ ) produces a non-negligible contribution, while Im(7P)
is negligible, so that -′ provides an important contribution to
the ion dynamics.

In conclusion, the ion master equation like the ones for
a neutral impurity in a condensate [47,48,62] cannot be re-
casted in Lindblad form, unless the counter-rotating terms
are neglected. In the future, however, it would be interesting
to explore another approach that has been recently proposed
[64]. Here, it is shown that one does not need to apply the
rotating-wave approximation and, by using another strategy to
apply the Markov approximation, it is possible to derive a dif-
ferent Markovian quantum master equation in Lindblad form,
but with time-dependent decay operators. The advantage of
this approach is that the master equation can be equivalently
simulated by a stochastic Schrödinger equation, similarly to
the well-known Monte Carlo wave-function approach [65,66].
The reduction from a density matrix to a ket state description,
albeit averaging over many quantum trajectories, could be
especially useful for simulating the impurity dynamics fully
in three dimensions.

APPENDIX G: SELF-CONSISTENCY OF
THE MASTER EQUATION

As we already pointed out, the dissipative damping rate
must be smaller than the thermal energy and the typical
system’s transition frequencies. In this case, the dissipa-
tive rate in the ξ th direction is proportional to [see also
Eq. (F4)]

γξ ∼ .
∑

s

|qs,ξ |3 f (qs,ξ )2nqs,ξ

∣∣F ξ
s,s

∣∣, (G1)

FIG. 11. Example of bath correlation function as evaluated by
Eq. (G2) for the x direction.

where we have neglected the contribution of the terms for
which s ̸= s′ since these, on average, vanish due to the fast
rf oscillations. The dissipative rate has to satisfy the two con-
ditions h̄γξ/(kBT ) ≪ 1 and γξ/νξ ≪ 1. For instance, for the
23Na/174Yb+ pair with a gas temperature of T = 200 nK and
trap parameters a = −0.001, q = 0.2, and 4r f = 2π 2 MHz
we obtain the trap frequencies νx = 2π 112 kHz, νy = 2π
169 kHz, νz = 2π 45 kHz, kBT /h̄ = 2π 4 kHz, for which the
dissipative rate fulfils the above outlined requirements rather
well, i.e., the ratios are smaller than 3 × 10−4 for an atomic
peak density 1014 cm−3. These conclusions can be further
corroborated by an evaluation of the bath correlation func-
tions. For example, starting from Eq. (47) and by performing
the replacement (50), the first correlation function due to the
single sum over q in the curly brackets is given by

∑

q

42
q sin[ε(q)τ/h̄]q jqs

∝
∫ ∞

0
dq̄ q̄2

{
e−b̄q̄

[
1 + (b̄4 − c̄4)q

4b̄c̄2

]

− e−c̄q̄
}

sin(@q̄2τ̄ ), (G2)

where @ = µE ⋆/(mh̄νξ ), τ̄ = νξ τ , and the regularization pa-
rameters b, c as well as the wave vector q have been rescaled
with respect to R⋆ and 1/R⋆, respectively. An example of
such a correlation function is given in Fig. 11 for the spatial
direction x. As it can be seen, the function decays rapidly to
zero, i.e., for times larger than, approximatively, 0.15/νx it
vanishes. Hence, the Markov approximation in our setting is
satisfied reasonably well.

053314-22

Publications [L1] 77



DYNAMICS OF A TRAPPED ION IN A QUANTUM GAS: … PHYSICAL REVIEW A 104, 053314 (2021)

[1] W. Casteels, J. Tempere, and J. Devreese, Polaronic properties
of an ion in a bose-einstein condensate in the strong-coupling
limit, J. Low Temp. Phys. 162, 266 (2011).

[2] G. E. Astrakharchik, L. A. P. Ardila, R. Schmidt, K. Jachymski,
and A. Negretti, Ionic polaron in a bose-einstein condensate,
Commun. Phys. 4, 94 (2021).

[3] E. R. Christensen, A. Camacho-Guardian, and G. M.
Bruun, Charged Polarons and Molecules in a Bose-
Einstein Condensate, Phys. Rev. Lett. 126, 243001
(2021).

[4] U. Bissbort, D. Cocks, A. Negretti, Z. Idziaszek, T. Calarco,
F. Schmidt-Kaler, W. Hofstetter, and R. Gerritsma, Emulating
Solid-State Physics with a Hybrid System of Ultracold ions and
Atoms, Phys. Rev. Lett. 111, 080501 (2013).

[5] A. B. Michelsen, M. Valiente, N. T. Zinner, and A. Negretti,
Ion-induced interactions in a tomonaga-luttinger liquid, Phys.
Rev. B 100, 205427 (2019).

[6] K. Jachymski and A. Negretti, Quantum simulation of extended
polaron models using compound atom-ion systems, Phys. Rev.
Research 2, 033326 (2020).

[7] M. Tomza, K. Jachymski, R. Gerritsma, A. Negretti, T. Calarco,
Z. Idziaszek, and P. S. Julienne, Cold hybrid ion-atom systems,
Rev. Mod. Phys. 91, 035001 (2019).

[8] R. Côté, Chapter two-ultracold hybrid atom–ion systems, Adv.
At. Mol. Opt. Phys. 65, 67 (2016).

[9] A. Härter and J. Hecker Denschlag, Cold atom-ion experiments
in hybrid traps, Contemp. Phys. 55, 33 (2014).

[10] K. S. Kleinbach, F. Engel, T. Dieterle, R. Löw, T. Pfau, and
F. Meinert, Ionic Impurity in a Bose-Einstein Condensate at
Submicrokelvin Temperatures, Phys. Rev. Lett. 120, 193401
(2018).

[11] F. Engel, T. Dieterle, T. Schmid, C. Tomschitz, C. Veit, N.
Zuber, R. Löw, T. Pfau, and F. Meinert, Observation of Rydberg
Blockade Induced by a Single ion, Phys. Rev. Lett. 121, 193401
(2018).

[12] T. Feldker, H. Fürst, H. Hirzler, N. V. Ewald, M. Mazzanti, D.
Wiater, M. Tomza, and R. Gerritsma, Buffer gas cooling of a
trapped ion to the quantum regime, Nat. Phys. 16, 413 (2020).

[13] H. Hirzler, T. Feldker, H. Fürst, N. V. Ewald, E. Trimby, R. S.
Lous, J. D. Arias Espinoza, M. Mazzanti, J. Joger, and R.
Gerritsma, Experimental setup for studying an ultracold mix-
ture of trapped Yb+–6Li, Phys. Rev. A 102, 033109 (2020).

[14] J. Schmidt, P. Weckesser, F. Thielemann, T. Schaetz, and L.
Karpa, Optical Traps for Sympathetic Cooling of ions with
Ultracold Neutral Atoms, Phys. Rev. Lett. 124, 053402 (2020).

[15] P. Weckesser, F. Thielemann, D. Wiater, A. Wojciechowska, L.
Karpa, K. Jachymski, M. Tomza, T. Walker, and T. Schaetz,
Observation of feshbach resonances between a single ion and
ultracold atoms, arXiv:2105.09382.

[16] T. Dieterle, M. Berngruber, C. Hölzl, R. Löw, K. Jachymski, T.
Pfau, and F. Meinert, Transport of a Single Cold ion Immersed
in a Bose-Einstein Condensate, Phys. Rev. Lett. 126, 033401
(2021).

[17] T. Dieterle, M. Berngruber, C. Hölzl, R. Löw, K. Jachymski,
T. Pfau, and F. Meinert, Inelastic collision dynamics of a single
cold ion immersed in a bose-einstein condensate, Phys. Rev. A
102, 041301(R) (2020).

[18] D. Leibfried, R. Blatt, C. Monroe, and D. Wineland, Quantum
dynamics of single trapped ions, Rev. Mod. Phys. 75, 281
(2003).

[19] C. Schneider, D. Porras, and T. Schaetz, Experimental quantum
simulations of many-body physics with trapped ions, Rep. Prog.
Phys. 75, 024401 (2012).

[20] C. Schneider, M. Enderlein, T. Huber, S. Dürr, and T. Schaetz,
Influence of static electric fields on an optical ion trap, Phys.
Rev. A 85, 013422 (2012).

[21] A. Lambrecht, J. Schmidt, P. Weckesser, M. Debatin, L. Karpa,
and T. Schaetz, Long lifetimes in optical ion traps, Nat.
Photonics 11, 704 (2017).

[22] H. Hirzler, R. S. Lous, E. Trimby, J. Pérez-Ríos, A.
Safavi-Naini, and R. Gerritsma, Observation of chemical re-
actions between a trapped ion and ultracold feshbach dimers,
arXiv:2110.14475.

[23] K. Ravi, S. Lee, A. Sharma, G. Werth, and S. Rangwala, Cool-
ing and stabilization by collisions in a mixed ion-atom system,
Nat. Commun. 3, 1126 (2012).

[24] P. Eberle, A. D. Dörfler, C. Von Planta, K. Ravi, and S.
Willitsch, A dynamic ion-atom hybrid trap for high-resolution
cold-collision studies, ChemPhysChem 17, 3769 (2016).

[25] A. Krükow, A. Mohammadi, A. Härter, J. H. Denschlag, J.
Pérez-Ríos, and C. H. Greene, Energy Scaling of Cold Atom-
Atom-Ion Three-Body Recombination, Phys. Rev. Lett. 116,
193201 (2016).

[26] Z. Meir, T. Sikorsky, R. Ben-Shlomi, N. Akerman, Y. Dallal,
and R. Ozeri, Dynamics of a Ground-State Cooled ion Colliding
with Ultracold Atoms, Phys. Rev. Lett. 117, 243401 (2016).

[27] S. Dutta, R. Sawant, and S. A. Rangwala, Collisional Cooling
of Light ions by Cotrapped Heavy Atoms, Phys. Rev. Lett. 118,
113401 (2017).

[28] P. Wessels, B. Ruff, T. Kroker, A. Kazansky, N. Kabachnik, K.
Sengstock, M. Drescher, and J. Simonet, Absolute strong-field
ionization probabilities of ultracold rubidium atoms, Commun.
Phys. 1, 32 (2018).

[29] H. N. Le, A. Kalev, M. D. Barrett, and B.-G. Englert, Micro-
motion in trapped atom-ion systems, Phys. Rev. A 85, 052718
(2012).

[30] J. Joger, A. Negretti, and R. Gerritsma, Quantum dynamics of
an atomic double-well system interacting with a trapped ion,
Phys. Rev. A 89, 063621 (2014).

[31] V. S. Melezhik, Z. Idziaszek, and A. Negretti, Impact of ion
motion on atom-ion confinement-induced resonances in hybrid
traps, Phys. Rev. A 100, 063406 (2019).

[32] V. S. Melezhik, Improving efficiency of sympathetic cooling in
atom-ion and atom-atom confined collisions, Phys. Rev. A 103,
053109 (2021).

[33] M. Krych and Z. Idziaszek, Description of ion motion in a paul
trap immersed in a cold atomic gas, Phys. Rev. A 91, 023430
(2015).

[34] We note that for lithium additive and nonadditive interaction
coefficients for the three-body Li-Li-Li+ system have been re-
cently computed [67].

[35] Z. Idziaszek, T. Calarco, and P. Zoller, Controlled collisions of
a single atom and an ion guided by movable trapping potentials,
Phys. Rev. A 76, 033409 (2007).

[36] Z. Idziaszek, A. Simoni, T. Calarco, and P. S. Julienne,
Multichannel quantum-defect theory for ultracold atom-ion col-
lisions, New J. Phys. 13, 083005 (2011).

[37] J. Goold, H. Doerk, Z. Idziaszek, T. Calarco, and T. Busch, Ion-
induced density bubble in a strongly correlated one-dimensional
gas, Phys. Rev. A 81, 041601(R) (2010).

053314-23

78 [L1] Publications



LORENZO OGHITTU et al. PHYSICAL REVIEW A 104, 053314 (2021)

[38] J. M. Schurer, P. Schmelcher, and A. Negretti, Ground-state
properties of ultracold trapped bosons with an immersed ionic
impurity, Phys. Rev. A 90, 033601 (2014).

[39] J. M. Schurer, A. Negretti, and P. Schmelcher, Capture dynam-
ics of ultracold atoms in the presence of an impurity ion, New
J. Phys. 17, 083024 (2015).

[40] We note that this is a necessary condition, but not yet a sufficient
one, as trap-shaped induced resonances can still occur.

[41] R. Saito, S. Haze, M. Sasakawa, R. Nakai, M. Raoult, H.
Da Silva, O. Dulieu, and T. Mukaiyama, Characterization of
charge-exchange collisions between ultracold 6Li atoms and
40Ca+ ions, Phys. Rev. A 95, 032709 (2017).

[42] H. A. Fürst, N. V. Ewald, T. Secker, J. Joger, T. Feldker, and R.
Gerritsma, Prospects of reaching the quantum regime in li-yb +
mixtures, J. Phys. B: At., Mol. Opt. Phys. 51, 195001 (2018).

[43] The relation (2) is obtained easily as follows. Since what mat-
ters is the relative atom-ion kinetic energy, the collision energy
is thus given by Ecoll = µυ2

rel/2 = µ(υa − υi )2/2 = µ/2(υ2
i +

υ2
i − 2υa · υi ). Here, υi ≡ |υi| (υa ≡ |υa|) denotes the magni-

tude of the ion (atom) velocity. Now, if υi ≫ υa, that is, the
atoms are very slow (i.e., ultracold) compared to the ion micro-
motion, then Ecoll ≃ µυ2

i /2 = µEkin/M with Ekin = Mυ2
i /2.

[44] H. J. Carmichael, Statistical Methods in Quantum Optics 1,
Texts and Monographs in Physics (Springer, Berlin, 1999),
pp. xxii+361, master equations and Fokker-Planck equations.

[45] R. Schmidt, J. D. Whalen, R. Ding, F. Camargo, G. Woehl,
S. Yoshida, J. Burgdörfer, F. B. Dunning, E. Demler, H. R.
Sadeghpour, and T. C. Killian, Theory of excitation of rydberg
polarons in an atomic quantum gas, Phys. Rev. A 97, 022707
(2018).

[46] Y. E. Shchadilova, R. Schmidt, F. Grusdt, and E. Demler, Quan-
tum Dynamics of Ultracold Bose Polarons, Phys. Rev. Lett. 117,
113002 (2016).

[47] A. J. Daley, P. O. Fedichev, and P. Zoller, Single-atom cooling
by superfluid immersion: A nondestructive method for qubits,
Phys. Rev. A 69, 022306 (2004).

[48] R. G. Lena and A. J. Daley, Dissipative dynamics and cooling
rates of trapped impurity atoms immersed in a reservoir gas,
Phys. Rev. A 101, 033612 (2020).

[49] M. T. Mitchison, T. H. Johnson, and D. Jaksch, Probing the
dynamic structure factor of a neutral fermi superfluid along the
bcs-bec crossover using atomic impurity qubits, Phys. Rev. A
94, 063618 (2016).

[50] For the specific case of the trapped ion, ĤS ≡ Ĥ trap
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We investigate the sensitivity of an ion sensor in determining the temperature of an atomic Fermi gas. Our
study extends to charged impurities the proposal by M. T. Mitchison et al. [Phys. Rev. Lett. 125, 080402 (2020)],
where atomic neutral impurities were used as an in situ thermometer of the quantum gas. We find that the long-
range character of the atom-ion interaction enhances the thermometer’s sensitivity for certain system parameters.
In addition, we investigate the impact of the ion quantum motional state on the sensitivity by assuming that it
is confined in a harmonic trap. We observe that the temperature sensitivity of the ion is noticeably influenced
by its spatial extension, making the latter a versatile tool to be manipulated for improving the thermometer
performance. We finally discuss our findings in the context of current experimental atom-ion mixtures.

DOI: 10.1103/PhysRevResearch.4.023069

I. INTRODUCTION

Quantum impurities in a bath such as that provided by
ultracold atomic gases is currently a very active field of
research owed to the advances and prospects offered by
atomic physics laboratories. Indeed, these systems enable
with their degree of controllability to investigate various out-
of-equilibrium phenomena such as Anderson orthogonality
catastrophe [1,2] and the formation of polaronic states [3,4],
to mention a few. The former is fundamental for understand-
ing phenomena in the solid-state realm like the Kondo effect
[5] and transport of heavy impurities in a Fermi liquid [6],
while mediated interactions are important for pairing forma-
tion [7–9]. In particular, in recent years, the study of Fermi
polarons with neutral impurities in bulk systems has been
quite vigorous both experimentally [10–13] and theoretically
[14–16]. Albeit not yet mature as the neutral counterpart, an
important experimental effort has been undertaken to immerse
charged impurities such as ions in quantum gases [17–19].
Sympathetic cooling of ions in a Fermi gas with calcium ions
has been experimentally investigated [20], which culminated
with the approach of the s-wave regime of atom-ion collisions
[21,22]. In addition to the aforementioned out-of-equilibrium
phenomena, ions in a 1D fermionic bath have been proposed
to study induced interactions in a Li-Yb+ mixture [23] (see
also Ref. [24] for neutral ytterbium impurities), Peierls in-
stability [25], and bipolaron states with low effective mass
[26]. Such interesting many-body quantum physics, however,
requires a Fermi gas to reach very low temperatures, i.e., on
the order of a few percentage of the Fermi temperature. It
is therefore crucial to devise experimental schemes to attain
those temperatures as well as to determine accurately its un-
certainty.

Published by the American Physical Society under the terms of the
Creative Commons Attribution 4.0 International license. Further
distribution of this work must maintain attribution to the author(s)
and the published article’s title, journal citation, and DOI.

Recently, M. T. Mitchison et al. [27] have proposed an
interferometric method to probe locally the temperature of a
Fermi gas by means of a neutral spin impurity. The method
relies on the fact that the Pauli exclusion principle slows the
decay of coherence of the spin impurity allowing for enhanced
signal-to-noise ratios. Therefore, by tracking the dynamics
of the spin impurity and, importantly, without requiring its
thermalization, it is possible to estimate the temperature with
high accuracy. Here, we extent the method to an ionic im-
purity probe, whose impurity-gas interaction is longer-ranged
compared to the neutral case. We find that the r−4 tail of the
atom-ion polarization potential has a profound impact on the
thermometer sensitivity, quantified by the quantum signal-to-
noise ratio Q, and that for some system parameters, it reaches
a larger performance than a neutral probe. We investigate Q

in reliance of the density of the gas, the number of two-body
bound states, and finite-width of the ion spatial density, i.e.,
confinement. The latter is shown to enable to obtain higher
signal-to-noise ratios and at shorter times. Let us also note that
ions have been already used as probes of the density profile of
a condensate [28,29] as well as to trace molecule gases [30]
and proposed for measuring density-density correlations [31]
and the local single-particle energy distribution of a degener-
ate Fermi gas [32].

The paper is organized as follows: in Sec. II we describe
our system, while in Sec. III, the Cramer-Rao bound together
with the interferometric protocol for sensing the gas tem-
perature is summarized. This summary, which is based on
the ideas of Ref. [27] together with a few remarks from our
side, is provided for the sake of completeness. The results are
exposed and discussed in Sec. IV, whereas the experimental
applicability of the extended method to the ionic probe is
discussed in Sec. V. Finally, in Sec. VI, we recapitulate our
findings and provide an outlook for future work.

II. SYSTEM

We consider the system displayed pictorially in Fig. 1. A
(trapped) ion (or more), whose wave function is denoted by

2643-1564/2022/4(2)/023069(15) 023069-1 Published by the American Physical Society
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FIG. 1. Schematic of the system: a positively charged ion, im-
mersed in a Fermi gas (red wavy particles), acts as a thermometer for
measuring the gas temperature ratio T/TF. As it is shown in the inset,
such an ion is harmonically trapped with Gaussian spatial density
|χ (r)|2 (blue shadowed area), i.e., it is prepared in the ground state,
and has a spin degree of freedom denoted pictorially by an arrow.

χ (r), has two internal states |0⟩ and |1⟩. The ion is immersed
in a homogeneous spin-polarized noninteracting Fermi gas
(henceforth also referred to as bath) of mean density n̄. The
gas density defines the following bath characteristics: the
Fermi wave vector kF = (6π n̄)1/3, the energy (or temperature)
EF = h̄2k2

F/2m = kBTF, and the time τF = h̄/EF. Here, kB is
the Boltzmann constant and m the mass of the atom. In the
case of a neutral impurity probe [27], one can assume that
the impurity internal state |0⟩ does not interact with the bath,
while the state |1⟩ interacts via a short-range impurity-bath
pseudopotential. This is legitimate, because one can tune the
impurity-bath interaction such that the scattering length van-
ishes, thereby resulting effectively in a vanished potential.1

In the present setting, however, the electric field of the ion
polarizes the neighbourhood independently of the atom-ion
scattering length such that the r−4 tail of the spin-independent
polarization potential cannot be set to zero in our model. In
other words, this tail is always present, unless the gas density
is so low that the interaction can be replaced by a pseudopo-
tential, thus falling back again into the neutral probe scenario.
Controlling the atom-ion scattering length and therefore the
ion internal state means that we manipulate the short-range
part of the potential only (e.g., the number of bound states).
Given this, both ion internal states interact (asymptotically)
with the bath via the two-body polarization potential

V (r) = −C4

r4
(1)

with C4 = αe2/8πϵ0 (in SI units). Here, α is the (static) po-
larizability of the atom, e is the elementary electronic charge

1This is permitted because of the separation of length scales
involved in the system, that is, the range of the impurity-bath inter-
action is much smaller than any other length scale.
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FIG. 2. Regularized atom-ion polarization potentials Vreg(r) cor-
responding to a ≃ −R⋆ with three different bound state properties:
no bound states in blue dot-dashed, one bound state in green dashed,
and two bound states in orange dotted (see legend for bound state
energies). Two-body polarization potential (1) in thin black solid.
The inset illustrates the r−4 tail of the potential without bound states.

(i.e., only singly ionized atoms) and ϵ0 the vacuum permit-
tivity. We note that recently Feshbach resonances in hybrid
atom-ion systems have been observed [22], thus provid-
ing the perspective to control (magnetically) the interspecies
interactions.

The potential (1) introduces two more length and energy
scales: R⋆ = (2µredC4/h̄2)1/2 and E ⋆ = h̄2/[2µred(R⋆)2] with
µred = mM/(m + M ) being the reduced atom-ion mass and M
is the ion mass. Due to the singularity of Eq. (1) at short range
and for the sake of a simpler analytical treatment, we use the
regularization [33,34]

V (s)
reg (r) = −C4

r2 − c2

r2 + c2

1
(r2 + b2)2

. (2)

An example of the spatial dependence of this potential is
shown in Fig. 2. By tuning the parameters b and c one can
control the sign and strength of the three-dimensional s-wave
atom-ion scattering length a as well as the number of bound
states, which can be attained by preparing the ion in specific
electronic configurations, i.e., spin state |s⟩, and by controlling
external magnetic fields. Towards this end, we employ the
strategy already used in Ref. [34], namely, we impose that the
scattering length equals in magnitude the scattering amplitude
of the regularized potential in Born approximation and that the
potential supports a fixed number of bound states (one or two).
For the case without bound states, we just seek for parameters
that generate a potential without bound states, but that yield a
certain value of the scattering length.

For the purpose of thermometry, we are interested mainly
in the dynamics of the ion’s internal degrees of freedom, since
these two states are utilized to read out the gas temperature
and its uncertainty, while the motional degrees of freedom
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affect the ion-gas interaction, as we shall see later. Hence, the
ionic probe internal state Hamiltonian reads as2

ĤP = E0|0⟩⟨0| + E1|1⟩⟨1|. (3)

On the other hand, the many-body Hamiltonian of the bath is
given by

ĤB =
∫

R3
dr '̂†(r)

[
− h̄2

2m
∇2 + Vext (r)

]
'̂(r), (4)

where Vext (r) denotes the external trap potential, '̂ is the
fermionic antisymmetric field operator satisfying the anti-
commutation rule {'̂(r), '̂†(r′)} = δ(r − r′). The (many-
body) interaction between the ion and the quantum gas is
described by the Hamiltonian

ĤI =
∑

s=0,1

∫

R3
dr '̂†(r)V (s)

reg (r)'̂(r) ⊗ |s⟩⟨s|, (5)

where V (s)
reg relies on the ion internal state via the short-range

physics we discussed earlier, namely, by tuning the atom-
ion scattering length with different choices of the parameters
b and c. Moreover, we note that [ĤP, ĤI] = 0.

The ion spin dynamics can be described by a single time-
dependent function, as we show in some detail in Appendix A.
Specifically, the ion Bloch vector v, whose density matrix is
ρ̂P = 1

2 (I + v · σ̂ ), is given by3

v(t ) ≡ (vx, vy, vz ) = (Re[ν(t )], Im[ν(t )], 0), (6)

where the so-called time-dependent decoherence function is
defined as

ν(t ) = TrB[eiĤ1t/h̄e−iĤ0t/h̄ρ̂B(T )] (7)

with Ĥs = ⟨s|ĤB + ĤI|s⟩, s = 0, 1, ρ̂B(T ) the thermal state at
temperature T of the bath, and σ̂ = (σ̂x, σ̂y, σ̂z ) the vector of
Pauli matrices. We note that since the z component of the
Bloch vector is zero [see Eq. (6)], the populations of the states
|0⟩ and |1⟩ are conserved in time and equal to 1/2, while the
coherences evolve accordingly to Eq. (7) (pure dephasing).
Notwithstanding, when π/2 pulses are applied to ion internal
state prior and after the impurity and the bath interact, as we
shall discuss in the interferometric protocol of Sec. III, vz(t )
relies on ν(t ).

By means of the well-known Levitov formula [35,36],
the decoherence function can be computed exactly via the

2We note that we do not include the motional part of the ion, i.e.,
its (spin-independent) Hamiltonian in the trap, as we consider it as a
static impurity, namely, a mere scattering center for the bath. Even in
the nonstatic approximation, however, this Hamiltonian, being spin-
independent, would simply add a global phase that can be removed
by moving the system description in the interaction picture. We can
thus safely ignore it.

3Here, we implicitly assume that the ion internal state lies in the
equatorial plane as shown in Fig. 3 (see protocol in Sec. III). Let us
also note that the populations of the eigenstates of σ̂x are conserved
as a consequence of [ĤP, ĤI] = 0.

formula4

ν(t ) = det[1 − n̂ + n̂eiĥ0t/h̄e−iĥ1t/h̄], (8)

where n̂ = (eβ(ĥB−µ) + 1)−1 is the Fermi distribution, µ de-
notes the chemical potential, β = (kBT )−1, and

ĥB = − h̄2

2m
∇2 + Vext (r),

ĥα = ĥB + V (s)
eff (r) with s = 0, 1.

(9)

In our setting, the Fermi gas is homogeneous and as a con-
sequence Vext = 0. The effective impurity-gas interaction is
given by

V (s)
eff (r) =

∫
dr′V (s)

reg (r − r′)|χ (r′)|2. (10)

Here, the reliance of V (s)
reg on the ion internal state |s⟩ highlights

the fact that we can associate to it two scattering lengths for
different pairs (b, c). As it can be seen, the ion motional state
χ (r′) determines the shape of the effective interaction (see
also Fig. 9 in Sec. IV B). In the following sections we shall
consider two different forms of the ionic probe’s probability
density |χ (r)|2. Firstly, we shall treat the ion as a static point
particle and set |χ (r)|2 = δ(r) or, in spherical coordinates

|χ (r)|2 = 1
4πr2

δ(r). (11)

Secondly, we shall replace the point-like distribution of
Eq. (11) with a finite-width Gaussian, that is, δ(r) )→
-σ (r) = exp[−r2/(2σ 2)]/

√
2πσ 2. In the limit σ → 0, we

retrieve Eq. (11) for which V (α)
eff (r) = V (α)

reg (r). We make use
of a Gaussian spatial density as it represents the ground state
of an ion in a Paul trap [37] (i.e., secular approximation) as
well as the one in an optical trap [38].

III. THERMOMETRY WITH A SPIN IMPURITY

In this section, we recap the key aspects of the interfer-
ometric protocol proposed in Ref. [27]. For more details,
however, we refer to that paper.

Quantum Cramer-Rao bound. In order to motivate the pro-
tocol discussed below, it is necessary to resort to the theory of
quantum parameter estimation [39–42]. Let us start by invok-
ing the so-called quantum Cramer-Rao bound (QCRB). This
provides a bound (from below) on the attainable uncertainty
-T for the estimation of the temperature of the gas after
N independent realizations, i.e., measurements, according to
-T 2 > 1/NFT > 1/NF

Q
T , which is valid for any unbiased

estimator [43]. Note, however, that the first inequality, i.e.
-T 2 > 1/(NFT ), is reached for N ≫ 1 within the maximum
likelihood estimation procedure [44]. Here, FT is the (classi-
cal) Fisher information [44]

FT ≡ FT (X̂ ) = −
∑

s=±
p(xs|T )

∂2

∂T 2
ln[p(xs|T )] (12)

4We note that the Levitov formula can be applied to quadratic and
time-independent Hamiltonians only.
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with X̂ being any hermitian operator (i.e., observable),
whereas p(xs|T ) is the conditional probability to obtain from
a measurement the outcome xs, i.e., an eigenvalue of X̂ , given
the gas temperature T . Let us underscore that the probability
p(xs|T ) results from measurements described by projections
(or more generally by positive operator-valued measurement
operators) on the corresponding eigenspaces of X̂ . Further-
more, since we consider a two-level system, not more than
two outcomes, i.e., eigenvalues of X̂ , are possible. Given this,
FT is related to its quantum counterpart F

Q
T by the identity

F
Q
T = maxX̂ FT (X̂ ) with FT (X̂ ) as in Eq. (12).5 It turns out

that F
Q
T = FT (/̂T ) with /̂T being the symmetric logarithmic

derivative operator (SLD) [39]

/̂T ∝ cos(ϕ)σ̂∥ + sin(ϕ)σ̂⊥, tan(ϕ) = |ν|(1 − |ν|)2∂T φ

∂T |ν|
.

(13)

Here, σ̂∥ = cos(φ)σ̂x + sin(φ)σ̂y, σ̂⊥ = cos(φ)σ̂y − sin(φ)σ̂x
and ν = |ν|eiφ . In other words, the Fisher information retained
in the projective measure of /̂T on a two-level system is
higher or equal than in the measurement of any other observ-
able, and it equals the quantum Fisher information. It is for
this reason that the protocol outlined below aims at measur-
ing the observable represented by the symmetric logarithmic
derivative and inferring the temperature and its uncertainty
from it.

Before explaining the protocol, let us briefly discuss the
estimation of the relative error on the measure of T . The
quantum signal-to-noise ratio (QSNR) Q is defined via the
quantum Fisher information by Q

2 = T 2
F

Q
T and satisfies the

following inequality:

-T
T

> 1

Q
√

N
, (14)

which gives a lower limit of the attainable temperature uncer-
tainty.

In the case of a two-level system, F
Q
T can be expressed in

terms of the decoherence function ν(t ) [45]. In polar coordi-
nates, it reads

F
Q
T = 1

1 − |ν|2

(
∂|ν|
∂T

)2

+ |ν|2
(

∂φ

∂T

)2

= F
∥
T + F

⊥
T . (15)

Here, F
∥
T and F

⊥
T denote the contributions parallel and per-

pendicular to the Bloch vector, namely, they correspond to the
measurement of σ̂∥ and σ̂⊥, respectively. More precisely, it
means that if we would perform a projective measurement of

5Here, the notation is rather compact. More precisely, we mean
the following: first, one needs to diagonalize the operator X̂ , whose
eigenvectors are |xs⟩. Thus the projection operators P̂s = |xs⟩⟨xs| are
defined. This is carried out for any observable X̂ . The Fisher informa-
tion is then defined as a function of the set {P̂s}. Thus the maximum
over such a set for any X̂ is sought. We note that one could also
look for the optimal probe state, ρ̂P, for a certain measurement, and
therefore ask how the probe has to be prepared to attain the minimal
uncertainty. Here, however, the state of the probe is determined by
the interaction with the gas.

FIG. 3. Schematic of the interferometric protocol with its five
steps that allow to determine the expectation value of the SLD. The
SLD is the estimator of the temperature that maximizes the quantum
Fisher information.

the SLD in the eigenbasis of either σ̂∥ or σ̂⊥ we would obtain a
Fisher information via the respective conditional probabilities
p(/∥,⊥

s |T ) of measuring the outcome /∥,⊥
s in one of the two

eigenbasis given by either F
∥
T or F

⊥
T . We note, however, that

measuring the probe in those two eigenbasis implies that the
gas temperature has to be known a priori, since the eigen-
vectors of σ̂∥ and σ̂⊥ depend on both angles φ and ϕ. In other
words, one would need to set the measurement apparatus upon
the gas temperature itself, which is our unknown. We shall
come back to this point in the following paragraph.

Protocol. Let us describe briefly the main steps of the pro-
tocol sketched in Fig. 3 in order to determine the expectation
value of the SLD-operator. The atomic probe is initially pre-
pared in the state |0⟩. Therefore the initial total density matrix
is defined as: ρ̂ = |0⟩⟨0| ⊗ ρ̂B(T ). After a π/2-pulse, which
takes the impurity-probe to the state |+⟩ = (|0⟩ + |1⟩)/

√
2,

the system evolves for a time t according to Eq. (6) with
decoherence function given by Eq. (8). Then, a second π/2-
pulse is performed with a certain phase θ and the energy is
projectively measured. This kind of measurement yields an
expectation value of the energy proportional to cos(θ )⟨σ̂x⟩ +
sin(θ )⟨σ̂y⟩. Accordingly to Eq. (13) as well as the definitions
of σ̂∥ and σ̂⊥, one can determine ⟨/̂T ⟩ by choosing θ = φ + ϕ.
We repeat this procedure until the desired precision is reached.
The number N of independent repetitions realizes a measure-
ment of the gas temperature with an error bounded from below
by the right-hand-side of Eq. (14). In Appendix A, we provide
some details on the aforementioned sequence of pulses.

A few comments are in order now. First, measuring the
energy is an experimentally more feasible task than perform-
ing a measurement in the eigenbasis of σ̂∥ and σ̂⊥, which
in addition rely on the unknown T . Second, the procedure
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outlined above is referred to estimation from the first moment
in parameter estimation theory. Indeed, we estimate the gas
temperature by measuring the expectation value of the SLD,
i.e., the energy. Of course, the value of the phase θ depends on
the gas temperature, but one would perform several repetitions
of the procedure by varying θ in the Ramsey interferometer
sequence. By assessing the Fisher information (12) for various
θ , its maximum is reached for the actual gas temperature, i.e.,
our best estimation of T . Third, the corresponding uncertainty
is given by -T = -E (∂⟨E⟩/∂T )−1 with -E2 being the vari-
ance of the energy. It can be shown that -T = 1/

√
FT [44].

The standard deviation on the mean of the estimation is then
given by -T/

√
N , that is, the right-hand side of Eq. (14). A

crucial element of this discussion, however, is the determi-
nation of the conditional probability p(λs|T ) with λs being
the eigenvalues of /̂T and s = ±. We shall come back to this
point in Sec. V.

Finally, let us discuss the preparation of the initial prod-
uct state ρ̂ = |0⟩⟨0| ⊗ ρ̂B(T ) that it is an assumption of the
interferometric protocol, which is not so easily realizable as
for a neutral impurity by tuning the impurity-bath interaction
to zero, as we discussed at the beginning of Sec. II. Towards
this aim, we propose three solutions, the third one of which
is otulined in more detail in the next paragraph. In the first
solution, we assume that the impurity is initially neutral and
prepared in the internal state |0⟩, whose interaction with the
bath is tuned to zero by means of Feshbach resonances like in
the original proposal of Ref. [27]. Then, with a two-photon
process as the one utilized in Ref. [46], the ion is created
and instantaneously (with respect to the system dynamics)
its internal state is brought in the equatorial plane of the
Bloch sphere and interactions with the gas take place upon
the ion internal state. An alternative second solution relies
on the utilization of Rydberg dressing of the atomic bath as
suggested in Ref. [47]. More precisely, the ion is located at
µm distances from the bath in order to ensure no interaction
between it and the bath. Thus the atoms in the bath are slightly
coupled to Rydberg state in order to enhance the spatial range
of the atom-ion interaction via the increase of the atomic
polarizability of the bath. At this stage, the equal superposition
state of the ion internal states can be prepared. This solution,
however, loses the in situ character of the protocol, since the
ion is positioned at a certain distance from the gas.

Setup for a single internal state. We propose another solu-
tion for preparing the initial state ρ̂ = |0⟩⟨0| ⊗ ρ̂B(T ) that is
particularly suitable if we aim at using only one ion internal
state interacting with the gas. This solution mimics the case
of the neutral impurity, where the interaction with the internal
state |0⟩ and the fermions is tuned to zero. Indeed, as we shall
see in Sec. IV, the use of a single internal state enables to
attain an even higher sensitivity of the thermometer.

Specifically, the previously discussed interferometric pro-
tocol cannot be employed exactly in the same way, since
the two-level system is reduced to a single internal state. To
overcome this, we suggest to map the two-level system into
the setup displayed in Fig. 4, where the states |0⟩, |1⟩ are
replaced by the left and right wave functions ψL(x) and ψR(x)
of the ion in a double-well potential. Only the right well is
immersed in the gas, letting the ion in state ψL(x) to evolve
freely without interaction with the gas. When the barrier is

FIG. 4. Setup for a single internal state. Initially the ion is pre-
pared in one of the two internal states, but the two-level system of
the interferometric protocol is now represented by the ground states
ψL (x) and ψR(x) of a double well potential. At t = 0, the ion is
prepared in the left well such that it does not interact in the bath.
At t > 0, the barrier is lowered such that tunneling takes place and
the ion is prepared in an equal superposition state of the left and right
states. In this way, the ion’s wave-function component in the ψR(x)
state interacts with the bath and probing of its temperature can take
place.

lowered, due to the tunneling effect, the ion occupies the
right well and at a precise time its state is described by an
equal superposition of ψL(x) and ψR(x), thus mimicking a
π/2-pulse. Immediately after that time, the barrier is raised
again in order to suppress tunneling and let the ion to probe
the Fermi gas. When the QSNR maximum is attained, as
we shall discuss in Sec. IV, a second π/2 pulse is applied,
namely, the barrier is lowered again to allow tunneling and
thus to move the ion back to the left well. In such a way, the
previous interferometric protocol can be still applied, albeit
with different type of measurements.

Let us remark that Ramsey interferometry with motional
states of an atom in an optical lattice has been experimentally
realized [48] (also with the ground and first excited state of
a quasi-1D condensate [49]). Additionally, the dynamics of
Coulomb crystals in a double well potential has been the-
oretically investigated [50,51], while state-dependent optical
potentials for trapped ions have been recently demonstrated
in the laboratory [52]. The latter paves the way to engineer
state-dependent potentials such as those created by microwave
fields in atom chips [53,54]. These studies together with
the possibility to employ optimal control methods [55] for
steering the impurity dynamics appropriately corroborate the
feasibility of the suggested scheme.
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Decoherence and precision. To broadly understand how
the thermometric precision can be affected by the parameters,
we summarize some aspects of the decoherence dynamics.
At short times, the decay of |ν| is due to collective exci-
tations of the Fermi sea and the decoherence dynamics is
essentially unaffected by the temperature. At large times,
the dynamics is governed by low-energy excitations with
temperature-dependent distribution and |ν| decays exponen-
tially with rates depending on T [15]. It is intuitively clear
that the probing time should be large enough in order to probe
the gas temperature. According to Eq. (15), however, high
precision is achieved for large values of the derivative of |ν|
with respect to T . Nonetheless, being the decay exponential
at large times, it implies that long probing times decrease
the quantum signal-to-noise ratio. For the same reason, a
choice of the parameters that enhances the decoherence in the
temperature-independent regime would result in less precise
measurements. On this regard, we shall see in Sec. IV A how
the effective interaction (10) affects the dependence on kFa of
the maximum of Q over time.

IV. RESULTS

To begin with, let us first provide a few pieces of infor-
mation on the results we are going to discuss that will be
helpful for the subsequent analyses. Our investigations will
mostly focus on the case for which the ion is prepared only
in one of the two internal states, since we aim at demonstrat-
ing the impact of the long-ranged atom-ion potential on the
thermometer sensitivity (in Sec. III an alternative interfero-
metric protocol is suggested). In order to apply the protocol
discussed in Sec. III, however, we shall provide our findings
corresponding to the scenario for which the ionic impurity
is prepared in a superposition of the two internal states as
well, where both states interact with the gas. Hence, unless
explicitly indicated, the interaction parameter kFa refers to the
case with the single interacting state |s⟩ with s = 0 or 1 and
the atom-ion scattering length is assumed to be a ≃ −R⋆.6 We
shall explore different scenarios of the regularized atom-ion
polarization potential (also shown in Fig. 2), for which the
absence or presence of one or more bound states is assumed.
This will enable us to investigate the impact of bound states
on the dynamics of the probe and, most importantly, on the
precision of the temperature estimation. Let us remark that the
choice of a negative scattering length motivates the scenario
without bound states. In fact, a negative scattering length
implies that the corresponding state is deeply bound and that
it has a rather small size. Hence, if recombination timescales
are long enough, it is unlike that such states are populated.
We note that in a different context than ours, precisely in
this regime of interactions and time scales phenomena such
as attractive polarons have been predicted [56]. We shall turn
back to this matter in Sec. V.

As far as the interaction parameter kFa is concerned, we
note that, differently from the neutral impurity case where
the s-wave scattering length is the only parameter character-

6The choice of a negative scattering length is motivated by recent
experimental investigations [21,22].

TABLE I. Most relevant physical quantities for some atom-ion
species: kF = 0.5/R⋆ (top row) and kF = 1.5/R⋆ (bottom row).

Atom - ion (R⋆ (nm)) Mean density (cm−3) τF (µs) TF (µK)

6Li–174Yb+ (69.77) 6.2 × 1012 3.7 2.07
1.7 × 1014 0.41 18.64

40K–174Yb+ (219.24) 2.0 × 1011 240 0.032
5.4 × 1012 26 0.29

40K–40Ca+ (171.92) 4.15 × 1011 145 0.053
1.1 × 1013 16 0.47

izing the two-body interaction, for the long-ranged atom-ion
polarization potential the reliance of kFa on the scattering
length is less trivial. Indeed, its typical length scale R⋆ is
comparable to the mean interparticle distance and the system
properties depend not only on a and the effective range of
the two-body potential, but also rely on the presence of the
long-range tail of the interaction. Hence, while in the neutral
case a specific choice of the product kFa can be obtained for a
fixed gas density by a single value of the scattering length, in
the atom-ion scenario the same value of the scattering length
can result in different two-body potentials leading to different
system properties.

In Table I, we report the Fermi time and temperature for
different atom-ion pairs for two values of the interaction pa-
rameter kF = 0.5/R⋆ and 1.5/R⋆, from which we obtain the
corresponding gas densities.7

A. Static ion approximation

We shall first consider the case with zero bound states
(dot-dashed line in Fig. 2). This will allow us for a direct
comparison with the pseudopotential for neutral atoms and
thus highlight the effect of the long-range character of the
polarization potential more clearly. For the same reason, we
shall first consider the case for which the ion probe is localized
at r = 0 with |χ (r)|2 = δ(r). Note that this is how the static
ion approximation has to be intended and it is achieved either
by confining the ion in a very tight trap or by considering the
mass of the ion to be much larger than the mass of the atoms in
the gas, i.e., infinite mass limit. To compare directly with the
neutral impurity case, our analysis begins with the case where
only one of the two internal states interacts with the bath. The
parameters for this regularized potential are b ≃ 0.0023 R⋆

and c ≃ 0.4878 R⋆ that correspond to a ≃ −R⋆.8 We finally

7As it can be seen, there is a rather large variation of the two time
and energy scales for three exemplary atom-ion pairs. In particular,
the Fermi temperature for the pair 6Li–174Yb+ is the largest, reflect-
ing the fact that a lighter atom with a heavy ion are also easier to cool
down to the s-wave collisional regime, while for the pair 40K–174Yb+

with the largest R⋆ (due to the larger atomic polarizability) it is more
challenging to attain the quantum degeneracy. Furthermore, larger
gas densities reduce the coherence time τF which has the smallest
value for lighter atoms, that is, for the atom-ion pair 6Li–174Yb+.

8In presence of two-body bound states, the parameters of the regu-
larized atom-ion polarization potential assume the following values:
b ≃ 0.07018 R⋆ and c ≃ 0.1455 R⋆ for one supported bound state,
whereas b ≃ 0.09 R⋆ and c ≃ 0.0718 R⋆ for two bound states.
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FIG. 5. Quantum signal-to-noise ratio for kFa = −0.5 and −1.5 in the static impurity approximation. (a) and (b) for an ion with an
atom-ion polarization potential without bound states, whereas (c) and (d) for a neutral impurity with impurity-bath interaction given by the
pseudopotential.

remark that the QSNR is calculated via the relation Q
2 =

T 2
F

Q
T , where the quantum Fischer information is obtained

from Eq. (15).
Temperature and time dependence of QSNR. We consider

kFa = −0.5 and −1.5 in the case with one internal state and
we start by analyzing the temperature and time dependence of
the quantum signal-to-noise ratio. These two choices result in
values of the mean density and Fermi time of typical quantum
gas experiments (see also Table I). As we can observe in
Fig. 5, the temperature dependence is only slightly affected by
the two different types of potentials (atom-ion polatization in-
teraction vs. pseudopotential) for both of the two values of the
interaction parameter. Indeed, the yellow (i.e., bright) region
corresponding to the maximum of Q appears roughly in the
same range of the Fermi temperature ratio [∼0.4, see panels
(a) and (b) versus panels (c) and (d)]. The time dependence
of Q for the two kFa, however, is significantly modified: the
region of highest precision, i.e., higher Q, it is extended to
longer probing times for a charged impurity [panels (a) and
(b)], while it occurs at earlier times and for a smaller time
window for the case of a neutral impurity [panels (c) and (d)].
This behavior suggests that Vreg suppresses the decay of |ν|,
as it also clearly showed in Fig. 6. Moreover, the shift of the
yellow region to longer times also suggests that the potential
takes more time to bring the system in the regime where the
dynamics is governed by particlelike excitation, which are
more sensitive to the gas temperature. Concerning that point,

Fig. 6 shows clearly that the long time behavior of the deco-
herence function is more affected by the gas temperature as
well as that the larger the temperature, the stronger the effect

FIG. 6. Decoherence function for kFa = −0.5 for a static impu-
rity. Solid line for the atom-ion polarization potential without bound
states and two different temperatures (see legend), while the dotted
line for the pseudopotential. In the main panel, the time dependence
of |ν(t )| is shown, while in the inset its real part is displayed.
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on the decoherence function. As a consequence, it results in a
better temperature probe at long times.

Finally, Fig. 5 shows that the use of an ion probe is more
favorable in some circumstances. Indeed, in the case of low
densities [panels (a) and (c)], i.e., small |kF|, a limited gain
in the thermometer sensitivity can be obtained, but for longer
interrogation times. On the other hand, at large values of |kFa|
[panels (b) and (d)], that is, high gas densities, i.e. large |kF|
for the polarization potential, the use of an ion instead of a
neutral impurity particle significantly enhances Q (up to 5
times more at the maximum), and therefore the temperature
sensor accuracy, in a large part of the considered time range.
Hence, such findings demonstrate that using ionic impurities
for sensing the temperature of a Fermi gas result in a superior
thermometer performance.

Interaction dependence of the maximal QSNR at fixed T.—
At fixed T = 0.2 TF, Fig. 7(a) shows that the monotonous
behavior of Qmax = maxt {Q(t )} in the case of the neutral
impurity (grey asterisks) is not reproduced with the ion, where
instead a peak appears (blue diamonds). In order to understand
the onset of the latter, one can observe that the two potentials
give a similar dependence on kFa in the extremal regions of the
considered range of Fig. 7 (i.e., small and large magnitudes
of |kFa|). Indeed, the dependence on kFa can be mapped to
a dependence on the mean interparticle distance of the bath
particles d̄ = (n̄)−1/3 ∝ 1/|kFa|.9 When d̄ is sufficiently large,
i.e., d̄ & 8 R⋆ corresponding to kFa & −0.5 and small den-
sities, the two potentials give similar results. In this regime,
the rate of collisions affecting the ionic probe is small and
the decoherence function ν(t ) decays slowly compared to τF
(see also Fig. 6). This allows the ion to probe the bath for
a longer time, thus resulting in increasing Qmax values for
decreasing values of |kFa|. On the contrary at large densities,
i.e., d̄ . R⋆ and kFa . −4, the rate of collisions between the
particles of the bath and the strongly repulsive core of the
potential is higher. Both with the regularized pseudopotential
and Vreg, when |kFa| increases, the decoherence function ν(t )
decays more rapidly (not shown) and the values reached by
Qmax are lower.10 When the probe is an ion, an intermediate
regime can be identified where the balance between interac-
tions with the repulsive core and the attractive well of Vreg
strongly suppresses the decay of ν(t ), and therefore allowing
to attain much higher values of the quantum signal-to-noise
ratio. Besides this, we attribute the enhanced precision to
the accumulated phase given by the long-range polarization

9Here, the overbar indicates that the length has been rescaled with
respect to a.

10Let us underscore that the interaction parameter |kFa| has to be
interpreted differently for the neutral and charged impurity. Indeed,
for the ionic impurity, we keep fixed the scattering length, while we
vary the wave vector kF, i.e., the gas density. Conversely, when the
impurity is neutral, although the value of |kFa| can in principle corre-
spond to any of the possible combinations of the two terms, one has
to consider a fixed gas density, and hence kF, and a varying scattering
length. Otherwise, at large magnitudes of the interaction parameter,
the applicability of the pseudopotential would be invalided, as d̄
would be comparable or even smaller than the effective range of the
van der Waals interaction.

FIG. 7. (a) Qmax ≡ Q(tmax) for different values of kFa at T =
0.2 TF and for an internal ion state only (e.g., the state |1⟩). (b) Qmax

for different values of kFa0 (i.e., state |0⟩) at T = 0.2 TF and fixed
kFa1 = −1.5 R⋆ (purple triangles) and kFa1 = −0.5 R⋆ (red circles),
i.e., state |1⟩. (c) Values of tmax corresponding to (b). (d) Same data
of (b) plotted against a0. All the lines are merely a guide to the eye.
Their discontinuity in (b)–(d) indicates that the thermometer does not
work when kFa0 = kFa1 (see text).

potential, i.e., the relative phase proportional to the integral
of the atom-ion potential over the density perturbations of
the bath because of the presence of the impurity. Since the
atom-ion potential is long-range, it will collect more of those
perturbations. However, as in the case of low densities, a
large Q requires a long probing time which could affect the
effectiveness of the protocol. Note that the attractive region of
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the potential with no bound states is not visible in Fig. 2 (blue
dot-dashed line), because it is considerably more shallow
than the other two cases. Similar results are obtained when
the atom-ion polarization potential supports one bound state
[green squares in Fig. 7(a)] or two bound states (not shown)
with the only difference that a slight shift of the maximum
of Qmax occurs. This indicates that the phenomenon does not
rely on the number of bound states, but it is rather a peculiarity
of the long-range character of the two-body interaction. As
already mentioned, the most relevant case for the applica-
tion of the protocol explained in Sec. III is the one where
the two internal states interact with the gas, whose result is
displayed in Figs. 7(b)–7(d). To understand the plots, it is
necessary to quickly explain the meaning of the interaction
parameters kFa1 and kFa0. The choice of the value kFa1 =
−1.5 R⋆ or kFa1 = −0.5 R⋆ (purple triangles and red circles,
respectively), with a1 ≃ −R⋆ the scattering length relative to
the state |1⟩, fixes the density of the bath. Consequently, the
variation of kFa0 corresponds to the tuning of the atom-ion
scattering length a0 of the state |0⟩. In this way, different
values of the interaction parameter kFa0 are obtained without
changing the density of the bath. Note that the thermometer
does not work when kFa0 = kFa1, since the two potentials are
identical and therefore the induced dephasing dynamics is the
same. This is can be also recongnized in Eq. (B3) and it is
indicated in the panels (b)–(d) of Fig. 7 by the discontinuity
of the connecting line. The plot in Fig. 7(b) shows that the
nonmonotonous behavior that we attribute to the long-range
of the potential is preserved and that a proper choice of the
parameters can lead to a higher sensitivity. Other than the
enhancement of the sensitivity, a shift in the position of the
peaks is observed, depending on the value of kFa1. This is
better understood by observing the QSNR as a function of
the scattering length a0 instead of the interaction parameter
kFa0. As shown in Fig. 7(d), the dependence of the QSNR on
a0 is similar for the two cases and the peak appears around
a0 = −R⋆. Finally, we note that the time at which each Qmax
occurs [see Fig. 7(c)] is slightly longer than the case of the
single internal state. The latter is not shown, but it does not
exceed 103τF for the values in Fig. 7(a). This difference can be
attributed to the cancellation between the accumulated phases
in the elements of the matrix from which the decoherence
function is calculated [see Eqs. (7) and (B3)]. On the other
hand, the peaks of Qmax are smaller than the single internal
state case, but still larger than the neutral impurity probe. We
attribute this reduction of sensitivity to the previous argument
of the accumulated phases around the density perturbations,
that is, the two states compensate partially each other.

B. Finite ion density distribution

We now investigate the impact of a spatial density distri-
bution of the ion as that obtained when the ion is confined
in a trap of finite width. In particular, we choose a Gaussian
distribution, as it approximates the time-averaged distribu-
tion of the ion subject to micromotion in the ground state
of a Paul trap (secular approximation) or the ground state
in a deep optical dipole trap. The width of the Gaussian
distribution is defined as σ =

√
h̄/Mω with M the ion mass

and ω the frequency of the trap. A trap width of σ = 0.3 R⋆

FIG. 8. Quantum signal-to-noise ratio as a function of the prob-
ing time for T = 0.05 TF. (a) Single state with kFa = −0.5. (b) Two
states with kFa1 = −0.5 and −1. Solid lines represent the localized
impurity case; dotted lines correspond to the impurity with Gaussian
spatial density.

corresponds to a trap frequency ω/(2π ) ≃ 133 kHz for
174Yb+ and ω/(2π ) ≃ 95 kHz for 40Ca+ (see also Table I). In
Fig. 8, we show exemplary the time evolution of the quantum
signal-to-noise ratio for the case of T = 0.05 TF. The thick
solid lines in Fig. 8(a) show the result for one single internal
state with kFa = −0.5 in the static ion approximation with
zero (blue line), one (green line) and two (orange line) bound
states. The latter two are essentially superimposed to each
other (almost indistinguishable in the plot). As it can be seen,
apart from a slight difference between the case of zero bound
states and those with a finite number of bound states, the
QSNR does not exhibit any reliance on the number of bound
states when the ionic probe’s distribution is delta-shaped.
Moreover, Q assumes large values only at long times, where
the impact of detrimental effects such as three-body recom-
bination or reduced trap lifetime, especially for optical-based
trap technology, are more likely. On the other hand, when the
Gaussian distribution of the probe is considered, the convolu-
tion between the latter and the regularized potential results in
an effective potential Veff [see also Eq. (10)]. Such an effective
potential has different characteristics compared to Vreg and it
substantially modifies the dynamics of Q. Indeed, as it is also
visible in Fig. 9, the attractive region becomes more shallow

023069-9

88 [L2] Publications



LORENZO OGHITTU AND ANTONIO NEGRETTI PHYSICAL REVIEW RESEARCH 4, 023069 (2022)

FIG. 9. Regularized atom-ion potentials with one (green line)
and two (orange line) bound states together with their corresponding
effective potentials (see also Sec. II). The inset shows the attractive
region of the effective potentials. Note that the case without bound
states is not shown, because both the energy and the atom-ion sepa-
ration are of a rather different scale compared to those shown in the
picture. Specifically, one has to consider much larger separations and
no additional novel feature would have been manifested.

and the repulsive core gets flattened and broadened. Interest-
ingly, a reliance on the number of bound states is manifested
(see dotted lines in Fig. 8), especially for zero and one bound
states, where a maximum at short times is displayed, which
enables to attain higher sensitivities of the ionic temperature
sensor at shorter times and thus to reduce the impact of unde-
sired effects. On the other hand, the situation with two bound
states resembles the case of the static ion limit, albeit attaining
larger Q values at longer times (see orange dotted line). This
shows that the deeply bound states have a marginal impact
on the sensor performance. A similar behavior is shown in
Fig. 8(b) where two internal states are considered. In this
case, the interaction parameters are fixed to kFa0 = −1 and
−0.5, and the regularized potentials support zero and one
bound states for |0⟩ and |1⟩, respectively. For times shorter
than t ≃ 400 τF, a finite spatial density (dotted line) results in
slightly higher values of the QSNR with respect to the case
with the static ion (solid line). Although the difference is not
remarkable, Fig. 8(b) confirms that, in general, the ion finite
spatial density allows to improve the sensitivity at shorter
times, even though the sensor performance is worse compared
to the single internal state. Hence, our analysis indicates that
the trap frequency ω can be used as a “knob” to enhance
the signal-to-noise ratio at short times, which is particularly
relevant in view of spin relaxation [57].

We finally remark that other strategies to determine the
temperature of an ultracold Fermi gas were proposed. In par-
ticular, Lous et al. showed in Ref. [58] that a temperature
T ≃ 0.06 TF of a 6Li gas can be estimated with a 10% er-
ror by using a Bose-Einstein condensate of 41K atoms as a
probe. The strategy is based on the thermalization between the
two atomic species and on the estimation of the condensate

fraction. Their aim, however, was to propose an experimental
technique to determine the lowest possible temperature of the
fermionic gas specifically for their setup. Here, on the other
hand, we provide a theoretical estimation of the interrogation
time, i.e., when the maximum achievable QSNR is attained,
and the number of measurements that are needed to obtain a
comparable error. For instance, a precision -T/T = 0.1 of a
measured temperature T = 0.05 TF can be obtained with N ≈
625 repetitions on a time of the order of a few milliseconds
(∼1000τF) for an atom-ion pair 6Li–174Yb+, where the num-
ber of repetitions N can be reduced by employing more ions as
sensors at the same time. We underscore again, however, that
the experimental achievement of such a measurement relies on
the capability of performing the protocol outlined in Sec. III.

V. DISCUSSION

The results we exposed in the previous section show that
an impurity ion, whose interaction with the bath is described
by the long-range atom-ion polarization potential, yields a
higher quantum signal-to-noise ratio than a neutral impurity in
an experimentally accessible parameter regime. Nonetheless,
a few remarks on the interferometric protocol as well as on
interparticle collisions are in order.

Interferometric protocol. The protocol outlined in Sec. III
aims at determining the symmetric logarithmic derivative via
the projective measurement of the energy. To this end, one per-
forms a series of independent experimental runs by collecting
data as {ξk}N

k=1 with ξk being the outcome of the measurement
of /̂T , namely, λ±, of the kth run. Being the measurement
projective, one will collect N+ (N−) outcomes for λ+ (λ−)
such that N = N+ + N−. The determination of such an expec-
tation value, however, requires the ability to determine |ν| and
φ together with their derivatives with respect to T with the
aim of choosing θ = φ + ϕ. By tracking ν(t ), one can fix the
“optimal” probing time at which Q is maximal, and there-
fore quantify what is the actual uncertainty on the estimated
gas temperature. Nonetheless, to determine these quantities a
prior knowledge of the temperature of the gas is needed. This
means that, before the actual temperature estimation begins,
one needs first to determine the probability of obtaining ξk
in an experimental run, that is, p(ξk|T ), which is no less that
the conditioned probability on the actual value, yet unknown,
of the gas temperature to be determined. How to estimate the
probability p(λ±|T )? This is accomplished by means of the
expectation value of /̂T (or the energy) as [41]

p(λ±|T ) = 1 ± ⟨/̂T ⟩
2

= 1 ± f (⟨ÊT ⟩)
2

, (16)

where

f (⟨ÊT ⟩) = 2⟨ÊT ⟩ − Emax − Emin

Emax − Emin
. (17)

Here, we used the fact that the expectation value of /̂T has
support in the interval [−1, 1], while the energy expectation
value has been normalized accordingly. Of course, one needs
first to perform a calibration of the ionic thermometer. This
can be accomplished either with a theoretical model of the
probabilities, as the one based on ⟨/̂T ⟩ given by Eq. (13), or
by measurements of the energy spectrum as p(λ±|T ) = N±/N
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for some known values of T and N ≫ 1. The latter can be
extracted independently by looking at specific properties of
the gas (e.g., wings of the spatial distribution of the gas in the
time-of-flight measurement). After this calibration stage, the
inference about the value of the unknown gas temperature is
drawn from the data {ξk}N

k=1 by means of a certain function
T of the acquired measurement data, which in the context
of the theory of parameter estimation it is called estimator.
A commonly used one is the maximum likelihood estimator,
which is defined as the value of T that maximizes the joint
probability distribution L(T ) =

∏
k p(ξk|T ) with respect to T .

The sequence of N experimental runs is performed several
times and yields an estimate of the unknown gas temperature
T , namely, it is expected that its statistical mean, E[T ] := Test,
is Test ≃ T . Since the outcomes of the measurements fluctuate
from a data set to another one, i.e., for fixed N the variables
N± are stochastic as well as the likelihood L(T ), the estimator
T of the unknown gas temperature has an uncertainty. Given
the fact that the protocol gives access to the measurements
set by the SLD that maximizes the Fisher information, the
uncertainty is then given by the Cramer-Rao bound, that is, the
right-hand side of Eq. (14). For a more precise mathematical
formalism of the estimation of an unknown parameter, we
refer to Ref. [59]. Albeit it concerns the estimation of the
gradient of a magnetic field, the formalism applies to our
context in the precise same way.

Finally, let us note that the decoherence function ν(t ) can
be determined by means of many-body Ramsey interferom-
etry [2], which has been successfully implemented for the
experimental observation of Fermi [11] and Bose [60,61] po-
larons.

Few-body processes. The times required to attain the high-
est values of Q could lead in experiments to undesired
chemical reactions, which are not only not considered in the
theory presented in this work, but, importantly, they would
affect the state of the bath and thus resulting in a bad tem-
perature sensor. In particular, three-body recombination is the
main process owed to the presence of deeply bound states.
Estimation of the decay rate γ based on classical trajectory
theory [62–64] predicts a rate on the order of a few Hz for
gas densities on the order of 1012 cm−3 up to a few kHz
for 1014 cm−3, therefore from seconds to sub-millisecond
timescales. The numbers quoted in table I for the Fermi time
and the QSNR of Fig. 8 show that we are reasonable good
within the predicted decays. We note, however, that since
the ion interacts with a spin-polarized fermionic bath, the
quantum statistic of the gas helps in this regard, as no more
than one atom can populate a two-body bound state.11 Fur-
thermore, given the fact that very deep bound states are less
likely populated, one can conclude that the fermionic statistic
of the gas does not allow to populate more than the most
loosely bound state of the polarization potential, thus losing
eventually a single atom of the bath per ion. This would be not
the case if the bath would be bosonic for which mesoscopic
molecular ions can be formed [56,65–67].

11We note, however, that when a fermion of the bath is brought to
populate a two-body bound state via a three-body collision, there is a
finite probability that the released energy may lead to a spin flip, i.e.,
a spin impurity in the bath might be created.

Another important collisional process to be taken into
account is spin relaxation. As it has been shown in the exper-
iment of Ref. [57], the ion spin can decohere rather quickly
because of spin-exchange and spin-nonconserving interac-
tions. In particular, the spin-orbit coupling provides a major
role in the relaxation dynamics of the ion internal state [68].
Specifically, it has been observed in a 87Rb bath that after
a few Langevin collision times tL the probability of finding
a Yb+ in the initial spin configuration is close to 15%.12

For a 6Li - 174Yb+ compound system with a gas density of
6.2 × 1012 cm−3 we find tL/τF ≃ 13 for kFR⋆ = −0.5. This
can be indeed a major obstacle to the successful realiza-
tion of the ion thermometer. A solution is discussed in the
next paragraph. In addition to this, we mention that for low-
dimensional atom-ion systems such as quasi-one dimensional
the impact of spin relaxation can be limited, as the spin-orbit
coupling is reduced, while confinement-induced resonances
can provide a tool to control atom-ion interactions [69].

An alternative strategy that can be employed to avoid
undesired few-body processes is given by Rydberg dress-
ing [47,70], where the atomic cloud is slightly coupled to
a Rydberg-state. In such a way, the atomic polarizability is
enhanced and the ion can be placed to some distance (on a
micrometer scale) from the bath, thus without the need to
immerse the ion in the latter [47]. This strategy is not only
suitable to reduce the impact of micromotion when ions are
confined in a Paul trap, but also to reduce the aforementioned
spin relaxation effect. If we want to keep the in situ character
of the protocol, however, we can still immerse the ion in the
Rydberg-dressed atomic bath, but by means of a properly
laser-engineered potential of the form [70]

Vd (r) = A R4
w

r4 + R4
w

− C4

r4
. (18)

Here, A and Rw are laser-controlled parameters. With such
an engineered atom-ion interaction it is possible to create a
repulsive barrier [the first term in Eq. (18)] around the ion
to avoid the atoms to get too close to it. Note that recent
experiments have shown that long-range and laser-controlled
interactions can be realized [71–73] and an ion-induced Ryd-
berg excitation blockade can be realized [46]. The two-photon
scheme utilized in the latter can be exploited also to initial-
ize the thermometer, i.e., to create the ion impurity in the
atomic cloud in the internal state |0⟩. Finally, we note that
the aforementioned Rydberg-dressing strategy modifies the
short-range interaction in the scale of a few tens of nanometers
without affecting the potential at micrometer distances. For
this reason, it can also help to suppress the eventuality of
charge-exchange collisions that may occur at long times [74].

VI. CONCLUSIONS

Based on an interferometric protocol for the in situ es-
timation of the temperature of a Fermi gas with immersed
neutral atomic impurities [27], we investigated the perfor-
mance of the scheme when ions are utilized as thermometers.

12The Langevin time is defined as tL = 1/γL with γL =
2πng

√
C4/µred being the energy-independent rate with ng the gas

density.
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We have found that the long-ranged character of the atom-
ion polarization potential substantially modifies the quantum
signal-to-noise ratio and that it enhances the sensor perfor-
mance, especially when a single interacting internal state is
used. We have investigated mainly two scenarios, namely,
a static ion and an ion ground-state cooled in a finite trap,
for various impurity-gas interactions and different number of
bound states of the two-body atom-ion potential. We com-
pared our findings with the case of a static neutral impurity,
as originally proposed in Ref. [27], whose impurity-bath in-
teraction is described by a zero-range pseudopotential. In
Sec. III, we provided an alternative scheme that enables to
use a single internal state, and therefore to reach higher values
of Q in shorter times (<103 τF ). The latter point is important
to limit the impact of ion spin relaxation. In Sec. IV A, we
studied the temperature and time dependence of the QSNR
for kFa = −0.5 [see Fig. 5(a)] and kFa = −1.5 [see Fig. 5(b)]
finding that in order to attain a higher sensor sensitivity the
probing time has to be larger compared to the case of a neutral
impurity [see Figs. 5(c) and 5(d)]. We have shown in Fig. 7(a)
that the dependence of the maximum of the quantum signal-
to-noise ratio Q on kFa (i.e., on the gas density) at fixed T is
strongly modified by the long-range potential and it presents
a peak. The effect of this finding, however, is reduced when
both internal states are used for sensing the gas temperature
[see Fig. 7(b)], since the accumulated phases of the states
compensate each other partially. In Sec. IV B, we analyzed
the impact of a Gaussian spatial density of the ion at low gas
temperatures, i.e., T = 0.05 TF and kFa = −0.5, and found
that a finite width of the ion trap can enhance the sensitivity
of the thermometer as well as reduces the probing time with
respect to the case of a delta-shaped spatial density, i.e., static
ion approximation (see also Fig. 8). Finally, in Sec. V, we
discussed the implementation of the interferometric protocol
based on the most recent experimental observations involving
hybrid atom-ion systems.

In the present study, we have focused our attention on
a single impurity. It is well-known in quantum parameter
estimation theory that entanglement can further enhance the
sensitivity of quantum sensors. Thus, in the future, it would
be interesting to investigate how the estimation bound can
be improved by entangling two ions, a task that is routinely
accomplished in trapped ion experiments, and to devise novel
interferometric protocols to attain the bound in this case.
Furthermore, it would be also interesting to explore the im-
pact of the impurity motion in more detail, for instance, by
studying the properties of the Green’s functions of the system,
as recently undertaken in Ref. [75] as well as via a master
equation approach [34]. Using motional states of the ion for
sensing the gas temperature is preferable in view of reducing
the impact of few-body processes.
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APPENDIX A: DYNAMICS OF THE ION INTERNAL STATE

In Sec. II, we stated that the Bloch vector is given by v =
(Re[ν], Im[ν], 0). To show this, we consider the time evolu-
tion of the density matrix of the composite atom-gas system ρ̂.
This is given by ρ̂(t ) = Û (t )ρ̂(0) Û

†(t ), where Û (t ) = e−iĤt/h̄

with Ĥ = ĤB + ĤP + ĤI the total Hamiltonian. Specifically,
we have

ρ̂(t )=1
2

(
e

i
h̄ (ĤB+Ĥ0 )t ρ̂Be− i

h̄ (ĤB+Ĥ0 )t e
i
h̄ (ĤB+Ĥ1 )t ρ̂Be− i

h̄ (ĤB+Ĥ0 )t

e
i
h̄ (ĤB+Ĥ0 )t ρ̂Be− i

h̄ (ĤB+Ĥ1 )t e
i
h̄ (ĤB+Ĥ1 )t ρ̂Be− i

h̄ (ĤB+Ĥ1 )t

)
.

(A1)

The components of the Bloch vector are given by the Hilbert-
Schmidt inner product vi = Tr[ρ̂(t )σ̂i] with σ̂i i = x, y, z
being the Pauli matrices, which yield exactly Eq. (6). Let us
note that the trace is taken over both the ion and gas degrees
of freedom and where we have exploited the cyclic property
of the trace.

We can then use Eq. (A1) to show that the projective
measure of the energy yields the expectation value of the SLD.
To this end, we define the matrix of a π/2-pulse as

R̂π/2(θ ) = 1√
2

(
eiθ 1
1 −e−iθ

)
(A2)

and we calculate R̂π/2(θ )ρ̂(t )R̂†
π/2(θ ). This gives the follow-

ing matrix:

ρ̂θ (t ) = 1
4

(
2 + eiθ ν(t ) + e−iθ ν∗(t ) ν∗(t ) − e2iθ ν(t )
ν(t ) − e−2iθ ν∗(t ) 2 − eiθ ν(t ) − e−iθ ν∗(t )

)
.

(A3)

The projective measure of the energy, that is, on the σ̂z basis,
reads

Tr[ρ̂θ σ̂z] = Re[ν(t )] cos(θ ) − Im[ν(t )] sin(θ ). (A4)

By choosing θ = φ + ϕ we obtain the desired expectation
value of the symmetric logarithmic derivative.

APPENDIX B: REMARKS ON THE NUMERICAL
SIMULATIONS

In this section, we provide some pieces of information
on the employed numerical methods utilized to assess the
quantum signal-to-noise ratio, especially with regard to the
diagonalization of the impurity-bath Hamiltonian and deco-
herence function via the Levitov formula.

1. Finite size system

Let us recall the single-particle Hamiltonians of Eq. (9):

ĥB = − h̄2

2m
∇2 + Vext (r), ĥα = ĥB + V (α)

eff (r). (B1)

Despite treating the gas as homogeneous, we solve the eigen-
values equations for a system confined in a sphere with finite
size R. The value of the latter can be defined by fixing both the
density and the number Nf of fermions in the s-wave state at
T = 0 giving Nf /R =

√
2mEF/π h̄. The number of fermions

is chosen large enough to achieve the thermodynamic limit for
the considered timescales. Specifically, Nf = 400 was suffi-
cient.
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The eigenstates and eigenenergies satisfying ĥB|φn⟩ =
ϵn|φn⟩ (without Vext) are given by

⟨r|φn⟩ =
√

1
2πR

sin(knr)
r

, ϵn = h̄2k2
n

2m
(B2)

with knR = nπ . As far as the eigenstates and eigenenergies
of ĥ1 are concerned, analytical solutions are available only in
the case of the regularized pseudopotential (see Supplemental
Material of Ref. [27] for details). In the case of the ionic
impurity with the regularized two-body potential (2), however,
we need to numerically diagonalize ĥ1. Towards this end, we
used the MATHEMATICA built-in function NDEIGENSOLVE, as it
has been proven to be an efficient and versatile tool for such a
task.

2. Computation of the decoherence function

In order to compute the decoherence function ν(t ), we
need to evaluate the determinant in Eq. (8) at each time.
Towards this aim, we represent the operator M̂ ≡ 1 − n̂ +
n̂eiĥ0t/h̄e−iĥ1t/h̄, of which the determinant has to be assessed, in
the basis of eigenstates |φ j⟩ of ĥB. Hence, the corresponding
matrix elements read

⟨ψm|M̂|ψn⟩ = (1 − nn)δn,m + nm

N0∑

l

N1∑

k

ei(El −E ′
k )t/h̄

× ⟨φm||ψl⟩⟨ψl ||ψ ′
k⟩⟨ψ ′

k||φn⟩, (B3)

where |ψl⟩ (|ψ ′
l ⟩) are the eigenstates of ĥ0 (ĥ1) with eigenen-

ergy El (E ′
l ), and the fermionic occupation number of the jth

eigenstate is given by

n j =
{

exp
[

TF

T
1
ϵ̄F

(ϵ̄n − µ̄)
]

+ 1

}−1

. (B4)

Here, for the sake of numerical convenience, we have
rescaled (indicated by an overbar) the energies with respect to
h̄2/(2ma2) and lengths with respect to the s-wave impurity-
bath scattering length a. Moreover, µ̄ denotes the rescaled
chemical potential of the Fermi gas that has been determined
by solving Tr[n̂] = Nf . In order to determine the right di-
mension of the Hilbert space NB of ĥB such that the desired
numerical accuracy has been reached, we proceeded as fol-
lows: once the number of fermions Nf has been fixed, we
imposed that |Tr[n̂] − Nf | < ϵ with ϵ ∈ (0, 1]. Specifically,
we have chosen ϵ = 10−4, which results in a good tradeoff
between accuracy and computational time. The dimensions
of the Hilbert spaces N0,1 of ĥ0,1 are varied arbitrarily up to
the value at which the result is convergent. We get for them a
number of the same order of NB. Albeit the value of NB and
N0,1 depend on the gas temperature and number of fermions,
that is, the higher the temperature, the large is the Hilbert
space dimension, all of them range typically between 500 and
1300.
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We investigate the dynamics of an ion moving through a homogeneous Bose-Einstein condensate
(BEC) after an initial momentum is imparted. For this, we derive a master equation in the weak-
coupling limit and Lamb-Dicke approximation for the reduced density matrix of the ion. We study
the time evolution of the ion’s kinetic energy and observe that its expectation value, identified
as the ion temperature Tion, is reduced by several orders of magnitude in a time on the order of
microseconds for a condensate density in the experimentally relevant range between 1013 cm�3 and
1014 cm�3. We characterize this behavior by defining the duration at half maximum as the time
required by Tion to reach half of its initial value, and study its dependence on the system parameters.
Similarly, we find that the expectation value of the ion’s momentum operator is reduced by nine
orders of magnitude on the same timescale, making the ion’s position converge to a final value.
Based on these results, we conclude that the interaction with the bosonic bath allows for cooling
and pinning of the ion by decreasing the expectation value of its kinetic energy and velocity, which
constitutes a result of direct relevance for current atom-ion experiments.

I. INTRODUCTION

Quantum mixtures of ultracold atoms and ions have
attracted the interest of an increasing part of the ultra-
cold quantum matter community in the last few years.
Combining the high controllability of trapped ions with
the long coherence times of ultracold atomic systems,
they provide a fertile platform for the study of both few-
and many-body physics and their application to the
advancement of quantum technologies arising from the
long-ranged character of atom-ion interactions. Some
of the most recent theoretical investigations include
ab-initio quantum Monte Carlo and multi-configuration
time-dependent Hartree methods for bosons as well as
diagrammatic techniques for the analysis and character-
ization of polaronic states [1–3]. More recently, studies
have also focused on how the interaction between two
ions is mediated by the surrounding gas [4, 5], while
proposals to exploit ions in ultracold gases as quantum
simulators [6–9] or sensors [10] have been put forward.
We refer to Refs. [11, 12] for an overview in the field.
As far as experiments are concerned, most of the recent
achievements involve the presence of external potentials
that tightly trap the ion [13]. In particular, sympathetic
cooling was observed in such setups with the ion confined
in radio-frequency traps [14, 15] or in optical dipole
traps [16, 17]. Similar systems were also employed in
the observation and study of few-body processes and
chemical reactions between ions and atoms [18–22]. On
the other hand, experiments based on the ionization
of Rydberg atoms [23, 24] have explored the scenario
where no trap is present and the ion is driven by
an external electric field, focusing on the transport
properties of electrical charges inside a Bose-Einstein
condensate [25, 26] and the formation of molecules in
Rydberg-atom-ion systems [27, 28]. However, while the

formation and behavior of neutral polarons both in the
case of Fermi [29–32] and Bose environments [33–35]
has made tremendous progress, the physics of mobile
charged impurities in ultracold gases is at an earlier
stage compared to its neutral analogous. This is due
to the experimental challenges in reaching the ultracold
regime involving only a few partial waves, due to the
notorious micromotion [36]. Theoretical challenges arise
from the fact that the properties of the systems depend
not only on the scattering length and e↵ective range of
the atom-ion potential, but also on the presence of the
long-range tail of the interaction, preventing the use of
the pseudopotential approximation [37, 38].
Here, we study the quantum dynamics of a free, i.e.,
not trapped, ion moving inside a bosonic quantum
gas with a finite initial momentum. Let us note that
one-dimensional in-depth investigations of the quantum
dynamics of the motional degrees of freedom of an
ion both at zero and finite temperature interacting
with matter waves confined in a double well have been
carried out in Refs. [39, 40]. The ion-induced correlated
dynamics of a bosonic system after ionization has been
analyzed in Ref. [41], where the ion, however, has been
treated as a static impurity. Specifically, we resort to
the master equation approach developed in Refs. [42, 43]
to characterize the evolution of the expectation value
of the ion’s kinetic energy, velocity and position. Our
study is motivated by the recent experimental advances
involving untrapped ions in condensates [25, 44], where
we note that optical control of the ion movement in the
atomic gas can be accomplished by means of optical
traps as well [45, 46]. In this work, we are inspired by
the specific scenario that originates from the experiment
reported by T. Kroker et al. in Ref. [44]. As depicted
in Fig. 1(a), a laser pulse ionizes some of the 87Rb
atoms in a BEC within 215 fs, hence instantly creating
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ions inside the bosonic gas with a finite initial kinetic
energy determined by the excess energy of the ionization
process. For this reason, we focus mostly on the case
of the homonuclear system 87Rb+/87Rb, as this is the
atomic species utilized in those experiments, but we
also provide a brief analysis of the case of ions with a
larger mass. We note that although in Refs. [44, 47] the
initial kinetic energy of the ion is on the order of a few
microelectronvolts, this can be experimentally reduced
by an order of magnitude. Fig. 1(b) illustrates that
for the corresponding initial momentum the ion can be
cooled and pinned within the BEC due to the long range
atom-ion interaction arising from the polarizability of
the atomic cloud. We characterize the cooling of the ion
and find it to be remarkably robust against the initial
ion velocity, density and temperature of the BEC as well
as the mass ratio between the ion and the atoms.

The paper is organized as follows: in Sec. II we
introduce the atom-ion interaction potential and the
Hamiltonian describing the hybrid atom-ion system,
while in Sec. III we derive the ionic master equation
from which the equation of motion of the most relevant
observables are obtained. In Sec. IV we analyse and
discuss the results of the numerical simulations, while
in Sec. V we discuss the experimental implications of
the study. Finally, in Sec. VI we summarize our findings
and provide an outlook for future analysis.

II. SYSTEM

In this section, we briefly characterize the theoretical
treatment of our system. For a more thorough descrip-
tion, we refer the interested reader to Refs. [42, 43].

A. Atom-ion interaction potential

The interaction between a charged and a neutral par-
ticle depends on their separation r = |r|. It is described
asymptotically by the polarization potential V (r) =
�C4/r

4, where C4 = ↵e
2
/(8⇡✏0) with ↵ the static polar-

izability of the atom, e the electron charge and ✏0 the vac-
uum permittivity. This potential has the characteristic
length R

? =
p

2µC4/~2 and energy E
? = ~2/[2µ(R?)2],

with µ as reduced mass. The value of R? is much larger
than the length scale of the van der Waals interaction be-
tween neutral particles and, for typical atom-ion systems,
it is of the order of hundreds of nanometers. In particu-
lar, for the 87Rb/87Rb+ system we have R?

' 265.81 nm
and E

?
' kB · 79 nK (kB is the Boltzmann constant).

Due to the singularity of the polarization potential and
the fact that we shall have to calculate its Fourier trans-
form, we consider the following regularization [42]

Vreg(r) = �C4
r
2

� c
2

r2 + c2

1

(r2 + b2)2
, (1)

(a)

(b)

t = 0

0 < t < 1 µs

x

BEC
Ione-
k0

BEC

Stopped
ion

Eexc
Eexc

E

+

+
t

cont.

FIG. 1. Proposal for cooling an ion in an ultracold bosonic
gas. (a) An atom in a BEC is ionized by an ultrashort laser
pulse via a non-resonant two-photon process. The excess en-
ergy Eexc of the ionization process determines the initial mo-
mentum k0 of the ion in x direction. (b) Subsequently, the
ion is slowed down due to the atom-ion interaction arising
from the polarizability of the atomic cloud. By deriving a
master equation, we can extract the time-evolution of the ex-
pectation value of the ion’s position hr̂xi and show that it is
pinned within a microsecond in a 87Rb BEC.

where the energy spectrum and the atom-ion scattering
length aai are controlled by the parameters b and c [48].
The choice of the values of those parameters is discussed
extensively in Ref. [43]. An example of the potential is
displayed in the main plot Fig. 2.
The scattering amplitude in the first-order Born approx-
imation is proportional to the Fourier transform of the
potential, and is given by

f(q) = �
µ

2⇡~2

Z

R3

dr eiq·r
Vreg(r)

=
c
2
⇡(R?)2

(b2 � c2)2q

⇢
e
�bq


1 +

(b4 � c
4)q

4bc2

�
� e

�cq

�
.

(2)

An example is shown in the inset of Fig. 2, where f(q)
approaches zero for large momenta, while at qR?

' 7.37
it exhibits a minimum. The expression of the scattering
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FIG. 2. Main plot: Atom-ion interaction potential in units
of E? as a function of the atom-ion separation r in units of
R?. Dashed line: polarization potential. Solid line: regu-
larized potential in Eq. (1) with parameters b = 0.07797R?,
c = 0.2239R?, corresponding to an atom-ion scattering length
aai ' R? and a single two-body bound state with binding en-
ergy EBS ' �1.43E?. Inset: scattering amplitude f(q) [see
Eq. (2)] corresponding to the regularized potential in the main
plot. Note that f is in units of R?, whereas q in units of 1/R?.

amplitude is used in the derivation of the master equa-
tion, as we shall discuss it in Sec. III.

B. Hamiltonian

We consider a non-trapped ion of mass M coupled to
an ultracold bosonic gas with massm, henceforth referred
to as bath. The Hamiltonian is the sum of three terms:
Ĥ = Ĥion + Ĥbath + Ĥint, with Ĥion = p̂

2
/(2M),

Ĥbath =

Z

R3

drb  ̂
†
b
(rb)


p̂
2
b

2m
+

g

2
 ̂†

b
(rb) ̂b(rb)

�
 ̂b(rb),

(3)
and

Ĥint =

Z

R3

drb  ̂
†
b
(rb)Vib(rb � r̂) ̂b(rb), (4)

where the subscript b indicates the bosons of the bath, r̂
is the position operator of the ion, and Vib represents the
two-body potential between the ion and the particles of
the bath. Moreover, we assume the bath to be confined
in a box of length L and its atoms to interact via con-
tact potential with coupling strength g = 4⇡~2asbb/m,
a
s

bb being the three-dimensional (3D) atom-atom s-wave
scattering length.
The bosonic field operator can be written as an expansion
around the condensate density n0 = N0/L

3 (N0 being the
number of condensed particles) as

 ̂b(rb) =
p
n0 + � ̂b(rb), (5)

where the fluctuations are described within Bogoliubov
theory, i.e.,

� ̂b(rb) = L
�3/2

X

q

⇣
uqb̂qe

iq·rb + vqb̂
†
qe

�iq·rb
⌘
, (6)

with [b̂q, b̂
†
q0 ] = �q,q0 . By using Eq. (6) we can rewrite

the bath Hamiltonian as follows

Ĥbath ⇡ E0 +
X

q

~!qb̂
†
qb̂q (7)

with E0 = gN
2
0 /(2L

3) the condensate ground-state en-
ergy, and the phononic dispersion relation given by

✏(q) ⌘ ~!q =

s✓
~2q2
2m

◆2

+
�
~csq

�2
, (8)

where cs =
p

gn0/m is the speed of sound of the gas. The
amplitudes of the Bogoliubov modes are given by [49]

uq =

s
~2q2/(2m) + gn0

2~!q
+

1

2

vq = �

s
~2q2/(2m) + gn0

2~!q
�

1

2
.

(9)

Hence, the atomic density operator reads

 ̂†
b
(rb) ̂b(rb) = n0 +�n̂(rb) (10)

and we can use the definition in Eq. (5) to write the last
term on the right hand side as

�n̂(rb) = �n̂(rb) + �
2
n̂(rb) (11)

with �n̂(rb) =
p
n0[� ̂b(rb) + � ̂†

b
(rb)] and �

2
n̂(rb) =

� ̂†
b
(rb)� ̂b(rb). In our description we only consider the

first of the two terms, thereby taking into account only
the density fluctuations proportional to the square root
of the condensate density n0. Let us note that the second
order is related to the non-condensed part of the gas. As
we pointed out in Ref. [43], its contribution becomes rel-
evant when the gas temperature approaches the critical
temperature of condensation from below, and is the only
one contributing in the absence of condensation. Here,
however, our analysis focuses on gas temperatures much
lower than the critical temperature, allowing the con-
tribution of the quadratic terms to be safely neglected.
According to Eq. (6), we have

�n̂(rb) =

r
n0

L3

X

q

�
uq + v

⇤
q

�
b̂qe

iq·rb

+
�
u

⇤
q + vq

�
b̂
†
qe

�iq·rb
�
.

(12)

At this stage let us remark that we assume that the con-
densate density is not a↵ected by the presence of the ion
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and remains homogeneous. As recently shown in Ref. [1],
however, the formation of many-body bound-states can
change the bath density around the ion substantially.
Such many-body bound-states are not included in the
present study, since their formation remains negligible
as long as no stimulated resonance processes occur [50].
Under these assumptions, our open system approach is
justified.
Finally, the interaction Hamiltonian becomes

Ĥint =

Z

R3

drb Vib(rb � r̂)�n̂(rb)

= ~
X

q

⇣
Ŝqb̂q + Ŝ

†
qb̂

†
q

⌘ (13)

with

Ŝq =

p
n0L

3

~
�
uq + v

⇤
q

�
e
iq·r̂

cq (14)

and

cq =
1

L3

Z

R3

dy e
iq·y

Vib(y). (15)

Note that the coe�cient cq is related to the scattering
amplitude f(q) by

cq = �
2⇡~2
µL3

f(q) (16)

As discussed in Sec. II A, we model the two-body
atom-ion potential Vib with the regularization of Eq. (1),
whose scattering amplitude is given in Eq. (2).

III. IMPURITY MASTER EQUATION

In this section we derive a master equation for the re-
duced density matrix of the ion. We start from the mas-
ter equation in the Born and Markov approximation for
an impurity in a bosonic bath:

d

dt
⇢̂(t) = �

i

~

h
Ĥion, ⇢̂(t)

i
�

X

q

Z
t

0
d⌧ ⌦2

q

⇢

+
�
nq + 1

�h
e
iq·r̂

, e
�iq·r̂(t,⌧)

⇢̂(t)
i
e
�i!q⌧

+nq

h
⇢̂(t)e�iq·r̂(t,⌧)

, e
iq·r̂

i
e
�i!q⌧

+
�
nq + 1

�h
⇢̂(t)eiq·r̂(t,⌧)

, e
�iq·r̂

i
e
i!q⌧

+nq

h
e
�iq·r̂

, e
iq·r̂(t,⌧)

⇢̂(t)
i
e
i!q⌧

�
.

(17)

Here, we defined

⌦2
q =

|uq + vq|
2

~2 |cq|
2
n0L

3
, (18)

while nq = [e�(✏(q)�µB)
� 1]�1 is the Bose-Einstein oc-

cupation number based on the averages over the thermal
state of the bath B̂0 [see also Eq. (B7)]

Trb
�
b̂
†
qb̂q0B̂0

 
= nq �q,q0 , (19)

with µB the chemical potential of the bosonic gas at tem-
perature Tgas, and � = 1/(kBTgas). We note that Eq. (17)
corresponds to the first line of Eq. (41) in Ref. [43] and
can be applied to any kind of impurity in interaction with
a bath of bosonic atoms by specifying the scattering am-
plitude in the definition of cq and the equation of motion
of the impurity r̂(t, ⌧). For a detailed derivation we refer
to Ref. [43].

A. Lamb-Dicke approximation

In order to render the master equation numerically
treatable, we perform the Lamb-Dicke approximation to
further simplify it. Such an approximation is based on
the assumption that the average wavelength of the atoms
in the bosonic bath, corresponding to the de Broglie
wavelength �dB(Tgas), is much larger than the spatial
extension of the ion, namely the width of the associated
wave packet. The validity of this requirement is discussed
in Appendix A, while here we proceed with the deriva-
tion of the master equation. In the Lamb-Dicke regime,
we Taylor expand the products of exponential functions
containing q · r̂ and q · r̂(t, ⌧) and keep the terms up
to second order. For instance, the first commutator in
Eq. (17) can be written as

h
e
iq·r̂

, e
�iq·r̂(t,⌧)

⇢̂(t)
i

'

i[q · r̂, ⇢̂(t)] + [q · r̂,q · r̂(t, ⌧)⇢̂(t)] �
1

2

⇥
(q · r̂)2, ⇢̂(t)

⇤
.

(20)

However, due to the assumed spherical symmetry of the
bath, the first term on the right hand side of Eq. (20)
is zero after the sum over q is taken, and so are the
terms containing odd powers of qx, qy or qz. Hence, the
directions are decoupled and the contribution from the
first commutator reads

P
⇠
([r̂⇠, r̂⇠(t, ⌧)⇢̂(t)]�[r̂2

⇠
, ⇢̂(t)]/2),

⇠ = x, y, z.
We now explicitly substitute the equation of motion of
the free ion r̂⇠(t, ⌧) = r̂⇠�(p̂⇠/M)⌧ and perform the time
integration. We note that the latter is performed analyt-
ically in the present study, which is in contrast with the
usual approach in the literature [51] and with the pre-
vious works [42, 43], where the limit t ! 1 has been
taken. For further details we refer to the Appendix B.
Similarly to Ref. [43], we use the master equation to de-
rive the di↵erential equations for the expectation value
of the squared momentum p̂

2
⇠
along the direction ⇠ (see
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Appendix C for an alternative derivation):

d

dt
hp̂

2
⇠
i =

X

q

⌦2
qq

2
⇠

⇢
2~2
!q

�
2nq + 1

�
sin(!qt)

+
4~

M!2
q

h
!qt cos(!qt) � sin(!qt)

i
hp̂

2
⇠
i

� (21)

and for the squared position r̂
2
⇠

and covariance ĉ⇠ =
r̂⇠p̂⇠ + p̂⇠ r̂⇠:

d

dt
hr̂

2
⇠
i =

1

M
hĉ⇠i

d

dt
hĉ⇠i =

2

M
hp̂

2
⇠
i+

+
X

q

⌦qq
2
⇠

⇢
2~

M!2
q

h
!qtcos

�
!qt

�
� sin

�
!qt

�i
hĉ⇠i

+
2~2
M!2

q

�
2nq + 1

�h
cos

�
!qt

�
+ !qtsin

�
!qt

�
� 1

i�
.

(22)

In the limit of a large bath, where L ! 1, the quantized
values assumed by the wave vector q⇠ = 2⇡s⇠/L with
s 2 Z become closely spaced. In this regime, the sum
over q can be replaced with the integral L3

/(2⇡)3
R
R3 dq.

From the expectation value of p̂2 = p̂
2
x
+ p̂

2
y
+ p̂

2
z
, we cal-

culate the ion temperature. The latter, for an untrapped
ion, can be defined as the expectation value of the kinetic
energy in units of the Boltzmann constant:

Tion =
1

kB

1

2M
hp̂

2
i. (23)

For the sake of completeness, we remark that the defini-
tion of the ion temperature can change for di↵erent sys-
tems. For instance, in the case of Paul-trapped ions, both
the secular motion and micromotion have to be taken into
account (see Ref. [52] for details).
Finally, we report the equations of motion for the first
momenta, which are derived in a similar manner

d

dt
hr̂⇠i =

1

M
hp̂⇠i

d

dt
hp̂⇠i =

X

q

⌦2
qq

2
⇠

⇢
2~

M!2
q

h
!qtcos

�
!qt

�
� sin

�
!qt

�i
hp̂⇠i

�
.

(24)

B. Initial quantum state after ionization

The aim of this section is to describe the density
matrix of the ion immediately after ionization of a
bosonic quantum gas. We assume the BEC with
typical parameters presented in Tab. I is confined in a
harmonic potential with trap frequencies !⇠ = 2⇡⌫⇠,
which is typically realized by an optical dipole trap. In
the following, we consider two possible experimental

scenarios for the ionization process: either ionization
of a Rydberg excitation or direct ionization with an
ultrashort laser pulse. Let us note that once the ion is
created, however, it is no longer a↵ected by the optical
dipole trap confining the condensate and no additional
external potential for the ion is assumed. Hence, the
ion is free to move within the BEC. Nonetheless, the
ion inherits its spatial extent, as represented by the
squared modulus of its wave function, from the former
atom in the trapped condensate before ionization.
Crucially, the spatial extent of the ion must fulfill the
requirements of the Lamb-Dicke approximation at all
times, as we discuss in Appendix A. Finally, we assume
that the ionization process occurs on a time scale much
faster than the atomic dynamics, i.e., we treat it as an
instantaneous process.

Ionization via Rydberg states - We begin by con-
sidering the case of ionization via Rydberg excitation,
for which the initial ionic state can be represented as a
thermal state. We assume that, before the ionization,
the bosons are in a trapped motional state due to
their confinement. At low temperatures, all bosons are
described by the same single-particle state, to a very
good approximation. If a laser pulse is utilized to excite
the internal state of the atoms to a Rydberg state, and if
the chosen Rydberg state is such that the corresponding
blockade radius is large enough to guarantee a single
excitation in the atomic ensemble, then, that excitation
is delocalized over the entire atomic cloud. Namely, a
giant superposition state is created. The motional state,
however, to a very good approximation is the same
as before the Rydberg excitation took place. When
a second laser pulse is applied to ionize the Rydberg
atom as in Ref. [24], the quantum superposition with
a single Rydberg excitation is collapsed into a specific
product state of the many-body system. Nonetheless,
the motional state is still well described by the initial
single-particle state of the bosonic ensemble mentioned
before, except for an imparted momentum due to the
two laser pulses. Specifically, we consider the atom
before ionization to be confined in a harmonic trap
with trap frequencies !⇠ = 2⇡⌫⇠ and single-particle

eigenenergies E
(⇠)
n⇠ = ~!⇠n⇠ with n⇠ = 0, 1, 2, . . . , that

is, we neglect interactions among them. Moreover, we
assume that the ionization imparts a momentum k0,⇠

along the ⇠-direction at t = t0. Assuming that the atom
is not completely cooled down to the trap ground state,
the density matrix reads

⇢̂⇠(t0) =
⇣
1�e

�
~!⇠

kBTgas

⌘
e
ik0,⇠ r̂⇠⇥

⇥

X

n⇠

e
�

E
(⇠)
n⇠

kBTgas |n⇠i hn⇠| e
�ik0,⇠ r̂⇠ ,

(25)

where |n⇠i are the states of the harmonic oscillator with
frequency !⇠ and Tgas the gas temperature.
The initial value of the squared momentum along the
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direction ⇠ is calculated as the average Tr{p̂2
⇠
⇢̂⇠(t0)} over

the initial density matrix ⇢̂⇠(t0). Using the definition of
the momentum operator p̂⇠ = i

p
~M!⇠/2(â†

�â) and the
properties of the trace, we get to the following formula
for the initial squared momentum [53]:

hp̂
2
⇠
(t0)i =

⇣
1 � e

�
~!⇠

kBTgas

⌘
⇥

⇥

X

n

e
�

~!⇠
kBTgas

n


~M!⇠

2

�
2n+ 1

�
+ ~2k20,⇠

�
.

(26)

In a similar fashion, we obtain the initial squared posi-
tion:

hr̂
2
⇠
(t0)i =

⇣
1 � e

�
~!⇠

kBTgas

⌘X

n

e
�

~!⇠
kBTgas

n ~
2M!⇠

�
2n+ 1

�
,

(27)
whereas the initial values of the covariance ĉ⇠ is always
zero.

Ion

Kinetic energy 1.3 · 10�7 eV

Temperature 1mK

Excess velocity 530mm/s

BEC

Atom number 3 · 104

Peak density 2 · 1014 cm�3

Speed of sound 2.7mm/s

Trap frequencies ⌫⇠ 120 � 170Hz

Cloud radius 5µm

TABLE I. Typical experimental parameters for the homonu-
clear system 87Rb+/87Rb. The initial kinetic energy of the
87Rb+ ion corresponds to a two-photon ionization via a vir-
tual intermediate state by an intense femtosecond laser pulse
with a duration of 200 fs near the ionization threshold. The
parameters of the Bose-Einstein condensate are typical for
87Rb atoms in an optical dipole trap.

Ionization with an ultrashort laser pulse - Another
interesting scenario is the ionization procedure employed
in Ref. [44], where a femtosecond laser is focused down
to a waist w0 = 1µm, which is small compared to the
size of the atomic cloud. Within a single pulse of 215 fs
duration, the number of ionized atoms can be precisely
tuned with the laser peak intensity. More details of
the experimental procedure are reported in Sec. V. In
this case, the ionization process can be interpreted as
a continuous measurement process, where the focused
laser beam with Gaussian envelop e

�2r2/w2
0 is the probe

field [54]. Therefore, the probability of finding the ion

at position r is given by

P (r) =

s
2

⇡w
2
0

Z

R3

dr0
e
� 2

w2
0
(r0�r)2

hr0
| ⇢̂BEC |r0

i (28)

namely, the convolution between the Gaussian beam and
the probability density hr0

| ⇢̂BEC |r0
i of the condensate.

The initial density distribution of the ion can be there-
fore identified with Eq. (28), while the initial ion’s wave
function can be defined, apart from a global phase, as
the square root of P (r), with spatial extent determined
by the beam-waist. Consider an ultra-cold bosonic gas
with experimental parameters as listed in Tab. I that
corresponds to the experimental situation reported in
Ref. [44]. Hence, the bosonic density distribution is well
described by the Thomas-Fermi profile, which reads

hr0
| ⇢̂BEC |r0

i = n0

"
1 �

✓
x

0

Rx

◆2

�

✓
y

0

Ry

◆2

�

✓
z

0

Rz

◆2
#

(29)
in the region defined by the ellipsoid with radii R⇠

(⇠ = x, y, z), and zero elsewhere. The definitions of R⇠

and other details on the Thomas-Fermi approximation
can be found, e.g., in Ref. [55]. The integral in Eq. (28)
can be computed numerically in spherical coordinates.
As anticipated, we define the initial ion wavefunction as
 0(r) = e

ik0,⇠ r̂⇠
p

P (r), where we added the contribution
of the initial imparted momentum along the ⇠ direction.

The initial state of the ion is used to calculate the
initial conditions for the equations of motion of the
expectation values given in Sec. III A. For the param-
eters considered in our study, however, no significant
di↵erences have been observed between the initial states
obtained after photoionization of a Rydberg atom or
of a ground-state atom with a femtosecond laser pulse.
Albeit the numerical analysis in the following section
refers to the thermal state (25), we note that the choice
of one or the other initial condition does not a↵ect the
conclusions we are going to outline in Sec. IV.

IV. RESULTS

In this section, we report on the dynamics of an ion
with initial momentum in an ultracold bosonic cloud.
The evolution of the ion temperature, velocity and
position are obtained by numerically solving Eq. (21)
and Eq. (24). We investigate the impact of di↵erent
experimental parameters such as the initial momentum
of the ion k0, the density of the atomic cloud n0 and
the atom-ion scattering length aai on the ion dynamics.
Unless stated di↵erently, the system consists of a 87Rb+

ion in a bosonic bath of 87Rb atoms at Tgas = 1nK,
with n0 = 2 · 1014 cm�3, and aai ' R

? corresponding
to the potential in Fig. 2 (see also Tab. I). Let us note
that the results obtained at fixed density do not depend
on the specific value of the temperature of the ultracold
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FIG. 3. Ion temperature T x
ion = hp̂2xi/(2MkB) as a function of

time for n0 = 2 ·1014 cm�3 (solid lines) and n0 = 2 ·1013 cm�3

(light dashed lines). (a) The initial ion temperatures corre-
spond to T x

ion = 1.17mK (blue), T x
ion = 0.84mK (orange) and

T x
ion = 0.51mK (green). The inset shows a magnification of

the main plot in the range from t = 0.8µs to t = 0.9µs, as
indicated. From the latter, we observe that the temperature
corresponding to n0 = 2 · 1014 cm�3 converges to a value of
around 2µK, independent on the initial condition.

bosonic gas, Tgas, which is chosen according to the
discussion in Appendix A. Moreover, we consider the
momentum imparted at t = t0 to be directed along x,
and we focus on the dynamics along the same direction.
In fact, although the initial conditions for T

y,z

ion may be
di↵erent from zero depending on the choice of the initial
state and the direction of the imparted momentum,
the decoupling of the three directions allows us to con-
sider just one direction without any loss of generality [56].

A. Cooling dynamics

We start by comparing the ion temperature as a
function of time for di↵erent initial conditions.

Initial temperature of the ion - In Fig. 3, the re-
sults corresponding to initial ion temperatures in the
millikelvin regime are shown. We can observe from
the main plot and inset that the time required for
T

x

ion to converge to 2µK is almost independent on its
initial value at t = t0. In other words, the larger the
initial momentum, the faster the cooling. On the other
hand, the cooling dynamics is strongly a↵ected by the
condensate density n0, as can be observed by comparing
the dark solid lines with the light dashed lines. We refer
to Appendix D for a comparison with the dynamics
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FIG. 4. (a) Main plot: full duration at half maximum
(FDHM) for two atomic densities as a function of the initial
ion temperature; solid lines connecting the points are a mere
guide to the eye. Inset: definition of FDHM. (b) FDHM for
T x
ion(t = t0) ' 1.01mK and aai ' R? (gray squares). Main

plot: FDHM as a function of the gas density n0; the solid
line connecting the points is a mere guide to the eye. In-
set: FDHM as a function of the average particle separation
d̄ = 1/ 3

p
n0; the dotted line is a linear function fitting the

data.

corresponding to lower initial ion temperatures.

Atomic density - To systematically study the cool-
ing dynamics, we define the full duration at half
maximum (FDHM) as the time it takes for the ion
temperature to reach half of its initial value [see inset
of Fig. 4(a)]. Note that small values of the FDHM
correspond to higher cooling rates: the larger is the
FDHM, the smaller is the atom-ion cross section and vice
versa. The time-scale of the cooling dynamics is similar
to the average time-scale for classical collisions with one
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atom in the bath given by t = dWS/vx(t0) = 265 ns
for an initial velocity of vx(t0) = 0.4m s�1 and with

dWS = (3/(4⇡n0))
1/3 = 106 nm being the Wigner-Seitz

radius at a condensate density of n0 = 2 · 1014 cm�3.
The circles in the main plot of Fig. 4(a) show that the
FDHM is barely a↵ected by the initial temperature
of the ion. Moreover, the same weak dependence
is observed for n0 = 2 · 1014 cm�3 (full circles) and
n0 = 2 ·1013 cm�3 (empty circles). Figure 4(b) quantifies
how e↵ective the cooling of the ion is, depending on
the density of the condensate (main plot) and on the
mean distance between the atoms (inset). The initial
temperature is fixed to T

x

ion(t0) ' 1.1mK and the gray
squares are the values of the FDHM for di↵erent n0

(or d̄ = 1/ 3
p
n0 in the inset). As expected, a denser

gas ensures a faster cooling (i.e. a smaller FDHM)
due to the stronger impact of the atom-ion interaction
on the ion dynamics. We observe that the FDHM
increases linearly with the mean distance. Both the
gas and the ion are treated fully three-dimensionally in
the master equation. However, due to the Lamb-Dicke
approximation, solutions are given by the tensor product
of the density matrices of the three spatial directions.
Fig. 4(b) exemplary shows the result for the x direction
as the dynamics is e↵ectively one-dimensional for the ion
moving into a fixed direction. Because of this, the ion
dynamics is characterized by the mean distance between
the bosons, which accounts for the rate of atom-ion
collisions in one direction: the larger the distance, the
larger the FDHM, i.e., the smaller is the cooling rate
and vice versa. This is in contrast with the expectation
that the cooling rate is linearly proportional to the
gas density. In the future it will be interesting to find
solutions to solve the master equation without relying
on the Lamb-Dicke approximation to investigate the
density dependence of the FDHM as well as a maximum
capture velocity for the cooling and pinning dynamics.

Atom-ion scattering length - Another feature that we
point out is the dependence of the cooling dynamics
on the atom-ion scattering length. The recent obser-
vation of Feshbach resonances in compound atom-ion
systems [17] confirms the possibility of tuning the
atom-ion interaction via an external magnetic field. This
dependence can be exploited in experiments to achieve
a higher cooling rate without changing parameters such
as the atomic density or the ion initial temperature.
Since the cooling dynamics is closely related to the
elastic cross-section, no strong dependence on the
scattering length would be expected at high collision
energies, where the ion can be treated classically. In
contrast, such a dependence could be expected at ion
temperatures on the order of µK and below, where
fewer partial waves contribute to scattering events and
quantum e↵ects become relevant. On this regard, we
note that the number of partial waves contributing in
the millikelvin regime is on the order of ten. In the
main plot of Fig. 5 the non-trivial dependence of the
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FIG. 5. Main plot: scattering length dependence of the
FDHM for T x

ion(t0) = 1.17mK (gray diamonds) and T x
ion(t0) =

100 nK (purple circles). The lines are a mere guide to the eye.
Lower inset: time dependence of the ion temperature for two
values of the atom-ion scattering length and initial ion tem-
perature T x

ion = 1.17mK. The two values of the scattering
length are indicated in the main plot by the two arrows. Up-
per inset: time dependence of the ion temperature for two
regularized potentials supporting a di↵erent number of two-
body bound states: one bound state with EBS ' �1.43E?

(blue) and two bound states with EBS,1 ' �1.39E? and
EBS,2 ' �152.78E? (orange).

FDHM on aai is shown for two values of the initial
temperature: T

x

ion(t0) = 1.17mK and T
x

ion(t0) = 100 nK,
the latter being on the order of the typical energy of
the atom-ion potential E?

/kB = 79nK. We observe a
similar behavior for the two initial conditions. However,
considering values of aai between ⇠ �2R? and ⇠ 2R?,
the di↵erence between the maximum and minimum
FDHM for the lower initial temperature of the ion is
23% larger compared to the higher initial temperature
(0.057µs and 0.046µs, respectively). This shows that
the dependence is indeed more pronounced when the
collision energy is lower, as expected. The noticeably
larger values of the FDHM observed for the two values
of aai below �2R? could indicate the failure of the Born
approximation due to the strong atom-ion coupling.
Another hypothesis to explain the dependence of the
FDHM on aai could be the binding of atoms to the ion.
This would increase the e↵ective mass of the ion, which
would modify the scattering parameters with the bath
as well as the cooling dynamics.
Finally, we consider a regularized atom-ion potential
supporting two two-body bound states. In the upper
inset of Fig. 5 we can observe that the cooling dynamics
does not depend qualitatively on the number of such
bound states. Although the FDHM corresponding to
two bound states is about twice the value obtained with
one bound state, the reduction of T

x

ion takes place on
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FIG. 6. Time dependence of ion temperature for di↵erent ion
species immersed in a gas of 87Rb atoms with density n0 =
2 · 1014 cm�3. The initial ion temperature is T x

ion = 1.17mK.
The corresponding values of R? are the following: 265.81 nm
for 87Rb+, 294.67 nm for 138Ba+ and 307.23 nm for 174Yb+.

similar timescales in the two cases. We remark, however,
that the choice of the potential with one bound state is
justified by the fact that the occupation of deeply bound
states is much less likely compared to the occupation
of loosely bound states because of the large energy gap
between them (see, e.g. [50]).

Ionic species - Similar simulations are repeated for
di↵erent ionic species moving in the 87Rb atomic gas. In
Fig. 6, the time dependence of T x

ion is shown for 138Ba+

and 174Yb+ compared to the rubidium ion considered
in the previous analysis. The observed behavior is
qualitatively the same, but the plot shows that higher
values of the ion-atom mass ratio M/m result in slower
cooling. We remark that the use of di↵erent ions a↵ects
the value of the ratio M/m, hence, the range of validity
of the Lamb-Dicke approximation (see Appendix A).

B. Pinning dynamics

Now, we discuss the evolution of the expectation
value of the position and momentum of the ion given
by Eq. (24). Note that all results are given in one
dimension, since the initial momentum k0 is assumed to
be along x.

Ion velocity evolution - In the main plot of Fig. 7, we
observe how the ion’s velocity decays, reaching a value
on the order of 10�10 ms�1 at t = 0.9µs. Similar to what
was observed for the decay of Tion, the time required

0 0.2 0.4 0.6 0.8
0

0.1

0.2

0.3

0.4

0.5

0 0.2 0.4 0.6 0.8
0

0.05

0.1

0.15

0.2

FIG. 7. Time dependence of the ion’s velocity vx = hp̂xi/M
(main plot) and position (inset) along the x-direction for dif-
ferent initial ion velocities: vx = 0.47m s�1 (blue), vx =
0.40m s�1 (orange) and vx = 0.31m s�1 (green). Solid lines
correspond to a regularized atom-ion potential with aai ' R?,
whereas the gray dashed line corresponds to a neutral impu-
rity in a gas with a short-range pseudopotential with aai '
0.05R?.
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FIG. 8. Time dependence of the ion’s position for T x
ion(t0) =

1.17mK and di↵erent gas densities (solid gray lines). The
values of n0 are chosen uniformly in the interval between the
indicated values of n0 = 2 · 1013 cm�3 and n0 = 2 · 1014 cm�3.
The dashed blue line represents the position of a particle mov-
ing at constant velocity.

for the velocity to decay depends only weakly on its
initial value. For this reason, the ion’s final positions are
reached at approximately the same time for all values of
vx(t0) = ~k0/M , as shown in the inset of Fig. 7.
This result is completely di↵erent from the dynamics of
a neutral impurity in a bosonic bath interacting via a
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short-range pseudopotential, as shown in Fig. 7 by the
dashed gray lines. On the timescale relevant for the
atom-ion dynamics, the neutral impurity does not come
to rest, and the neutral impurity moves with constant
velocity through the gas (see inset). We attribute this
di↵erence to the long-range character of the polarization
potential, which cannot be adequately described by
taking only the s-wave scattering into account. For a
meaningful comparison, we choose a value of 0.05R?

for the impurity-gas scattering length, corresponding
roughly to the range of the van der Waals interaction
between 87Rb atoms. Note that choosing a scattering
length comparable to R

? for the neutral impurity would
correspond to the unitary limit, and the validity of the
master equation description would likely no longer hold.

Ion position evolution - The onset of the pinning
dynamics is a↵ected by the gas density as shown in
Fig. 8. There, the dashed blue line represents the
position of a particle moving with constant velocity,
while the gray solid lines correspond to the ion’s position
in the presence of a condensate with di↵erent densities.
The plot shows that, at short times, the ion’s position
is not a↵ected by the presence of the gas, while at later
times it is deflected to its final value at a rate increasing
with the density.
Interestingly, the initial linear time dependence of the
ion dynamics in the gas is an indication of the polaronic
behavior. Specifically, due to its interaction with the
bosonic bath, the ion is dressed by phononic excitations
in such a way that it can be considered as a quasi
particle moving freely within the gas. However, as time
evolves, e↵ects such as dephasing of the phonon modes
become dominant until the ion comes to rest.

Friction coe�cient evolution - Since the motion of
the ion cannot be explained by a classical trajectory,
we have analyzed the equation more closely for the
expectation value of the momentum [second line of
Eq. (24)]. That equation can be compared to the
classical equation of a particle subject to a friction. On
this purpose, we rewrite it as

d

dt
hp̂⇠i = ��(t)hp̂⇠i, (30)

where we defined the friction �(t) according to Eq. (24).
In Fig. 9 the time dependence of � for two values of
the scattering length and for a neutral particle is shown.
In a classical scenario the friction coe�cient would be
constant in time, whereas here it is explicitly time-
dependent. Since all properties of the atomic bath are
constant in time, the time-dependent friction observed
here can only be explained by a change in the properties
of the impurity. Moreover, we note that the qualitative
di↵erence between the friction coe�cient corresponding
to the neutral and charged particle highlights the key role
of the long-range atom-ion potential in our predictions.
In the neutral case, the time evolution of the friction
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FIG. 9. Time-dependent friction in units of the condensate
density n0 as a function of time for two di↵erent atom-ion
scattering lengths (solid and dashed) and for a neutral impu-
rity (dotted).

can be associated to the formation of a Bose polaron:
as the impurity moves through the condensate, it gets
dressed by phononic excitations, resulting in the reduc-
tion of the friction coe�cient. For the ionic impurity,
a transient phase is observed at very short times where
the friction is almost zero for both scattering lengths.
This phase corresponds to the regime where the particle
is not a↵ected by the presence of the gas, as shown in
Fig. 8, that is, a polaronic-type behavior. The increase
in � at longer times is responsible for the pinning dynam-
ics. We note that for large negative scattering lengths,
we observe much smaller values of �, corresponding to a
slower pinning. While for shorter time-scales the Bogoli-
ubov phonon modes behave coherently due to the super-
fluidity of the bath, at longer times coherence is reduced,
which we attribute to dephasing of the phononic modes.
Whether this phenomenon is connected to the formation
of two-body atom-ion states supported by our regular-
ized interaction is not possible to quantify in the current
formulation of the master equation. It will be interest-
ing in the future to investigate whether the formation of
many-body bound states as those predicted in Refs. [1–
3] occur and to understand if they are responsible of the
pinning dynamics we observe in this work. For this, the
description of the atomic gas needs to be modified and
the back action of the ion on the atomic gas has to be
included.

V. EXPERIMENTAL CONSIDERATIONS

In this section, we will describe experimental settings
that should allow investigating the cooling and pinning
dynamics of an ion in an ultracold bosonic gas. Finally,
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previously neglected inelastic processes and their im-
pacts on the ionic dynamics are discussed.

Results validation in future experiments - In order
to experimentally validate the calculated dynamics, it
is necessary to instantaneously create an ion out of
an ultracold bosonic gas with a defined, but tunable,
initial velocity vx. Two-photon ionization via a virtual
intermediate state by an intense femtosecond laser
pulse with adjustable wavelength gives rise to a tunable
excess energy Eexc. This results in an adjustable initial
velocity of the ion (compare Fig. 1). The experiments in
Refs. [44, 47] use ultrashort laser pulses of ⇠ 200 fs dura-
tion and a rather high excess energy of Eexc = 0.68 eV,
which corresponds to an initial kinetic energy of the 87Rb
ion of ⇠ 4µeV or an initial temperature of Tion = 33mK
[44]. However, by using an optical-parametric amplifier,
the wavelength of the laser pulses can be tuned close
to the ionization threshold so that the excess energy is
ultimately limited by the bandwidth of the laser pulse
due to the time-energy uncertainty relation. A Gaussian
laser pulse of 200 fs duration corresponds to a kinetic
energy of 115 neV for a 87Rb ion, which relates to an
initial temperature of Tion = 890µK. Such a regime is
covered by the initial parameters of our calculations and
would allow stopping the ion within the BEC.
In order to resolve the cooling and pinning dynamics of
the ion, it needs to be created in a localized region much
smaller than the extent of the BEC. This is possible by
focusing the laser beam to a di↵raction limited spot with
a high-resolution microscope objective [44]. Because two
594 nm photons are su�cient to excite the outermost
electron of 87Rb just over the ionization threshold, such
a region would extend over the distance of ⇠ 600 nm.
Subsequently, it is necessary to trace the position of
the ion with a high spatial and temporal resolution on
the order of 100 nm and 100 ns, respectively (compare
Fig. 8). An ion microscope [57, 58] is capable of directly
imaging the ion’s position with a su�cient resolution
as it does not rely on optical detection, thus surpassing
the resolution limit of visible light. However, to avoid
constant acceleration of the ion, it is necessary to
compensate for electric stray fields as well as possible.
Typically, related experiments reach a residual stray
field level of Estray = 0.1Vm�1 [24]. Such a field would
cause an acceleration of a = eEstray/M , yielding an
additional velocity of v = at = 0.1m s�1 during the
calculated time span of t = 1µs that is below the initial
velocities assumed here. Thus, nonetheless, a slowing of
the ion should be observable experimentally. A more
sophisticated approach would need the derivation of a
master equation with a constant acceleration term due
to the stray field, which is beyond the scope of this work,
but an obvious extension for future work.

Inelastic processes - In our analysis, we have stud-
ied the cooling dynamics of the ion, which arises from
elastic collisions with the atoms of the gas. However, in

the case of homonuclear systems such as 87Rb+/87Rb,
resonant charge exchange (RCx) can be relevant [59, 60].
This phenomenon consists of the charge of the ion
being transferred to a neutral atom after a collision.
To estimate its impact, let us first recall that two-body
collisions can be divided into two groups: glancing
collisions, where the particles trajectories are slightly
deflected, and Langevin collisions, which can be clas-
sically represented as the two particles getting close
in a spiraling motion and being scattered isotropically.
In the same classical picture, Langevin collisions occur
when the impact parameter of the collision is smaller
than a critical value bc = (2C4/Ecol)1/4 [13], where C4

is the prefactor of the polarization potential and Ecol is
the energy of the collision. It has recently been observed
in Ref. [61] that RCx associated with glancing collisions
can be the dominant process for collisional energies
higher than 100K · kB, leading to fast cooling of the ion
(so-called swap cooling). On the other hand, for lower
energies, RCx can only occur by Langevin collisions,
with a cross section given by �RCx = �Lgv/2. For the
87Rb+/87Rb system with Ecol = 1mK ·kB, �RCx is about
10 times smaller than the elastic cross section [13, 59]
and remains significantly lower than the latter even for
Ecol = 2µK · kB, where it reaches 1/3 of the elastic
cross section. Hence, resonant charge exchange is never
dominant in the energy range of the ion. However, note
that the previous reasoning is based on a semi-classical
analysis, which is accurate down to 1mK · kB. A more
accurate estimation for lower energies requires studies at
the quantum level that are not yet available.
Similar arguments can be applied to three-body recombi-
nation processes that lead to the formation of molecules.
In this regard, experiments involving a trapped 87Rb+

ion immersed in an ultracold cloud of 87Rb atoms [18]
showed that the three-body recombination rate is on
the order of a second for values of the atomic density,
comparable to the ones we considered in this work.
Although our study does not involve a trap and our
collision energies are lower than the ones considered
in the aforementioned experiment, we can assume the
formation of molecules not to play a significant role due
to the short time scales in which we expect the cooling
and pinning dynamics to take place.

VI. SUMMARY AND CONCLUSIONS

We studied the behavior of an ion moving in an ultra-
cold bosonic gas with an initial momentum resulting from
an ionization process. To this end, in Sec. III, we derived
the quantum master equation reported in Eq. (B10).
Based on this equation, we computed the di↵erential
equations for the expectation value of the squared mo-
mentum [see Eq. (21)] and the expectation value of the
position and momentum [see Eq. (24))]. We numerically
solved these di↵erential equations for di↵erent values of
initial momentum k0, condensate density n0, and atom-
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ion scattering length aai and showed the corresponding
results in Sec. IV. As a key observation, we demonstrated
that the ion temperature defined as Tion = hp̂

2
i/(2MkB)

decays in time. We quantified this behavior by defining
the FDHM (i.e., full duration at half maximum) as the
time required for Tion to halve. Interestingly, we found
a linear dependence of the FDHM on the mean distance
between the bosons. Expanding on our key point of short
cooling times, we found that the FDHM is almost inde-
pendent of the initial temperature of the ion (Fig. 4a),
whereas it is noticeably a↵ected by the density of the con-
densate (Fig. 4b). Similarly, we observed that the ion’s
velocity drops by nine orders of magnitude in a time that
is independent of the ion’s initial velocity (Fig. 7), which
we attribute to incoherent dynamics of the phonon modes
as a consequence of the enhancement of the friction co-
e�cient (Fig. 9). In conclusion, our study predicts the
cooling and pinning of the ion due to its interaction with
the surrounding ultracold bosonic gas. Moreover, we ob-
served a substantial robustness of the results against the
parameters involved. These findings are relevant in view
of the upcoming experiments discussed in Sec. V, as the
time and length scales of the ion’s dynamics are compat-
ible with the expected experimental resolution.

ACKNOWLEDGEMENTS

This work is supported by the project NE 1711/3-1 of
the Deutsche Forschungsgemeinschaft (DFG). Moreover,
support by the Cluster of Excellence “CUI: Advanced
Imaging of Matter” of the DFG — EXC 2056 — project
ID 390715994 is acknowledged.

Appendix A: Validity of the Lamb-Dicke
approximation

The master equation derived in Sec. III relies on the
Lamb-Dicke approximation. We recall that the latter re-
sults in the expansion in Eq. (20) and it is based on the
assumption that the average wavelength of the atoms in
the bath is much larger than the width of the ion. Here,
we discuss the fulfillment of such a condition during the
evolution of the system in question. Of course, the as-
sumption has to hold regardless of the choice of the initial
state. Since the spatial extension of the ion wave func-
tion at the initial time must fulfill the approximation as
well, this imposes a condition on the temperature of the
gas.
Let us consider, for example, the ionization process via
a Rydberg state. In order to hold, the Lamb-Dicke ap-
proximation imposes that �dB(Tgas) � �av, where �av is

the geometric average of �⇠ =
q

hr̂2
⇠
i � hr̂⇠i

2 along the

three directions and represents the width of the ion wave
packet (i.e., the standard deviation), while �dB(Tgas) is
the de Broglie wavelength of the bosons in the gas at

temperature Tgas. A rough estimate is given by con-
sidering the ion to be in the ground state of the har-
monic trap in Eq. (25). Thus, we have at the initial
time �av =

p
~/(2M!av) with !av = (!x!y!z)1/3 being

the geometrical average of the harmonic trap frequencies.
For a homonuclear system and with the trap frequencies
shown in Tab. I, we get the following condition on the
gas temperature

Tgas ⌧
4⇡~
kB

M

m
!av, (A1)

which yields a value of Tgas on the order of nK. At such
a low temperature, the exponential weights in the sum
of Eq. (27) barely a↵ect the value of hr̂

2
⇠
(t0)i. For this

reason, we can safely use Eq. (A1) as a condition for
our system to be in the Lamb-Dicke regime at the initial
time. Note that the latter statement could be violated
for ion-atom systems with a di↵erent mass ratio.
In the case of ionization via an ultrashort laser pulse, the
condition for the validity of the Lamb-Dicke approxima-
tion can be simply verified by comparing the de Broglie
wavelength of the gas with the value of the laser beam
waist w0. Considering w0 = 1µm, as it is expected in
future experiments, we can impose a condition on Tgas.
Similarly, the required value is on the order of nK.
The validity of the Lamb-Dicke approximation at later
times, however, has to be monitored numerically by solv-
ing the equations for the first [Eq. (24)] and second order
moments [Eq. (21) and (22)]. In Fig. 10, we show the time
evolution of the spatial width of the ion �av for three dif-
ferent initial temperatures. As it can be observed, the ra-
tio between �av and the de Broglie wavelength is always
on the order of one tenth, confirming that the Lamb-
Dicke approximation is rather well justified.

Appendix B: Details on the master equation

For the sake of completeness, let us retrace the main
steps of the derivation starting from the von Neumann
equation for the density matrix of the total system (ion
plus bath) �̂(t):

d

dt
�̂(t) = �

i

~

h
Ĥ, �̂(t)

i
. (B1)

Following the standard quantum-optical approach (see,
e.g., Ref. [51]), we write the density matrix in the inter-
action picture as

�̃(t) = Û
†(t)�̂(t)Û(t) (B2)

with

Û(t) = exp


�

i

~

⇣
Ĥion + Ĥbath

⌘
t

�
. (B3)

Recalling the definition of the total Hamiltonian Ĥ =
Ĥion + Ĥbath + Ĥint, we obtain the following equation

d

dt
�̃(t) = �

i

~

h
H̃int, �̃(t)

i
, (B4)
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FIG. 10. Average spatial width of the ion as a function of
time as a percentage of the atomic de Broglie wavelength
�dB(Tgas) with Tgas = 1nK and n0 = 2 · 1014 cm�3. The
three lines correspond to the three initial temperatures con-
sidered in Fig 3(a).

whose formal solution reads

�̃(t) = �̃(0) �
i

~

Z
t

0
dt

0
h
H̃int(t

0), �̃(t0)
i
. (B5)

Here, H̃int is the interaction Hamiltonian in the interac-
tion picture.
We now insert Eq. (B5) in Eq. (B4) and we get

d

dt
�̃(t) = �

i

~

h
H̃int(t), �̃(0)

i

�
i

~2

Z
t

0
dt

0
h
H̃int(t),

h
H̃int(t

0), �̃(t0)
ii
.

(B6)

In order to proceed, we assume that at the initial time
t = 0 the system and the bath are not correlated. This
allows the total density matrix to be factorized as �̃(0) =
⇢̃(0)⌦ B̂0, where ⇢̃(0) = ⇢̂(0) is the initial density matrix
of the ion, while B̂0 is the initial density matrix of the
Bose gas at thermal equilibrium

B̂0 =
e
��

�
Ĥbath�µGN̂

�

Z
, Z = Trb

⇢
e
��

�
Ĥbath�µGN̂

��
,

(B7)
where � = 1/(kBTgas), N̂ is the bath number operator
and the chemical potential of the gas µG is zero for a
Bose gas below the critical temperature of condensation.
Note that the same assumption was made in Ref. [43],
where a Paul-trapped ion immersed in an ultracold gas
was considered. In that case, the assumption was well
justified, as the ion and the gas are typically prepared
separately in experiments, and no interaction occurs be-
fore they are brought together. In the present case, we

note that part of the simulations will refer to a scenario
where the ion is created after ionizing one of the atoms
in the gas. However, the interaction between the gas
atoms is weaker and of short-range nature compared to
the atom-ion polarization potential. Given the fact that
the ionization process occurs on a time scale much shorter
than every other time scale in our theoretical treatment,
we can reasonably assume that at the very initial mo-
ment of the ion generation the interaction between the
ion and the bath is weak. Only subsequently, it becomes
stronger, but in such a way that the gas state is not sig-
nificantly altered.
Now, we trace out the bath degrees of freedom from
Eq. (B6) obtaining an equation for the reduced density
matrix of the ion

d

dt
⇢̃(t) = �

1

~2

Z
t

0
dt

0 Trb
nh

H̃int(t),
h
H̃int(t

0), �̃(t0)
iio

,

(B8)
and we finally perform the Born and Markov approxima-
tions. The Born approximation relies on the fact that
the coupling between the ion and the bath is weak and
that the bath is very large. Therefore, the factorization
�̃(t0) ' ⇢̃(t0) ⌦ B̂0 is assumed to be valid at all times
t
0. Instead, the Markov approximation is based on the
assumption that the dynamics of the bath is much faster
than the dynamics of the ion. It consists of the replace-
ment ⇢̃(t0) ! ⇢̃(t).
We then get to the so-called Redfield equation for the
reduced ion density matrix in the interaction picture:

d

dt
⇢̃(t) = �

1

~2

Z
t

0
dt

0 Trb
nh

H̃int(t),
h
H̃int(t

0), ⇢̃(t) ⌦ B̂0

iio
.

(B9)
From this equation, we can explicitly substitute H̃int

and transform back to the Schrödinger picture. After
tracing out the bath degrees of freedom, we get to the
impurity master equation provided in Eq. (17), where
we performed the change of variable ⌧ = t � t

0 and
r̂(t, ⌧) = Û(t)Û†(t � ⌧)r̂Û(t � ⌧)Û †(t).
Here, we report for the interested reader the complete
master equation in the Born-Markov and Lamb-Dicke ap-
proximation:

d

dt
⇢̂(t) = �

i

~

h
ĤS, ⇢̂(t)

i

�

X

⇠=x,y,z

n
�⇠(t)[r̂⇠, ⇢̂(t)p̂⇠] � �

⇤
⇠
(t)[r̂⇠, p̂⇠⇢̂(t)]

+�⇠(t)
⇣
[r̂⇠, r̂⇠⇢̂(t)] � [r̂⇠, ⇢̂(t)r̂⇠]

⌘o
,

(B10)
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where we have introduced the following functions:

�⇠(t) =
X

q

⌦2
q
q
2
⇠

⇢
2nq

m!2
q

⇥
cos(!qt) + !qt sin(!qt) � 1

⇤

+
1

m!2
q

h
e
i!qt

�
1 � i!qt

�
� 1

i�
,

�⇠(t) =
X

q

⌦2
q
q
2
⇠


(2nq + 1)

sin(!qt)

!q

�
.

(B11)

The equations in Eq. (21), (22) and (24) are computed
by explicitly calculating the expectation value of the cor-
responding observables with Eq. (B10) and by making
use of the canonical commutation relations between the
position and momentum operators.

Appendix C: Alternative squared momentum
derivation

The same equation for the squared momentum in
Eq. (21) can be derived with a di↵erent approach. In
particular, we can calculate the variation in the ion’s en-
ergy due to the presence of the gas. Specifically, to second
order in the perturbative expansion we have

dhĤion(t)i

dt
=
i

~

Dh
H̃int(t), Ĥion

iE

�
1

~2

Z
t

0
dt

0
Dh

H̃int(t
0),
h
H̃int(t

0), Ĥion

iiE
,

(C1)

where the average value h. . . i has to be intended as the
trace over a density matrix. By choosing the total system
density matrix as the one we defined for the derivation
of the master equation, it is straightforward to show that
the first term on the right hand side of Eq. (C1) vanishes
due to the odd number of bath operators, while the sec-
ond gives rise to terms proportional to nq and (nq + 1).
After transforming back to the Schrödinger picture, per-
forming the time integrals and the Lamb-Dicke approxi-
mation, one can retrieve Eq. (21).

Appendix D: Dynamics for low initial ion
temperatures

Here we discuss the time evolution of the ion temper-
ature obtained for initial values in a regime comparable
to E

?
/kB = 79nK and one order of magnitude higher.

The results are shown in Fig. 11. Interestingly, the ion

is heated up at short times, meaning that the expecta-
tion value of its kinetic energy increases. At later times,
the ion temperature exhibits a maximum. This is po-
sitioned around ⇠ 0.2µs for n0 = 2 · 10�14 cm�3 and
⇠ 0.4µs for n0 = 2 · 10�13 cm�3. Similarly to what we
observed for initial ion energies in the mK-regime, the re-
sults in Fig. 11 only slightly depend on the initial temper-
ature, while they are noticeably a↵ected by the density

0 0.2 0.4 0.6 0.8
0
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15

20

25

FIG. 11. Ion temperature T x
ion = hp̂2xi/(2MkB) as a function

of time for n0 = 2 · 1014 cm�3 (solid lines) and n0 = 2 ·
1013 cm�3 (light dashed lines). The initial ion temperatures
correspond to T x

ion = 1µK (red) and T x
ion = 0.1µK (purple).

of the condensate. In particular, a lower density (light
dashed lines) corresponds to a shift towards larger times
and flattening of the maximum. The behavior of Tion at
short times can be attributed to the long-range and at-
tractive character of the atom-ion interaction generated
after the ionization process. Contrarily to a neutral im-
purity, which interacts with a particle of the bath only
when this is at its same position, the increased range
of the polarization potential causes the ion to heat up
due to the surrounding polarized bath atoms within a
radius given by R

?. This dynamical behavior continues
until the frequency of collisions with the atoms in the
bath is large enough to cool down the moving ion. We
note that a similar initial heating, although with a lower
peak, is also observed with initial temperatures in the
mK-regime. However, the scale of temperatures in the
main plot of Fig. 3 does not allow this peaks to be appre-
ciated. It is also important to remark that no maximum
is observed in the expectation value of the ion momen-
tum hp̂x(t)i, meaning that the heating of the ion at short
time does not correspond to an acceleration.
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“Micromotion-induced limit to atom-ion sympathetic
cooling in paul traps,” Phys. Rev. Lett. 109, 253201
(2012).

[37] Zbigniew Idziaszek, Tommaso Calarco, and Peter Zoller,
“Controlled collisions of a single atom and an ion guided
by movable trapping potentials,” Phys. Rev. A 76,
033409 (2007).

[38] Bo Gao, “Universal properties in ultracold ion-atom in-
teractions,” Phys. Rev. Lett. 104, 213201 (2010).

[39] J. Joger, A. Negretti, and R. Gerritsma, “Quantum dy-
namics of an atomic double-well system interacting with
a trapped ion,” Phys. Rev. A 89, 063621 (2014).

[40] Mostafa R. Ebgha, Shahpoor Saeidian, Peter Schmelcher,
and Antonio Negretti, “Compound atom-ion josephson
junction: E↵ects of finite temperature and ion motion,”
Phys. Rev. A 100, 033616 (2019).

[41] J M Schurer, A Negretti, and P Schmelcher, “Capture
dynamics of ultracold atoms in the presence of an impu-
rity ion,” New Journal of Physics 17, 083024 (2015).

[42] Micha l Krych and Zbigniew Idziaszek, “Description of ion
motion in a paul trap immersed in a cold atomic gas,”
Phys. Rev. A 91, 023430 (2015).

[43] Lorenzo Oghittu, Melf Johannsen, Antonio Negretti, and
Rene Gerritsma, “Dynamics of a trapped ion in a quan-
tum gas: E↵ects of particle statistics,” Phys. Rev. A 104,
053314 (2021).

[44] Tobias Kroker, Mario Großmann, Klaus Sengstock,
Markus Drescher, Philipp Wessels-Staarmann, and Juli-
ette Simonet, “Ultrafast electron cooling in an expand-
ing ultracold plasma,” Nature Communications 12, 596
(2021).

[45] T. Schneider, B. Roth, H. Duncker, I. Ernsting, and
S. Schiller, “All-optical preparation of molecular ions in
the rovibrational ground state,” Nature Physics 6, 275–
278 (2010).

[46] Alexander Lambrecht, Julian Schmidt, Pascal Weckesser,
Markus Debatin, Leon Karpa, and Tobias Schaetz,
“Long lifetimes and e↵ective isolation of ions in optical
and electrostatic traps,” Nature Photonics 11, 704–707
(2017).

[47] Philipp Wessels, Bernhard Ru↵, Tobias Kroker, An-
drey K. Kazansky, Nikolay M. Kabachnik, Klaus Seng-
stock, Markus Drescher, and Juliette Simonet, “Absolute
strong-field ionization probabilities of ultracold rubidium

atoms,” Communications Physics 1, 32 (2018).
[48] Note that, to date, the short-range part of the atom-ion

potential has not yet been experimentally characterized.
[49] E. M. Lifshitz and L. P. Pitaevskĭı,
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