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Abstract

Understanding the structural transformations affecting nanomaterials is essential to ra-

tionally improve their properties and functionalities. Despite recent advances in several

X-ray investigation routines, the transformation phenomena affecting nanomaterials en-

tail structural modifications on several length scales that cannot be covered by a single

analytical method. In this thesis, we establish a multi-modal X-ray scattering setup to

collect structural information spanning from fractions of Å to hundreds of nanometers via

simultaneous acquisition of small-angle X-ray scattering (SAXS) and X-ray total scat-

tering (TS). We then apply the method to investigate the model syntheses of Pd, Cu,

and CuPd nanocrystals in solution, and to further elucidate the degradation of photo-

electrochemical (PEC) CuBi2O4 thin films during operation.

We reveal that a Pd(II)-amino initial complex directly converts into Pd nanocrystals

without formation of intermediates, in agreement with the classical nucleation model.

We employ the pair-distribution function (PDF) analysis of the in situ TS signal and

complementary in situ X-ray absorption spectroscopy (XAS) during the synthesis of Cu

nanocrystals to reveal a multi-step conversion of an initial Cu(II)-amino complex into a

partially reduced Cu(I) organometallic intermediate prior to the nucleation of polycrys-

talline Cu2O seeds. We further demonstrate via PDF and SAXS that individual Cu2O

seeds fuse together to form larger Cu2O nanocrystals, which slowly convert into metallic

Cu. We thus show that the synthesis of Cu nanocrystals follows a complex non-classical

crystallization pathway.

Both in situ XAS and PDF suggest that alloyed CuPd nanocrystals form via prelim-

inary formation of Pd-rich seeds, which promote the direct reduction of the Cu(I)-amino

intermediate into the metallic form without formation of the Cu2O phase. PDF analysis

further indicates that the CuPd nanocrystals nucleate and grow as multi-twinned icosa-
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Abstract

hedra. Furthermore, SAXS data reveals that the as-formed CuPd icosahedra assemble

within the reaction medium into large face-centered cubic (fcc) supercrystals due to the

entropic forces arising by the ordering of the solvent molecules into lamellae.

We reveal by both PDF and SAXS that the fast decrease in the performances of

CuBi2O4 electrodes correlates directly with the formation of a metallic Bi phase. We also

identify additional degradation phenomena, such as the emergence of metallic Cu and

the dissolution of the electrode in contact with the electrolyte, which further affect the

CuBi2O4 thin film activity and morphology. Overall, our study shows that the multi-

modal acquisition of PDF, SAXS, and XAS significantly enhances our understanding

on the transformation mechanisms affecting nanomaterials and poses the methodological

basis to investigate the fabrication and operation of a wide range of nanostructured

materials.
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Zusammenfassung

Das Verständnis der strukturellen Veränderungen von Nanomaterialien ist von entschei-

dender Bedeutung für die Verbesserung ihrer Eigenschaften und Funktionalitäten. Trotz

der jüngsten Fortschritte in verschiedenen Röntgenmethoden können strukturelle Verän-

derungen auf mehreren Längenskalen nicht mit einer einzigen analytischen Methode er-

fasst werden. In dieser Arbeit etablieren wir einen multimodalen Röntgenstreuungsauf-

bau, um strukturelle Informationen von Bruchteilen von Å bis zu Hunderten Nanometern

durch das simultane Messen von Röntgenkleinwinkelstreuung (Small Angle X-ray Scatter-

ing, SAXS) und Röntgentotalstreuung (Total Scattering, TS) zu erhalten. Wir verwenden

den multimodalen Ansatz, um die Synthese von Pd-, Cu- und CuPd-Nanokristallen in

Lösung sowie die Zersetzung von photoelektrochemischen (PEC) CuBi2O4-Dünnschichten

in-situ bzw. operando zu untersuchen.

Wir zeigen, dass ein initialer Pd(II)-Aminkomplex direkt, ohne Zwischenprodukt, in

Pd-Nanokristalle umwandelt wird. Wir nutzen die Paarverteilungsfunktion (Pair Dis-

tribution Function, PDF) des TS-Signals mit komplementärer Röntgenabsorptionsspek-

troskopie (X-ray Absorption Spectroscopy, XAS), um die mehrstufige Umwandlung eines

initialen Cu(II)-Aminkomplexes in eine teilweise reduzierte Cu(I)-Aminspezies vor der

Nukleationskeimbildung von polykristallinen Cu2O-Keimen aufzuzeigen. Des Weiteren

demonstrieren wir mittels PDF und SAXS, dass einzelne Cu2O-Keime miteinander ver-

schmelzen und größere Cu2O-Nanokristalle bilden, die sich langsam in metallisches Cu

umwandeln. Folglich zeigen wir, dass die Synthese von Cu-Nanokristallen einem kom-

plexen, nicht-klassischen Kristallisationsweg folgt.

Sowohl die in-situ XAS- als auch die in-situ PDF-Analyse deuten darauf hin, dass sich

legierte CuPd-Nanokristalle durch die vorherige Bildung von Pd-reichen Keimen bilden,

die die direkte Reduktion des Cu(I)-Amin-Zwischenprodukts in die metallische Form

XIX



Zusammenfassung

ohne Bildung der Cu2O-Phase fördern. Die PDF-Analyse deutet außerdem darauf hin,

dass die Nanokristalle als mehrfach verzwillingte Ikosaeder keimen und wachsen. Darüber

hinaus zeigen SAXS-Daten, dass sich die gebildeten CuPd-Ikosaeder im Reaktionsmedium

aufgrund der entropischen Kräfte durch die Anordnung der Lösungsmittelmoleküle in

Lamellen, zu großen kubisch flächenzentrierten Superkristallen zusammensetzen.

Wir zeigen mit PDF sowie mit SAXS, dass der schnelle Leistungsabfall von CuBi2O4-

Elektroden direkt mit der Bildung einer metallischen Bi-Phase korreliert. Wir identi-

fizieren zusätzliche Degradationsphänomene, wie die Entstehung von metallischem Cu

und die Auflösung der Elektrode im Kontakt mit dem Elektrolyten, welche die CuBi2O4-

Dünnschichtaktivität und Morphologie weiter beeinträchtigen. Insgesamt zeigt unsere

Studie, dass die multimodale Erfassung von PDF, SAXS und XAS unser Verständnis

der Umwandlungsmechanismen von Nanomaterialien erheblich verbessert. Unser Ansatz

stellt die methodische Grundlage für die Untersuchung der Herstellung sowie der Funk-

tionsweise eines breiten Spektrums von nanostrukturierten Materialien.
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Chapter 1

Introduction

The development of new technologies ultimately relies on our ability to produce mate-

rials with advanced properties. The term nanomaterials encompasses diverse materials,

including nanoparticles, nanocomposites, and nanostructured films, which possess struc-

tural features within the range 1 to 100 nm on at least one dimension. Owing to their

high surface-to-volume ratio and electrical confinement effects at the nanoscale, nano-

materials typically exhibit distinct physical, chemical, mechanical, and optical properties

compared to their bulk counterparts.1–4 These unique characteristics render nanomate-

rials crucial in a myriad of applications.5–8 For instance, Copper (Cu), Palladium (Pd)

and Copper-Palladium (CuPd) nanoparticles display remarkable catalytic properties.9–16

However, a poor understanding of the formation mechanism of these nanomaterials limits

our capacity in synthesizing tailored nanoparticles for specific catalytic purposes.

In the realm of sustainable energy production, photo-electrochemical (PEC) thin films

offer the potential to directly convert solar energy into hydrogen gas (H2), which is

then stored and utilized on demand as a sustainable fuel with a potential net-zero CO2

emissions.17–19 However, the degradation of PEC materials under operation currently

hinders their application in effective water splitting devices.20,21

The rational design of nanomaterials with superior quality heavily relies on our ability

to discern structural features at the relevant length scales. Since their discovery in 1895,

X-rays have become a fundamental tool to probe the structure of materials, owing to

the high penetration depth and the small wavelength of the X-ray radiation. Although

the formation of sharp peaks by X-ray diffraction (XRD) permits to fully retrieve the

1



1 Introduction

Figure 1.1: The complementary in situ techniques to study the nanoparticle formation.

While PDF and XAS reveal structural and chemical transformations at early and intermediate nucleation

stages, SAXS provides complementary information over the nanostructures forming at intermediate and

late stages of the synthesis. The combined use of these three techniques thus provides a complete scrutiny

of the nanoparticle nucleation pathways over multiple time and length scales.

atomic arrangement of bulk crystalline materials, the XRD measurement results in broad

and weak diffraction peaks in the case of nanostructured materials. As a result, the

amount of structural information that can be extracted from a standard XRD exper-

iment decreases.22,23 The measurement of X-ray total scattering (TS) and its Fourier

transformation into the atomic pair distribution function (PDF) is a practical approach

to overcome such limitation and effectively probe the local structure of both nanocrys-

talline or amorphous materials with atomic resolution. Nevertheless, the PDF does not

provide information over the overall morphology of the nanomaterial and is not element

sensitive. To obtain a comprehensive survey of structural transformations occurring at

the nanoscale, the use of complementary X-ray techniques alongside PDF analysis is

therefore imperative.

Figure 1.1 schematically illustrates the structural transformations leading to the for-

mation of nanocrystals and nanocrystal assemblies. During the process, complex phenom-

ena unfolds, compromising phase conversion, shape evolution, and hierarchical assembly.

These phenomena span over multiple time and length scales and thus cannot be captured

by a single X-ray technique.24 X-ray absorption spectroscopy (XAS) provides insights

into the local chemical environment surrounding selected elements and can be combined

2



1.2 Objective of the thesis

with PDF analysis to determine structural and chemical transformations at early and

intermediate stages of the synthesis. Additionally, small-angle X-ray scattering (SAXS)

provides morphological information limited to intermediate and larger length scales. The

complementary use of these three techniques thus holds potential for a complete scrutiny

of the multi-faceted processes driving the formation of nanomaterials. However, PDF,

XAS, and SAXS are usually performed independently and there is currently no systematic

approach for integrating these techniques into a unified experimental setup.

1.1 Objective of the thesis

The scope of this thesis is to develop a multi-modal experimental approach to determine

the structure of nanomaterials in situ. After laying the necessary technical and method-

ological foundations, we validate our method by investigating two different classes of

transformations, namely the synthesis of nanocrystals and nanocrystal assemblies in so-

lution and the degradation of PEC-active thin films, as illustrated in Figure 1.2.

Both TS-PDF and SAXS can be performed by using high-energy X-rays and thus inte-

grated into a single experimental setup for the simultaneous acquisition. We will design

an in situ reactor which is compatible with X-ray scattering and X-ray spectroscopy mea-

surements to investigate the synthesis of nanocrystals with high reproducibility via both

methods. We will first investigate the synthesis of monometallic Pd and Cu nanocrystals,

and then expand our scope to the direct synthesis of CuPd hierarchical structures.

We will develop a second sample environment for the simultaneous measurement of

TS-PDF and SAXS on PEC-active thin films under operation. We will collect high-

energy X-ray scattering signal in grazing incidence geometry to determine structural

information limited to the thin film surface, and then apply our method to elucidate the

fast degradation mechanisms affecting CuBi2O4 electrode performances.

Overall, our study poses the technical and methodological foundation for investigating

nanocrystal synthesis and photoactive thin film operation both in situ and operando.

It further highlights the benefits of our multi-modal investigation approach to unveil

complex transformations affecting model nanostructured materials at relevant time and

length scales.

3



1 Introduction

Figure 1.2: Schematic illustration of the objectives of this thesis. a) A multi-modal exper-

imental approach is applied to determine the formation of nanocrystals in solution. In situ TS-PDF,

SAXS, and XAS are measured to investigate the synthetic pathways to Pd (1) and Cu (2) nanocrystals,

as well as to CuPd supercrystals (3). b) Operando TS-PDF and SAXS are carried out to determine the

degradation mechanisms of a PEC-active CuBi2O4 thin film under operation in an electrolyte solution.

The data are further complemented with ex situ XAS.

1.2 Structure of the thesis

After this introduction, in Chapter 2, we delve into the relevant theoretical background

and current state of knowledge pertinent to the present thesis. In Section 2.1, we exam-

ine the formation of nanoparticles in solution, exploring classical nucleation theory as well

as potential non-classical nucleation pathways. We additionally discuss the synthesis of

Pd, Cu, and CuPd nanocrystals in solution, along with the direct synthesis of nanocrystal

superlattices through one-pot synthesis and assembly of individual nanocrystals. Moving

to Section 2.2, we provide fundamental insights into the PEC hydrogen production and

explore the degradation of PEC electrodes during operation. In Section 2.3, we provide

an overview of the X-ray based methods utilized in this thesis for investigating nanoma-

terials, with a particular emphasis on PDF analysis. Furthermore, we highlight recent
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1.2 Structure of the thesis

advancements in surface-sensitive PDF measurement on thin films.

In Chapter 3 we illustrate the materials and methods used throughout this thesis,

with a particular focus on synchrotron-based acquisition routine and data treatment.

Chapter 4 presents the scientific results of the thesis. In Section 4.1 we demonstrate

the simultaneous acquisition of in situ SAXS and TS-PDF. We show how the combined

use of two large-area X-ray detectors enables to measure structural and morphological in-

formation continuously from atomic to nanometer length scales. Furthermore, we demon-

strate how grazing incidence measurements permits to probe the surface of smooth thin

film sample. We further present two distinct sample environments, tailored for both in

situ and operando investigations of nanoparticle synthesis and PEC film activity, respec-

tively. Through this section we thus establish the essential technical and methodological

knowledge to explore dynamic processes affecting both nanoparticle dispersions and thin

film samples.

In Section 4.2 we apply our multi-modal X-ray techniques to the model syntheses

of monometallic Pd and Cu nanocrystals. We find that while Pd nanocrystals nucleate

and grow according to the classical nucleation theory, Cu nanocrystals form via a non-

classical, multi-step process. We demonstrate that the complementary use of XAS, PDF,

and SAXS is crucial for a correct interpretation of the data.

In Section 4.3 we utilize PDF and XAS to determine the reduction pathways to

CuPd nanocrystals and further employ simultaneous PDF and SAXS to reveal the one pot

nucleation and assembly of CuPd icosahedra. We find that the presence of a Pd precursor

largely accelerates the reduction kinetics of a Cu(I) organo-metallic intermediate species.

We further find that ordering of oleylamine and oleic acid solvent molecules plays a crucial

role in the assembly of CuPd icosahedra, which is primarily driven by entropic forces.

In Section 4.4 we apply our multi-modal TS-PDF and SAXS acquisition setup to

the operando measurement of PEC-active CuBi2O4 thin films. Here,the high time reso-

lution and enhanced surface sensitivity of the X-ray scattering measurement permits to

correlate the fast decrease in the PEC performances of the CuBi2O4 electrode with the

simultaneous formation of a reduced Bi phase. We further perform additional ex situ X-

rays characterization measurements to reveal several degradation mechanisms that were

previously unknown to affect the operation of CuBi2O4 materials.
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1 Introduction

Chapter 5 summarizes the scientific results of this thesis and provides an outlook

for potential future research directions.

All results presented in this thesis were acquired in collaboration with fellow scientists.

My specific contribution to each study is delineated in the preliminary remarks of the

corresponding Result and Discussion section.

A conclusive comment on the use of the term we throughout this thesis: in chapters

explaining the theoretical background and state of the knowledge, we refers to both the

reader and the author of the thesis and is used to guide the reader through the text. In

chapters presenting the results of individual research studies, we means all authors of the

respective work.
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Chapter 2

Theoretical background and state of

the knowledge

2.1 Growth of nanoparticles in solution

2.1.1 The classical nucleation theory

The physical and chemical properties of the nanoparticles fundamentally depend upon

their size, composition, and morphology. Understanding the nanoparticles’ formation

and achieving synthetic control over their final structure is therefore essential to produce

suited nanomaterials for specific functional applications. The classical nucleation theory

permits to rationalize the emergence of a nanoparticle in a supersaturated solution by ad-

dition of individual atoms, ions or molecules. According to the theory, the crystallization

of the nanoparticles initiates from small stable nuclei which form in solution when the

concentration of the active species for the nucleation, usually referred to as monomers,

exceeds a certain critical level.25–28 The nucleus can form either via homogeneous nucle-

ation due to random collisions of the monomer, or via heterogeneous nucleation, i.e., by

interaction between the monomer and a foreign seed.

The Gibbs free energy of a spherical nucleus with radius r is expressed as:

�G(r) =
4

3
⇡r3�GV + 4⇡r2� (2.1)

where �GV is the free energy per unit volume of the crystal and � is the surface free
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2 Theoretical background and state of the knowledge

Figure 2.1: Plot of the Gibbs free energy for the classical and non-classical nucleation

pathways. In a rc indicates the critical radius, above which nuclei are stable upon dissolution. In b,

the non-classical nucleation pathways encompass the formation of stable intermediates corresponding to

local minima in the energy profile. Adapted from30.

energy per unit area.29 Equation 2.1 denotes a balance between the decrease in energy due

to the formation of chemical bonds in the bulk of the nanoparticles and its increase due

to the unfavourable formation of a solid-liquid interface. For small radii, the destabilizing

surface energy dominates and the nucleus re-dissolves in solution. Conversely, nuclei of

larger radii than a critical radius rc are stable upon dissolution and further grow. The

dependence of the free energy upon the particle radius is illustrated in Figure 2.1.

In the classical nucleation theory, the level of supersaturation S is the key param-

eter controlling the nucleation and growth of the nanoparticles. Here, S is defined as

the ratio [M ]/[M ]0 between the monomer concentration in solution and its equilibrium

concentration with the solid. In Figure 2.2, LaMer diagram illustrates changes in the

supersaturation profile during the nanoparticle synthesis.25 Three different stages can be

identified during the process. At the beginning of the synthesis, the nanoparticle precur-

sor converts into the active monomer, which accumulates in solution. When the monomer

concentration raises above a critical supersaturation level Sc, homogeneous nucleation un-

folds. During the process, monomer species are consumed and the supersaturation level

drops below Sc. At this stage, further nucleation is inhibited and existing nuclei grow

upon addition of the remaining monomer in solution.

LaMer diagram represents a highly simplified description of the nanoparticle nucle-
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2.1 Growth of nanoparticles in solution

Figure 2.2: LaMer diagram. Sc indicates the critical supersaturation, while at S = 1 the monomer

concentration in solution is in equilibrium with the nanoparticle. Adapted from25.

ation. Nevertheless, it turns out providing a useful model to rationalize the size distri-

bution of nanoparticles obtained through numerous synthetic routes.31–33 For instance,

the theory predicts that when nucleation stage is infinitely short, all nanoparticle nuclei

form simultaneously during the synthesis and the growth process spans over the same

amount of time for all seeds. In turn, the final collection of nanoparticles is expected

to be very homogeneous in size. The underlining strategy is applied in two common

synthetic methods: the hot-injection and the heat-up methods.34 In the former, a stock

solution containing reactive precursor is rapidly injected into a hot mixture containing

surfactants.35,36 Due to the high temperatures and the high local supersaturation level,

the nanoparticle nucleation commences immediately and is incredibly fast. During for-

mation, the surfactants bind to the nanoparticle surface and thus prevent nanoparticle

aggregation.

The heat-up method is fundamentally different from the hot injection.37,38 Here, a pre-

cursor solution is first prepared at low temperature. Then, the mixture is heated to high

temperature, at which the nanoparticles form.39,40 If the heating ramp is sufficiently fast,

the temperature of the mixture quickly increases above the activation temperature for

the reaction and a burst in the nucleation unfolds.37,41 However, monodispersed nanopar-

ticles can also be synthetised via heat-up method by use of relatively slow temperature

ramps.39,42,43 These studies suggest that auto-catalytic reactions which are not included
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2 Theoretical background and state of the knowledge

in the classical model can also dominate the kinetics of nanoparticle nucleation, as also

shown by numerical simulations.44

2.1.2 Non-classical nucleation pathways

The classical nucleation theory describes the growth of nanoparticles solely by addition

of individual atoms, ions or molecules into the nucleus. However, nanoparticles with

complex geometry, polycrystalline materials, and organic-inorganic hybrid structures are

routinely synthesised. Electron microscopy and X-ray investigations further evidence the

existence of synthetic pathways which are not predicted by the classical model.

In non-classical pathways, particle nucleation occurs via a multi-step process which

leads to amorphous intermediates such as droplets, complexes, clusters and oligomers.24,45

Such intermediates are moderately stable upon dissolution and decrease the overall en-

ergetic barrier to the formation of stable solids, as shown in Figure 2.1b.46–49 Pre-

nucleation clusters can evolve to the final nanoparticles through different routes, some of

which are schematically illustrated in Figure 2.3. Once primary, stable nanoparticles

are formed, further growth to single crystalline nanoparticles (Figure 2.3a) is possible

in agreement with the classical nucleation theory, i.e. through addition of the monomer.

Differently, primary particles could also assemble into aggregates displaying a common

crystallographic orientation, referred to as mesoscale assemblies, Figure 2.3b, which can

further fuse together to single-crystalline particles via e.g. oriented attachment.50–52 Pri-

mary particles stabilised with organic ligands can also self-assemble on a common crystal-

lographic orientation, forming a mesocrystal (Figure 2.3c).53–55 Therefore, in mesocrys-

tals individual particles are separated by a layer of organic species. Once these species

detach from the particle surface, conversion of the mesocrystal into a mesoscale assem-

bly takes place.52 Pre-nucleation clusters can also follow a separate pathway which leads

to the formation of an intermediate dense liquid droplet (Figure 2.3d) or amorphous

phase e.g. via aggregation of individual clusters or oligomers.56–58 Such intermediates fur-

ther evolve through aggregation and crystallization steps, resulting in polycrystals with

complex shapes.

The schematic synthetic pathways shown in Figure 2.3 are simplified. For instance,

the emergence of unoriented nanoparticle assemblies and the formation of polycrys-
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2.1 Growth of nanoparticles in solution

Figure 2.3: Schematic illustration of non-classical crystallization pathways. a) Classical

nucleation results in single crystal formation. b) Oriented aggregation of un-stabilised primary particles

produces mesoscale assemblies. c) Primary particles stabilised by organic surfactants self-assemble into

mesocrystals. d) Pre-nucleation clusters evolve into the formation of a liquid droplet or amorphous

precursors before nucleation of a polycrystal particle with complex shape. Adapted with permission

from24 Copyright 2019, American Chemical Society.

talline materials by unoriented aggregation of primary crystalline particles have also been

observed.59,60 Moreover, combinations of the presented pathways are also possible. In fact,

a generalised model of particle nucleation does not exist. Conversely, the complexity of

the involved processes imposes a shift in paradigm, from a "one model fits all" approach

to a chemistry-based understanding of the nucleation and crystallization phenomena.49,61

To this goal, X-ray methods constitute an effective tool to determine the chemical and

structural modifications leading to the formation of the nanoparticle product.

In the following section, we delve into the current state of knowledge regarding the

colloidal synthesis of Pd, Cu, and CuPd nanocrystals in oleylamine. Our understanding

of the synthetic mechanisms behind these metallic nanocrystals primarily stems from

simple ex situ observations of the final nanoparticle product. Thus, obtaining a precise

description of the precursor conversion pathway into the nanocrystalline products remains

largely elusive.

11



2 Theoretical background and state of the knowledge

2.1.3 The synthesis of Pd, Cu and alloyed CuPd nanocrystals in

oleylamine

Oleylamine constitutes a very versatile reagent to the colloidal synthesis of a wide range

of nanosized materials due to its ability to act as a solvent, a surfactant, and a mild

reducing agent at the same time.40,62–64 For instance, Cu nanoparticles are readily syn-

thesized by simply heating a oleylamine solution of copper acetylacetonate (Cu(acac)2)

precursor.65 However, the reaction mechanisms leading the metal precursors to convert

into the metallic nanocrystals are not yet completely known.

In the synthesis of Cu and Pd nanocrystals, stronger reducing agents are often com-

bined with oleylamine to enhance the overall reducing strength of the reaction medium.

Such reducing agents include boranes,66 formaldeyde,67 H2,68,69, CO.70,71, and alcohols.72,73

For instance, Mazumder and Sun obtain even growth rates to monodispersed 4.5 nm Pd

nanocrystals after addition of a borane tributhylamine (BTB) complex to a mixture

of palladium acetylacetonate (Pd(acac)2) and oleylamine.66 Differently, the use of oley-

lamine alone as reducing agent resulted in polydispersed nanocrystals, presumably due

to multinucleation events taking place during the precursor reduction.

Different capping agents are commonly added to oleylamine to direct the synthesis of

nanocrystals of selected size and shapes. The combined use of oleic acid and oleylamine

has been largely explored in the synthesis of Cu and Pd nanocrystals.68,71–77 Since oleic

acid and oleylamine present distinct binding modes for different crystalline facets based

on the material, tuning their concentration and relative ratio provides a mean of control

over the nanocrystal final shape and size. For instance, Watt et al. obtained the thermo-

dynamically favoured Pd polyhedra by using H2 gas in oleylamine as reducing agent at

room temperature. However, when oleic acid is introduced in a 1:1 ratio with oleylamine,

highly branched nanoparticles form.68,74 By adding a small amount of oleic acid to the

oleylamine solvent, Yin et al. directed the synthesis of dish-like palladium nanostructures

after reduction of Pd(acac)2 via bubbling of CO.71

Controlling the reaction temperature and the relative ratio of the oleylamine and

oleic acid capping ligands in the presence of 1,2-hexadecanediol reducing agent allowed

Mott et al. to tune the shape of 5 to 25 nm copper nanoparticles from sphere to rods

and cubes.73 By inspection of the synthesis product via electron microscopy, they ob-
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2.1 Growth of nanoparticles in solution

served subtle cluster features in the nanoparticles which hinted to the coalescence of

smaller particles during the synthesis. However, they could not provide any direct prove

of the suggested mechanism. Devaraj et al. showed that stable Cu nanocrystals are ob-

tained when oleic acid and oleylamine are jointly used during synthesis, while employing

oleylamine alone resulted in nanocrystals that readily oxidize in air to form Cu-Cu2O

core-shell structures.76 During these synthetic schemes, the removal of water from the

reaction mixture was critical to produce pure Cu nanocrystals. In fact, the presence of

water is known to promote the formation of Cu2O and CuO.76,78,79 Pesesse et al. showed

that the reduction of copper acetate (Cu(OAc)2) precursor in oleylamine results in mixed

Cu and Cu2O nanocrystals due to the production of water via condensation reaction

between the acetate group and oleylamine.79 However, the mechanism by which both Cu

and Cu2O form during the synthesis is not yet known.

Incorporating both Cu and Pd atoms within the same crystalline lattice through col-

loidal synthesis holds significant interest due to the improved (electro-)catalytic properties

of the resulting nanocrystals, which were attributed to synergistic effects between the Cu

and Pd metal centers. As a result, CuPd nanocrystals are increasingly employed across

a broad spectrum of catalytic processes, including carbon dioxide reduction,15,80–82 alco-

hol oxidation,83,84 and carbon-carbon coupling.85,86 In addition to their composition, the

catalytic properties of CuPd nanocrystals heavily depend on their degree of crystallinity

and on their crystalline phase. CuPd materials exhibit either a disordered face-centered

cubic (fcc) alloy lattice (space group Fm-3m), where each lattice site is randomly occupied

by a Cu or a Pd atom, or a ordered intermetallic lattice, such as the CsCl-type CuPd

phase (Pm-3m) or the tetragonal Cu3Pd phase (P4/mmm). Many synthetic routes in

oleylamine to both alloyed86–89 and intermetallic89–91 CuPd phases are reported. More-

over, alloyed CuPd nanocrystals with the appropriate Cu:Pd composition are routinely

converted into the intermetallic form upon annealing at high temperature.92–94 However,

the formation mechanism of alloyed CuPd oleylamine is still controversial. For instance,

Mathiasen et. al suggest that Cu nucleates first, based on the first observation via in situ

PDF of a copper-rich Cu3Pd intermetallic phase after nucleation.91 Conversely, Marakatti

et al. speculate that Pd nucleates first, while Cu2+ converts slowly to Cu due to the poor

reducing power of oleylamine.89
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2 Theoretical background and state of the knowledge

Investigations by multi-modal in situ X-ray methods, as proposed in this thesis, pro-

vide the opportunity to expand our knowledge over the formation of Cu, Pd, and CuPd

nanocrystals by providing novel insights into the chemical and structural transformations

affecting both the metal precursors and small nuclei in the presence of oleylamine and

oleic acid.

2.1.4 The direct synthesis of supercrystals

The production of hierarchically structured materials is driving many recent advances in

the fields of photonics,95,96 electronics,97,98 catalysis,99,100 sensing101, and nano-

medicine102–104. The self-assembly of nanocrystals into crystalline lattices constitutes a

promising bottom-up route to such metamaterials, as it permits to tune the emergent

functional properties of the outcoming supercrystals via engineering of the individual

building blocks.105–110

The most common strategies to produce assemblies of nanocrystals are slow sol-

vent evaporation and gradual nanocrystal destabilization, e.g. via addition of an anti-

solvent.109 In both processes, a careful choice of the experimental conditions, such as time,

temperature, starting nanocrystal concentration, solvent, and nature and concentration

of the surfactants, is essential to deliver supercrystals of the desired symmetry, with

large domain sizes, and few defects.111–115 Moreover, the use of monodispersed nanocrys-

tals is often a prerequisite to the formation of the superlattices.116–118 When synthetic

routes deliver polydispersed collection of nanocrystals, size-selected precipitation,35,119

chromatography techniques,120 and digestive ripening121 can be used to narrow their size

distribution.

The nanocrystal synthesis and their self-assembly into supercrystals are commonly

performed as separate processes. After synthesis, the nanocrystals generally undergo sev-

eral purification routines, sometimes followed by an additional surface functionalization

step, before the assembly routine is performed. Only few recent reports demonstrate the

direct conversion of molecular precursors into supercrystals via a one-pot strategy.122–126

In these studies, the formation of the ordered superstructures is primarily ascribed to the

attractive van der Waals forces affecting the nanocrystal cores, balanced by the steric

repulsion of the organic surface ligands.127 For instance, Wu et al. show that Pd, Fe, and
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PbTe nanocrystals assemble during synthesis only after growth to diameters of sufficient

size, as under these conditions the core-core attraction overcomes the steric repulsion due

to presence of surface ligands.123 Yet, the dynamical processes governing the concerted

nanocrystal synthesis and supercrystal formation remain underexplored. For instance,

the role of the solvent molecules and ligand shells128 and the existence of intermediate

states due to potential non-classical crystallization pathways108 for the supercrystals are

still largely unknown.

SAXS represents an outstanding tool to probe self-assembly processes in situ due

to its compatibility with complex reaction environment, its sensitivity to the emergence

of periodic nanocrystal arrangements, and its ability to provide statistically robust in-

formation by probing large collection of nanocrystals simultaneously.129 in situ SAXS

provided remarkable insights in the self-assembly at the interface130,131 and from bulk dis-

persions during solvent evaporation132,133 and nanocrystal destabilization134,135. In fact,

all reported cases of direct synthesis of supercrystals employed in situ SAXS to provide

evidence of the supercrystal formation.122–126 However, SAXS signal doesn’t detect the

atomic arrangement of individual nanocrystals, with the result that structural changes

at the atomic scale preliminary or concurrent to the self-assembly process might remain

unnoticed. By simultaneous acquisition of SAXS and TS-PDF, we get the opportunity

to close this gap and to reveal the complete process of the direct conversion of chemical

precursors into supercrystals across several length scales.
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2.2 Fundamentals of photo-electrochemical hydrogen

production

In a photo-electrochemical (PEC) cell, solar energy is harvested and directly utilized to

produce hydrogen from water. The semiconducting electrode represents the key compo-

nent of the PEC device and is responsible for the absorption of the incident light, which

in turn generates electron-hole pairs within the semiconductor. Electrons and holes are

subsequently spatially separated due to a built-in electrical potential within the semicon-

ductor and independently driven to the semiconductor-electrolyte interface, where either

the reduction or the oxidation of water molecules takes place.

The hydrogen evolution reaction (HER), the oxygen evolution reaction (OER), as well

as the overall water splitting reaction can be written as:

water reduction (HER): 4H+ + 4e� ⌦ 2H2 E0
red

= +0.0 V

water oxidation (OER): 2H2O + 4h+ ⌦ 4H+ +O2 E0
ox

= +1.23 V

water splitting: 2H2O ⌦ 2H2 +O2 E0
ws

= +1.23 V

Here, E0 refers to the standard electrochemical potentials. To split water molecules

into H2 and O2 it is thus necessary to overcome a considerable electrochemical potential

difference �E0 of 1.23 V, meaning that the water splitting reaction is thermodynamically

uphill.

This chapter will provide the reader some basic theoretical knowledge over the PEC

production of hydrogen. After reviewing the electronic structure of semiconductors, it

describes the origin of the built-in electric field which induces the electron and holes to

separate at the semiconductor/liquid junction. It further illustrates the operation of the

PEC cell under illumination and then provides an overview of selected diagnostic mea-

surements for PEC-active semiconductors. These sections are based upon the excellent

review from Lewis et al.,136 as well as a textbook chapter from van der Krol.37 Finally, the

chapter provides an overview of the current state of the knowledge on the photocorrosion

of PEC-active electrodes, including CuBi2O4.
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2.2 Fundamentals of photo-electrochemical hydrogen production

Figure 2.4: Schematic representation of the band structure for n-type and p-type semicon-

ductors. In the scheme, the electrons and holes produced by thermal excitation are also shown. EF

indicates the energy of the Fermi level. Adapted from136.

2.2.1 The electronic structure of semiconductors

The interaction of the atomic orbitals in a 3 dimensional solid determines the formation

of electronic bands, which consist of a large number of orbitals tightly packed together in

a limited energy interval. In semiconductors, we refer to the highest occupied electronic

band as the valence band and to the lowest unoccupied band as the conduction band. The

energy difference between the top of the valence band and the bottom of the conduction

band defines the band gap, which is typically in the range of 0.3 to 3.5 eV. The band gap

establishes the minimum photon energy required for the semiconductor to absorb light.

Upon thermal excitation or photo-absorption, a fraction of the electrons is promoted

from the valence to the conduction band, determining the appearance of charge carriers

in terms of electrons in the conduction bands and holes (i.e. electron vacancies) in the

valence band. The mobility and concentration of the charge carriers dictate the electrical

conductivity properties of semiconductors. The semiconductor conductivity is enhanced

by the presence of defects or dopants, which increases the number of electron or holes

charge carriers. A semiconductor where electrons constitute the majority carriers is called

n-type semiconductors. When the majority carriers are holes the semiconductor is p-type.

Figure 2.4 schematically illustrates the energy diagram for n- and p-type semicon-

ductors. Here, we further indicate the energy of the Fermi level EF , which defines the

electro-chemical potential of the semiconductor. The Fermi level lies between the va-

lence and conduction band and is positioned closer to the conduction or valence band

depending on whether the semiconductor is n-type or rather p-type.
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2 Theoretical background and state of the knowledge

Figure 2.5: Band diagram for a n-type (top) and a p-type (bottom) semiconductor before

and after reaching equilibrium with a liquid phase. For illustrative purposes, the movement of

the (few) electrons and holes generated by thermal excitation is also shown. Adapted from136.

2.2.2 The semiconductor-liquid junction

When a semiconductor comes into contact with an electrolyte, electrical charges transfer

at the semiconductor-electrolyte interface due to the gap in electrochemical potential

between the two media.

Figure 2.5 illustrates the band energy of the semiconductor before and after the

charge transfer. In n-type semiconductors, the Fermi level typically lies above the redox

potential of the electrolyte, prompting electrons to move from the solid to the liquid

phase. Conversely, p-type semiconductors generally accept electrons from the liquid. At

equilibrium, the Fermi level of the semiconductor aligns with the redox potential of the

liquid and no net flow of charges takes place. Unshielded electrical charges on the liquid

side of the semiconductor-electrolyte interface create a built-in electrical potential in the
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2.2 Fundamentals of photo-electrochemical hydrogen production

Figure 2.6: Schematic representation of a PEC cell embedding a p-type semiconductor as

working electrode and a metal as counter electrode. Adapted from137

.

semiconducting material, causing the valence and conduction bands of n-type (p-type)

semiconductors to bend upwards (downwards). The application of an external bias to the

semiconductor further allows to experimentally tune the steepness of the band bending.

Due to the bending of the electronic bands, charge carriers separate and the minority

carriers move toward the solid-liquid interface, where they can react with water to produce

either H2 or O2. However, in the absence of illumination the concentration of minority

carriers is low and conversion of water is inhibited. In the next section we shall see how

the light absorption properties of a semiconductor embedded in a PEC cell can effectively

increase the number of minority carriers, thereby facilitating the water splitting reaction.

2.2.3 The PEC cell

Figure 2.6 offers a scheme of a PEC cell embedding a p-type semiconductor. Here,

the semiconductor constitutes the working electrode (WE), while a metal catalyst act as

counter electrode (CE). Alternatively, the counter electrode could also be constituted by

a semiconductor material. In that case, the resulting cell is named a PEC tandem cell.

Upon illumination, excitons, i.e. electron-hole pairs, are generated at the working
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electrode. Due to the electric potential close to the electrode surface, electrons separate

from the holes and moves to the liquid interface, where they react with the water molecules

to perform the HER. Simultaneously, the holes are extracted through the back side of the

semiconductor and sent to the counter electrode to perform the complementary OER.

Under illumination, the electrochemical potential of the semiconductor and the liquid is

no longer in equilibrium, and the single EF level splits into two pseudo-Fermi levels (E⇤
F,p

and E⇤
F,n

), as shown in Figure 2.6. The energy difference between the pseudo-Fermi

levels defines the internal photovoltage Vph, which must be larger than the �E0 of the

water splitting reaction due to kinetic effects. Experimentally, the value of Vph can be

tuned by application of an external bias.

In addition to the absolute value of Vph, a good alignment of the pseudo-Fermi levels

with the redox potential for water reduction and oxidation is also crucial for effectively

split water molecules. The chemical potential of the Fermi level is generally determined

by use of a reference electrode (RE).

2.2.4 Diagnostic measurements for PEC electrodes

Several methods exist to determine the PEC properties of semiconductors.138 Here, we

restrict ourselves to a brief introduction for only few selected diagnostic measurements,

as we will encounter them in the later chapters of this thesis.

Open circuit potential (OCP)

An OCP measurement is aimed in determining the value of Vph for a semiconductor. The

survey is performed in the absence of external bias and without electrical current flow

between the working and the counter electrodes. Under these conditions, the potential

difference between the semiconductor and the reference electrode is measured both under

light illumination and in dark. The difference between the two values determines Vph.

Generally, Vph is a function of the illumination intensity unless a sufficiently intense

radiation is used. In that case, the value of Vph saturates and the measured internal

photovoltage correspond to the flat band potential for the material.138
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Linear sweep voltametry (LSV)

In a LSV, the working electrode is electrically connected to the counter electrode and the

electrical current is measured as a function of an applied external potential measured vs.

the reference electrode. Under illumination, an LSV measurement permits to monitor the

photo-electrochemical activity of the electrode. Due to the absorption of light, electron-

hole pairs forms and a current flow is observed at higher (absolute) applied external

potentials than a certain threshold, known as the photocurrent onset potential.

An LSV measurement in dark provides complementary information over the electro-

chemical activity of the electrode. In this measurement, the electrical current appears

at a higher (absolute) onset potential compared to the light conditions and often stems

from side corrosion processes. The maximum value of electrical current measured within

a potential range where no dark currents are observed is therefore commonly considered

as the maximum photo-electrochemical current achievable for a given semiconductor.138

Chronoamperometry (CA)

A CA provides information about the long-term stability of a PEC-active semiconductor.

During the measurement, a constant external potential is applied between the working

electrode and the counter electrode, and the electrical current is monitored as a function

of time under either continuous or chopped light illumination. A decrease in the measured

electrical current typically stems from a decrease in the electrode activity and generally

indicates the occurrence of chemical or morphological degradation phenomena affecting

the electrode.

2.2.5 The photocorrosion of PEC-active films

The rapid photocorrosion phenomena affecting most semiconductors during operation

currently significantly hinders the widespread use of PEC water splitting devices in real-

world applications.20,21,138 Common degradation pathways include the dissolution of the

photo-absorbing material into the electrolyte, phase transformations due to the reduc-

tion/oxidation of the metallic species under applied bias and/or illumination, loss of the

semiconductor layer from the electrode surface, and the morphological restructuring of

the electrode surface. Such complex degradation mechanisms cause a decline in the PEC
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performances. For example, Cu2O photocathodes reduce to the inactive metallic Cu

phase and concurrently oxidize to release Cu2+ ions into the electrolyte.139 BiVO4 pho-

toanodes dissolve into stoichiometric Bi and V species leading to a progressively reduced

thickness of the photo-absorbing layer,140 while the surface of metal nitride electrodes

passivates due to the formation of a metal oxide layer, which prevents the efficient charge

transport at the semiconductor-electrolyte interface.141–143

CuBi2O4 has recently emerged as a promising PEC material due to its favorable elec-

tronic properties, namely a suitable band gap of 1.6–1.8 eV,144 p-type conductivity, and

a very cathodic onset potential of ca. 1 V vs. RHE (Reversible Hydrogen Electrode).145

However, the achievable photocurrents from bare CuBi2O4 electrodes are limited by the

poor charge carrier mobility and the short carrier diffusion length, and decay rapidly in

steady-state conditions while at the same time no hydrogen is produced, thus indicating

that the measured photoactivity likely restricts to a photocorrosion process.146 A recent

report suggests that CuBi2O4 electrodes degrade similarly to Cu2O during operation, i.e.

via consumption of the photogenerated electrons to the reduction of the Cu2+ cations to

either Cu+ or Cu0.146 However, this hypothesis lacks experimental evidence.

In situ and operando investigations can provide systematic insights into the pho-

tocorrosion phenomena by monitoring the PEC material under relevant time scales and

operating conditions, i.e. under applied bias and illumination. So far, ambient pressure X-

ray photoelectron spectroscopy (APXPS), inductively coupled plasma mass spectroscopy

(ICP-MS) and in situ UV-Vis spectroscopy have been used to assess the photocorrosion

mechanism of Cu2O, WO3, BiVO4 and n-GaP photoelectrodes under realistic working

conditions.147–150 However, these methods are limited to the determination of the local

atomic environment or to the concentration of atomic species in solution. Conversely, X-

ray scattering techniques, including TS-PDF and SAXS, are sensitive to morphological

and structural changes ranging from the atomic up to nanometer length scales. Thus,

they enable to probe local atomic structures, as well as the restructuring of the elec-

trode surface, and the formation of new phases. Despite this potential, operando X-ray

scattering investigations are currently limited to a few electrochemical studies,151,152 and

the technique has not yet be applied to monitor the surface of photoactive films in a

PEC cell. The operando measurement of both TS-PDF and SAXS thus holds promise to
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provide novel insights into the degradation phenomena which hinders the performances

of PEC-active electrodes.
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2 Theoretical background and state of the knowledge

2.3 X-ray based methods to the structural characteri-

zation of nanomaterials

X-rays serve as fundamental tools for the chemical and structural analysis of materi-

als. Essentially, X-rays are electromagnetic waves with wavelengths between 10-8 and

10-10 m. Their short wavelength gives rise to unique properties crucial for material anal-

ysis. Firstly, their long penetration length enables to probe bulk materials, allowing

researchers to explore their internal structure non-destructively. Secondly, their high

photon energy facilitates the excitation of electrons tightly bound to the atomic nu-

clei and thus provide information about the electronic configuration of the absorbing

atom. Lastly, their short wavelength, comparable to inter-atomic distances in matter,

enables self-interference phenomena for scattering events occurring at the atomic posi-

tions, thereby permitting to determine the atomic configuration of the irradiated sample.

In this chapter, we provide a general outline relative to the main analytical tools to the

structural characterization of nanomaterials by the use of X-ray radiation. The discussion

is based on the excellent textbooks from Als-Nielsen and McMorrow153, and Egami and

Billinge154. Readers who seek a more comprehensive treatment of the methods below are

referred to the mentioned material.

2.3.1 X-ray Scattering

An X-ray wave travelling through a medium determines the presence of alternating elec-

tric field (E) which causes the electrons in the medium to oscillate. In turn, the accelerated

electrons produce an electron-magnetic wave which propagates in all directions perpen-

dicular to the electron oscillating direction, effectively scattering the incoming radiation.

For unbound or weakly bound electrons, the oscillating motion happens at the same

frequency as for the incoming X-rays. This process is elastic and is named Thomson

scattering. Due to elastic scattering, the direction of the incoming wavevector changes,

but its modulus is preserved.

Figure 2.7 schematically illustrates an X-ray scattering measurement performed in

transmission geometry and with use of an area detector. Since both the X-ray source and
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2.3 X-ray based methods to the structural characterization of nanomaterials

Figure 2.7: Scheme of an X-ray scattering experiment on an isotropic sample. An X-ray

beam hits the sample and the resulting scattering cone is measured by means of an X-ray area detector.

The incoming and scattered wawevectors ~k and ~k0 and the wavevector transfer ~q relative to one of the

represented diffraction rings are additionally shown.

the detector are far from the scattering point, the far-field limit applies and the incident

and scattered X-rays can be considered as planar wave. The difference between the

incoming k and the outcoming k0 wavevectors defines the wavevector transfer q = k�k0,

and the modulus of q relates to the scattering angle as:

|q| = 2k sin(✓) =
4⇡

�
sin(✓) (2.2)

In our approach, we utilize the kinematic approximation and disregard multiple scat-

tering events. This assumption remains valid for scattering experiments conducted on

materials with short-range order or powders, as these samples typically exhibit small

scattering cross-sections and limited coherent lengths.

The scattering amplitude A(q) generated by a an electron cloud results from the

integration of the electron density ⇢(r):

A(q) = �r0

Z
⇢(r)eiq·rdvr (2.3)

Here, r0 is the Thomson scattering length and vr is the total volume of the scattering

medium. The term eiq·r accounts for the phase shift between wavevectors scattered at a

distance r and with wavevector transfer q.

In an X-ray scattering measurement, the quantity experimentally accessible is the

scattering intensity I(q), which is the square of the amplitude function:
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I(q) =
|A(q)|2

r20
=

Z
⇢(r)⇢(r0)eiq·(r0�r)dvrdvr0 (2.4)

where I(q) is now conventionally formulated in units of r0. According to (2.4), the

scattering intensity corresponds to the Fourier transform of the autocorrelation function

of the electron density. The total electron density of the scattering medium can be further

expressed as the sum of the electron density surrounding individual atoms, by use of the

atomic form factor f 0(q)

f 0(q) =
Z

atom

⇢(r)eiq·rdvr (2.5)

For forward scattering, q = |q| = 0 and f 0(q) equals the atomic number Z, while its

value approaches 0 for q ! 0. The exact value of the atomic form factor as a function of

q depends on the shape of the atomic orbitals and is tabulated for each element.

Equation (2.4) can be re-written by replacing the integral with the sum over all atom

pairs:

I(q) =
X

i

X

j

f 0
i
(q)f 0⇤

j
(q)eiq·(ri�rj) (2.6)

In an X-ray scattering experiment conducted over liquids, nanostructured dispersions

or powders, the X-rays interact with a collection of atomic groups which are randomly

distributed. Therefore, only the modulus of q is effectively probed during the measure-

ment, while the direction of q is isotropic. Eq. (2.6) can then be rewritten after averaging

the phase factor eiq·r over all orientations as:

I(q) =
X

i

X

j

f 0
i
(q)f 0⇤

j
(q)

sin(q rij)

q rij
(2.7)

Eq. 2.7 is known as the Debye Scattering Equation (DSE). The espression for the

normalised structure factor S(q) is obtained after dividing the scattering intensity by the

number of scatterers and the squared of the averaged atomic scattering amplitude:

S(q) =
I(q)

Nhf(q)i2 = 1 +
1

Nhf(q)i2
X

i 6=j

f 0
i
(q)f 0⇤

j
(q)

sin(q rij)

q rij
(2.8)

We note that S(q) approaches unity when q ! 0. Finally, S(q) can be reformulated

as the reduced total scattering structure function F (q), given by:
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F (q) = q(S(q)� 1) =
1

Nhf(q)i2
X

i 6=j

f 0
i
(q)f 0⇤

j
(q)

sin(q rij)

rij
(2.9)

As the atomic form factor approaches 0 at high-q, multiplying S(q) by q amplifies

the contribution of high-angle scattering data in F (q). Although the high-q region of

the scattering pattern is typically disregarded in traditional Bragg diffraction analysis, it

becomes essential when performing structural analysis in real space through the atomic

pair distribution function.

2.3.2 The atomic pair distribution function

In this section, we provide the analytical expression and an intuitive interpretation of the

reduced atomic pair distribution function (PDF, G(r)).

We first introduce the radial distribution function R(r), which is defined as

R(r) = 4⇡r2⇢(r) (2.10)

and is closely related to the PDF. Here, ⇢ = N/V is the atomic density, and 4⇡r2 describes

the size of the spherical shell at a distance r. R(r) therefore measures the number of atoms

positioned at a given distance r from the origin.

Alternatively, we can express R(r) as the histogram of the scattering amplitudes for

all the atom-pair distances in the collection, averaged over the mean scattering amplitude

of the constituent atoms:

R(r) =
1

N

X

i

X

j 6=i

fi(q)f ⇤
j
(q)

hf(q)i2 �(r � rij) (2.11)

where � are Dirac functions.

G(r) relates to R(r) as:

G(r) =
R(r)

r
� 4⇡r⇢0�0(r) (2.12)

where ⇢0 is the averaged atomic density of the material and �0(r) is a characteristic shape

function for the scattering object. The PDF thus intuitively defines the scaled probability

of finding two atoms at a distance r in a material. This interpretation is schematically
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illustrated in Figure 2.8 Due to its ability to probe the local atomic environment, PDF

analysis proves especially valuable when investigating the atomic structure of short-range

ordered or amorphous materials.

Experimentally, G(r) is obtained after calculating the sine Fourier transform of F (q)

in the accessible range of q:

G(r) =
2

⇡

Z
qmax

qmin

F (q)sin(qr)dq (2.13)

The experiments is appropriately referred to as X-ray total scattering (TS) since the

diffuse scattering intensity at high-q is also collected together with the X-ray diffraction

peaks. Egami and Billinge have provided analytical expressions for the normalization

and correction of the experimental I(q) data prior to Fourier transform calculation.154

However, comparable values of G(r) are attained using a simplified approach, based on

the use of an ad hoc correction algorithm. In this study, we prefer this method, which is

integrated into the software package PDFGetX3.155

By performing the Fourier transformation over a limited range in q, some artefacts

generate in the experimental G(r) due to the convolution of the ideal G(r) with a step

function initiating at qmax. Such artefacts take the form of terminating ripples which

oscillate with a period of ⇡ 2⇡/qmax. Moreover, the truncation of the scattering signal

at low angle determines the presence of the second term in Eq. 2.12, which produces

a negative slope in the baseline at low-r. The rigorous derivation of the latter effect is

shown by Farrow et al.156

2.3.2.1 Rapid acquisition of PDF data

A key experimental requirement to achieve high-resolution PDF data is the measurement

of the scattering intensities up to high values of the scattering vector q. However, scat-

tering patterns tend to be less defined and more noisy at high-q due to the decrease in

the amplitude of the X-ray atomic form factors. In a typical in-house setup, consisting

of an X-ray anode and a point detector, this issue is circumvented by greatly increasing

the acquisition time to improve the signal-to-noise ratio at wider scattering angles. How-
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2.3 X-ray based methods to the structural characterization of nanomaterials

Figure 2.8: Illustration of the physical interpretation of the atomic pair distribution func-

tion. Each peak in the PDF corresponds to the normalized probability of finding an atom in a shell of

radius r from an other atom, which is located in the origin.

ever, these measurements are very slow and typically take up to several hours even for

crystalline samples.

At the synchrotron, the rapid acquisition of the pair distribution function is obtained

by combining the high-flux radiation to the use of an image-plate (IP) detector.157 The

detector is usually positioned to intersect the direct beam at its center or alternatively at

one corner, and improved statistics at high-q are obtained by the increasing number of

pixels at longer radial distances from the beam point of normal incidence (PONI). The

sample-to-detector distance (SDD) is then adjusted so to measure the scattering signal

up to 25-30 Å-1. By increasing the SDD, higher values of qmax are collected at the expense

of a reduced q-resolution due to the finite pixel size. High-energy X-ray radiation with

energy above 50 keV is typically employed to reduce the geometrical amplitude of the

scattering cone.

Measurements of a standard allows to precisely calibrate the geometry of the exper-

iment, i.e. the relative position and orientation of the sample and the detector. Since

IP detectors cannot discriminate on the energy of the detected radiation, the measured

signal is the sum of elastic scattering, unelastic (Compton) scattering and fluorescence.

Most of these contributions are corrected prior to the PDF extraction.154,155,158,159

Figure 2.9 shows the data reduction stages to obtain the PDF starting from the

azimuthally integrated total scattering data. The first step consists in the removal of the

background scattering signal generated by all experimental components but the sample
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Figure 2.9: Data processing steps applied to a Fe3O4 crystalline powder measured in a 1

mm polyamide capillary. a) Plot of the total scattering intensity from the sample measurement I(q)

and the scaled background intensity. The latter is dominated by the signal from the capillary as well as

by air scattering. b) Plot of the total scattering structure factor S(q). c) Plot of the reduced structure

factor F (q). d) Plot of the pair distribution function G(r)

of interest. Air scattering and scattering from the sample container all contribute to the

background. In this work, we determine the background signal by performing a separate

X-ray scattering measurement in the exact same conditions as for the main experiment
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in the absence of the sample. For in situ runs, we performe time-resolved measurements

of the scattering signal generated by the heated solvent mixture in the absence of the

nanoparticle precursors. We then remove the background contribution from the total

in situ scattering signal by use of a scale factor, which we select either manually or by

using an automated routine to deliver a background-subtracted intensity pattern which

approaches 0 at high-q.

The resulting intensities are then converted into the total scattering structure factor

S(q) and further to the reduced structure factor F (q). As the signal-to-noise ratio be-

comes unfavorable at high-q, it is necessary to introduce a qmax parameter to limit the

q-range of the data before Fourier transforming F (q) into G(r). Selection of an appro-

priate value of qmax must be performed carefully, as noise removal via decreasing of the

selected qmax value comes at the expense of a lower resolution in r of the outcoming G(r).

2.3.2.2 Modeling the PDF

The PDF provides a survey of the interatomic distances in a given material. Due to its

intuitive nature, even a qualitative inspection of the experimental PDF provides valu-

able insights into the atomic structure of the sample. Apart from the presence of the

terminating ripples, the peak positions in the PDF directly reflect the interatomic dis-

tances in direct space. In the interpretation of the in situ measurements, the formation or

consumption of chemical compounds can be directly inferred after observing an increase

or decrease in the PDF intensity and their characteristic bond distances. Moreover, the

intensity of the PDF peaks correlates with the number of atomic pairs involved in a

specific interatomic distance, and the peaks are more intense when heavier elements are

involved in the atomic pair. Finally, the peak width determines the distribution of the

atomic distances in the atom-atom pair, and directly correlates with the atomic thermal

vibrations.

In addition to these qualitative observations, more detailed structural information are

extracted after comparison of the experimental PDF data with simulated data generated

from a model structure. In this work, modeling of the PDF is performed either within

the attenuated crystal (AC) approximation or by use of discrete atomistic models and of

the DSE. These two approaches are outlined in the next paragraphs.
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Figure 2.10: Modelling of the PDF by the AC approximation. a) The characteristic dampening

function �0(r) profiles for selected shapes of the crystalline domain. The plot includes a sphere (spherical

diameter = 40 Å), a spheroidal (axial and equatorial sizes = 40 and 20 Å, respectively), a 20 Å thick

sheet, and a shell with internal and external diameter of 20 and 40 Å. b) Comparison of the simulated

PDF profiles for a spherical CeO2 crystalline domain with a diameter of 100 and 4 nm, respectively. The

different sizes in the model affect the intensity of the simulated PDF peaks, but not their position and

shape.

Modelling by the AC approximation We employed the AC approximation to model

the PDF of nanocrystalline materials. This method utilizes a small box approach, where

a single crystallographic unit cell is replicated based on the lattice symmetry using pe-

riodic boundary conditions. The resulting PDF is then convoluted with a characteristic

dampening function, �0(r), to account for the finite size and unique shape of coherent

crystalline domains. In this work, we model the PDF via AC approximation by use of

the PDFGenerator class implemented in Diffpy-CMI python package.160

Figure 2.10 shows the �0(r) profiles for selected shapes and further showcases the

effect of convoluting the simulated PDF of CeO2 with �0(r) functions for spheres of

different sizes. The AC approximation serves as the direct-space analogue of the Rietveld

refinement in reciprocal space.161

We calculated the PDF in direct space, according to:

G(r) =
1

Nr

X

i

X

j 6=i


fif ⇤

i

hfi2 exp
✓
�(r � rij)2

�2
ij

◆�
� 4⇡r⇢0 (2.14)

where ⇢0 is the averaged atomic number for the sample and N is the number of atoms in

the model.162 The � function of eq. 2.11 are here substituted with the broadening term
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exp(�(r � rij)2/�2
ij
), where �ij is defined as

�ij = �0
ij

s
1� �1

rij
� �2

r2
ij

� q2
broad

r2
ij

(2.15)

�0
ij

is the mean squared displacement due to atomic thermal vibrations.163 �1 and �2

are correction factors that can be alternatively used to account for correlated atomic

motions, while qbroad models the PDF peak broadening due to the finite resolution in q

of the experimental data. The limited range in q of the scattering data further results

in a dampening of the PDF peak intensity, which we model by multiplying the PDF

calculated via eq. 2.14 by the dampening function B(r) = e�(r qdamp)2/2. Both qbroad

and qdamp are instrumental parameters which depend on the particular geometry of the

experiment and on the size of the detector pixels. In practise, values of qbroad and qdamp

are determined upon a separate refinement of the experimental PDF after measurement

of a calibrant, i.e. of a stable micro-crystalline material, at the exact same conditions as

the sample.

Finally, the calculated PDF is multiplied by the �0 function, accounting for the geo-

metrical shape of the coherent domain. For spherical domains, this takes the form:

�0(r) =


1� 3r

2d
+

1

2

⇣r
d

⌘3�
H(d� r) (2.16)

where d is the diameter of the sphere and H is a step function which is equal to 1 for d < r

and zero otherwise.164 Analytical functions also exist for other geometrical shapes.165.

Quantitative structural information is extracted after minimization of the weighted

residual Rw between the calculated and the experimental PDFs. Rw is defined as:

Rw(P) =

sP
n

n=1 |Gexp(rn)�Gcalc(rn,P)|2P
n

n=1 Gexp(rn)2
(2.17)

where rn are the discrete points of the experimental data and P is the parameter vector

used to build the model structure. Typical parameters involved in the refinement are the

lattice constants and angles, the symmetry constrained atomic displacement parameters

(ADP), and �1 or �2. The refinement can further include the dimensions of the coherent

crystalline domain, as well as the atomic displacement and occupancy of selected lattice

sites.
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Modelling the PDF by discrete atomistic models The assumption of periodic

boundary conditions doesn’t always provide a suitable model to interpret the experimen-

tal PDF. During the synthesis of nanoparticles, organometallic intermediate complexes

emerge in solution that display short-range order and obviously lack a periodic arrange-

ment. In realistic nanoparticle systems, the presence of twinned boundaries, surface

defects, highly anisotropic shapes or locally amorphous structures does not fit the ideal

single-crystalline configuration assumed in the AC approximation. In all these cases,

the non-periodicity of the sample required more sophisticated discrete atomistic models,

which allow to explicitly account for the positions of each individual atom in the sample.

Once the model is provided, the scattering intensity is first computed directly from the

atomic coordinates via the DSE, and then Fourier transformed to the PDF.

To account for the Debye-Weller effects, the DSE in 2.7 is modified into:

F (q) =
1

Nhfi2
X

i 6=j

f 0
i
f 0⇤
j
(e�

1
2�

2
ij
q
2
)
sin(q rij)

rij
(2.18)

where �ij is the correlated broadening factor for the atom pair.166 The termination effects

due to the finite q range of the data are then explicitly accounted in the evaluation of the

Fourier transform via eq. 2.13.

A significant drawback of the reciprocal-space calculation lies in its heightened com-

putational cost compared to the real-space counterpart owed to the increased number of

atomic pairs which are involved in the calculation. In this work, we perform PDF mod-

elling via DSE by use of the DebyePDFGenerator class within Diffpy-CMI package.160

While only few software packages are available for building atomistic models of nano-

particles167–169, numerous tools exists to create molecular structures. Among those, the

freely available software Avogadro represents a popular choice.170

2.3.3 Small-angle X-ray scattering

In Section 2.3.1 we showed that the intensity measured during a scattering measurement

corresponds to the product of the form factors for atomic pairs times a phase term of the

form eiq(ri�rj). We can assume for simplicity a mono-atomic system to rearrange eq. 2.6

into:
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I(q) = Nf(q)2 + f(q)2
X

i

X

i 6=j

eiq(ri�rj) (2.19)

where N is the total number of atoms. We can now replace the sum over i 6= j with an

integral of the atomic number density over the volume of the atomic arrangement:

I(q) = Nf(q)2 + f(q)2
X

i

Z

V

⇢n(rij)eiq(ri�rj)dVj (2.20)

where dVj is a volume element located at a position ri � rj. The X-ray scattering signal

ultimately arises from local deviations of the electron density from the average density

⇢at. I subtract and add a term proportional to ⇢at to get:

I(q) =Nf(q)2 + f(q)2
X

i

Z

V

[⇢n(rij)� ⇢at] e
iq(ri�rj)dVj

| {z }
ISRO(q)

+ f(q)2⇢at
X

i

Z

V

eiq(ri�rj)dVj

| {z }
ISAXS(q)

(2.21)

Here, the ISRO(q) is sensitive to the short range order (SRO) and hence contains con-

tribution from typical inter-atomic distances. Conversely, the term ISAXS(q) contributes

to the scattering signal for q ! 0 and thus contains information over the structure, i.e.

size and shape, of larger sized objects, such as polymers, micelles or nanoparticles. This

part of the scattering signal is referred to as small-angle X-ray scattering (SAXS).

We can now introduce the single-particle form factor F (q), defined over the particle

volume Vp:

F (q) =
1

Vp

Z

Vp

eiqrdVp (2.22)

and model the scattering intensity of an isolated single particle as

ISAXS

p
(q) = �⇢2V 2

p
|F (q)|2 (2.23)

where �⇢ = ⇢p � ⇢s is the scattering length difference between the particle and its

surroundings. F (q) can be calculated analytically for few shapes,171 including spheres:153
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F (q)sphere = 3


sin(qR)� qRcos(qR)

q3R3

�
(2.24)

For polydispersed samples, SAXS intensity is modelled according to the particle size

distribution function D(R):

I(q)SAXS = �⇢2
Z

Vp

D(R) · Vp(R)2 · |F (q, R)|2dR (2.25)

We now consider which useful information can be extracted via analysis of the SAXS

profiles. In the short wavelength limit, typically with q > 0.1 Å-1, qR is much bigger than

1 and eq. 2.24 can be combined to eq. 2.23 to yield the Porod law :

I(q)SAXS =
4⇡ �⇢2

q4
Sp (2.26)

Therefore, in the Porod regime the intensity of the scattering signal is proportional

to the surface area of the sphere Sp and is predicted to decay by a power law with

exponent �4. In fact, the exponent of the power law depends on the surface morphology

and dimensionality of the scattering object and reduces to smaller (absolute) values for

rougher surfaces.172 The analysis of the scattering intensity in the Porod-regime thus

provides information over porosity, shape and interfacial structure of nanoparticles.

Differently, in the long wavelength limit qR ! 0 an appropriate trigonometric expan-

sion of eq. 2.24 leads to:

F (q)sphere = 1� (qR)2

10
(2.27)

which can be substituted in eq. 2.23 to outcome, after further rearrangements, in the

Guinier law :

ISAXS

p
(q) = �⇢2V 2

p
e�q

2
R

2
g/3 (2.28)

where R2
g

is the radius of gyration, defined as the root-mean-squared distance from the

particle center of gravity. Therefore, fitting the dependency of the X-ray scattering inten-

sity at low-q via eq. 2.28 provides a direct measurement of the size of the nanoparticles.
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Finally, when the distances between the particles are comparable to the particle sizes,

the SAXS intensity results in:

ISAXS

p
(q) = �⇢2V 2

p
|F (q)|2S(q) (2.29)

where S(q) is the structure factor, which accounts for inter-particles correlations. For

completely random arrangements of the particles, S(q) = 1 and eq. 2.29 reduces to eq.

2.23. Conversely, for highly ordered nanoparticle systems such as in colloidal crystals173,174

or mesocrystals,55,148 the structure factor exhibits sharps peaks in the small-angle regime.

2.3.4 X-ray diffraction

When an X-ray beam impinges on a crystal, the scattering pattern transforms into a

periodic arrangement of high-intensity spots. This phenomenon is called X-ray diffraction

(XRD) and can be exploited to determine the atomic structure of crystalline materials.

We define a crystal as a periodic arrangement of atoms forming a lattice with trans-

lational simmetry. A set of lattice vectors Rn

Rn = n1a1 + n2a2 + n3a3 (2.30)

defines each point of the lattice. Here, a1, a2 and a3 are the lattice vectors, and n1, n2

and n3 are integer numbers. The vectors a1, a2 and a3 defines the size of the unit cell,

i.e. the repeating unit of the lattice. The adoption of a set of lattice vectors to describe

a crystal represents a very powerful tool, as by knowing the position rj of each of the

j-atoms in the unit cell, vectors of the kind rj +Rn can be used to describe all atomic

positions in the crystal.

The scattering amplitude from a crystal can be therefore written as:

Acrystal(q) = �r0
X

rj+Rn

fj(q)e
iq·(rj+Rn) = �r0

X

j

fje
iq·rj

| {z }
Aunit cell(q)

X

n

eiq·Rn

| {z }
Alattice(q)

(2.31)

Since the size of a crystal is much larger than the size of the unit cell, the sum in

the second term of eq. 2.31 happens over a very large number of unit cells. Thus, the

sum of terms eiq·Rn will generally cancel out, unless the scattered waves from different
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lattice point are all in phase. In that case, they interact constructively, resulting in

bright intensities in the diffraction pattern. The condition for constructive interference

is expressed by::

q ·Rn = 2⇡ · ninteger (2.32)

To solve eq. , we first introduce the reciprocal lattice G, which is defined similarly to

the direct lattice by a set of reciprocal vectors a⇤
i
:

G = ha⇤
1 + ka⇤

2 + la⇤
3, with a⇤

i
=

2�ij
aj

(2.33)

where h, k, l are the (integer) Miller indices and �ij is the Kronecker delta. We notice

that G satisfies eq. 2.3.4, since

G ·Rn = 2⇡(hn1 + kn2 + ln3) (2.34)

We therefore conclude that only for the scattering vectors q which coincide with a

reciprocal lattice vectors the scattering amplitude from a crystal will be non-vanishing.

This is known as the Laue condition. An alternative formulation of Laue condition is

provided by the well-known Bragg’s law, where the conditions for constructive interference

is formulated for a family of planes (h k l) with an interplane distance of dhkl as:

n� = 2dhklsin(✓) (2.35)

with � the wavelength of the incoming radiation, ✓ the angle between the incident X-rays

and the lattice planes, and n being an integer number.

The XRD data can be employed to determine the composition and atomic arrange-

ment of the crystal, as well as additional structural features on the atomic level, such as

size and anisotropy of the crystallites, strain, and atomic vibrations. In the absence of a

single crystal, similar information can be determined after measurement of a large num-

ber of randomly oriented crystallites in a powder X-ray diffraction experiment (PXRD).

Quantitative analysis of the PXRD data is typically performed in reciprocal space, by

the popular textitRietveld refinement method.161,175
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2.3 X-ray based methods to the structural characterization of nanomaterials

2.3.5 X-ray absorption spectroscopy

Our discussion has so far restricted to the elastic scattering of X-rays. However, under

certain conditions inelastic phenomena prominently dictate the interaction between X-

rays and matter. When the X-ray energy approaches the binding energy of a core electron

to the nucleus, X-ray photo-absorption might take place, determining the annihilation of

the incoming photon and the transition of the electron to outer electronic shells or to

vacuum. A complete treatment of this process requires quantum mechanical description

of both the X-rays and the absorbing electron, which is beyond the scope of this section.

However, the phenomenon can be illustrated in a more phenomenological way by describ-

ing the absorption by means of the Lambert-Beer law, which states that the intensity I0 of

an X-ray beam is attenuated after travelling through a medium of thickness d according

to

I = I0e
�µ(⌫)d (2.36)

where I is the transmitted intensity and µ(⌫) is the absorption coefficient. The value of

µ depends on the frequency ⌫ of the X-rays and generally decreases at increasing values

of ⌫. However, when the X-ray energy matches the energy for an electronic transition to

vacuum, sudden increases in the absorption properties of the medium are observed. These

jumps of the µ values are called absorption edges. These edges are commonly labelled

with capital letters K, L, M, ... according to the principal quantum number of the initial

state of the absorbing electron, while indexes like I, II, III, ... are used to distinguish

different electronic sub-shells. Therefore, the excitation of a 1s electron defines a K-edge,

while excitation from 2s, 2p1/2 and 2p3/2 will generate LI, LII and LIII edges, respectively.

In a simple experimental setup, X-ray absorption spectroscopy (XAS) is performed

by tuning the energy of the probing X-rays in the proximity of the absorption edge

of a given element and by determining the transmitted intensity as a function of the

radiation energy. For assemblies of atoms, such as for crystalline materials or molecules,

the resulting spectra display additional features to the absorption edge due to a variety

of physical processes, which are collectively referred to as X-ray absorption fine structure

(XAFS). Figure 2.11 shows the X-ray absorption spectrum obtain across the Cu K-edge
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2 Theoretical background and state of the knowledge

Figure 2.11: X-ray absorption spectrum for a CuBi2O4 thin film measured at the Cu K-

edge. The different regions of the spectrum are highlighted in different colours.

for a film of CuBi2O4. A XAS spectrum is typically divided into two major regions, the

X-ray absorption near-edge structure (XANES) and the extended X-ray absorption fine

structure (EXAFS). These regions generally carry different information over the sample

and will be therefore treated separately in the following sections.

2.3.5.1 XANES and HERFD-XANES

XANES refers to the part of the spectra in the proximity of the absorption edge. Its

shape is usually dominated by a sudden increase in the absorbed intensity, due to the

transition of a core electron to unoccupied electronic states just below the continuum.

The absorption peak in this part of the spectrum is referred to as white line, and its

intensity is proportional to the number of unoccupied density of states (DOS), which can

be either bound (excitonic) or unbound (continuum) states.

Due to the conservation of the angular momentum, only certain electronic transitions

involving symmetry-selected states are allowed, such as s ! p, p ! s, d, d ! p, f ,

and f ! d, g. However, formally forbidden electronic transitions may also be observed,

due the hybridisation of atomic orbitals or quadrupolar coupling. Such transitions may

thus determine the appearance of weaker absorption lines in the pre-edge region of the
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2.3 X-ray based methods to the structural characterization of nanomaterials

XANES. In the spectrum showed in Figure 2.11, the absorption edge corresponds to a

1s ! 4p transition, while the pre-edge indicates a 1s ! 3d, which occurs in violation of

the selection rules. Such pre-edge features are often observed in the spectra of transition

metals.176

XANES probes the oxidation state of the absorbing element, as an increase in the oxi-

dation number determine a shift of the absorption edge to higher energy values. Moreover,

it carries information on the molecular geometry of the absorbing site. For instance, a

distortion of a centro-symmetric geometry for a transition metal leads to an increase in

the pre-edge intensity due to the improved mixing of the 3d and 4f states.177 Methods

for quantitative modelling of the X-ray absorption properties are available, for example

via FEFF178 and FDMNES software,179,180 although a full quantitative analysis of the

XANES data is still limited due to the difficult evaluation of the effect of back-scattered

electrons to the absorption profiles.176 XANES is therefore regarded as carrying fingerprint

information of the absorbing atoms, and experimental patterns are typically compared

to reported or simulated references.

Figure 2.12: Comparison of HERFD-XANES and conventional XANES profiles. The data

refers to the same Cu(II) organo-metallic complex measured dispersed in an organic solution. In the

HERFD-XANES profile, the pre-edge peak due to the 1s ! 3d transition in the Cu(II) species is

significantly more prominent compared to the conventional XANES profile.
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2 Theoretical background and state of the knowledge

As an effect of the Heisenberg uncertainty principle, the short lifetimes of the final

state after the absorption event limit the overall energy accuracy of conventional XANES

measurement, smearing out the features in the pre-edge region. However, the excited

state after absorption typically transits to longer living, lower energy excited states, from

which further relaxation to the ground state might occur by fluorescence emission. Due to

their longer lifetimes, the energy determination of the lower energy excited states is more

accurate. By detecting the X-ray absorption spectrum using the intensity of the emitted

X-ray fluorescence, lifetime broadening effect in the XANES can thus be reduced.181,182

This method is called high-energy resolution fluorescence detected XANES (HERFD-

XANES). In Figure 2.12, the HERFD-XANES spectrum obtained for a Cu(II)-amino

complex in solution is compared to the data obtained via conventional XANES. In the

pre-edge region, the 1s ! 3d transition results in a well defined peak in the HERFD-

XANES data, in contrast to the smeared shoulder in the conventional XANES pattern.

Since HERFD-XANES requires the measurement of the narrow fluorescence emission

while sweeping over the energy of the incident the X-rays, its measurement is technically

more demanding compared to standard XAS. Moreover, a major drawback of the high-

resolution method reposes in the longer acquisition time due to the low yield of fluorescent

emission. Therefore, HERFD-XANES measurements substantially benefits by the use of

highly intense radiation, such as the one provided by 3rd or 4th generation synchrotron

facilities.

2.3.5.2 EXAFS

For higher X-ray energies than the core-to-valence transitions, ionization takes place and

the absorbing electron is ejected from the atom. In the EXAFS region, which extend from

40 to 1000 eV above the absorption edge, oscillations in the intensity results from the

scattering of the ejected electron by neighbouring atoms. EXAFS data contains therefore

information over the atomic arrangement in the vicinity of the absorbing element.

The oscillations of the EXAFS spectra are commonly referred to the dimensionless

quantity �(q), defined as:

�(q) =
µx(⌫)� µ0(⌫)

µ0(⌫)
(2.37)
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2.3 X-ray based methods to the structural characterization of nanomaterials

where µ0(⌫) is the absorption coefficient within an isolated atom, and µx(⌫) is the exper-

imental absorption coefficient. The value of �(q) can be modelled by use of the standard

expression for EXAFS data:

�(q) =
1

q

X

j

Nj

tj(q)sin(2qRj + �j(q))

R2
j

e�2(q�j)2e�2Rj/⇤ (2.38)

where Nj is the number of neighbouring atoms j with distance Rj, tj is the back scattering

amplitude, �j is the phase shift, �j is the root mean squared displacement value due

to atomic vibrations and ⇤ is a phenomenological parameter accounting for the mean

free pathlength of the photoelectron.153 By Fourier transform of eq. 2.38, the radial

distribution function is obtained.

Compared to the PDF from TS data, the radial distribution from EXAFS typically

restricts to less than 5 Å from the excited atoms, due to the e�2Rj/⇤ factor in eq. 2.38. On

the other hand, EXAFS selectively probes the local environment surrounding the absorb-

ing elements and thus provides complementary information which turn significantly useful

in case of multi-elemental samples compared to the element-unspecific X-ray scattering

signal.

By utilizing quick EXAFS (QEXAFS) routines at the synchrotron, the acquisition

time of EXAFS profiles can be significantly reduced to only tenths of seconds, there-

fore permitting to probe the local environment of selected elements during fast chemical

transformations in situ.183–185 Such an increase in the time resolution partly comes at the

expense of an increased signal-to-noise ratio in the QEXAFS data compared with slower

acquisition protocols.

2.3.6 X-ray refraction and reflection from interfaces

We have so far described the interaction between X-rays and matter by means of an

atomistic model. However, X-rays also experience both refraction and reflection phe-

nomena, which are more conveniently accounted by describing the target material as a

continuum medium with homogeneous composition and sharp boundaries. With diffrac-

tion we indicate the phenomena by which an electromagnetic wave bends as it crosses the

interface between two different media, as shown in Figure 2.13. Generally, a fraction of
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2 Theoretical background and state of the knowledge

Figure 2.13: Illustration of the reflection and refraction of an X-ray beam from an ideal

surface at an angle of incidence ↵ above the critical angle.

the incoming radiation doesn’t cross the interface, but returns instead into the medium

of origin. This phenomenon is called reflection and the angle of reflection with respect

to the interface plane is of the same amplitude ↵ as for the incident angle. Differently,

the relation between ↵ and the refracted angle amplitude ↵0 is described by Snell’s law :

n1cos(↵) = n2cos(↵
0) (2.39)

where n1 and n2 are the refractive indexes of the two media, and the refractive index of

vacuum equals unity by definition. The magnitude of n depends on the wavelength of

the incoming wave. For X-rays, n can be conveniently expressed as:

n = 1� � + i� (2.40)

where � is a number in the order of 10�5 for solids and 10�8 for air. The imaginary part

� is generally much smaller than �. The exact value of � relates to the electron number

density ⇢ in the medium and to the radiation wavelength � according to:

� =
⇢r0�2

2⇡
(2.41)

with r0 being Thomson scattering length.

We note that differently than for visible light, for X-ray radiation the refractive index

is smaller than one. By travelling from the vacuum (or air) to a solid medium, the X-ray

beam will consequently refract at an angle ↵0 < ↵. It follows that below a certain critical

angle ↵c the X-rays don’t penetrate the second medium, but all the incoming radiation

44



2.3 X-ray based methods to the structural characterization of nanomaterials

undergoes total external reflection. At the critical angle and assuming for simplicity the

first medium being vacuum, eq. 2.39 becomes

cos(↵c) = n (2.42)

By expanding the cosine as cos(↵c) ⇡ 1� ↵
2
c

2 and by using the relation 2.40, we obtain:

↵c =
p

2� � 2i� ⇡
p
2� (2.43)

which relates the critical angle ↵c to �. Since according to eq. 2.41 the value of � increases

with the square of �, the amplitude of the critical angle is proportional to � and therefore

linearly decreases by increasing the energy of the X-ray radiation.

The ratios between the transmitted aT and the reflected aR amplitudes with respect

to the amplitude of the incoming radiation aI is given by Fresnel equations:

r :=
↵R

↵I

=
↵� ↵0

↵ + ↵0 ; t :=
↵T

↵I

=
2↵

↵ + ↵0 (2.44)

where we introduce the amplitude reflectivity, r, and trasmittivity, t. The corresponding

intensity reflectivity (R) and trasmittivity (T ) can be calculated from the absolute square

of r and t, respectively.

By combining Snell’s law to eq. 2.40 and by applying a cosine expansion, we can

clearly show that ↵0 is a complex number:

cos(↵) = ncos(↵0) ! ↵2 = ↵02 + 2� � 2i� (2.45)

The imaginary part of ↵0 describes the dampening of the transmitted wave in the

medium. We define the penetration depth ⇤ as the length of material which dampens

the transmitted intensity by a factor 1/e. It can be shown that:

⇤ =
�

4⇡Im(↵0)
(2.46)
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Figure 2.14: The reflectivity, the transmittivity, and the penetration depth calculated for

Cu at different X-ray energies and plotted as a function of the incident angle ↵, normalized

over the critical angle ↵c.

Figure 2.14 shows the exemplary values of R, T and ⇤ as a function of ↵/↵c which we

calculated for Cu and for different X-ray energies. The electron density ⇢ was determined

by:

⇢ =
Z Na ⇢mass

⇢molar

(2.47)
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where Na is the Avogadro number, while Z = 29, ⇢mass = 8.59 g/cm3 and ⇢molar =

63.546 g/mol are the atomic number, the mass density and the molar density of Cu,

respectively. For completeness, the imaginary part � was also included in the evaluation

of the refractive index by using:

� =
µ(�)�

4⇡
(2.48)

where the values of attenuation coefficients µ(�) were found in the NIST Standard

Reference database.186

From the plot, three different regimes can be distinguished:

- ↵ << ↵c : most of X-ray radiation is reflected away from the target. Since the

angle of incidence is smaller than the critical angle, the real part of ↵0 is 0 and the

transmitted wave propagates along the surface. The penetration depth is minimal,

in the order of few Å and independent on the X-ray energy. Due to its small

penetration depth, the transmitted wave is called evanescent wave. Measurements

performed at angles of incidence below the critical angle are referred to as made in

total external reflection conditions.

- ↵ ⇡ ↵c : the reflectivity steeply decreases when the angle of incidence approaches

the value of the critical angle. Simultaneously, the intensity of the transmitted

radiation increases and reaches a maximum for values of ↵ which are just below ↵c.

The penetration depth also monotonically increases for ↵ just below ↵c. At ↵ ⇡ ↵c

a steep jump in the value of ⇤ occurs, whose magnitude strongly depends on the

energy of the incoming radiation. For angles of incidence just above the critical

angle, energetic X-rays penetrate deep into the material to penetration length from

100 nm to 1 µm.

- ↵ >> ↵c : the reflectivity of the target approaches 0 and the X-ray radiation is

almost completely transmitted through the target. When measuring at ↵ >> ↵c

the measurement is referred to as performed in transmission or in glancing angle

conditions.
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Measuring at incident angles just below the ↵c thus permits to transmit a signifi-

cant part of the incoming radiation through the sample while preserving low penetration

depths below the sample surface. This measurement geometry is called grazing inci-

dence and is particularly fitted for probing the surface structure of flat samples and

two-dimensional materials.

2.3.7 Toward operando scattering studies on PEC-active films

The structural investigation of PEC-active thin films via high energy X-ray scattering

is challenged by the strong scattering signal originating from the thick substrate, which

commonly exceeds the thickness of the active films by three orders of magnitude.187

Attempts have been made to measure the PDF of films in transmission geometry, i.e.

by shining the X-ray orthogonal to the sample surface. However, such measurements

suffer from unfavorable signal-to-noise ratios which significantly limit the sensitivity of

the method.188–191 Although measurements in grazing incidence are well-established for

the study of crystalline films by surface X-ray diffraction,192–195 the use of high-energy

X-rays present significant technical difficulties due to the small amplitude of the critical

angle at high photon energies.

Recently, Dippel et al. demonstrated the rapid acquisition of PDF in grazing incidence

for thin films down to only a few nanometers in thickness.187,196 The measurement relied

on the careful control of the sample alignment with one millidegree precision. Although

the study was limited to the measurement of model films and to ex situ measurements, it

also lays the methodological groundwork for investigating complex photocorrosion phe-

nomena via operando acquisition of high-energy X-ray scattering in grazing incidence.
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Chapter 3

Materials and methods

3.1 Chemicals

Acetic acid (99%), benzyl alcohol (>99.0%, Sigma Aldrich), copper(II) acetylacetonate

(Cu(acac)2, >99.9%), copper(II) nitrate trihydrate (Cu(NO3)2 · 3 H2O > 99.9%), dioctyl

ether (Oct2O, 99%), hexane (> 99%), iron(III) acetylacetonate (Fe(acac)3, > 99.9% trace

metals basis), oleylamine (OAm, 99%), palladium(II) acetylacetonate (Pd(acac)2 , 99%),

sodium hydroxide (NaOH, 99%), and titanium(IV) tetrachloride (TiCl4, 99.9% trace

metal basis) are purchased from Sigma Aldricht. [2-(2-methoxyethoxy)ethoxy] acetic acid

(MEEAA , 99.7-100.5%), 2-propanol (100%), diethyl ether (>99.9%), ethanol absolute

(> 99.9%), glycerol (bidistilled, 99.5%), sodium dihydrogenphosphate (NaH2PO4, 100%),

and sodium sulphate decahydrate (Na2SO4 · 10 H2O, 100%) are purchased from VWR

Chemicals. Bismuth(III) nitrate pentahydrate (Bi(NO3)3 · 5 H2O, 98%) and Triton X-100

are purchased from Alfa Aesar. Toluene (Emsure) is purchased from Merk. Oleic acid

(OAc, > 99.0%) is purchased from TCI. Ethylene glycol (EG, 99%) is purchased from

Honeywell. Fluorine-doped tin oxide (FTO) coated glass slides 20x15 mm are purchased

from Ossilla. All chemicals are used as received without further purification.
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3 Materials and methods

3.2 Synthesis of metallic nanoparticles

3.2.1 Synthesis of Pd and Cu nanocrystals

Pd and Cu nanocrystals are prepared via a heat-up method from Pd(acac)2 or Cu(acac)2

precursor salts, respectively. To ensure the reproducibility of the results, all reactions

are carried out by use of SHINES reactor, which we also employ during the in situ

measurements.

In a typical synthesis, a stock solution of the metal acetylacetonate precursor (0.15 mol/L)

is prepared in a solvent mixture consisting of OAm (3 mL), OAc (1 mL), and Oct2O (0.8

mL). Around 80 to 250 µL of the precursor solution is subsequently transferred into

a thin-walled borosilicate glass tube or polyether ether ketone (PEEK) tube, which is

sealed air-tight by use of a PEEK liner. The latter is accommodated into SHINES reac-

tor, which we heat up to the reaction temperature of 190°C (Pd NCs, 40 min.) or 210°C

(Cu NCs, 12h) at a constant ramp of 10 °C min-1 and under stirring. When the reac-

tion temperature for the synthesis of Cu nanocrystals is raised to 230°C, phase-pure Cu

nanocrystals are obtained after 2.5h. After the synthesis, SHINES cell is allowed to cool

down naturally to room temperature. The nanocrystals are isolated from the reaction

mixture after addition of ethanol and by centrifugation, and further washed at least three

times by centrifugation after dispersion in toluene and subsequent addition of ethanol.

3.2.2 Synthesis and assembly of CuPd icosahedra

In a typical synthesis, a stock solution of the nanocrystal precursors is prepared in an

argon-filled glovebox by dissolving Pd(acac)2 (77.6 mg, 0.253 mmol) and Cu(acac)2 (123.1

mg, 0.467 mmol) into a solvent mixture of OAm (3 mL), OAc (1 mL), and Oct2O (0.8 mL).

Around 80-250 µL of the precursor solution is subsequently transferred into a thin-walled

borosilicate glass tube or PEEK tube, which is sealed air-tight by use of a PEEK liner.

The latter is accommodated into SHINES reactor, which is heated up to the reaction

temperature of 220 °C at a constant ramp of 10 °C min-1 and under stirring. At this

temperature, the reaction mixture turns from blue to red, and finally to black, indicating

the formation of nanocrystals. After 30 min at 220 °C, the cell is allowed to cool down

naturally to 100 °C to promote the formation of the supercrystals. After the synthesis,
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the nanocrystals are isolated from the reaction mixture after addition of ethanol (three

times in volume) and by centrifugation. The nanocrystals are then washed at least three

times by centrifugation after dispersion in one aliquot of toluene and subsequent addition

of three aliquots of ethanol.

3.3 Fabrication of thin films

3.3.1 Cleaning of the FTO substrates

Before deposition of the thin films, FTO-coated substrates are cleaned three times by ul-

trasonication in an aqueous solution of Triton X-100 (2% in deionised water), 2-propanol,

and deionised water, respectively. In-between each sonication step, the substrates are

thoroughly rinsed with deionised water. Finally, we blow dried the cleaned FTO-coated

substrates with purified air.

Before each spin coating step, an area of around 4x15 mm2 of the conductive side of

the FTO-coated substrate is masked with Kapton tape, to preserve the electrical contact.

The Kapton tape is then always removed before performing any thermal treatment on

the deposited films.

3.3.2 Fabrication of Fe2O3 films

Maghemite Fe2O3 thin films are prepared after spin-coating of a dispersion of magnetite

nanoparticles functionalised with MEEAA according to an adapted procedure from197.

For the synthesis of magnetite nanoparticles, 353.2 mg of Fe(acac)3 (1 mmol) are dissolved

in 5 ml of benzyl alcohol and then transferred to a 10 ml glass vial, which is heated

at 180°C for 30 minutes by microwave heating. After synthesis, the dispersion is first

centrifuged at 4000 rpm for 15 minutes and the supernatant discarded. The nanoparticles

are then washed three times by dispersion in 5 ml of absolute ethanol and centrifugation

at 4000 rpm for 15 minutes.

Functionalization with MEEAA is carried out after dispersing the nanoparticles in a

0.3 M solution of MEEAA in ethanol. The dispersion is first sonicated for 30 minutes and

then left under stirring at room temperature overnight. The functionalised nanoparticles

are washed twice by addition of 25 ml of hexane and subsequent centrifugation at 4000
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rpm for 5 minutes. Finally, the washed nanoparticles are dispersed in ethanol to a 10

mg/ml concentration. 40 µL of the ethanolic dispersion are spin-coated on cleaned FTO-

coated glass slides at a spinning rate of 3000 rpm. After each deposition, the FTO

substrate is dried on a hot plate at 100°C for 10 minutes and then further calcined in air

at 300°C for 1 hour. The deposition process is repeated for a total of 10 times.

3.3.3 Fabrication of Ti2O films

To fabricate Ti2O thin films, Ti2O nanoparticles are first synthesised, cleaned by cen-

trifugation and dried as a powder according to a procedure reported elsewhere.198 The

dried nanoparticles are then dissolved in ethanol to a concentration of 10 mg/mL. The

Ti2O thin films are then prepared by 15 successive depositions on FTO-substrate. In

each deposition, 40 µL of the ethanolic dispersion are spin coated at a spinning rate of

2000 rpm, after which the substrate is calcined at 300 °C for 5 min. At the end of the

deposition process, the film undergoes a final calcination at 500 °C for 2h.

3.3.4 Fabrication of CuBi2O4 films

CuBi2O4 thin films are prepared by subsequent spin coatings at 3000 rpm of 150 µL

of a freshly prepared precursor solution, which we obtain by mixing a 0.2 M solution

of copper(II) nitrate trihydrate in ethanol (2.5 mL), a 1.4 M solution of bismuth(III)

nitrate pentahydrate in acetic acid (714 µL), and ethylene glycol (78 µL). When indicated

in the text, ethylene glycol is substituted with the same amount of glycerol. After each

deposition, the film is calcined in a pre-heated furnace at 450 °C for 5 min. This procedure

is repeated for 10 times. Finally, the samples undergo a further calcination step at 500

°C for 12h.

3.4 Analytical methods

3.4.1 PXRD

Powder X-ray diffraction (PXRD) patterns are acquired using a Bruker D8 Advance

diffractometer equipped with a Cu K↵ X-ray radiation source.
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3.4.2 In-house SAXS

Laboratory SAXS data is recorded at the SAXS setup at the Soft Condensed Matter

chair at LMU Munich. A Mo microfocus source (� = 0.71 Å) is collimated to a beam

size of ca. 1 × 1 mm (full width at half maximum). Data are recorded using a Pilatus3R

300K detector (Dectris). Ex situ samples (CuPd supercrystals) are accommodated the

in situ reaction cell and measured for 1 h at a sample-to-detector distance of 1 m. The in

situ data during the synthesis of Cu nanocrystals is collected while running the synthesis

in an in situ reaction cell at a sample-to-detector distance of 2.59 m. The signal of an

empty borosilicate tube is used as a background in both cases. The detector geometry

is calibrated by measurement of silver behenate (AgBh) calibrant in a 1.5 mm polyimide

capillary.

3.4.3 FTIR

Fourier-transform infrared (FTIR) spectra in are recorded in attenuated total reflection

(ATR) mode with a Bruker Alpha II spectrometer.

3.4.4 UV-vis

UV–vis spectra are recorded using an Agilent Cary 5000.

3.4.5 SEM

Scanning electron microscopy (SEM) is performed using a Regulus 8220 (Hitachi High

Technologies Corp., Japan).

3.4.6 TEM

Transmission electron microscopy (TEM) imaging is performed on a JEOL JEM-1011

operating at 100 kV.
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3.4.7 HRTEM

High-resolution transmission electron microscopy (HRTEM) imaging are carried out on

a JEOL JEM-2200FS operating at 200 kV.

3.4.8 SAED

Selected area electron diffraction (SAED) measurements are performed using a TEM

JEM-1011 (JEOL) operating at 100 kV and at a camera length of 30 cm.

3.4.9 EDX

Energy-dispersive X-ray spectroscopy (EDX) measurements are acquired by using a Si(Li)

JEOL JED-2300 detector equipped at the a JEOL JEM 2200FS microscope.

3.4.10 ICP-MS

Inductively coupled plasma – mass spectrometry (ICP-MS, Agilent, 7700series) is per-

formed on an aqueous solution containing the elemental analytes. Before each batch

measurement, a calibration curve for the elements of interest is determined using 9 con-

centration points (0 – 2500 ppb) by diluting a multi-element ICP standard solution (Carl

Roth). After calibration, the linear regression of the obtained counts per second vs.

elemental concentration presents a correlation coefficient R > 0.9999.

For the determination of the metal content in the electrolyte during CA, 2 ml aliquotes

of the electrolyte are withdrown from the operando PEC cell and direclty measured

without further preparation.

Each analyte solution is injected in the spectrometer for 30 s to generate a stable ion

flow, followed by three acquisitions for each sample (0.99 s integration time per mass).

In-between each sample, the system is rinsed for 30 s with 2 vol.% HNO3 to prevent cross

contamination. Elemental concentrations are calculated considering the dilution steps

and by approximating the density of water to 1 g/mL.
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3.4.11 PEC characterization

PEC characterizations of the CuBi2O4 films are carried out by using Biologic SP150

potentiostat, a Ag/AgCl (3M NaCl) reference electrode, and a platinum wire as a counter

electrode in the standard 3-electrode configuration. Unless differently stated, a 0.5 M

Na2SO4 and 0.1 M NaH2PO4 aqueous solution buffered at pH = 5.7 is used as electrolyte.

The PEC measurements are performed by either using the in-house designed SCOPE cell

or a commercial PEC cell (ZAHNER-elektrik, PECC-2) with a optical area of 0.5 mm2.

During the measurements, the PEC-active films are illuminated either with a Lumixo

S (Lumatrix) AM 1.5G solar simulator or with our in-house designed LED light source,

with an emission centered at 385 nm. In both cases, we use the same total illumination

power density of 100 mW/cm2. The potentials measured with respect to the Ag/AgCl

reference electrode are converted to the RHE scale using the equation:

E (V vs. RHE) = E (V vs. Ag/AgCl (3 M NaCl)) + 0.209 + 0.059 × pH

OCP measurements are performed in chopped light conditions, with time intervals of

light on/off of 30 seconds. LSV is performed at potentials from 0.8 to -0.3 V vs. Ag/AgCl

(3 M NaCl) at a scanning rate of 10 mV/second. CA measurements are performed at a

constant potential of 0.5 V vs. RHE and under LED light illumination unless differently

specified.

3.5 Sample environment for in situ/operando measure-

ments

3.5.1 SHINES reactor

All syntheses of metallic nanoparticles are performed within SHINES cell, unless differ-

ently specified. The cell consists of a metallic body accommodating a sealed cylindrical

liner in which the synthesis takes place. The metal body is equipped with two low-voltage

Cartridge heaters (24V, 100W, Maxiwatt) and a Pt100 temperature sensor (Honeywell)

for temperature control. PEEK (Bieglo) plates are used for an improved thermal insula-
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tion. The cell is further equipped with a micro-stirrer (Variomag, Thermo Scintific).

The liner is made out of PEEK (Bieglo) and permits to air-tight seal a cylindrical

reaction vessel made out of either glass (borosilicate, Hilgenberg, wall thickness = 0.05

mm) or PEEK (Bieglo) and closed on one side. Different sets of liners are used to

accommodate reaction vessels of either 4.1, 6.5 or 9.5 mm in diameter, which we utilize

to run reactions starting from a volume of 80, 180 and 450 µL of the reaction mixture,

respectively. We employ glass vessels for X-ray scattering experiments, while PEEK

vessels are preferred for X-ray spectroscopy measurements and in house synthesis. The

vessels are filled with the reaction mixture and a stirring bar in an argon-filled glovebox

and sealed within the liner by means of a FPM75 o-ring (Hug-Tecknik) which is pressed

against the vessel walls by tightening of a screw located in the liner screw cap. All

syntheses are then run outside of the glovebox.

3.5.2 SCOPE cell

All the operando PEC high-energy X-ray scattering measurements are carried out in

combination to the on-purpose designed SCOPE cell. Additional ex situ in-house PEC

characterizations are also performed within SCOPE, unless differently specified.

The body of the cell is made out of PEEK (Bieglo). The sample is positioned over

a sample stage of size 26x16 mm2, which is located at the center of the cell body. The

cell displays a total of four polyamide (Kapton) windows, of 125 µm of thickness. Of

these, two larger sized windows are located on the front and the back side of the cell and

allow the transmission of both the incidence and scattered intensity, up to an angle of 28°

measured in the scattering direction from the film surface. Two smaller Kapton windows

are placed on the sides of the cell and used during the alignment procedure of the sample

surface with respect to the direct beam.

An optical window (quartz glass, Edmund Optics) above the sample position per-

mits to illuminate the film by use of an in-house designed LED illumination unit. All

windows are sealed water-tight by use of aluminum frames pressing against FPM gas-

kets (Reichelt). A Ag/AgCl (3 M NaCl) reference electrode (Biologic) and a platinum

wire counter electrode (adapted from Biologic) are positioned close to the sample surface

through threaded feedthroughs. Electrical connection of the working electrode (WE), ie.
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of the film sample, to an insulated wire is achieved by use of a WE-connector, which we

equipped with an electrical-conductive foam (Holland Shielding Systems) and a conduc-

tive silver paint (Ferro GmbH) which ensures electrical contact between the the wire and

the foam. The silver paint is masked from interaction with the electrolyte by use of a 2-

component glue (UHU plus schnellfest). Pressing the WE-connector against a bare region

of the sample surface connects the sample to the wire via deformation of the conductive

foam. The WE connector is further equipped with a FPM75 o-ring (HUG Technik) to

prevent the electrolyte to contact with the conductive foam during PEC operation.

The cell accommodates up to 36 mL of electrolyte in static conditions. Lateral

feedthroughs are used to load and unload the electrolyte and further permit to optionally

operate in flow of electrolyte.

3.5.3 LED illumination setup

Illumination of the film samples via high-power light-emitting diode (LED) is performed

via an in-house designed LED unit designed by Kilian Frank at the Center for NanoScience

(CeNS, LMU University). In this thesis, we use a Roschwege RSW-P01-385-2 LED

with an emission wavelength centered at 385 nm. The illumination setup consists of a

light-tight housing (aluminium, Thorlab) accommodating the LED unit, a heatsink, an

antireflective-coated aspheric condenser lens (Thorlab ACL12708U-A, focal length = 8

mm) upstream to collimate the light beam, and an antireflective-coated planar-convex

lens (Thorlab LA4148-A, focal length = 50 mm) downstream to focus the beam. The

positions of both lenses are adjusted to obtained a squared footprint of 10x10 mm2 at

the center of the photoactive area of the film samples. The optical power density on the

sample is calibrated to 100 mW/cm2 (1 sun) by use of a power meter (Thorlabs PM100,

with S121B silicon sensor).

3.6 Synchrotron-based characterization methods

3.6.1 Simultaneous TS and SAXS

Simultaneous X-ray Total Scattering (TS) and Small Angle X-ray Scattering (SAXS)

data are collected at beamline P07 (second experimental hutch EH2) at the PETRA
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III synchrotron facility (DESY, Germany) with an X-ray beam of approx. 103.8 keV

and by using two large-area IP X-ray detectors (Varex 4343CT or Varex 4343CT and

Dexela 1512) positioned at a distance of around 0.76 and 4.6 m from the sample position,

respectively. The sample is positioned on a motorized stage inside a air-tight helium-filled

sample chamber. A helium-filled flight tube is further used to reduce the background

signal on the SAXS detector. To prevent damaging on the SAXS detector, the direct

beam is attenuated by use of a 1 mm tungsteen beamstop, positioned at the exit window

of the flight tube. A Kapton foil is used to separate the sample chamber from the flight

tube and permits to vent the sample chamber during sample exchange independently

from the long flight tube, thus reducing the helium consumption.

The experimental geometry of the X-ray scattering setup is calibrated by measure-

ments of CeO2 and LaB6 powder standards packed in 1 mm polyimide capillaries and

positioned at the center of the sample holder.

3.6.2 High-energy X-ray scattering in grazing incidence

X-ray scattering measurements in grazing incidence are performed with the experimental

setup described in Section 3.6.1 and by using a focused X-ray beam with a vertical size of

3 µm and a horizontal size of 30 µm (full width at half maximum). In place of the tungsten

beamstop, we use a semitransparent beamstop consisting of two stacked tantalum blocks

(Goodfellow) and placed on the SAXS detector.

Film samples are aligned in height and tilt angles so that their surface is parallel to the

incident X-ray beam, and then moved half- way in the vertical beam height to position

them in the center of rotation. The alignment procedure of the thin films to the X-ray

beam is detailed in Figure 3.1 and relative caption.

When performing operando X-ray scattering measurements, the samples are placed

in SCOPE cell, which is then positioned on the stage inside the sample chamber. For

each sample, the critical angle is experimentally determined after alignment of the film

to the beam and before conducting the PEC measurements by first scanning over the

incidence angle between 0.001° and 0.050° in steps of 0.001° and by then selecting the

angle of incidence at which we obtain the most intense scattering signal from the pho-

toactive material while suppressing any signal from the FTO substrate. Operando X-ray
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Figure 3.1: Schematic illustration of the alignment procedure of the thin film to the X-ray

beam a Alignment of the rotation axis �. After vertically moving the film below the X-ray beam, its

vertical position (z) is iteratively increased and the angle � in the direction of the beam adjusted to a

final configuration where the film barely touches the beam and is parallel to it in the beam direction. b

The film is rotated 90° around the laboratory vertical axis. c The film is aligned on its rotation axis � in

the direction of the beam by following the same routine as described in a. d The film is rotated back of

-90° around the laboratory vertical axis. e The z position of the film is adjusted so that the film surface

is at half position in the beam height. This step results in the X-ray beam footprint laying in the center

of the film once the latter is titled to the grazing incidence geometry. f Scheme of the film as properly

aligned for the grazing incidence measurement. g Measurement in grazing incidence is performed by

tilting the film in the direction of the X-ray beam.

scattering measurements are performed at an incident angle just below the critical angle.

Simultaneous OCP, LSV, and CA experiments are carried out following the same routines

as for the in-house characterization.

The experimental geometry of the X-ray scattering setup is calibrated by measurement

of a 1 mm polyimide capillary filled with either CeO2 or LaB6 powder standards. qdamp

and qbroad instrumental parameters are calibrated after measurement of a CeO2 or LaB6

standard powder which had spin-coated on top of a FTO-coated glass substrate.
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3.6.3 QEXAFS

Quick extended X-ray absorption fine structure (QEXAFS) measurements are performed

in transmission mode at the P64 beamline at PETRA III synchrotron facility, DESY, Ger-

many, on both Pd K-edge and Cu K-edge.185,199 A fast oscillating torque motor mounting

a Si(111) channel-cut monochromator is used for scanning the X-ray energy in the ranges

8860-10140 eV (Cu K-edge) or 24135-25060 eV (Pd K-edge) at the oscillating frequency

of 1 Hz. Therefore, the acquisition speed is of 2 spectra/sec. The beam spot size is 0.5 x

0.5 mm2 and the beam position on the reaction cell is continuously moved to avoid the

beam damage effects on the sample.

3.6.4 HERFD-XANES

In situ HERFD-XANES spectra are recorded at the Cu K-edge at ID26 beamline at

the European Synchrotron Radiation Facility (ESRF) in Grenoble, France.200 During the

measurement, the incident X-ray energy is varied from 8970 to 9060 eV in continuous

scans of 20 seconds with a step size of 0.2 eV by means of a Si (111) double crystal

monochromator (DCM). The HERFD-XANES spectra are then acquired in fluorescence

mode with an energy resolution of 1.7 eV after detection of the emitted photons with

a maximum intensity at the Cu K↵1 fluorescence line (8046 eV) by use of an emission

spectrometer in Rowland geometry mounting five spherically bent Si (444) analyzing

crystals aligned at the Bragg angle of 79.4°.201 The beam spot size is approx. 200 x

200 µm2 and the beam position on the cell is moved every two consecutive full scans to

avoid sample damage due to the protracted exposure to the X-rays. All powder reference

samples are measured as pellets.

3.6.5 XANES

The X-ray Absorption Near Edge Spectroscopy (XANES) data on CuBi2O4 films is col-

lected at the beamline P64 at the PETRA III synchrotron facility (DESY, Germany).

XANES spectra are acquired in fluorescence mode with a Passivated Implanted Planar

Silicon (PIPS) Detector (Canberra) while scanning the incident photon energy from 8730

eV to 9030 eV with a stepsize of 0.3 eV and from 9030 eV to 10000 eV with a linear
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increasing stepsize from 0.5 to 1.5 eV.

3.7 Data processing and analysis

3.7.1 Processing of the TS-PDF data

pyFAI202 is used to calibrate and azimuthally integrate the 2D diffraction patterns into the

1D curves. Background subtraction is performed by self-developed routines employing

NumPy203 Python library. For in situ syntheses, background patterns are determined

after independent measurements of the time-resolved TS signal of the heated solvent

mixture in the absence of the nanoparticle precursors. For operando films, the scattering

signal generated by the SCOPE cell filled with electrolyte and in the absence of the thin

film is used as background. xPDFSuite204 is preliminary used to identify the optimal

values of qmin and qmax for the Fourier transformation of selected TS patterns. The Fourier

transformation of the in situ TS data is then performed by using PDFgetX3205 within

the q-ranges reported in Table 3.1. When measuring thin films in grazing incidence, the

1D TS signal is aberration-corrected by using the routine described in Section 3.7.1.4

before performing the Fourier transformation to the PDF.

data qmin / Å-1 qmax / Å-1

in situ Pd synthesis 2.30 14.80

in situ Cu synthesis 2.33 14.80

in situ CuPd synthesis 2.35 14.60

operando CuBi2O4 1.80 20.10

Table 3.1: qmin and qmax values for the Fourier tranformation of the TS into the PDF.

3.7.1.1 Refinement by AC approximation

PDF refinement by attenuated crystal (AC) approximation is performed within the PDF-

Generator class implemented in Diffpy-CMI library.160 During the fit, the following struc-

tural parameters are refined per each modelled phase: a scaling factor, the lattice con-

stants, the atomic displacement parameters (ADP) adjusted by symmetry, a parameter
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accounting for correlated atomic motions (�2), and the diameter of spherical crystalline

domains, unless differently specified.

3.7.1.2 Refinement by discrete atomistic models

The PDF of individual discrete atomistic models is calculated by a Fourier transform of

the Debye scattering equation (DSE) according to the method reported in206.

For the organometallic compounds, isolated molecular structures are generated by

modification of the crystalline structures referenced in the Result and Discussion section

and obtained from either the CCDC207 or COD208 crystallographic databases. In all cases,

the respective atomic positions between the Cu or Pd center and the neighboring O, N,

and C atoms are kept unaltered as reported in the original crystallographic structure,

while the backbones of the complexes away from the Cu center are adjusted to linear

aliphatic group, thus mimicking the aliphatic tails of OAm and OAc ligands. For Cu-

complex 1, we additionally tested fully relaxed organometallic structures. Manipulation

and relaxation of the organometallic model structures are performed within Avogadro.170

During the fit of the PDF, a scaling factor value is refined by least-squared refinement,

while other structural parameters are kept constant to the values reported in Table 3.2.

parameter value / Å2

ADP (Pd) 0.012

ADP (Cu) 0.015

ADP (O) 0.030

ADP (N) 0.030

ADP (C) 0.030

ADP (H) 0.050

�2 6.0

Table 3.2: Values for fixed parameters during the PDF fit from organometallic complexes.

Discrete atomistic models for nanocrystals with different arrangement are generated

by using the Atomic Simulated Environment (ASE) Python library.167 The PDF fit is

performed following a similar procedure as reported in209. During the fit, minimization
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of the Rw by least-squares refinement is performed after variation of the following struc-

tural parameters: a scaling factor, an isotropic expansion coefficient, two distinct ADP

parameters for Cu and Pd atoms, and �2. In the case of atomistic models with P4/mmm

symmetry, an expansion coefficient parameter in the direction of the lattice vector c is

also included to account for the tetragonal symmetry of the unit cell.

The calculation of the model PDF of discrete cluster models is performed within the

DebyePDFGenerator class implemented in the Diffpy-CMI package.160

3.7.1.3 Refinement by discrete atomistic models and Monte Carlo optimiza-

tion algorithm

When indicated in the Result and Discussion section, a self-developed Monte Carlo op-

timization algorithm is used in combination to the discrete cluster fit. In this way, we

account for deviations of the particle structure from the ideal models by simulating ran-

dom atomic displacements.

In the fit routine, we first define the starting atomic positions by a discrete atomistic

model fit, as outlined above. We then performed subsequent optimization cycles, each

one consisting of:

- a Monte Carlo optimization. Here, we consider Nstep = 5000 of random atomic

displacements of module between 0 and dmax = 0.003 Å. Atomic displacements

leading to a decrease of the agreement factor Rw are accepted, while all those

leading to an increase of Rw are rejected (zero temperature Monte Carlo). The

acceptance rate for the tentative displacement is approx. 50%.

- a discrete atomistic model fit, which is performed after the Monte Carlo optimiza-

tion

We repeat the optimization cycles Ncycles times, and interrupt the refinement before

the position of any atom in the cluster model varied more than a threshold distance,

corresponding to 5% of the mean shortest interatomic distance in the starting atomic

model. The threshold distance for an icosahedron with Nshells = 7 amounts to 0.125 Å.
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3.7.1.4 Correction of aberration for total scattering data from thin films

In the measurement of thin films, the aberration in the X-ray scattering data due to

an imperfect alignment of the film samples at the center of the incident X-ray beam is

corrected according to the formula:

qab.corr. =
4⇡

�
sin

✓
1

2
arctan

✓
Ktan

✓
2arcsin

✓
qcalib.

�

4⇡

◆◆◆◆
(3.1)

where qabb.coor is the array of aberration-corrected values of the scattering vector, qcalib are

the corresponding values of the scattering vector as obtained from the calibration routine

of the center position of the film surface and � is the wavelength of the X-ray probe. The

correction coefficient K is determined by fitting the position of a Bragg’s reflection peak

which is displayed in the overlap region of the SAXS and TS patterns. For example, in

the measurement of CuBi2O4 films, K is determined as:

K =
tan

�
2arcsin

�
q(211),SAXS · �

4⇡

��

tan
�
2arcsin

�
q(211),TS · �

4⇡

�� (3.2)

with q(211),SAXS and q(211),TS being the position of the (211) reflection of the CuBi2O4

phase as observed in the SAXS and TS detector, respectively. Fitting of the Bragg’s

reflection peak is performed by use of a Pseudo-Voigt function within SciPy library.210

3.7.2 Processing of the SAXS data

The analysis of the in situ SAXS is performed by Kilian Frank at the Center for NanoScience

(CeNS, LMU University). Tjark Gröne assists Kilian Frank in the analysis of the in situ

Pd nanocrystal synthesis.

pyFAI202 is used to calibrate and azimuthally integrate the 2D diffraction patterns

into the 1D curves. For in situ measurements of nanocrystal and supercrystal syntheses,

the signal of an empty capillary is subtracted as background. Then, the analysis of the

SAXS profile is performed by different routines, depending on the different datasets, as

illustrated in the following sections.

64



3.7 Data processing and analysis

3.7.2.1 Analysis of in situ Pd data

The inter-particle distance within agglomerates of Pd nanocrystals is determined after

fitting the position of the corresponding structure factor peak emerging at around 0.09

Å-1 in the in situ SAXS data. A background signal, corresponding to the entire SAXS

pattern except the intensity peak of interest, is fitted as the summed contribution of a

constant background, a power law, a sphere, as expressed by eq. 2.24 with a fixed R

value of 29.21 Å, and a symmetric pseudo-Voigt function, with fixed position at 0.2513

Å-1 and full-width at half-maximum of 0.09615 Å-1. The peak at 0.09 Å-1 is then fitted

by an asymmetric pseudo-Voigt function, as defined in211. The refinement in performed

in SasView 5.0.5212 by use of DREAM213 minimization algorithm.

3.7.2.2 Analysis of in situ Cu data

In situ SAXS data measured during the synthesis of Cu nanocrystals is modelled in

SasView 5.0.5212 using as the sum of two populations of solid spheres and a power law

background with a fixed exponent of 4. For each population a scale factor, the mean

diameter and the (Gaussian) polydispersity of the diameters is refined. In addition, we

refine also a scale factor for the background. The minimization routine is performed by

using DREAM213 algorithm implemented in SASView with default settings.

3.7.2.3 Analysis of CuPd crystals and supercrystals

SAXS intensities I(q) is analyzed using SasView version 5.0.5212 or by custom fit routines

using the lmfit Python package.214

Before nucleation of the supercrystals, the time resolved SAXS intensity is fitted by

using a polydisperse spherical form factor according to eq. 2.25, where �⇢ is set to

1. Differently we use a exponentially decaying scattering contrast (“onion” model in

SasView) to model the organic shell surrounding the nanocrystal metallic cores. Here,

the scattering density profile of the shell is chosen as:

⇢shell(r) = B exp

✓
A(r � rcore)

�tshell

◆
+ C (3.3)

where the value of the decay constant A is fixed to �5, the core scattering length density

B is set to 1, the solvent scattering length density C is set to 0 and the shell thickness
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�tshell is set to 1 nm.

For comparison, we also fit one selected SAXS intensity before the supercrystal for-

mation by use of a discrete icosahedral model. Here, the SAXS intensity due to the

nanocrystal is calculated via Debye scattering equation as:

I(q) =
1P
i
Vi

 
X

i

f 2
i
+
X

ij

2fifj
sin(q dij)

q dij

!
(3.4)

where fi are the atomic form factors and Vi =
4⇡
3 r

3
i

are the corresponding volumes of

the scattering atoms. The value of ri is determined as the distance between neighboring

atoms.

In all cases and before nucleation of the supercrystals, we further fit the background

intensity as the sum of a constant term and a power law term.

We fit the time resolved SAXS intensity during the evolution of the supercystals by

a multi-component model. Free particles are modelled as polydisperse spheres with a

Gaussian distribution of particle radii. A SRO phase is modelled according to the Per-

cus–Yevick structure factor of hard spheres,215,216 which is implemented in SASview. The

intensity of the fcc supercrystals is modelled as the product of the form factor of the free

nanocrystals with the structure factor Sfcc(q) for the fcc arrangement, which we calculate

as the sum of gaussian peaks following Forster et al.217 and Yager et al.218 The intensity

of the solvent lamellae is modelled by two Gaussian peaks with coupled peak positions

q2 = 2q1 and independent heights and widths. Finally, the background contribution to

the intensity is modelled by a constant term, a power law, and a Guinier law,219 describing

short-range density fluctuations.

Porod invariants are calculated as:

Z 1

0

I(q)q2dq = 2⇡2�⇢2 (3.5)

where �⇢2 is calculated by trapezoidal integration of the model curves in the fit range

0.018 < q < 0.42 Å-1.

In the SRO phase, the typical inter-particle distance of nearest neighbors is calculated

as:
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dnn,SRO =
3

s
4
3⇡r

3
eff

⌘
(3.6)

where reff is is the effective radius of the hard sphere interaction within the short-range

ordered phase, and ⌘ is the volume fraction of the effectively interacting particles in this

phase. The nearest-neighbour distance in the fcc phase is calculated as dnn,fcc = ap
2

where

a is the lattice constant of the fcc unit cell obtained from the fit. The surface-to-surface

separation distance is evaluated as d = dnn � 2R, where 2R is the diameter of a sphere

fully enclosing the icosahedron model used in the analysis of the simultaneous TS-PDF

data.

3.7.2.4 Analysis of the GISAXS data

GISAXS data is transformed into a two-dimensional scattering vector grid (qxy, qz) using

pyFAI, where qxy is the in-plane scattering signal and qz is the scattering signal perpen-

dicular to the substrate. Line cuts at constant qz are modelled by the sum of a power

law exponent, a Guinier term, and a constant background term, according to:

I(qxy) =
A

qn
xy

+ Ce�
1
3 (qxyRg)2 + bkg (3.7)

The values of the numerical parameters A, C, and bkg, the exponent n, and the radius

of gyration Rg are refined in SasView 5.0.5.212

3.7.3 Processing of the QEXAFS data

The analysis of the in situ QEXAFS is performed by Jagadesh Kopula Kesavan at the

Hybrid Nanostructures Group in CHyN.

In situ QEXAFS data is normalized and energy corrected within ProQEXAFS 2.43

software.220 To reduce the noise, the spectra are averaged over 30 scans before analysis.

3.7.3.1 MCR-ALS analysis

Multivariate Curve Resolution by Alternating Least Squares (MCR-ALS) method221 in

the energy ranges 8900-9080 eV (Cu K-edge) or 24280-24450 eV (Pd K-edge) is performed
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by use of the analytical expressions developed by Jaumot et al. and included in MATLAB

R2011b.222,223 We initially guess the values for both the uncorrelated spectra (ST) and

the respective concentration profiles (C) by use of the SIMPLISMA algorithm.224 The

final values of ST and C are then calculated iteratively within a total of 50 iterations.

3.7.3.2 Fit of the EXAFS profiles

EXAFS profiles are calculated and analysed by using Athena and Artemis software of

the IFEFFIT package.225 Fourier transformation of the EXAFS profiles is performed in

the ranges 3-11.7 Å-1 and 3-11.5 Å-1 for data collected at the Cu K-edge and Pd K-

edge, respectively. Analysis of selected in situ EXAFS profiles is performed by using the

scattering paths simulated with FEFF 6.0226 and after fixing the many-body amplitude

reduction factor (S2
0) to a value we obtain by separate fit of the reference measurements of

either a Cu or a Pd foil. In the fit, a common value for the energy origin shift (�E0), the

interatomic distances (R), and the Debye-Weller factors (�) are refined. The goodness of

the fit parameter (R) resulted below 0.02 for all performed fits.

3.7.4 Processing of the HERFD-XANES data

The analysis of the in situ HERFD-XANES is performed by Jagadesh Kopula Kesavan

at the Hybrid Nanostructures Group in CHyN.

In situ HERFD-XANES data is preliminarily visualised with PyMCA227 and then

pre-processed using using slix,228 Whittaker filter,229, NumPy,203 and SciPy210 Python

packages. Ex situ HERFD-XANES data is pre-treated using the Athena software of the

IFEFFIT package.225

Theoretical HERFD-XANES spectra are calculated by use of FDMNES180 with the input

card:

Edge K

Energpho

Range -30.0 0.2 5.0 0.5 20.0 1.0 130.0

Density state_all

Delta_E_conv 0.1
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Z_absorber

Radius 5.0

Convolution

End

3.7.5 Processing of the XANES data

The analysis of the ex situ XANES on CuBi2O4 electrodes is performed by Lars Klemeyer

at the Hybrid Nanostructures Group in CHyN.

XANES spectra are normalized and then analysed by Linear Combination Analysis

(LCA) using Larch: Data Analysis Tools for X-ray Spectroscopy.230

3.8 Calculation of the pairwise interaction potential of

CuPd nanocrystals

We estimate the pairwise interaction potential between CuPd nanocrystals as the sum

of the van der Waals attraction between spherical CuPd nanocrystal cores and steric

repulsion due to the hydrocarbon capping ligands according to123,231. The van der Waals

term is calculated as:

UvdW = �A

3


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4rdi + d2
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+
r2

(2r + di)2
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2
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i
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�
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where r = 1.5 nm is the particle radius and di is the interpaticle separation. The Hamaker

constant is calculated as 2.1 eV according to:123,231

A =
3

4
kBT +

3h⌫e
16
p
2

(
p
2 + c)3 � (

p
2 + 2c)(n2 � 1) + (n2 � 1)/c

�
(
p
2 + c)2 + n2 � 1

�1.5 (3.9)

where kB is Boltzmann’s constant, h is Plank’s constant, T= 373.15 K, n = 1.44 is the

refractive index of the medium, and c = ⌫e/⌫ed, where ⌫e = 5.2 · 1015 Hz is the averaged

plasma frequency for Cu and Pd232,233 and ⌫ed = 3 · 1015 Hz for oleylamine/oleic acid.233

The steric repulsion term is calculated as:
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Usteric = kBT
⇡3�rL3

0

120R2
e

(�45� ln(u) + 54u� 10u3 + u6) (3.10)

where � = 10 nm-2 is the grafting density, L0 = 2 nm is the ligand length, R2
e
= 2 nm2

is the entropic repulsion parameter, and u = di

2L0
.

The calculation is performed by Kilian Frank at the Center for NanoScience (CeNS,

LMU University).
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Chapter 4

Results and discussions

4.1 Technical and methodological advancements towards

multi-modal X-ray scattering measurements

Part of the content of this section was published in Small, 2311714 (2024) or in Angew.

Chem. Int. Ed. 62, e202307948 (2023).

My contribution to the study encompasses the testing of the simultaneous SAXS and PDF

setup at the beamline, the acquisition of the X-ray scattering measurements, the analysis

of the TS-PDF data, the development and testing of the aberration correction algorithm,

and the design and commissioning of SHINES and SCOPE cells.

In this section, we pose the methodological basis to realize multi-modal X-ray scattering

measurements either in situ or operando. We illustrate an experimental setup to the si-

multaneous acquisition of SAXS and TS in transmission, and then demonstrate a method

to complement the experimental TS dataset by including X-ray scattering information

covered by the SAXS detector. We then detail an in situ reactor, aimed to investigate

the synthesis of nanocrystals and nanocrystal assemblies by simultaneous SAXS and TS.

We further showcase the application of high-energy X-rays scattering measurements in

grazing incidence to determine the structure of film-based materials with enhanced surface

sensitivity. We develop a PEC cell aimed to investigate the structure of photoactive thin

films while simultaneously probing their PEC-performances. Finally, we show that the

X-ray beam does not affect the PEC properties on model CuBi2O4 thin films.
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4.1.1 The simultaneous SAXS and PDF acquisition

Figure 4.1: The experimental setup for simultaneous SAXS and TS-PDF acquisition. a)

Schematic illustration of the setup. b) Picture of the setup mounted at P07 beamline, DESY (Germany).

c) Same as b, taken from the exit window of the sample chamber

Figure 4.1 shows the experimental setup developed by the beamline scientists of

the P07 beamline at DESY (Germany) for the simultaneous acquisition of SAXS and

TS. A detailed description of the setup can be found in Section 3.6.1. In short, the

measurement relies on the presence of two IP detectors positioned at different distances

from the sample to collect distinct regions of the scattering pattern. The TS detector is

close to the sample position and records the TS signal in a range of q between 1.6 and

27 Å�1. The SAXS detector is located at a sample-to-detector (SDD) distance of 4.6 m

and acquires X-ray scattering at small angles within 0.01 and 2.6 Å�1. The use of an

air-tight sample chamber and a helium-filled flight tube reduces the background signal

on both detectors.

4.1.1.1 Joining SAXS and TS data

Figure 4.2a-b displays representative detector images for a Fe3O4 nanocrystalline mag-

netite powder measured in transmission by the simultaneous SAXS and TS acquisition

setup. Due to the presence of the flight tube and SAXS detector, the TS pattern displays

a significant higher experimental qmin value compared with conventional TS experiments.
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Figure 4.2: Data generated by simultaneous acquisition of SAXS and TS for a magnetite

Fe3O4 powder sample. a) SAXS detector image. A dotted circle indicates the shadow of the flying

tube on the detector, which determines the upper limit of measurable scattering angles for the SAXS

signal. b) TS detector image. The shadow from the sample chamber is indicated by a dotted circle. c)

1D plot of the azimuthally integrated SAXS (blue) and TS (orange) patterns shows in a and b. The

joint SAXS-TS pattern is additionally shown (green). d) Rw values from the refinement of the PDF

obtained via Fourier transform of the joint SAXS-TS pattern shows in d with different qmin truncation.

We find that for most samples such experimental constrain does not compromise the qual-

ity of the PDF. However, in some cases we observe that relevant information displayed

in the low-angle region of the TS signal bypasses the TS detector and is instead captured

by the SAXS detector. In Figure 4.2c, the weak (111) magnetite (Fe3O4) reflection at

1.3 Å-1 is below the qmin for the TS detector and therefore only appears in the SAXS

73



4 Results and discussions

pattern.

We developed a routine to join the TS and the SAXS data for isotropic samples, such

as powders or dispersions, in a single extended X-ray scattering pattern, which we then

Fourier transform to the PDF. We show that joining the two datasets is possible after

removal of the respective background signal, and by selecting an appropriate scaling factor

for the SAXS pattern. The latter step in necessary since the solid angles probed by pixels

of same size but distinct distance from the sample are generally different. Moreover, the

angular amplitudes of the scattering cone collected by the two detectors is also different.

The joint SAXS-TS pattern is shown in Figure 4.2c.

We calculate the PDF from the extended X-ray scattering pattern for different values

of qmin and then fit the data by use of a magnetite crystalline model. Figure 4.2d

shows the Rw values resulting from distinct fits. For qmin > 0.1, Rw is below 0.15 and

we consistently determine identical values for the refined structural parameters through

all fits. Conversely, the quality of the fit dramatically declines when extracting the PDF

with a qmin below 0.08 Å-1. In fact, we find that including the intense SAXS signal within

the Porod’s region in the TS pattern results in intense oscillations in the outcoming PDF

that do not correspond to any inter-atomic distance. To preserve the quality of the PDF,

we therefore restrict the experimental qmin to values above 0.1 Å-1.

4.1.2 SHINES reactor for nanoparticle synthesis

We establish a reaction environment which allows to investigate the synthesis of nanopar-

ticles in solution by simultaneous in situ SAXS and TS, as well as by X-ray absorption

spectroscopy. To ensure compatibility with in situ X-ray measurements and the faith-

ful reproduction of nanoparticle synthesis at the beamline, the desired setup must meet

several requirements:

1. be thermally and mechanically stable and allow control over the temperature of the

reaction mixture during the synthesis;

2. permit to homogenize the reaction mixture to minimize temperature and composi-

tion profiles and prevent sedimentation of the nanoparticles;
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Figure 4.3: SHINES reactor for in situ nanoparticle synthesis. a-b) Pictures of SHINES reactor.

c) Exploded view of the liner used to seal the reaction vessel against ambient air infiltration. d) Cross-

sectional illustration of the assembled SHINES reactor during the X-ray scattering measurements.

3. permit to avoid ambient air contamination by sealing the reaction environment in

a glovebox;

4. permit to adjust the sample length according to the in situ measurement. For

the X-ray absorption measurements, the optimal sample length varies with the

sample concentration. For combined SAXS and TS measurements, the sample

length should compromise between long lengths to allow high scattering intensity

in SAXS and short lengths to prevent large broadening of the TS signal at high-q ;

5. the setup should produce feature-less and low intensity scattering background;

6. all components in contact with the solvent mixture should be chemically inert;
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7. the cell should be small-sized to fit the spatially tight sample chamber of the ac-

quisition setup at the P07 beamline.

We designed an in situ cell that meets the requirements outlined above, and name it

with the acronym SHINES (Stirring and Heating In situ cell for NanoparticlE Synthesis).

Figure 4.3 illustrates SHINES main components, while a detailed description of the cell

is provided in Section 3.5.1. In short, the cell consists in an air-tight polyether ether

ketone (PEEK) inlet, which is inserted in a metal block to allow control of the reaction

temperature. The reaction environment consists of a cylindrical vessel accommodated

in the inlet. We use thin-walled borosilicate vessels due obtain weak, featureless back-

ground in the scattering measurements. Conversely, we prefer PEEK vessels for XAS

measurement due to their improved mechanical stability. Different sets of inlets allow to

accommodate cylindrical vessels of various diameters. We find that the sample length of

4.1 mm permits the acquisition of both in situ SAXS and PDF data with good signal-

to-noise ratios and low broadening effects. Finally, we integrate a micro-stirrer in the in

situ cell to homogenize the reaction mixture during the nanoparticle synthesis.

4.1.3 High-energy X-ray scattering in grazing incidence

4.1.3.1 Technical requirements

Figure 4.4: The semitransparent beamstop during grazing incidence measurements of thin

films a) Picture of the tantalum semitransparent beamstop positioned on the SAXS detector. b) A

SAXS detector image for a CuBi2O4 thin film measured in grazing incidence. A region of interest

(ROI) compromissing the specular axis is displayed. c) A magnified view of b. A plot of the scattering

intensities measured for horizontal slices of the detector image within the ROI is also shown.
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We conducted high-energy X-ray scattering measurements in grazing incidence by

using the setup shown in Figure 4.1 and by operating at the same X-ray energy of

approx. 103 keV. Since at high X-ray energy the amplitude of critical angle ↵c is in the

order of only few millidegrees, we employ a tightly focused beam with a vertical size of

3 µm to reduce the size of the beam footprint on the sample. Figure S4.1 displays the

dependence of the footprint size with respect to ↵i in our experimental conditions.

We use a semitransparent beamstop positioned in front of the SAXS detector to

capture both the transmitted and reflected beams during the measurement of thin films, as

illustrated in Figure 4.4. Since the incident and reflected beam occur at the same angle,

by detecting the signal from the reflected beam on the SAXS detector we experimentally

determine the precise value of ↵i. We therefore continuously assess the sample alignment

with respect to the beam during the extended operando measurements. For the operando

PEC measurements shown in this thesis, we determine a better stability in the sample

alignment than 0.3 millidegrees.

4.1.3.2 Surface sensitivity studies

We measure high energy X-ray scattering at various angles of incidence ↵i to illustrate the

capability of the X-ray scattering measurements in selectively probing the surface struc-

ture of thin films. Figure 4.5a-c graphically illustrates three stages of the measurement,

which we perform on a sample consisting of a maghemite Fe2O3 thin film deposited on

top of a fluorine-doped tin oxide (FTO)-coated glass substrate and immersed in an elec-

trolyte solution. Figure 4.5d exhibits the experimental TS intensity as a function of

↵i. The scattering intensity from the Fe2O3 thin film increases with ↵i at low incident

angles and maximizes at around ↵i = 0.012 °. At this angle, the positions of the Bragg’s

reflections match with the simulated ones for the maghemite phase, as shown in Figure

4.5e. Thus, at ↵i = 0.012 ° no scattering signal from the FTO substrate is observed

and the X-ray scattering measurements exhibits enhanced surface sensitivity. At higher

angles of incidence, intense peaks, corresponding to the X-ray diffraction pattern of crys-

talline FTO, gradually emerge and eventually dominate the TS pattern at ↵i = 0.030 °,

as shown in Figure 4.5f. Operating at angle of incidence of approximately 0.012 ° is

therefore crucial to detect the structure of the Fe2O3 alone.
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Figure 4.5: Grazing incidence high-energy X-ray scattering measurements on Fe2O3 thin

films. a-c) Schematic illustration of the X-ray scattering measurements in total external reflection (a),

grazing incidence (b) and glancing incidence (c) geometry for a sample consisting of a thin film deposited

on FTO-coated glass substrate. d) 2D plot of the X-ray scattering intensity as a function of the incident

angle ↵i for a Fe2O3 thin film sample deposited on a FTO-coated glass substrate and immersed in an

electrolyte solution. Horizontal dashed lines indicates the region of the plot with ↵i = 0.012 ° and 0.030 °.

e-f) The TS intensities measured at ↵i = 0.012 ° (e) or ↵i = 0.030 ° (f) are compared to the simulated

patterns for Fe2O3 (maghemite) and FTO (SnO2), respectively. In both plots, a broad background

intensity originates from the scattering signal due to the electrolyte environment.
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We compare the experimental value of ↵c determined by Figure 4.5d with the calcu-

lated value for a compact Fe2O3 films at 100 keV. Here, ↵c is experimentally defined as

the angle of incidence at which the signal of the thin film maximizes, while no intensity

from the FTO substrate is detected. We find that the experimental value of 0.012 ° is

much smaller compared to the calculated ↵c = 0.024 °. We attribute this discrepancy to

the film porosity, which decreases the effective electron density of the film compared to

bulk Fe2O3. Given the inherent difficulty in precisely quantifying the porosity in nanos-

tructured materials, for each electrode in this work we first determine ↵c experimentally

by scanning over the angle of incidence, and then operate the operando measurements at

↵i just below ↵c.

We further investigate the effect of the film morphology on the surface sensitivity of

the X-ray scattering measurement. The fabrication of CuBi2O4 electrodes results in films

of different morphology depending on the nature of the stabilizer utilized during the spin-

coating procedure, as illustrated by scattering electron microscopy (SEM) in Figure 4.6

a-d. The use of glycerol produces films exhibiting surface defects and moderate rough-

ness, while much smoother films are obtained by use of ethylen glycol (EG). In Figure

4.6e, the X-ray scattering pattern collected in grazing incidence from the CuBi2O4 films

produced with glycerol displays additional diffraction peaks from FTO even at the ex-

perimental critical angle of 0.022 °. Conversely, the signal from the FTO substrate is

completely suppressed in the case of the smoother electrode of comparable thickness and

produced with EG, as shown in Figure 4.6f. These results indicate that the the film

morphology largely influences the penetration depth of the X-ray beam. To retain high

surface sensitivity during the high energy X-ray scattering measurements, a good control

over the surface roughness during the fabrication of the electrode is therefore essential.
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Figure 4.6: The effect of the thin film morphology over the surface sensitivity of hard X-ray

scattering. Cross-section (a-b) and top view (c-d) SEM images for CuBi2O4 thin films deposited on

FTO-coated glass substrates. The sample shown in a, c was prepared by using glycerol as addictive,

while ethylen glycol (EG) was employed for the sample in b, d. e-f) Plots of the X-ray scattering

patterns for the same samples collected at the angle of incidence ↵i = 0.022 °

4.1.3.3 Effect of the data-aberration correction algorithm

We investigate the effect on the X-ray scattering data of slight misalignment of the thin

films with respect to the X-ray beam. Figure 4.7a exhibits the SAXS and the TS

patterns measured simultaneously in grazing incidence for a CuBi2O4 electrode. The two

patterns clearly display a slight offset, which we attribute to an imprecise positioning of

the sample surface in the height center of the X-ray beam during the film alignment. An
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Figure 4.7: Effect of the aberration correction algorithm for the TS patterns. a) Plot of the

TS (orange line) and SAXS (blue line) patterns measured for a CuBi2O4 thin film in grazing incidence

geometry with ↵i = 0.025° before application of the aberration correction algorithm. b) Same as a after

application of the aberration correction algorithm to the TS data.

uncertainty over the film vertical position �z with respect to the beam propagates into

an uncertainty in the sample-to-detector distance �SDD according to:

�SDD =
�z

tan(↵i)
(4.1)

For our experimental conditions, �z is in the order of few tenths of micrometers,

which results in �SDD typically below 1 mm at angles around 0.025 °. The magnitude of

�SDD is negligible when compared to the absolute sample-to-detector distance (SDD) of

the SAXS detector (approx. 4600 mm), but becomes significant when compared to the

SDD for the TS detector (approx. 760 mm). We show that the aberration of the scat-

tering data collected by the TS detector can be corrected by using the routine reported

in Section 3.7.1.4. In short, the method consists in fitting the position in q of a Bragg’s

reflection in the overlap region of both SAXS and TS patterns, and in recalculating the

experimental SDD distance for the TS detector so that the position of the two Bragg’s

reflection matches. The validity of the applied algorithm is demonstrated in Section S4.1.

Figure S4.2b reports the SAXS and TS patterns after use of the proposed algorithm

in which the position of the diffraction peaks nicely match. In Table 4.1 we further

report the structural parameters obtained via PDF fit of the TS data both before and
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after aberration correction. We find that the corrected data outcome in values of lattice

constants closer to the ones reported in literature for the CuBi2O4 phase.234 We therefore

conclude that the proposed algorithm effectively mitigates the effects of sample misalign-

ment in the TS patterns. We therefore implement the aberration correction algorithm

in our data processing routine and always apply it in the rest of the thesis prior to the

Fourier transformation of the grazing incidence TS signal in the PDF.

Scale factor a c �2 Rw

(a. u.) (Å) (Å) (Å2)

without aberr.

correction 0.139± 0.001 8.538± 0.006 5.837± 0.008 6± 3 0.108

with aberr.

correction 0.139± 0.001 8.516± 0.006 5.823± 0.008 6± 3 0.109

Table 4.1: Effect of the aberration correction algorithm on the PDF fit of a CuBi2O4

electrode. The PDFs were fit by modeling of a CuBi2O4 phase with the AC model. Psize values were

fixed to 800 Å, ADP values were constrained to the crystal space group symmetry and refined in the

0-0.06 Å2 range.

4.1.4 SCOPE cell for operando measurements on PEC films

We developed a sample environment that meets the technical requirements for the mea-

surement of operando X-ray scattering on PEC-active thin films:

1. it allows to accommodate and electrically connect a PEC-active electrode, operating

as working electrode (WE).

2. it allows to accommodate a reference electrode (RE) and a counter electrode (CE);

3. it permits to illuminate the sample;

4. it is small-sized, water-tight, and chemically inert;

5. it foresees a longer sample length than the footprint size on the sample, which is in

the order of 5-15 mm, (see Figure S4.1);
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Figure 4.8: The SCOPE cell for operando PEC measurements. a) Exploded view of SCOPE.

b) Picture of SCOPE accomodating a PEC-active thin film sample, the Ag/AgCl RE, and the CE. In

the inset, a picture of the WE connector is shown. c) External and cross-sectional view of the high-power

LED unit. d) Picture of SCOPE during PEC measurements with a 535 nm LED.

6. it allows to align the sample to the X-ray beam in two orthogonal directions;

7. it generates low intensity, featureless X-ray scattering background.

Figure 4.8 provides an overview of the operando cell and illumination unit, which we

refer to by the acronym SCOPE (Scattering Cell for Operando Photo-Electrochemistry).

The technical details of SCOPE are further illustrated in in Sections 3.5.2 - 3.5.3. The

cell is equipped with a Ag/AgCl RE, a Pt-wire as CE, and it allows to accommodate

PEC films up to 25x15 mm2 in size. The illumination at the sample position is provided

by focusing the emitted light generated by a high-power LED positioned above the sam-

ple. The selection of various LEDs permits to adjust the wavelength of the illumination

emission. Here, we prefer the use of the LED over a simulated solar source due to the
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spatially constrained sample chamber at the beamline.

4.1.4.1 Background contribution to the Total Scattering signal

Figure 4.9: Contribution of the electrolyte to the TS intensity. a) Plot of the TS intensity for

a TiO2 thin film deposited on a FTO-coated glass substrate. The contribution of the electrolyte to the

overall TS signal is also shown. b) The background subtracted TS pattern shown in a is compared to the

X-ray scattering signal from the same sample measured ex situ, ie. without immersion in the electrolyte

c) Same as a for a sample consisting of a CuBi2O4 deposited on FTO-coated glass substrate. d) Plot of

the background subtracted pattern in c and of the relative ex situ measurements.

We verify that the presence of a 17 mm-thick layer of electrolyte in SCOPE is compat-

ible with the measurement of thin film samples in grazing incidence. We measure either

a TiO2 or a CuBi2O4 thin film deposited on a FTO-coated glass substrate and immersed

in an electrolyte solution as model systems for a low-scattering and a high-scattering

PEC-active metal oxide electrodes. We then compare the isolated TS intensity after

subtraction of the electrolyte background to the respective patterns obtained ex situ, ie.

without electrolyte immersion. The results are summarized in Figure 4.9. We show that

the background subtracted intensities nicely matches with the ex situ measurements. The

results thus demonstrate that penetrative high-energy X-rays constitute an effective tool

to probe thin film samples that are buried in a thick PEC cell.
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4.1.4.2 PEC properties probed within SCOPE

Figure 4.10: PEC properties probed with SCOPE compared to a commercial cell a) LSV on

a CuBi2O4 electrode under simulated solar emission probed either within SCOPE or within a commercial

PEC cell. b) Same as a by use of a high power LED illumination with emission wavelength centered at

385 nm.

We validate that SCOPE allows reliable PEC measurements when compared to a com-

mercial cell for PEC characterization (ZAHNER-elektrik, PECC-2). The LSV measured

for the same CuBi2O4 electrode and by use of a simulated solar light source (Lumixo S,

Lumatrix) results in similar values of photocurrents by using either of the two cells, as

shown in Figure 4.10a. We further prove the reproducibility of the PEC proprieties by

LSV measurements on the same CuBi2O4 electrode and by use of a high-power LED illu-

mination centered at 385 nm (Figure 4.10b). We select an emission wavelength above

the bandgap of 1.6-1.8 eV144 of CuBi2O4 to enhance the photoresponse of the photocath-

ode, as demonstrated by the highest absolute values of photocurrents reported in Figure

4.10b compared to a.

We further assess the effect of the high-energy X-ray probe on the measured photocur-

rents for a CuBi2O4 electrode in the absence of light illumination and at different applied

potentials. Since the energy of the 103 keV is well above the absorption edges of the

element constituting the photoabsorbing material, we expect to record similar values of

current densities regardless of the interaction between the X-ray probe and the sample.

Indeed, Figure 4.11 proves that the X-ray induced photocurrents are negligible.
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Our results demonstrate that the use of high energy X-rays does not affect the PEC

properties of CuBi2O4 electrodes, while at the same time permits to probe the structure

of thin film within a PEC cell with enhanced surface sensitivity. These findings thus lay

the groundwork for performing multi-modal high-energy X-ray scattering measurements

on PEC-active thin films under operation conditions.

Figure 4.11: The effect of X-ray beam induced photocurrents during LSV measurements

in dark LSV on a CuBi2O4 electrode without light illumination in the presence or absence of the high

energy X-ray probe (103 keV).
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4.1.5 Supporting information

Figure S4.1: Plot of the X-ray footprint size of film samples measured in grazing incidence

as a function of ↵i. The size dependence for the footprint size for focused beams with beam heights

of 2.0, 2.5, and 3.0 µm is shown. The dotted lines indicate the maximum sample length for a thin film

accommodated in the SCOPE cell. The maximum sample length determines the smallest value of ↵i

which can be used for the grazing incidence measurements. In the inset, a schematic illustration of the

X-ray scattering measurement in grazing incidence of a photo-active electrode.

Demonstration of the aberration-correction algorithm

The demonstration illustrated in this section has been already reported by us in Angew.

Chem. Int. Ed. 62, e202307948 (2023).

Let us consider a sample that is positioned in S at a sample-to-TS-detector distance

SDDexp which is different from the sample-to-TS-detector distance SDDcalib that was

calibrated at the calibration point C. The acquired intensity by a certain detector pixel

P will relate to different scattering angles 2✓calib and 2✓exp depending on the center of the

scattering event being at C or at S, respectively.

The relations between the SDDcalib or SDDexp and the relative scattering angle sub-

tending the distance Dpixel, which separate P from the X-ray point of normal incidence

(PONI) are:

2✓calib = arctan

✓
Dpixel

SDDcalib

◆
(4.2)
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Figure S4.2: Geometrical considerations for the measurement in grazing incidence by use

of an area detector. When the vertical position of a film surface is not exactly centered to the X-ray

beam height, the sample position (S) differs from the calibrated position (C) once the sample is tilted

in the direction of the beam. SDDexp indicates the experimental effective sample-to-detector distance,

as opposed to the calibrated distance SDDcalib. Dpixel indicates the radial distance of a given detector

pixel P from the center of the direct beam on the detector. 2✓calib and 2✓exp represent the scattering

angle subtended by the segment of length Dpixel and centered in C and S, respectively.

2✓exp = arctan

✓
Dpixel

SDDexp

◆
(4.3)

Additionally, one can combine Bragg’s law and the relation between direct and re-

ciprocal space to derive the expression relating the scattering angle 2✓ to the scattering

vector q:

2dsin(✓) = lambda; q =
2⇡

d
�! q =

4⇡

�
sin(✓) (4.4)

where d is an interatomic distance in direct space and � is the X-ray wavelength.

By substituting either 4.2 or 4.3 in 4.4 and thus considering the scattering angle either

centered in C or S, one obtains the relations:

qcalib =
4⇡

�
sin

✓
1

2
arctan

✓
Dpixel

SDDcalib

◆◆
(4.5)

qexp =
4⇡

�
sin

✓
1

2
arctan

✓
Dpixel

SDDexp

◆◆
(4.6)
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SDDcalib is known from the calibration measurement, while SDDexp is unknown. One

can then substitute the value of Dpixel from 4.5 in 4.6 and rearrange to find an expression

for evaluating SDDexp:

SDDexp = SDDcalib

 
tan

�
2 arcsin(qcalib

�

4⇡

�

tan
�
2 arcsin(qexp

�

4⇡

�
!

(4.7)

4.7 is generally valid for any pixel on the detector.

For the CuBi2O4 films, we considered the position of the CuBi2O4 (211) reflection

on both the SAXS and TS patterns to experimentally determine SDDexp under the

assumption that the length of the segment CS is negligible compared to the calibrated

sample-to-SAXS-detector distance. It follows that qexp ⇡ q(211),SAXS and SDDexp can

be estimated as:

SDDexp = SDDcalib

 
tan

�
2 arcsin(q(211),TS

�

4⇡

�

tan
�
2 arcsin(q(211),SAXS

�

4⇡

�
!

(4.8)

where q(211),TS and q(211),SAXS are the position of the CuBi2O4 (211) reflection as

observed in the in the SAXS and TS detector patterns, respectively.

Once SDDexp is known, its value can be substituted in 4.7 to convert any value of the

scattering vector evaluated at the calibration position C as being instead at the actual

sample position S. The general expression for the aberration correction becomes:

qexp =
4⇡

�
sin

✓
1

2
arctan

✓
Ktan

✓
2arcsin

✓
qcalib.

�

4⇡

◆◆◆◆
(4.9)

where the correction coefficient K is defined as:

K =
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�
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�
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4⇡

��

tan
�
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�
q(211),TS · �

4⇡

�� (4.10)

By looking at 4.9 and re-labelling qexp one obtains the same expression shown in

section 3.7.1.4.
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4 Results and discussions

4.2 Elucidating the formation mechanisms of Pd and

Cu metallic nanocrystals

A manuscript disseminating the content of this section is currently in preparation. The

finalization of the in situ XAS analysis is still ongoing.

My contribution to this study compromises the synthesis of the nanocrystals, the mea-

surements of the in situ scattering and absorption spectroscopy, the analysis of the in situ

PDF and TS data, the electron microscopy and infrared spectroscopy characterization,

and the overall interpretation of the results.

In the previous section we demonstrated the simultaneous acquisition of TS and SAXS

to determine structural information over multiple length scales at once. We additionally

illustrated the design of an in situ reactor which enables measurement of both X-ray

scattering and XAS. In this section, we benefit from the complementary information

provided by in situ PDF, SAXS, and XAS to unveil complex nucleation pathways during

the synthesis of Pd and Cu nanocrystals in the presence of oleylamine and oleic acid, as

schematically illustrated in Figure 4.12. We further support our results by additional

ex situ techniques, such as infrared spectroscopy and electron microscopy.

4.2.1 Synthesis and ex situ characterization of Pd and Cu nanocrys-

tals

We synthesize Pd and Cu nanocrystals after dissolving the respective metal acetylacet-

onate (acac) precursor salts in a mixture containing oleylamine and oleic acid, and by

heating up the resulting solution to 190 or 210 °C at a constant rate of 10 °C min-1.

In Figure 4.13 a-b, high-resolution transition electron microscopy (HRTEM) imaging

reveals the formation of single-crystalline Pd nanocrystals of approximately 4 nm in size.

In Figure 4.13c the respective powder X-ray diffraction (PXRD) pattern displays broad

diffraction peaks, which are compatible with the formation of phase pure Pd crystals.

The analogous synthesis of Cu nanocrystals results in nanoparticles of much larger size

and higher polydispersity, as revealed by the scanning electron microscopy (SEM) images

in Figure 4.13 d-e, while the PXRD measurements in Figure 4.13f displays sharp
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4.2 Elucidating the formation mechanisms of Pd and Cu metallic nanocrystals

Figure 4.12: Overview of the structural transformations leading to the synthesis of Pd and

Cu nanocrystals. Once dissolved in oleylamine (OAm)/ oleic acid (OAc) mixture, Pd(acac)2 precursor

transforms into the oleate-coordinated (-OAc) amino-complex Pd-complex 1, [Pd(II)(OAm)4(-OAc)2],

which ultimately converts into Pd nanocrystals’ aggregates upon reduction at 190 °C. Dissolution

of Cu(acac)2 salt and heating of the reaction mixture lead to the sequential formation of three dif-

ferent organocopper complexes at increasing temperature, which we identify as [Cu(II)(OAm)4]2+,

[Cu(II)(OAm)2(-OAc)2)2H2O], and [Cu(I)(OAm)2]+, respectively. Upon prolonged heating, the par-

tially reduced Cu(I)-complex converts into small Cu2O seeds, which further fuse and reduce to produce

Cu nanocrystals. Our understanding of the synthetic mechanisms to Pd and Cu nanocrystals largely

benefits from the complementary information provided by in situ TS-PDF, SAXS, and XAS, as schemat-

ically indicated by the coloured overlays.

reflections due to the presence of the crystalline Cu phase. We further perform Fourier-

transformed infrared spectroscopy (FTIR) on the Cu nanocrystal dispersions and reveal

intense vibrational bands due to the presence of OAm and OAc capping agents on the

Cu nanocrystal surfaces (Figure S4.3). Differently, no vibrational bands are detectable
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by FTIR measurement on a dried dispersion of Pd nanocrystals. This result suggests

that the interactions between the capping ligands and the Pd metal cores are very weak,

as washing the nanocrystals by a single re-dispersion and centrifugation cycle proves to

remove most of the organic molecules from the nanocrystal surface.

In summary, the proposed synthetic method outcomes in nanometer-sized, phase-pure

crystalline metal nanoparticles. However, our ex situ characterization does not provide

insights into the reaction mechanisms driving the acetylacetonate precursors to convert

into the nanocrystal products. We thus turn to in situ analytical methods to uncover

this information.

Figure 4.13: Overview of the reaction products for Pd and Cu nanocrystal syntheses. a, b)

HRTEM images of 4-nm Pd nanocrystals. In the inset in b, the histogram of the nanocrystal diameters

as reveal by HRTEM is shown. c) Plot of the PXRD pattern of Pd nanocrystals as compared to a

simulated pattern for a pure Pd phase. d-e) SEM images of Cu nanocrystals of approximately 40 nm in

size. The inset in e displays the histogram of the particle diameters, as determined from SEM imaging.

f) Plot of the PXRD pattern of Cu nanocrystals as compared to a simulated pattern for a pure Cu phase.
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4.2 Elucidating the formation mechanisms of Pd and Cu metallic nanocrystals

4.2.2 The formation of Pd nanocrystals studied in situ

Figure 4.14: Overview of the in situ PDF data during the synthesis of Pd nanocrystals. a)

Plot of the temperature profile during the in situ measurement. At time = 0 the reaction temperature

of 190 °C is reached. b) 2D plot of the in situ PDF data as a function of the reaction time. c) 1D PDF

profiles from the selected region of the 2D plot in b. d-e) Fits of selected PDF profiles by means of a

discrete organometallic structural model (Pd-complex 1) and of a single-crystalline Pd phase, respectively.

In the insets, a graphical representation of either of the two models is shown.

We employ the experimental setup illustrated in Section 4.1.1 to record high-energy

X-ray scattering during the synthesis of Pd nanocrystals. Figure S4.4 offers an overview

of the simultaneous in situ SAXS and TS data. The fast formation of the nanocrystals

in solution determines an abrupt increase in the SAXS intensity immediately after the

reaction mixture reaches 190 °C. At the same time, the broad scattering signal in the

TS pattern rapidly evolves into well-defined diffraction peaks, due to the formation of

crystalline domains.

We Fourier transform the TS signal into the PDF of Figure 4.14 to get insights into
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the structural transformations leading to the emergence of the nanocrystals. At room

temperature, the presence of a molecular species exhibiting short-range order results in

low intensity peaks in the PDF up to short interatomic distances (blue line in Figure

4.14c). The shape of the PDF is unaltered up to 190 °C, suggesting that the initial

species is stable in solution up to this temperature. Subsequently, upon reaching 190 °C,

the PDF rapidly evolves and intense peaks appear in the data up to long interatomic

distances, evidencing the formation of the nanocrystals.

We scrutise the PDF at low temperatures to determine the structure of the organometal-

lic precursor prior to the nanocrystal nucleation. In Figure 4.14d the PDF exhibits an

intense peaks at 2.07 Å. This distance is significantly longer compared to the reported

palladium-oxygen bond length of 1.98-1.99 Å for the Pd(acac)2 precursor235 and hints

to the formation of an amine coordinated complex of Pd2+ cations upon dissolution, in

agreement with previous reports.71 We calculate the PDF of isolated molecular models

by Fourier transformation of the X-ray scattering intensity determined via the Debye

scattering equation. We obtain a good fit to the experimental PDF by considering a

organometallic complex in which the Pd2+ center is coordinated by four oleylamine sub-

stituents in a squared-planar configuration. The additional presence of two deprotonated

oleic acid ligands in a second coordination sphere neutralizes the overall charge of the

complex. The proposed structure, which we label as Pd-complex 1, agrees with previous

findings from Yin at al., who successfully isolated this intermediate by crystallization

and then determined its structure via single-crystal X-ray diffraction.71 Here, we confirm

the presence of the same complex in solution up to high temperatures. After nucleation

of the nanocrystals, the experimental PDF is adequately described by means of a single

crystalline Pd phase, which we simulate within the AC approximation (Figure 4.14d).

We analyse the time-resolved PDF to determine the formation of eventual intermediate

species during the conversion of Pd-complex 1 into the Pd nanocrystals. To this goal,

we fit the experimental PDF by means of a two-phase refinement in which the summed

contributions of both the organometallic complex and the crystalline phase are accounted

by use of scaling factors. In Figure S4.5, the scale factor relative to Pd-complex 1 reduces

upon reaching of the reaction temperature of 190 °C, while the contribution of the Pd

phase increases. The smooth decrease in the weighted residual error Rw obtained from
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the fit suggests that no further intermediate species form during the process. Thus, the

analysis indicates that Pd-complex 1 directly converts into the Pd nanocrystals.

Figure 4.15: Overview of the XANES region of the in situ QEXAFS data during the

synthesis of Pd nanocrystals. a) Plot of the in situ X-ray absoption profiles measured at the Pd

K-edge during the synthesis of Pd nanocrystals. At time = 0, the reaction temperature of 190 °C is

reached. b) Plot of the relative fractions for different components obtained by MCR-ALS analysis of

the XANES data. c) Plot of the experimental XANES profile at the beginning of the synthesis. The

calculated plot for Pd-complex 1 is also shown. d) Plot of the experimental XANES profile at the end

of the synthesis as compared to the measured absorption spectrum for a Pd foil reference. Graphical

representations of the two structural models are shown in the insets of pannels b, c, and d.

We support the result obtained from the in situ PDF analysis by measurement of in

situ quick extended X-ray absorption fine structure (QEXAFS) at the Pd K-edge. X-

ray scattering already indicates that the initial organometallic complex reduces into the

metallic phase in only few minutes. Therefore, a rapid acquisition of X-ray absorption
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profiles, as enabled by QEXAFS routines, is essential to detect the emergence of even-

tual short living intermediates before the nucleation stage. Figure 4.15a provides an

overview of the in situ QEXAFS data. The conversion of the Pd2+ species into the re-

duced form corresponds to a change in the shape of the white line and in a shift of the

edge position to lower energy. We perform Multivariate Curve Resolution - Alternat-

ing Least Squares (MCR-ALS) analysis to decompose the spectral data in the XANES

region into its primary constituents, as shown in Figure 4.15b. The analysis reveals

the existence of two main components and agrees with the subsequent formation of Pd-

complex 1 and crystalline Pd phase in solution, as illustrated by Figure 4.15c and d,

respectively. We also compare the experimental spectrum at room temperature with the

simulated ones for alternative Pd2+ complexes, as shown in Figure S4.6. Although the

analysis tends to support the formation of the tetra-amino Pd(II) complex we identified

via PDF, the quality of the data does not allow to fully discriminate between squared-

planar palladium(II)-complexes displaying different nucleophilic ligands. Nevertheless,

both the identified Pd-complex 1 structure and the crystalline Pd phase provide a good

fit to the EXAFS profiles measured at early and late stages of the synthesis, as illustrated

in Figure S4.7. The overall analysis of the QEXAFS confirms that the organometallic

complex directly converts into the reduced Pd crystal form, as we detect no formation of

intermediate species within the temporal resolution of the measurements.

We measure FTIR of the palladium precursor at room temperature to determine the

role of oleylamine and oleic acid ligands in the formation of Pd-complex 1. In Figure

4.16, mixing the Pd(acac)2 salt with oleic acid alone results in a vibrational spectrum

which is the direct sum of the spectra of pure oleic acid and Pd(acac)2, therefore indicating

that the precursor salt doesn’t dissolve in oleic acid. In fact, over time we observe the

sedimentation of Pd(acac)2 salt at the bottom of the container, as shown by the picture in

Figure S4.8. Conversely, mixing Pd(acac)2 with oleylamine drives the formation of freely

dispersed acetylacetonate groups due to the substitution of the acac ligands with amines.

As a result, we detect a vibrational peak at 1603 cm-1 and additional peaks at 3170 and

3103 cm-1, which we assign to the vibration of the C=O bond and to the asymmetrical

vibration of CH3 groups in loosely coordinating acetylacetonate, respectively.236 This

finding is in line with previous reports.67,71 Finally, we measure FTIR after addition of
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Figure 4.16: FTIR measurements for mixtures of Pd(acac)2 with different solvents. Top:

The FTIR spectra of pure Pd(acac)2 and OAc is compared with the mixture of the two. Center :

Comparison of the FTIR spectra of OAm and the mixture Pd(acac)2 + OAm. Bottom: Comparison of

the FTIR spectra of the OAm/OAc mixture before and after addition of Pd(acac)2 salt.

oleic acid to the Pd(acac)2/oleylamine solution. We observe a split of the 1603 cm-1 peak

into two main peaks at 1614 and 1580 cm-1, which we attribute to the formation of an

amino-ketone species after condensation of the acetylacetonate group with oleylamine

in acidic environment.71 The intensity of the peak at 3185 cm-1 in the original FTIR

spectrum gradually increases after addition of small amounts of water, as shown in the

inset of Figure 4.16. We therefore conclude that the 3185 cm-1 band stems from the

formation of bound water molecules as a result of the condensation reaction between the

protonated acetylacetonate group and oleylamine, according to eq. 4.1.
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The overall transformation of Pd(acac)2 salt in Pd-complex 1 complex can be ex-

pressed by eq. 4.2.

So far, our analysis of the Pd formation restricted to the chemical conversion of the

Pd precursor into the Pd metal phase. We now direct our attention to determine the

structure and morphology of the Pd nanocrystals as they emerge in solution. In Figure

4.17a the background subtracted in situ SAXS data displays a broad peak centered at

0.09 Å-1, which stems from the fast formation of nanocrystal agglomerates after reaching

190 °C. At low-q, the scattering signal due to the presence of the agglomerates overlaps

with the form factor of the individual nanocrystals. As a result, an estimation of the

nanocrystal sizes by fit of the scattering profiles in the Guinier region is unviable.

We determine the mean inter-particle distance within the agglomerates as 2⇡/q after

fit the position q of the structure factor at around 0.09 Å-1. In Figure 4.17b, the

inter-particle distances found by SAXS fit overestimate the nanocrystal diameter sizes

provided by PDF and electron microscopy, likely due to the presence of a soft shell of

organic ligands surrounding the nanocrystal cores. However, when we subtract twice the

length of fully extended oleylamine/oleic acid ligands (4 nm)237 from the mean inter-

particle distances, the size profiles determined by SAXS and PDF closely match. The

result thus suggests that at this stage of the synthesis the Pd nanocrystals are covered

by a soft shell of organic capping agents. More importantly, the match between the

nanocrystal sizes determined by SAXS and PDF indicates that the nanocrystals nucleate

as single crystals and further grow by simple incorporation of monomeric species into

the existing crystalline lattice. The absence of twin-boundaries in the HRTEM images
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Figure 4.17: The agglomeration of Pd nanocrystals as revealed by in situ SAXS. a) Plot of

the background subtracted in situ SAXS profiles collected during the synthesis of Pd nanocrystals. At

time = 0 min, the reaction time of 190 °C is reached. The quick increase of the scattering intensity at

approximately 0.09 Å-1 stems from the fast agglomeration of the colloidal Pd nanocrystals immediately

after their formation. b) Plot of the particle diameters and inter-particle distances as obtained by fit

of the in situ PDF (red) and SAXS (light green) data, respectively. The size profile obtained by SAXS

is additionally shown downshifted of 4.0 nm to subtract the contribution of twice the thickness of a

soft organic shell from the inter-particle distance. The resulting profile (dark green) corresponds to the

diameter of individual nanocrystals. c) Schematic representation of the conversion of Pd-complex 1 into

Pd nanocrystal agglomerates.

of Figure 4.13 a-b further supports this hypothesis. The small time shift between the

SAXS and PDF profiles in Figure 4.17b likely stems from the short delay between the

emergence of the nanocrystals and their aggregation.

In Figure 4.17b, both size profiles determined by SAXS and PDF exhibit a maxi-

mum immediately after formation of the nanocrystals. Differently, at later times during

the synthesis the nanocrystal sizes appear to gradually decrease. We ascribe the obser-

vation to the effect of a prolonged nucleation stage on the mean nanocrystal size. After

overcoming the energy barrier to nucleation, the first nuclei grow quickly by consumption

of the monomeric species in solution. As a result, the concentration of the free monomer

reduces, and the nuclei forming at later stages during the synthesis grow to progressively
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shorter final sizes. We thus determine a decrease in the average nanocrystal diameter over

time. Our results provide experimental evidence to previous reports, where the formation

of polydispersed Pd nanocrystals from Pd(acac)2 precursor is ascribed to the multinucle-

ation events caused by the low reducing power of oleylamine.238 The final nanocrystal size

of 3.6 nm determined by both PDF and SAXS analysis is smaller compared to the mean

diameter of 4.2 nm measured by HRTEM. However, we suggest that this discrepancy

originates from the poor statistics of electron microscopy measurements compared to the

large amount of nanocrystals probed by the X-ray scattering techniques.

Figure 4.17c provides a schematic illustration of the synthesis of Pd nanocrystals as

revealed by our in situ investigation. Dissolution of Pd(acac)2 determines the formation of

the amino-substituted Pd-complex 1. Upon reduction, Pd-complex 1 converts into capped

Pd nanocrystals, which quickly aggregate into disordered agglomerates in solution. Mult-

inucleation events unfold, resulting in polydispersed single-crystalline nanoparticles. The

overall nucleation and growth of the nanocrystals occur in agreement with the predictions

from the classical nucleation theory.

4.2.3 Overview on the formation of Cu nanocrystals by in situ

PDF

We investigate the synthesis of Cu nanocrystals by acquisition of high energy X-ray

scattering. Figure S4.9 exhibits the in situ TS and SAXS data collected simultaneously

during the colloidal synthesis. We Fourier transform the TS data to obtain the PDF

shown in Figure 4.18. Due to its sensitivity to both short- and long-range order, in

situ PDF provides a comprehensive overview of the structural transformation ultimately

leading to the emergence of the nanocrystals. At room temperature, the PDF exhibits

an intense peak at 2.03 Å. This distance is larger than typical Cu(II)-O bond lengths

and rather hints to the formation of an amine coordinated complex of Cu2+, similarly to

what we already observed for Pd2+.

Upon heating of the reaction mixture, the inter-atomic distances in the PDF modify

and the position of the 2.03 Å peak reduces to 1.96 Å at 115 °C, and then further to 1.84

Å at 210 °C, while no long-range order structures are formed, as illustrated in Figure
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Figure 4.18: Overview of the in situ PDF during the synthesis of Cu nanocrystals. a) Plot of

the temperature profile during the in situ measurement. At time = 0 the reaction temperature of 210 °C

is reached. b) 2D plot of the in situ PDF data as a function of the reaction time. c) 1D plot of selected

PDF profiles from the data shown in b. d) Fit of a selected PDF profile by means of a two-phase model

compromising a Cu2O and a Cu crystalline phase. e) Fit of a selected PDF profile at late times during

the synthesis by means of a single Cu crystalline phase.

4.18c. After prolonged heating at 210 °C we further determine the emergence of a long-

range ordered crystalline Cu2O phase, which progressively converts into reduced Cu, as

illustrated by the exemplary fits in Figure 4.18d, e. This result is in agreement with

previous reports.79

Overall, in situ PDF hints to the formation of few metal-coordinate species which

proceed the emergence of Cu2O and Cu nanocrystals. However, PDF alone does not

permit to fully discriminate between copper complexes with similar structures due to its
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limited sensitivity to the local chemical environment. In the next section, we will thus

extend our study to the chemical transformations prior to the nanocrystal nucleation via

element-sensitive X-ray absorption methods.

4.2.4 Chemical transformations prior to Cu nanocrystal nucle-

ation

We measure in situ QEXAFS at the Cu K-edge during the synthesis of Cu nanocrystals.

Due to its rapid acquisition rate, by QEXAFS we reveal the formation of various chemical

intermediates during the fast heating rate of 10 °C min-1 utilized for the nanocrystal

synthesis. In Figure 4.19a, the time-resolved plot of the X-ray absorption data in the

near-edge region displays a shift of the absorption edge to lower energies during the initial

heating ramp. Later, at 220 °C, we observe the emergence of an intense peak at around

8.88 keV, which subsequently reduces in intensity upon prolonged heating.

We perform MCR-ALS analysis of the in situ spectra and identify the evolution of

five separate components during the synthesis, as shown in Figure 4.19b. The first

three components form during the temperature ramp from room temperature to 220 °C

and correspond to the short-range ordered species detected by PDF. We thus label them

as Cu-complex 1, Cu-complex 2, and Cu-complex 3, respectively. We assign the later

two components to the formation of crystalline Cu2O and Cu phases, as determined by

comparison of the respective spectra with reference measurements in Figure S4.10. Our

assignment perfectly agrees with the PDF observations.

Although QEXAFS permits the fast detection of different chemical species emerging

during the synthesis, the reduced energy resolution of the measurement limits our ability

to accurately determine the characteristic structural motives of the various Cu-complexes.

We therefore complement our results by measuring in situ high-energy-resolution fluores-

cence detection X-ray absorption near-edge structure (HERFD-XANES) prior to the

nanocrystal nucleation. The MCR-ALS analysis of the data reveals the formation of

three Cu-complexes, as shown in Figure S4.11. In Figure 4.19c-d, we compare the

HERFD-XANES spectrum of each of the Cu-complexes with simulated profiles calculated

for the structural motifs shown in the respective insets. Simulated profiles for alternative

structural motifs are reported in Figure S4.12, S4.13, and S4.14, respectively. For
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Figure 4.19: Overview of the in situ QEXAFS and HERFD-XANES data during the syn-

thesis of Cu nanocrystals. a) Plot of the XANES profiles measured by in situ QEXAFS at the Cu

K-edge during the synthesis of Cu nanocrystals. At time = 0, the reaction temperature of 210 °C is

reached. b) Plot of the relative fractions for different components obtained by MCR-ALS analysis of

the QEXAFS data shown in a. c-e) Plots of the experimental and simulated HERFD-XANES profiles

for Cu-complex 1, Cu-complex 2, and Cu-complex 3, respectively. The simulated spectra are calculated

from the discrete structural models graphically shown in the respective insets.

Cu-complex 1, we obtain the best agreement between experimental and simulated data

after considering a squared planar complex of Cu2+ coordinated by four oleylamine lig-

ands ([Cu(II)(OAm)4]2+). In the case of Cu-complex 2, the best agreement is reached

with a squared pyramidal complex of Cu2+ displaying two oleylamine and two oleate

substituents in equatorial position, and one water molecule in axial position. We fur-

ther suggest the presence of a second water molecule in an outer coordination sphere

and loosely bound to the carbonylic oxygens of the oleate groups via hydrogen bonds, to

yield the organometallic complex [Cu(II)(OAm)2(-OAc)2)2H2O]. Finally, we assign the
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spectrum of Cu-complex 3 to a partially reduced Cu+ metal center linearly coordinated

with two oleylamine ligands ([Cu(I)(OAm)2]+). We suggest that the overall charge of

Cu-complex 1 and Cu-complex 3 is balanced by the presence in an outer coordination

sphere of anionic oleate groups, which are not shown in the insets of Figure 4.19c, e.

In addition to the good agreement between the experimental and simulated HERFD-

XANES profiles of Figure 4.19c-e, the proposed structures allow a good fit of both the

in situ QEXAFS spectra and in situ PDF data, as demonstrated in Figure S4.15 and

S4.16.

Figure 4.20: FTIR measurements for mixtures of Cu(acac)2 with different solvents. Top:

The FTIR spectra of pure Cu(acac)2 and OAc is compared with the mixture of the two solvents. Center :

Comparison of the FTIR spectra of pure OAm with the mixture Cu(acac)2 + OAm. Bottom: Comparison

of the FTIR spectra of the OAm/OAc mixture before and after dissolution of the Cu(acac)2 salt.

We further use FTIR spectroscopy to determine the role of oleylamine and oleic acid

ligands in dissolving the Cu(acac)2 precursor. In Figure 4.20, the FTIR measurements
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demonstrate that OAc alone doesn’t dissolve Cu(acac)2, since the summed spectra of pure

OAc and Cu(acac)2 salt is recovered. The addition of Cu(acac)2 salt to pure oleylamine

doesn’t lead to the tetra-amino Cu(II) complex, but rather to a Cu(acac)2-amine complex

displaying weakened Cu-O bonds, as indicated by the emergence of weak vibrational

bands in the 1500-1620 cm-1 region.239 The presence of additional electron-donor ligands

in the coordination sphere of Cu(acac)2 species increases the splitting of the d-orbitals of

Cu(II) and determines a shift of color from blue to green, as shown in Figure S4.17.240

The Cu(acac)2/OAm mixture is difficult to handle at room temperature due to its high

viscosity and is thus not an ideal starting solution for the synthesis. Conversely, the

addition of OAc to the Cu(acac)2/OAm mixture results in a clear solution with low

viscosity and which exhibits the characteristic deep blue color of Cu(II)-amino complexes,

as shown in Figure S4.17. We attribute the formation of the latter complex to the acid-

catalysed condensation of acetylacetonate ligands with OAm, as further indicated by the

emergence in the FTIR apectrum of the vibrational bands of the amino-ketone species

at 1614 and 1580 cm-1, as well as of a broad band at 3267 cm-1 due to the formation of

bound water molecules. We therefore conclude that the joint use of OAm and OAc is

crucial to cleave the Cu-acac bond and convert the Cu(acac)2 complex into Cu-complex

1 at room temperature.

In summary, the combination of complementary in situ PDF, QEXAFS, and HERFD-

XANES, along with ex situ FTIR spectroscopy, enables us to propose a multi-step trans-

formation pathway, wherein Cu(acac)2 salt converts into a partially reduced Cu(I)-amino

species according to eq. 4.3.

In the next section, we focus on later stages of the synthesis to uncover the struc-

tural transformations driving Cu-complex 3 into Cu nanocrystals. To this scope, we will

consider the in situ TS-PDF and SAXS data, and further perform ex situ HRTEM.
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4.2.5 Structural rearrangement to Cu nanocrystals

Figure 4.21a displays selected in situ TS patterns collected at the reaction temperature

of 210 °C. The data indicates the first emergence of a Cu2O crystalline phase, which later

converts into reduced Cu. We analyse the TS profiles by Rietveld refinement to extract

the crystal sizes and scales for the two phases, as shown in Figure 4.21b. At t = 11

min, we reveal the rapid emergence of Cu2O crystallites with an initial size of of 18 nm.

At t = 13 min we further observe the progressive formation of anisotropic Cu crystals

displaying a preferential growth in the (111) lattice direction. After prolonged heating,

the amount of Cu2O phase declines and the Cu crystals become the majority phase in

solution.

We perform a multi-phase analysis of the in situ PDF data to identify the early

formation of small nuclei that cannot be detected by Rietveld refinement. We model the

data by including the calculated PDF from the Cu-complexes’ structures, as well as from

separate Cu2O and Cu phases. The result of the analysis are shown in Figure S4.18. We

detect the emergence of Cu2O nanocrystals already at t = 9 min exhibiting crystallites of

3 nm in size. These small Cu2O nanocrystals are stable in solution for at least 2 minutes,

after which we detect the sudden emergence of large Cu2O nanocrystals, in agreement

with the Rietveld analysis.

We perform additional in situ SAXS measurements to confirm the formation of small

nanoparticles prior to the emergence of larger Cu2O and Cu nanocrystals. Figure S4.19

offers an overview of the in situ SAXS data, which we collected by use of an in-house

acquisition setup. In Figure 4.21b the analysis of the SAXS profiles reveal the presence

of two distinctive populations of nanoparticles with a constant diameter of approximately

5 and 45 nm, respectively. The 5-nm particles are detected first, while the emergence of

the larger particles is delayed. The trend in the nanoparticle diameter lengths suggests

that the larger particles suddenly form due to the agglomeration of smaller ones. After

agglomeration, fusion of the crystalline domains leads to larger Cu2O crystalline domains,

which eventually convert into Cu, as supported by TS-PDF.
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Figure 4.21: The crystallization pathway of Cu nanocrystals as revealed by in situ TS,

in situ SAXS, and ex situ EM. a) Plot of selected in situ TS profiles during the synthesis of Cu

nanocrystals. At time = 0, the reaction temperature of 210 °C is reached. b) Plot of the scale factors

and the crystal sizes obtained by Rietveld refinement of the in situ TS data. c) Plot of the scale factors

and the particle diameters obtained by fit of the in situ SAXS data. d-e) Selected ex situ HRTEM

images measured after 20 minutes of reaction time at 210 °C. Both twinned Cu2O nanocrystals, 5 nm in

size (d) and large polycrystalline nanoparticles of mixed Cu and Cu2O composition (e) are detected in

the sample. In the HRTEM images, the spacing distances for different lattice directions for both Cu2O

and Cu phases are also shown. In the insets, selected bright spots or arcs in the FFT of the HRTEM

images are assigned to different spacing distances for either of the two phases. f) SEM image of the Cu

nanocrystals at the end of the syntesis. g Schematic representation of the formation mechanism of Cu

nanocrystals starting from Cu-complex 3.
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We repeat the synthesis and measure ex situ HRTEM after 20 min of reaction time at

210 °C to validate our hypothesis. At this stage of the synthesis, we expect the presence of

both small and large nanoparticles, as revealed by SAXS, as well as the mixed formation

of Cu2O and Cu phase, according to TS-PDF. Electron microscopy confirms the presence

of both small and large sized nanoparticles in the specimen, as shown in Figure S4.20a.

The 5-nm nanoparticle in Figure 4.21d exhibits twinned Cu2O domains, as indicated

by the (200) interplanar distances of 2.11 Å. The result agrees with both PDF and SAXS

observations. In Figure S4.20b we determine the presence of a large nanoparticle which

display multiple Cu2O crystalline domains of approximately 5 nm in size. Thus, Figure

S4.20b supports the hypothesis that smaller particles coalesce to form larger ones by

un-oriented attachment. A similar mechanism has been already suggested by previous

observations via TEM.73 The polycrystalline nanoparticle of Figure 4.21e exhibits both

Cu2O and Cu domains due to the progressive reduction of the oxide into the metallic

phase, in agreement with TS-PDF data. Further re-arrangement of the crystalline lattice

outcomes into large crystalline domains displaying either Cu2O or Cu composition, as

shown in Figure S4.20c-d. Finally, Figure 4.21f reports the SEM image of the phase-

pure Cu nanocrystals at the end of the synthesis.

Figure 4.21f provides a schematic illustration of the formation of Cu nanocrystals,

as revealed by the analysis of the in situ and ex situ data. The Cu(I)-complex 3 exhibits

moderate stability in solution at 210 °C and slowly converts into small polycrystalline

Cu2O nanoparticles. After their emergence, the Cu2O nuclei quickly fuse together by un-

oriented attachment to build larger polycrystalline nanoparticle structures which further

rearrange into coherent crystal domains, as revealed by in situ TS-PDF. The Cu2O phase

then progressively converts into Cu via a solid-state reduction to deliver Cu nanocrystals

exhibiting a preferential growth in the (111) direction. Therefore, we conclude that the

synthesis of Cu nanoparticles unfolds via a complex multi-step formation mechanism,

which lies outside the prediction of the classical nucleation theory.
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4.2 Elucidating the formation mechanisms of Pd and Cu metallic nanocrystals

4.2.6 Supporting information

Figure S4.3: FTIR measurements of Pd and Cu nanocrystals compared to the spectra of

pure oleylamine and oleic acid. In the Cu NCs spectrum, the position of the absorption bands is

consistent with the presence of oleylamine and oleic acid ligands adsorbed at the surface of the NCs

according to241,242.
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4 Results and discussions

Figure S4.4: Simultaneous in situ SAXS and TS during the synthesis of Pd nanocrystals. a)

Temperature profile during the synthesis of Pd nanocrystals. At time = 0 min the reaction temperature

of 190 °C is reached. b) 2D plot of the background unsubtracted in situ SAXS intensity as a function of

time. The corresponding 1D plots are shown in d. c) 2D plot of the in situ PDF as a function of time.

The corresponding 1D plots are shown in e.
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4.2 Elucidating the formation mechanisms of Pd and Cu metallic nanocrystals

Figure S4.5: Fit of the in situ PDF during the formation of Pd nanocrystals. Top: Plot

of the scale factors obtained from the 2-phase refinement of the data, which we perform by considering

both Pd-complex 1 structure and a crystalline Pd phase. We calculate the PDF of the organimetallic

model via Fourier transformation of the X-ray scattering signal determined from the Debye Scattering

equation. The PDF of the crystalline phase is calculated within the AC approximation. Center : Plot

of the Rw value obtained from the fit routine as a function of time. Bottom: Plot of the temperature

profile during the synthesis of the nanocrystals.

111



4 Results and discussions

Figure S4.6: Comparison of the Pd-complex 1 XANES profile with simulated spectra for

different candidate structures. The simulated spectrum at the bottom corresponds to the suggested

structure for Pd-complex 1, i.e. to a tetra-amino complex of Pd(II) with squared planar geometry and

two carboxilic acids as counter anions. In structure 2, the tetra-amino complex displays a tetragonal

symmetry. In structure 3, the Pd(II) center is coordinated by two amino-ketone ligands. In structure 4,

two amine and two carboxilic acids coordinate the Pd(II) metal center, while two water molecules belong

to outer coordination shells. The groups R1 and R2 correspond to alkyl chains. The simulated model

structures are isolated from CCDC 1557612,243 1557610,71 1557613,71 and 1557614,71 respectively.
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4.2 Elucidating the formation mechanisms of Pd and Cu metallic nanocrystals

Figure S4.7: Plot of the EXAFS fits for Pd-complex 1 and Pd nanocrystals.

Figure S4.8: Pictures of mixtures of Pd(acac)2 with different solvents. Over time, Pd(acac)2
salt sediments at the bottom of the vessel containing OAc solvent.
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4 Results and discussions

Figure S4.9: Simultaneous in situ SAXS and TS during the synthesis of Cu nanocrystals. a)

Temperature profile during the synthesis of Cu nanocrystals. At time = 0 min the reaction temperature

of 210 °C is reached. b) 2D plot of the in situ SAXS intensity as a function of time. The corresponding

1D plots are shown in d. c) 2D plot of the in situ PDF as a function of time. The corresponding 1D

plots are shown in e.
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4.2 Elucidating the formation mechanisms of Pd and Cu metallic nanocrystals

Figure S4.10: Comparison of selected in situ XANES spectra with Cu2O and Cu references.

a) The in situ XANES spectra attributed to the intermediate formation of Cu2O nanocrystals during

the synthesis of Cu nanocrystals is compared to a reference measurement of a Cu2O foil. b) The in

situ XANES spectra which attributed to the emergence of Cu nanocrystals is compared to a reference

measurement of a Cu foil. Both XANES data are collected during in situ QEXAFS measurements.

Figure S4.11: MCR-ALS analysis of the in situ HERFD-XANES measurement during the

synthesis of Cu nanocrystals. Top: plot of the concentration profiles extracted from the MCR-ALS

analysis of the in situ HERFD-XANES data. Three different components are here determined. Bottom:

Plot of the temperature profile during the in situ HERFD-XANES measurement.
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4 Results and discussions

Figure S4.12: Comparison of the Cu-complex 1 XANES profile with simulated spectra for

different candidate structures. The simulated spectrum at the bottom corresponds to the suggested

structure for Cu-complex 1, i.e. to a tetra-amino complex of Cu(II) with squared planar geometry. In

structure 2, the tetra-amino complex displays a tetragonal symmetry. In structure 3, the squared-planar

Cu-complex 1 displays an additional water molecule in axial position, to outcome in a square-based

pyramid arrangement. The R1 group corresponds to an alkyl chain. The model structure for Cu-

complex 1 is adapted from CCDC 1942113.244. The model structures 2 and 3 are manipulated and fully

relaxed in Avogadro.170 All complexes are simulated with an overall neutral charge to account for the

screening effect of the counter ions in solution.
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Figure S4.13: Comparison of the Cu-complex 2 XANES profile with simulated spectra

for different candidate structures. The simulated spectrum at the bottom corresponds to the

suggested structure for Cu-complex 2, i.e. a squared planar complex of Cu(II) with two amines and two

carboxylic acids in equatorial position, one water molecule in axial position, and one water molecule in

an outer coordination shell. The latter water molecule is removed in structure 2, while both molecules

are removed in structure 3. Structure 4 corresponds to a squared planar complex with four carboxylic

acids in equatorial position. Adding a water moleculs in axial position leads to structure 5, while the

further addition of a water molecule in an outer coordination shell leads to structure 6. The groups R1

and R2 correspond to alkyl chains. The first three structures are adapted from CCDC 1851976,245,246

the last three from 1851979.246,247 All complexes are simulated with an overall neutral charge to account

for the screening effect of the counter ions in solution.
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Figure S4.14: Comparison of the Cu-complex 3 XANES profile with simulated spectra for

different candidate structures. The simulated spectrum at the bottom corresponds to the suggested

structure for Cu-complex 3, i.e. a linear complex of Cu(I) with two amino ligands. Substituting one or

both amino with imino ligands leads to structures 2 and 3, respectively. Structures 4 and 5 corresponds

to the linear complex of Cu(I) with either alkoxy or carboxylate acids, respectively. The groups R1 and

R2 correspond to alkyl chains. The Cu(I)-N distance in the amino complexes are obtained from CCDC

2105533,248 Cu(I)-N distance in the imino complexes from CCDC 1250839,249 and the Cu(I)-O distance

from COD 9007497.250 All complexes are simulated with an overall neutral charge to account for the

screening effect of the counter ions in solution.
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4.2 Elucidating the formation mechanisms of Pd and Cu metallic nanocrystals

Figure S4.15: EXAFS fits for Cu-complex 1, Cu-complex 2, and Cu-complex 3. The EXAFS

data are collected during in situ QEXAFS measurements.
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4 Results and discussions

Figure S4.16: Fit of the in situ PDF with the Cu-complex structures. The experimental PDF

profiles are the same as reported in Figure 4.18b. The fit PDF is calculated for either Cu-complex 1,

Cu-complex 2, or Cu-complex 3 structures by Fourier transform of the X-ray scattering signal determined

via DSE.
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4.2 Elucidating the formation mechanisms of Pd and Cu metallic nanocrystals

Figure S4.17: Pictures of mixtures of Cu(acac)2 with different solvents. a) Picture of three

vessels containing Cu(acac)2 mixed with OAm, OAc, and a mixture of OAm and OAc, respectively. Over

time, we observe the sedimentation of Cu(acac)2 salt at the bottom of the vessel containing only OAc

solvent. b) Picture of the highly viscous Cu(acac)2/OAm mixture at room temperature.
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4 Results and discussions

Figure S4.18: Fit of the in situ PDF during the synthesis of Cu nanocrystals. The fit PDF is

calculated by a multi-component analysis compromising the 3 Cu-complex structures and Cu2O and Cu

crystalline phases. The fits of some components are dropped at later times of the synthesis to improve

the robustness of the fit. Cu-complex 1 and Cu-complex 2 are never simultaneously included in the

fit as the calculated PDFs from the two models are too similar to be effectively distinguished during

the sequential refinement of the in situ data. The model PDFs for Cu2O and Cu phases are calculated

by means of the AC approximation and for spherical crystalline domains. The dampening of the PDF

intensity at very long interatomic distances leads to underestimate the diameters of large crystallites

above 10-15 nm. Above this size range, the values extracted from Rietveld refinement are more accurate.

Plots of the Rw and temperature as a function of the synthesis time are also shown.
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4.2 Elucidating the formation mechanisms of Pd and Cu metallic nanocrystals

Figure S4.19: In situ SAXS during the synthesis of Cu nanocrystals and relative fit. a) Plot

of the background subtracted in situ SAXS data at different time. b) Plot of selected SAXS profiles

and relative fits. The SAXS data is collected via an in-house setup to achieve a reduced value of the

experimental qmin compared with the P07 data. SAXS intensities are averaged over 1 minute.
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Figure S4.20: Ex situ HRTEM investigation of the Cu nanocrystal synthesis product after

20 minutes of reaction time at 210 °C. a) A low magnification HRTEM image display both small

(approx. 5 nm) and large nanoparticles. In the inset, the SAED diffractogram displays diffraction peaks

from both Cu2O and Cu phases. b) A HRTEM image and its respective FFT for a large nanoparticle

displaying twinned Cu2O crystalline domains. c-d) HRTEM images and their FFT for single-crystalline

Cu2O or Cu nanocrystals, respectively.
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4.3 Revealing the nucleation and self-assembly of alloyed CuPd icosahedra

4.3 Revealing the nucleation and self-assembly of al-

loyed CuPd icosahedra

The content of Sections 4.3.1 and Section 4.3.3 - 4.3.7 were accepted for publication in

Small, 2311714 (2024). Sections 4.3.2 will be included in a separate publication, which is

currently in preparation. Analysis of the in situ XAS data is ongoing.

My contribution to this study compromises the synthesis of the nanocrystals and super-

crystals, the nanocrystal ex situ characterization, the measurement of the simultaneous

in situ X-ray scattering, the collection of the in situ absorption spectroscopy, and the

analysis of the PDF data.

In the previous section, we combined the use of in situ PDF, SAXS, and XAS to de-

termine the formation pathways of monometallic Pd and Cu nanocrystals. Here, we turn

our attention to the direct synthesis of supercrystals made up of mixed CuPd nanocrys-

tals. We simultaneously acquire PDF and SAXS to bridge over multiple length scales

and to observe the one-pot nucleation, growth, and self-assembly of CuPd icosahedra into

close-packed superlattices, as summarized in Figure 4.22. We follow the chemical trans-

formation leading both Cu and Pd precursors to convert into the metallic icosahedra by

in situ XAS and PDF. Our analysis shows that the Pd precursor accelerates the reduction

kinetics of Cu cations, which directly convert into the metal without formation of the

Cu2O intermediate phase. After synthesis, we direct the assembly of CuPd icosahedra

upon cooling of the reaction mixture. By in situ SAXS, we first observe the emergence of

a short-range ordered (SRO) phase of nanocrystals preceding the supercrystal formation.

We show that the organization of oleic acid/oleylamine solvent molecules into lamellar

structures drives the nanocrystal assembly by creating an excluded volume to particle

diffusion. Our study thus demonstrates that entropic forces can be crucial in the direct

synthesis of supercrystals.
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4 Results and discussions

Figure 4.22: Schematic illustration of the simultaneous in situ TS-PDF and SAXS experi-

ment during the direct synthesis and assembly of CuPd icosahedra supercrystals. A reaction

mixture containing the Cu and Pd precursors is stirred during temperature ramps. The X-ray TS and

SAXS signal of the reaction mixture is recorded simultaneously by two large-area detectors. Metallic

CuPd icosahedra nucleate from the molecular precursors and subsequently assemble into colloidal super-

crystals with a fcc arrangement.

4.3.1 Overview of the simultaneous PDF/SAXS data during the

synthesis of CuPd nanocrystals

We synthesize CuPd nanocrystals by heating copper and palladium acetylacetonate (metal

ratio Cu : Pd = 70 : 30) precursors in a solvent mixture consisting of oleylamine, oleic

acid and dioctyl ether to 220 °C at 10 °C min-1. We conduct the synthesis within SHINES

reactor, and acquire multi-modal in situ X-ray scattering by use of the experimental setup

described in Section 4.1.1. Figure 4.23 provides an overview of the in situ PDF and

SAXS data collected simultaneously during the colloidal synthesis, while the background

subtracted in situ TS data is reported in Figure S4.21.

At room temperature, the PDF of Figure 4.23b, d exhibits an intense peak at

2.01 Å, which is consistent with the formation of amine coordinated complexes of Cu2+

and Pd2+ cations upon dissolution of the acetylacetonate precursors, similarly to what

observed in the synthesis of Cu and Pd nanocrystals. Upon heating of the reaction

mixture, the evolution of the PDF indicates the rapid nucleation and growth of CuPd

nanocrystals of approximately 3 nm in size. The finding hints to a substantially different
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4.3 Revealing the nucleation and self-assembly of alloyed CuPd icosahedra

reduction pathway for the mixed CuPd system compared to the slow nucleation process

determined in the synthesis of Cu nanocrystals. After 5 min at 220 °C no further changes

are observed in the PDF, suggesting that the nanocrystal synthesis is completed.

At low temperatures, the complementary SAXS data in Figure 4.23c, e displays a

broad peak at 0.24 Å-1 which stems from the metallic complexes in solution. About 95 s

after reaching the reaction temperature of 220 °C, we observe a dramatic increase in the

intensity at low scattering vector q, which identifies the emergence of nanometer-sized

particles followed by particle growth, in line with the PDF analysis.

Figure 4.23: Simultaneous in situ PDF and SAXS during CuPd nanocrystal formation. a)

Temperature profile during the synthesis of CuPd nanocrystals. At time = 0 min the reaction temperature

of 220 °C is reached. b) 2D plot of the in situ PDF as a function of time. The corresponding 1D plots

are shown in d. c) 2D plot of the in situ SAXS intensity as a function of time. The corresponding 1D

plots are shown in e.
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4.3.2 Chemical transformations affecting Cu and Pd precursors

Subtle variations in the PDF in Figure 4.23b, d hint at the formation of intermediate

species between the starting precursors and the nanocrystal nuclei. Since the scattering

signals from both Cu and Pd intermediates are convoluted to generate the TS inten-

sity, isolating the structural features of each individual component from the PDF alone

poses significant challenges. We overcome these limitations by performing complementary

X-ray absorption measurements, which permits to selectively probe the local chemical en-

vironment of either Cu or Pd metal centers during the synthesis.

In Figure 4.24a, we report the X-ray absorption profiles in the near-edge region

collected by in situ QEXAFS at the Pd K-edge. Here, we run the synthesis starting from

180 µL of precursor solution, which we then heat up to 220 °C within SHINES cell in a

6.5 mm PEEK vessel. We further analyse the data in Figure 4.24a by MCR-ALS. We

find that the X-ray absorption signal at room temperature is identical to the one detected

for Pd-complex 1 species in the synthesis of Pd nanocrystals, as shown in Figure S4.22a.

In Figure 4.24b, the concentration profiles extracted from the MCR-ALS analysis reveal

the fast conversion of Pd-complex 1 into the reduced metal form at high temperature,

similarly to what we already observed in the synthesis of pure Pd nanocrystals (Figure

4.15b). We therefore conclude that the reduction kinetics of Pd-complex 1 is fast and

likely independent of the presence of the Cu intermediate species in solution.

We further measure in situ QEXAFS at the Cu K-edge to follow the transformation of

Cu precursor into CuPd nanocrystals. We perform MCR-ALS analysis of the X-ray ab-

sorption spectroscopy data in Figure 4.24c to obtain the concentration profiles shown in

Figure 4.24d. We determine the formation of the same organocopper species as revealed

for the synthesis of Cu nanocrystals, as further demonstrated by the HERFD-XANES

measurements in Figure S4.22b-d. However, here we observe the direct conversion of

the Cu-complex 3 into the metallic form without the intermediate formation of a Cu2O

phase. Moreover, the reduction of Cu-complex 3 is fast and completes in only few minutes

after reaching 210 °C. These observations clearly indicate that the presence of Pd species

in solution promotes the reduction of Cu intermediates.

We propose that the reduction of Pd-complex 1 shortly precedes the reduction of

Cu-complex 3 to generate Pd-rich nuclei. Once formed, these nuclei act as seeds for the

128



4.3 Revealing the nucleation and self-assembly of alloyed CuPd icosahedra

Figure 4.24: Overview of the chemical tranformations to CuPd nanocrystals as revealed by

in situ XAS. a, c) Plots of the XANES region of the QEXAFS data measured at the Pd K-edge (a) or

the Cu K-edge (c). b, d) Concentration profiles for different species as revealed by MCR-ALS analysis of

the data shown in a and d, respectively. Plots of the temperature profiles during the measurements are

additionally shown. The data in a-b are collected while heating 180 µL of precursor solution in a PEEK

reaction vessel with a diameter of 6.5 mm, while data in c-d are measured while heating 450 µL of the

same solution in a PEEK vessel with a diameter of 9.5 mm. e) Schematic illustration of the chemical

transformations driving the nucleation of CuPd nanocrystals.
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co-reduction of both Cu and Pd species, which thereafter convert at a similar fast rate

to outcome into alloyed CuPd nanocrystals. Figure 4.24e schematically illustrates the

proposed mechanism for the seed-mediated formation of the CuPd nanocrystals. Since

we cannot assume a complete reproducibility of the synthesis over very fast time scales,

the reduction rates measured via separate in situ QEXAFS runs at the Cu or Pd K-edges

cannot be directly compared. To prove the intermediate formation of the short living

Pd-rich seeds, an analysis of the individual in situ EXAFS datasets is currently ongoing.

4.3.3 Atomic structure of the inorganic CuPd nanocrystal cores

Figure 4.25: Fit of the PDF of the nanocrystals by the AC approximation a-b) Fits by CuPd

cubic Fm-3m alloy, for Cu:Pd ratios of 50:50 and 20:80, respectively. c-d) Fits by intermetallic Cu3Pd

of cubic (space group Pm-3m) and tetragonal (space group P4/mmm) symmetry, respectively. In the

insets, the respective unit cells, where orange indicates Cu atoms and blue Pd atoms, are schematically

illustrated. The nanocrystal diameters determined by the 4 fits are 16 Å, 16 Å, 17 Å and 21 Å, respec-

tively.

We now focus on determining the final atomic structure of the CuPd nanocrystals after

analysis of the PDF signal at a late stage of the synthesis (t = 10 min). We first model
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the PDF data by means of the well-established attenuated crystal (AC) approximation,

which assumes that the nanocrystals are single-crystalline spheres. However, this model

provides a poor fit to the experimental data, both in the case of bulk CuPd alloys of

different composition (space group Fm-3m, Figure 4.25a, b) and cubic or tetragonal

intermetallic phases (space group Pm-3m and P4/mmm, respectively, Figure 4.25c-d).

To capture the structural features encoded in the PDF, we therefore extend the can-

didate structures beyond single-crystalline, spherical models. To this goal, we generate

many discrete atomic nanoparticle models of various sizes and displaying different atomic

arrangements, and then test each model individually against the experimental PDF. This

approach is referred to as cluster mining and was recently established for the PDF anal-

ysis of monometallic nanocrystal powders.209 In this work, we apply the method for the

first time to the analysis of in situ data. We consider various structural motifs displaying

either single-crystalline domains (spheres, octahedrons, and truncated octahedrons), or

5-fold twin boundaries (decahedrons and icosahedrons) and build alloyed CuPd models

by fixing the Cu:Pd atomic ratio to 60:40, as determined by TEM-energy dispersive X-ray

spectroscopy (EDX) measurements on the final nanocrystals (Figure S4.23).

We further employ the weighted residual error (Rw) value to quantify the goodness-of-

fit provided by each cluster model, as summarized in Figure 4.26a and Figure S4.24.

In Figure 4.26b-c and Figure S4.25, we report the best fit for each structural motif.

The decahedral model provides an excellent fit to the PDF at short atomic pair distances.

However, the differential curve in Figure 4.26c displays weak, non-random oscillations at

longer inter-distances which indicate that the model does not fully capture the nanocrystal

structure. Moreover, the decahedral model predicts particles with a maximal axial size of

1.6 nm and a diameter of 2.1 nm, which are much smaller compared to the sizes revealed

by TEM (Figure S4.26). Conversely, the icosahedral model predicts nanocrystal sizes

of 3.2 nm, in line with the TEM analysis. Additional HRTEM measurements further

evidence the presence of the twinned, icosahedral nanocrystals as synthetic products

(Figure 4.26e-f and Figure S4.27).251–253

An icosahedral nanocrystal is made up of 20 face-sharing tetrahedrons displaying fcc

structure. Compared to the ideal model, we expect the CuPd nanocrystal sample to

exhibit a certain degree of heterogeneity due to the presence of e.g. point defects, inter-
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Figure 4.26: Determination of the nanocrystal core structure by PDF and HRTEM a)

Scatter plot of the number of atoms per structure and of the agreement factor (Rw) obtained by fit of

the PDF of the final product. Discrete atomistic models of different structural motifs are used. For each

motif, the information relative to the best-fit structure is shown. A yellow frame outlines the fit structures

obtained by using a Monte Carlo (MC) routine. b-d) Best fits of the PDF for selected structural motifs

in a. In the insets, the structural models relative to each fit are shown. e-f) A HRTEM image of a

CuPd nanocrystal (e) is compared to an icosahedral cluster model (f). Yellow lines are guides to the eye

underlining the major structural motifs for both.
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stitial atoms between the tetrahedral domains, size polydispersity, and inhomogeneous

composition or distribution of the Cu and Pd atoms in the lattice. We suggest that

the summed contribution of all these structural defects results in very small, randomized

deviations in the averaged atomic arrangement of the CuPd nanocrystals from the ideal

icosahedral configuration and causes the discrepancy between the experimental and sim-

ulated PDF in Figure S4.25d. We test our hypothesis after developing a Monte Carlo

sampling procedure which allows minor atomic displacements in the model structure.

In Figure 4.26d we show that the relaxed model perfectly fits the experimental PDF

while retaining the overall icosahedral arrangement, as demonstrated by Figure S4.28.

Figure S4.28 also shows that the atomic displacements introduced by the Monte Carlo

algorithm are seemingly randomised and similarly affect atoms belonging to either the

nanocrystal core or surface structure. The application of the same sampling routine to

the decahedral model does not significantly improve the fit, as shown in Figure S4.29.

Our results thus indicate that the icosahedral arrangement provides the best description

of the CuPd nanocrystals, as consistently supported by both EM analysis and PDF.

4.3.4 Revealing the nucleation of CuPd nanocrystals during syn-

thesis

We analyse both the in situ PDF and SAXS data to extract quantitative information from

the nucleation and growth of the CuPd icosahedra. Qualitative inspection of the time-

resolved PDF in Figure 4.27a indicates that as the nanocrystals grow, the amplitude of

the PDF oscillations increases and the structural features extend to longer interatomic

distances. We thus fit the time-dependent in situ PDF by a series of CuPd icosahedra

models of different sizes, which consist of a varying number of discrete atomic shells

Nshells. We further fit the simultaneous in situ SAXS data by a form factor model of

moderately polydisperse spheres, as shown in Figure 4.27b.

The particle diameters determined by fit of PDF and SAXS data follow a similar trend

throughout the reaction time, as illustrated in Figure 4.27c. The particle diameter re-

vealed by SAXS increases smoothly whereas PDF analysis results in a stepwise increase

of the nanocrystal sizes due to the discrete number of shells utilised in the icosahedral

models. While the PDF signal mainly originates from interatomic distances limited to the
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Figure 4.27: CuPd nanocrystal nucleation and growth. a) PDF data measured at selected times

during the nanocrystal formation. Red lines indicate the fit of the experimental data with an icosahedral

model characterized by a discrete number of atomic shells (Nshells). b) SAXS intensities at the same

selected times as in a. c) Particle diameter as a function of time as obtained by fit of PDF and SAXS

data. The larger diameters predicted by SAXS stem from the presence of a soft organic shell surrounding

the nanocrystals. d) Scale factor and relative polydispersity as determined by the fit of PDF and SAXS

data, respectively. e) Schematic illustration of the growth process of colloidal CuPd icosahedra.
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nanocrystal inorganic cores, we suggest that the SAXS intensities are also partly sensitive

to the presence of a soft shell of organic ligands which surrounds the nanocrystal surface.

This shell consists of highly packed organic molecules and thus exhibits a higher electron-

density compared with the bulk isotropic solvent. Thus, modelling the SAXS signal via a

simple sphere model systematically overestimates the diameters of the nanocrystal metal-

lic cores compared with the PDF values. We therefore consider an improved model of

the colloidal nanocrystals form factor, in which we include a decaying scattering contrast

shell which surrounds the high scattering contrast cores. Figure S4.31 shows that the

improved model for the nanocrystal form factor results in similar sizes of the nanocrystal

cores by fit of both SAXS and PDF data. In Figure S4.32, FTIR measurements on the

nanocrystal product further confirms the presence of an organic shell of oleylamine and

oleic acid ligands at the nanocrystal surface.241,242

In Figure 4.27d the scale factor determined by PDF fit reaches a plateau at t =

5 min. At this time, the formation of the CuPd icosahedra therefore completes. Fit

of the SAXS profiles during the nanocrystal growth further reveals a decreasing trend

in the particle polidispersity, which reaches the constant value of 13.5% at t = 5 min.

Figure 4.27e provides a schematic illustration of the nucleation and growth of CuPd

icosahedra, where we combine the findings from the simultaneous in situ PDF and SAXS

data with the results from our QEXAFS and HERFD-XANES investigation.

4.3.5 The directed self-assembly of CuPd icosahedra

We use in situ SAXS to monitor the self-assembly of CuPd icosahedra into the supercrys-

tals. We induce the nanocrystal assembly after lowering the temperature of the reaction

mixture to 100 °C immediately after synthesis. In Figure 4.28a, representative one-

dimensional SAXS patterns reveal the gradual emergence of intense diffraction peaks

from the free particles form factor due to the formation of a crystalline superlattice. We

assign the symmetry of the superlattice to the close-packed fcc arrangement, with a lattice

constant of 10.24 nm, as shown in Figure 4.28a.

Further inspection of the SAXS profiles reveals the formation of intensity peaks at

at 0.16 and 0.32 Å-1 which indicate the emergence of a lamellar phase with a repeat-

ing unit size of 3.9 nm in addition to the supercrystal formation, as shown in Figure
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Figure 4.28: Formation of the supercrystals. a) SAXS profiles at selected times before, during, and

after formation of the supercrystals. Red lines indicate the fit of the experimental data. Dashed black

lines indicate the position of the peaks originating from solvent lamellae. In the insets, the detector images

corresponding to the first and last profiles are shown. b) Time-resolved plot of the Porod invariants,

which quantify the contribution of the free particles, solvent lamellae, SRO particles, and fcc supercrystals

to the SAXS intensity over time. The temperature profile during the cooling of the reaction mixture and

the subsequent thermal treatment at 100 °C after the nanocrystal synthesis is additionally shown. At

time = 0 min the reaction temperature of 220 °C was first reached (data shown in Figure 4.23). c-e)

Schematic illustration of the formation mechanism of the supercrystals. Cooling of the reaction mixture

induces the freely dispersed particles (c) to arrange into the SRO phase (d) due to the emergence of

solvent lamellae and the subsequent formation of particle-dense subphases. Over time, the SRO phase

further evolves into supercrystals of fcc arrangement and of shorter interparticle distance (e).
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S4.33. The 3.9 nm size is characteristic of bilayer structures of oleic acid/oleylamine

solvent molecules.237,254,255 We additionally observe the presence of a SRO phase of CuPd

nanocrystals with a typical interparticle distance of ca. 8-9 nm, i.e. wider than the

nanocrystal core diameter (3.2 nm) plus a shell of fully extended oleic acid/oleylamine

molecules (4 nm).

We calculate the Porod invariant Q from the SAXS intensity (see Figure S4.34)

for each of the four detected phases (free particles, solvent lamellae, SRO phase, and

supercrystals) to quantify their respective volume fractions during cooling of the reac-

tion mixture. The time-resolved evolution of the Porod invariants is reported in Figure

4.28b. The formation of the solvent lamellae during the cooling ramp starts at approx-

imately 130 °C and is immediately followed by the slow emergence of the SRO phase.

Extended heating at the constant temperature of 100 °C for 30 min promotes a continuous

growth of the SRO phase and eventually the formation of the supercrystals. The super-

crystal nucleation occurs homogeneously within the solvent, as revealed by the isotropic

diffraction rings in the SAXS pattern shown in the inset of Figure 4.28a. After nucle-

ation, the supercrystals rapidly grow above 100 nm in only 15 min, see Figure S4.35.

We therefore detect an assembly process which is much faster than common self-assembly

procedures of colloidal nanocrystals.

4.3.6 Mechanism of the supercrystal formation

Increasing the particle density by e.g. solvent evaporation is a common strategy to induce

the assembly of colloidal crystals.109,131,256,257 In freezing-induced self-assembly methods,

the crystallization of the solvent and the subsequent expulsion and aggregation of solutes

constitute the driving force of the assembly process.258,259 Here, we show that cooling of

the surfactant-rich reaction mixture induces the formation of solvent lamellae, which in

turn promotes the emergence of the SRO phase and finally of the supercrystals.

Figure S4.36 shows the SAXS data after heating up and then cooling down the

solvent mixture in the absence of the Cu and Pd precursors. During the process, we

observe the formation of lamellae with a repeating unit size of 3.84 nm, i.e. very close

to the one determined in the presence of the nanocrystals. This result suggests that the

organization of the solvent molecules into the lamellar phase coincides with a simultaneous
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segregation of the nanocrystals, which accumulate into particle-dense subphases. We thus

observe the emergence of a particle-dense SRO phase. As the solvent lamellae rearrange

over time, a growing number of nanocrystals segregate from the lamellar phase into a

restricted environment. We accordingly determine a decrease in the fraction of freely

dispersed nanocrystals. During the process, the typical interparticle distance of the SRO

phase progressively reduces from 9.2 nm to 8.1 nm, as shown in Figure S4.37. The

SRO finally evolves into the fcc arrangement, which allows to maximize the nanocrystals

packing density in the reduced volume. We therefore conclude that the supercrystals

nucleation occurs via a two-step process in which the formation of an amorphous dense

phase precedes the nanocrystal crystallization.108,260 The overall self-assembly mechanism

is illustrated in Figure 4.28c-e.

Previous studies suggest that a competition of long-ranged van der Waals attractive

forces and short-ranged steric repulsion is crucial for the direct synthesis of colloidal su-

percrystals. In the presence of core-core attraction, the soft shells stabilizing adjacent

nanocrystals in the superlattice partially interpenetrate, resulting in a shorter surface-to-

surface separation than the thickness of the two shells. For example, a 1.95 nm separation

was observed for superlattices of 6 nm Pd nanocrystals capped with oleic acid, and a 3 nm

separation is predicted for identical particles of 3 nm in size at 503K.123 However, here we

find a larger surface-to-surface separation within the supercrystals of 4 nm, correspond-

ing to twice the length of a fully extended oleylamine/oleic acid molecules. The result

indicates that no interpenetration of the organic shells between adjacent nanocrystals is

present. Moreover, it suggests that attractive forces between the metal cores are rather

weak.

We confirm our observation by calculating the effect of the van der Waals attraction

and steric repulsion between 3-nm CuPd nanocrystals in presence of surface ligands.

In Figure S4.38, the resulting pair-wise potential displays a very shallow minimum

located at a 3.9 nm surface-to-surface separation of –0.02 KBT , i.e. much smaller than the

kinetic energy of the nanocrystals. We therefore conclude that long-ranged van der Waals

attraction alone is too weak to drive freely dispersed nanocrystals to assemble. Instead, we

propose that the lamellar formation and the subsequent nanocrystal segregation likely act

as an initiator of the self-assembly process by limiting the available volume to nanocrystal
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Figure 4.29: Temperature-mediated melting and recrystallization of the supercrystals. a)

Plot of the SAXS intensities before and after melting. After synthesis, the reaction mixture is cooled to

110 °C to induce the nanocrystals self-assembly into the fcc supercrystals (top). Heating the mixture to

200 °C dissolves the assemblies, and the smooth form factor of free particles dominates the in situ SAXS

intensity (middle). Re-cooling of the mixture to 110 °C further induces the emergence of the supercrystals

(bottom). Above the uppermost profile, solid downward triangles point to Bragg reflections due to the

supercrystals, an open upward triangle to the characteristic intensity of the SRO phase, and an asterisk

to the lamellae peak, respectively. b) Schematic illustration of the synthesis of CuPd icosahedra and of

the temperature-mediated crystallization of the supercrystals revealed by in situ PDF and SAXS.

diffusion. At increased particle density, the crystallization of CuPd icosahedra leads to

an overall increase in the total entropy of the system, in analogy to hard spheres.261,262 In

fact, diluting a dispersion of the supercrystals at room temperature with either polar or

apolar solvents leads to the immediate disruption of the crystalline order due to a decrease

of the local particle volume fraction, as shown by SAXS in Figure S4.39. Although the

result does not exclude the existence of short-range attractive forces, such as core-core or

ligand-ligand interactions, within the supercrystals, it nevertheless indicates that these

interactions are rather weak, even at short interparticle distances. We therefore conclude

that interparticle attractions play only a minor role in the observed assembly process.

We demonstrate that the supercrystals disassemble and subsequently re-assemble

upon increasing and then decreasing the temperature of the dispersion between 200 and
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110 °C, as shown in Figure 4.29a. During the heating, the supercrystals melt first

while decomposition of the SRO phase unfolds at higher temperatures. Upon cooling,

the emergence of the SRO phase precedes the supercrystal formation, as observed before.

In situ PDF shows that the structure of the icosahedral inorganic cores is unaffected by

both the melting and re-assembly, as evidenced in Figure S4.40. In Figure 4.29b we

offer a schematic illustration of the direct synthesis and assembly of CuPd icosahedra, as

determined by simultaneous in situ PDF and SAXS.

140



4.3 Revealing the nucleation and self-assembly of alloyed CuPd icosahedra

4.3.7 Supporting information

Figure S4.21: Background subtracted in situ TS data during CuPd nanocrystal synthesis.

a) 2D plot of the background subtracted TS data as a function of the reaction time and temperature.

b) The corresponding 1D plot of the TS data shown in a.

141



4 Results and discussions

Figure S4.22: Comparison of selected in situ XANES profiles detected during the synthesis

of CuPd icosahedra and Pd or Cu nanocrystals. a) Plot of the XANES data for Pd-complex 1

measured by in situ QEXAFS during the synthesis of either CuPd icosahedra or Pd nanocrystals. b-d)

Plot of the in situ HERFD-XANES data for Cu-complex 1 (b), Cu-complex 2 (c), Cu-complex 3 (d)

measured during the synthesis of either CuPd icosahedra or Cu nanocrystals.
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Figure S4.23: TEM-EDX measurement for icosahedra nanocrystals. a) TEM micrograph of

the icosahedra nanocrystals deposited on a gold TEM grid. b-c) Pd and Cu elemental maps relative to

the area enclosed by the white square in a. The relative atomic composition for Pd and Cu is determined

as 38 % and 62 %, respectively.
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Figure S4.24: Outcome for the cluster mine fit of the CuPd nanocrystals. Each scatter

point refers to an independent fit with a different discrete atomic model. Models belonging to the same

structural motif are indicated by the same scatter point shape, while scatter points of same shape but

different colors refer to different crystalline phases, as illustrate by the legend. The best-scoring fit within

a particular structural motif and crystalline phase is displayed with a scatter point of increased size.
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Figure S4.25: PDF fits of the best-scoring cluster models for different structural motifs.

a) sphere (space group Fm-3m), b) octahedron, (space group Fm-3m), c) octahedron, (space group

P4/mmm), d) icosahedron. In the insets, the respective discrete atomic structures are shown. Orange

indicates Cu atoms, blue Pd atoms. All fits are performed with the standard routine for PDF fit of

discrete atomic models, ie. without Monte Carlo sampling.
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Figure S4.26: TEM analysis of the CuPd nanocrystals. a-c) TEM micrographs of the nanocrys-

tals. d) Histogram of the nanocrystals diameters, determined after measurements of 200 particles. The

envelope for an ideal gaussian distribution is also shown. The mean diameter determined by analysis of

the TEM is 3.05 nm, with a relative polydispersity index (PDI) of 0.16.
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Figure S4.27: HRTEM micrographs of the CuPd nanocrystals.
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Figure S4.28: Analysis of the structural modification introduced by the Monte Carlo (MC)

sampling procedure to an ideal icosahedral model. a) The atomic displacement for individual

atoms in the structure. Cu atoms are shown in orange, while Pd atoms in blue. The vectors indicate

the direction of the atomic displacement introduced by the MC sampling procedure, while their length

corresponds to 10 times the absolute atomic displacement, to increased readability of the figure. b)

Histogram of the absolute atomic displacements for individual atoms constituting the cluster model.

Relative displacement values are normalized over the shortest inter-atomic distance in the original model

(0.125 Å). c) Scatter plot of the absolute atomic displacement for individual atoms as a function of the

radial distance from the center of the particle. d) Mean absolute atomic displacement values for atoms

belonging to either vertices, edges, and facets, or for internal atoms of the icosahedron.
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Figure S4.29: Outcome of the Monte Carlo sampling procedure for the decahedral struc-

ture. a) Plot of the PDF fit (Rw = 0.170). b) Histogram of the absolute atomic displacement for

individual atoms constituting the cluster model. Relative displacement values are normalized over the

shortest inter-atomic distance in the original model (0.133 Å).
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Figure S4.30: Scatter plot of the Rw values as a function of the reaction time for inde-

pendent PDF fits with icosahedral models. Scatter points of different colors indicate icosahedra

consisting of different number of shells (Nshells). At each point in time, the best fit is indicated by a

scatter point of increased size. While the synthesis of the nanocrystals proceeds, icosahedra of increased

number of shells provide the best fit to the in situ PDF. All fits are performed with the standard routine

for PDF fit of discrete atomic models, ie. without Monte Carlo sampling.
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Figure S4.31: Exemplary fit of SAXS data at the end of the nanoparticle growth phase

a) Blue dashed line: Best fit using a model of solid, polydisperse spheres (mean diameter 3.95 nm,

polydispersity = 0.138).

Red dashed line: best fit with an additional shell (mean core diameter 3.30 nm, polydispersity = 0.152,

shell thickness �tshell = 1 nm). In the middle panel the normalized fit residual is shown for both models.

In the lower panel the difference of the shell model and solid sphere model is shown to emphasize the

contribution of the shell.

Orange line: exemplary model curve of spheres of 3 nm diameter, i.e. of the size obtained from PDF

analysis. The mismatch in intensity between the experimental data and the 3-nm model hints to the

presence of an additional shell.

Green line: exemplary model curve of an icosahedral particle with N=7 layers, as found by PDF analysis.

b) The scattering length density profiles of the solid sphere and “sphere with shell” models used in a.

c) Plot of the mean particle diameter as a function of time as obtained by both the solid sphere model

and the model with a shell (in the latter case, the diameter of the core is shown). The result of the PDF

fit is given for comparison. The core diameter in the model with a shell is smaller than the effective

diameter of the sphere model due to the contribution of the shell. At late times, the core size of the

model with a shell closely agrees with the PDF fit results. The discrepancy at earlier times may result

from an incomplete formation of the ligand shell at early nucleation stages.
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Figure S4.32: FTIR spectra on the CuPd nanocrystals (NCs) and pure oleylamine (OAm)

and oleic acid (OAc) ligands The NCs underwent two centrifugation/redispersion washing cycles

before FTIR measurement. In the bottom spectrum, the position of the intense absorption bands is

consistent with the presence of oleylamine and oleic acid ligands adsorbed at the surface of the NCs

according to241,242.
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Figure S4.33: Identification of characteristic SAXS signals before nucleation of the fcc

supercrystals. a) Plot of the temperature profile promoting the supercrystal formation within the

reaction mixture. b) 2D representation of SAXS intensity vs. time. c) Selected 1D plots at the times

indicated by dashed horizontal lines in b. Red lines in c are fits to the data. Asterisks (*) highlight the

emergence of the lamellar phase of ca. 3.9 nm during the cooling phase. Arrows indicate the emergence

of fcc supercrystals after prolonged annealing at 100 °C. The signature of SRO phase is indicated by

triangles.
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Figure S4.34: Decomposition of SAXS intensity into five distinctive components. a) Plot

of the SAXS intensity at t = 102 min (dots) and of the contributions of individual components to the

total intensity. b-e) Separate plots of the contribution of individual components to the SAXS intensity.

b) Intensity of the fcc supercrystals. Here, selected peaks from the fcc phase are indexed. A dashed

line indicates the Gaussian peak shape and the full width at half maximum of the (111) reflection. c)

Intensity I(q) (solid line) and structure factor S(q) (dashed line) of the SRO phase. d) Intensity of the

freely dispersed particles. e) Intensity of the solvent lamellae. f) Background intensity, modelled by a

q�4 power law and a Guinier law corresponding to short-range density fluctuations (Rg = 1.2 nm).
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Figure S4.35: Supercrystal domain size as a function of time. Red dots: domain size (2⇡/fwhm)

of the fcc assemblies, where fwhm is the full width at half maximum of fcc diffraction peaks as obtained

from the fit. Blue dots: corresponding Porod invariant of the fcc assemblies, indicating an increase of

the number of assemblies over time. The domain size reaches a maximum of at least 100 nm at ca. 75

min. This value corresponds to the maximum observable domain size due to the limit in the detector

resolution. At later times we observe a slight decrease in the domain size to ca. 80 nm, which we

ascribe to sedimentation of larger assemblies below the X-ray beam at the bottom of the reaction vessel.

Simultaneously, the Porod invariant of fcc assemblies increases, indicating that an increasing number of

nanocrystals is incorporated in the supercrystals.
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Figure S4.36: Solvent ordering in the absence of metal precursors. a-b) Peak heights and

lamellar spacing (2⇡/q) extracted from fitting one intensity peak occurring in SAXS data of a heated

solvent mixture. Oleic acid, oleylamine, and dioctyl ether are mixed in the same ratio as for the particle

synthesis and subjected to the same heating/cooling ramp. c) Plot of the corresponding temperature

profile.
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Figure S4.37: Interparticle distance in the SRO phase and in the fcc assemblies. The dashed

horizontal line indicates the diameter of the nanocrystal inorganic core, as obtained from a PDF fit.

Figure S4.38: Estimated pairwise interaction potential of CuPd nanocrystals. The interaction

potential between two nanocrystals is estimated as a sum of the core-core attraction due to van der Waals

force and the steric repulsion due to the ligand shells. The overall potential displays a very shallow

minimum of -0.02 kBT at a surface-to-surface separation distance of 3.9 nm.
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Figure S4.39: Plot of the SAXS profiles after dilution of the supercrystals in different

solvents. Dots: In-house ex situ SAXS intensities of CuPd samples before and after redispersion in

different solvents at room temperature. In hexane, the fcc supercrystals and solvent lamellae are fully

dissolved and the SAXS intensity corresponds to the signal of free particles. Nanocrystal agglomerates

are still present in ethanol, but the characteristic long-range order of fcc supercrystals is not preserved.
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Figure S4.40: Comparison of PDF before melting and after re-crystallization of the super-

crystals. The two curves are in very close agreement, showing that the structure of the icosahedral

metallic cores is not affected by melting and recrystallization of the supercrystals. The small deviations

in the peak widths below 2.5 Å appear at shorter distances than any spacing between the metal atoms

in the nanocrystals and originate from the slightly different background subtraction.
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4.4 Elucidating the photodegradation of CuBi2O4 films

by operando surface-sensitive X-ray scattering

The content of this section was published in Angew. Chem. Int. Ed. 62, e202307948

(2023).

My contribution to this work compromises the realization of the operando X-ray scattering

measurement, the analysis of the TS-PDF data, the SAED characterization, and the

analysis of the ICP-MS measurements.

In this section of the Results and Discussion we extend our scope to investigate the pho-

tocorrosion of PEC-active CuBi2O4 films via a multi-modal X-ray scattering approach.

By use of SCOPE cell, we acquire both TS and SAXS, and at the same time measure

the PEC response of the electrode under applied bias and illumination, as illustrated in

Figure 4.30a. The simultaneous acquisition of TS and SAXS permits to reveal transfor-

mations in both the atomic structure and morphology of the electrode, and to correlate

such transformations with a decrease in the material photoactivity. We further com-

plement the operando X-ray scattering with ex situ measurements, including XANES,

electron microscopy, and inductively coupled plasma mass spectroscopy (ICP-MS). Over-

all, our results reveal that multiple degradation pathways affect the stability of CuBi2O4

electrodes under operation, as summarized in Figure 4.30b-d.

4.4.1 Morphological and photo-electrochemical characterization

of CuBi2O4 electrodes

Figure 4.31a-b shows the cross-section SEM image for the CuBi2O4 electrodes used

in this study. The films display a polycrystalline porous morphology consisting of par-

tially sintered particles forming a reticulated nanostructure, similarly to other CuBi2O4

films previously reported.145,263,264 During the fabrication of films, considerable efforts

were dedicated in the production of films with a high morphological homogeneity and

surface smoothness. In fact, the realization of smooth film is a pre-requisite to the per-

formance high-energy X-ray scattering measurements with enhanced surfaced sensitivity,

as demonstrated in Section 4.1.3.2. We find that many factors during the preparation
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Figure 4.30: Overview of the operando photo-electrochemical setup and of the main findings

related to the photocorrosion of CuBi2O4 electrodes. a) Schematic illustration of the multi-modal

experimental setup. The PEC properties of a photoactive thin film under illumination and immersed in

an electrolyte solution are probed by use of a potentiostat in a standard 3-electrode configuration. Two

large-area X-ray detectors permit the simultaneous measurement of both TS and SAXS signals from

the film surface in a grazing incidence geometry. b-d) A schematic illustration of the structure of a

pristine CuBi2O4 electrode (b) deteriorating due to simple immersion in the electrolyte (c), and under

illumination and external bias (d).

routine, such as the grade of the FTO-coated substrate, the spinning speed used during

the spin-coatings, the temperature profile of the thermal treatments, and the nature of

the additive, largely influence the final morphology of the films. These affects have been

already reported elsewehere.137,265 The optimized fabrication procedure is described in

Section 3.3.4.

We characterize the PEC activity of the CuBi2O4 by LSV measurements and by

using either a solar simulator or a 385 nm LED source. We employ a sulfate-phosphate

electrolyte at pH 5.7. This electrolyte solution constitutes a standard in the case of Cu-
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Figure 4.31: Morphological characterization of CuBi2O4 electrodes before and after oper-

ation. a-b) Cross-section (a) and top-view (b) SEM images of the CuBi2O4 films deposited on a FTO

substrate. c) Long-term CA measured at 0.45 V vs. RHE under 375 nm LED illumination. d) SEM

image of the CuBi2O4 surface after the CA measurement shown in c.

based photocathodes, which are generally unstable in acidic solutions.139,266,267 The plot

of the LSV scans is shown in Figure 4.10. Under solar illumination, the LSV profiles

display an onset potential of 0.95 V vs. RHE and cathodic photo-currents of ca. 200 µA

cm-2 at 0.3 V vs. RHE, in line with previously reports.145,263,268 In Figure 4.10b the

larger photo-absorption cross section at 385 nm allows to record higher photocurrents

compared to the ones obtained using a solar simulator.

To test the stability of the CuBi2O4 electrode under continuous operation, we measure

a long CA under LED illumination (Figure 4.31c). For the measurement, we select

an external bias of 0.45 V vs. RHE, since at this potential we observe the highest

electrode photoactivity while the dark current densities are negligible, as revealed by

LSV. The CA shows that the photoactivity of the electrode largely reduces over time.

In Figure 4.31d, SEM imaging of the electrode surface after 4h of CA reveals the

appearance of nanoparticles of high electron-contrast, as well as the formation of micro-
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sized branched structures. The measurement thus proves that the CuBi2O4 undergoes

severe photocorrosion process during prolongues continuous operation.

4.4.2 Ex situ characterization of the photocorrosion of CuBi2O4

electrodes

We measure ex situ surface-sensitive X-ray scattering to reveal the structural changes

affecting CuBi2O4 films after their photodegradation. We investigate two electrodes which

were treated with either a 24 h immersion in the electrolyte solution and in the absence of

applied bias, or with a 4 h CA at 0.5 V vs RHE and under illumination. In Figure 4.32a

the respective TS patterns are compared against a pristine CuBi2O4 film pattern. For

the treated electrodes, we observe the emergence of a hydrated crystalline BiPO4 phase

(space group P3121), which clearly forms even without applied bias and in the dark by a

prolonged immersion of the electrode in the electrolyte. The electrode treated with the

CA additionally displays intense Bragg’s reflections characteristic of metallic Bi (space

group R-3m) as well as traces of metallic Cu phase (space group Fm-3m), both as a result

of cathodic photocorrosion.

In Figure 4.32b we show the detected concentration of Cu and Bi anions in the

electrolyte as revealed by ICP-MS. We determined a steady increase in the concentration

of Cu species in solution both before and during the CA. However, no Bi ions could be

detected in the electrolyte at any stage of the PEC measurement. While ICP-MS does

not provide information over the oxidation state of the detected Cu species, the Pourbaix

diagram of Cu indicates that the most stable copper species at the electrolyte pH of 5.7

and the OCP potential of the CuBi2O4 electrode is Cu2+.147

We perform cross-section SEM imaging and EDX mapping to reveal the composition

of the branched micro-sized structures growing on the film surface during CA (Figure

4.32c). Although the EDX measurement shows that these micro-structures are P-rich,

the high contribution of the background to the EDX signal does not allow to determine the

element distribution with sufficient accuracy. We therefore transfer one of the branched

structures shown in Figure 4.32c to a carbon-coated gold grid and record the TEM and
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Figure 4.32: Ex situ determination of the degradation of CuBi2O4 electrodes. a) Plot of

the scattering signal from a pristine CuBi2O4 electrode (purple) and after either 24h immersion in the

electrolyte (red) or 4h CA (yellow). In the inset, zoomed regions of the same plots. b) Time-resolved

plot of the Bi (red circles) and Cu (pink rhombi) ion content of an electrolyte solution in contact with

a CuBi2O4 electrode as revealed by ICP-MS measurements before and during the CA. Dashed lines

indicate the respective ion content determined for the pure electrolyte solution before immersion of the

film. The yellow patch highlights the times at which we conducted the CA measurement, which we

started at time = 0 min. c) Cross-sectional SEM image of the electrode surface after 4h CA. The EDX

maps for either the P and Bi or P and Cu elements are also shown. d) TEM image of a single branched

micro-structure isolated from the CuBi2O4 surface after 4h CA. The dotted patch highlights the area

of the specimen used to perform SAED. e) The corresponding SAED pattern displaying the diffraction

peaks of BiPO4 phase (space group P3121).269

selected-area electron diffraction (SAED) data in Figure 4.32d-e. Indexing of the SAED

pattern clearly demonstrates that the branched structure consist of a highly crystalline

BiPO4 phase.

We measure ex situ XANES at the Cu K-edge to confirm the formation of metallic

Cu in the electrode after CA. In Figure 4.33a, the XANES spectrum obtained from

the CuBi2O4 film after CA displays subtle differences compared to the spectrum of the
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pristine electrode. In Figure 4.33b-c we use a linear-combination analysis (LCA) to

reveal the presence of 1.5 % and 12 % of metallic Cu in the CuBi2O4 film after 1h and

4h of CA, respectively.

Figure 4.33: Determination of the metallic Cu content before and after CA by Cu K-

edge XANES measurements and summary of the ex situ findings. a) Ex situ XANES spectra

measured at the Cu K-edge for a series of CuBi2O4 electrodes before and after CA. The spectrum for a

pure Cu foil is shown for reference. b) LCA fit of the XANES spectrum after 1h CA by use of a Cu foil

and a pristine CuBi2O4 electrode as references. The analysis determines a 1.5 % content of metallic Cu

in the electrode after CA. c) Same as b, for a CuBi2O4 electrode after 4h CA. The content of metallic Cu

is 12 % of the total Cu-species in the electrode film. d) Schematic illustration of the various morphologies

and phases present on a CuBi2O4 after CA as revealed by the ex situ characterization.
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To further understand the photodegradation phenomena affecting the material, we

perform additional stability measurements under a range of different experimental con-

ditions and measure in-house XRD patterns of the electrodes before and after the PEC

measures, as reported in Figure S4.41. Figure S4.41 a-b demonstrates that when the

CA is carried out either in the dark (0.5 V vs RHE) or under illumination at the OCP

(1.125 V vs RHE), low current densities are measured and the emergence of metallic Bi is

not observed. In Figure S4.41c we show that the absence of the phosphate buffer in the

electrolyte prevents the formation of BiPO4 during the CA. Additionally, we verify that

the use of H2O2 as an electron-hole scavenger in the electrolyte inhibits the formation of

both the metallic Bi and BiPO4 phases (Figure S4.41d).

Figure 4.33d schematically illustrates the chemical and structural modifications af-

fecting the CuBi2O4 electrode in the sulfate/phosphate electrolyte. Overall, the ex

situ characterization demonstrates that under applied external bias and illumination the

CuBi2O4 film reduces to metallic Cu and Bi. Moreover, BiPO4 structures grow on the

semiconductor surface and the material releases Cu ions in solutions. However, the ex

situ investigation provides limited information over the time scales and dynamics of the

photocorrosion process. In the next section, we will therefore extend our study to mon-

itor the structural transformations affecting the surface of the CuBi2O4 electrode via

operando X-ray scattering.

4.4.3 Operando high energy X-ray scattering studies during chronoam-

perometry

We record simultaneous TS and SAXS during CA at an angle of incidence ↵i = 0.025° and

concurrently measure the CuBi2O4 electrode activity, as shown in Figure 4.34. Under

applied illumination and bias, we immediately observe a rapidly decreasing intensity of

the characteristic reflections for CuBi2O4 phase in the TS signal. Simultaneously, we

observe a new feature at q = 1.92 Å�1, which corresponds to the (012) reflection of

metallic Bi. During the first 40 minutes, we observe neither formation of BiPO4 nor

Cu. Although ex situ XANES already revealed the formation of Cu after operation, we

ascribe the lack of evidence of reduced Cu from the X-ray scattering to its limited overall
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Figure 4.34: Operando studies on the photodegradation of CuBi2O4 a) Time-resolved plot of

the operando X-ray scattering signal collected from the surface of a CuBi2O4 during CA. In the inset, a

zoom into the 1.8-2.0 Å-1 region highlights the formation of metallic Bi over time. b) Fit of the operando

PDF obtained after 40 min of CA by two-phase refinement. A red line indicates the fit, blue circles the

experimental data, and a green line the residual between the two. c) Evolution of the relative amounts of

the CuBi2O4 (blue circles) and Bi (red triangles) phases during the CA measurement as obtained from

the PDF fit. The change in the measured current density over time (green curve) is additionally shown.

d) Time-resolved plot of the operando GISAXS in-plane signal during the CA. The dashed line indicates

the power law q�2.5
xy , while the solid black line shows the Guinier law representing the background signal

of small structures (< 0.5 nm) at early times. e) Fit of the GISAXS in-plane signal obtained after 40

min of CA. The normalized residual is shown in green. f) Evolution of the scale and exponent of the

power law obtained by fit of the operando GISAXS in-plane signal during CA.
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content and the relatively small scattering cross-section of Cu atoms compared to Bi.

To quantify the respective contribution of the CuBi2O4 and Bi phases, we Fourier

transformed the TS signal into the PDF and fit the data by use of a two-phase model

compromising a CuBi2O4 and a Bi phase within the AC approximation. The time-resolved

structural parameters determined by PDF are reported in Figure S4.42. Figure 4.34b

shows an exemplar fit of the PDF data after 40 minutes of CA. Our model provides a very

good fit to the experimental data with a Rw value of 0.110, while the difference curve does

not indicate the presence of any additional amorphous or locally-ordered phase. We com-

pared the signal from the spot exposed to the X-rays during the operando measurement

to a previously unexposed spot and observe similar structural changes (Figure S4.43).

Therefore, we can exclude that the Bi formation was induced by the X-ray beam. Inter-

estingly, the appearance of a Bi phase correlates with the decay in measured photocurrent

density during the CA, as shown in 4.34c. In the first 8 minutes, the photocurrent density

rapidly decreases by almost one order of magnitude from around -0.20 mA/cm2 to just

-0.03 mA/cm2. Simultaneously, a reduced Bi phase forms and rapidly grows to constitute

12% of the total detected material. After 30 minutes, the photocurrent density reaches a

plateau at -0.015 mA/cm2 and the fraction of Bi concurrently saturates to 24%.

In addition to quantifying the crystalline composition of the film via PDF analysis,

we probe the change of nanoscale morphology during CA by simultaneous GISAXS.

Figure 4.34d shows the time-resolved in-plane GISAXS intensity, I(qxy), from which

structural features along the electrode-electrolyte interface are determined.270 We fit the

time-resolved intensities with a power law decay and further model an additional back-

ground arising from small structures ( <0.5 nm) by a Guinier law. Figure 4.34e shows

a representative fit to the data and Figure 4.34f the evolution of structural parameters.

The exponent n of the power law q�n, obtained from the fit, measures the ruggedness

or dimensionality of the surface.172 During the CA, n varies between 2 and 3, which are

typical values for porous interfaces probed at low q.

In the first 8 minutes of operation the scale of the porous signal quickly increases

and reaches a maximum after 20 min, thus indicating that the bulk porosity increases

during the initial stage of CA. This result likely comes from the consumption of CuBi2O4
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electrode material and the growth of small metallic Bi deposits. After a steep decline at

the beginning of the CA, the exponent n slowly increases, indicating that the contribu-

tion of compact deposits to the total GISAXS signal becomes increasingly dominant at

intermediate and later stages of the measurement. This behavior likely results from the

onset of BiPO4 deposition at the surface of the electrode, which leads to a local increase

of the surface compactness. The value of n does not saturate at 40 min, suggesting that

the restructuring of the surface may further extend to later times.

4.4.4 Overview of the photocorrosion mechanisms affecting

CuBi2O4 electrodes

Our operando X-ray scattering experiments, together with ex situ XANES, ICP-MS,

and electron microscopy, allow us to outline the reaction pathways and respective time

scales for the photocorrosion of CuBi2O4 films during PEC operation, as schematically

illustrated in Figure 4.35. In the scheme, we do not include the HER since previous

studies have already demonstrated that bare CuBi2O4 electrodes do not promote the

reduction of water in the absence of co-catalysts.146

We found that the abrupt drop of the photocurrents occurring during the first few

minutes of the CA tests (Figure 4.31c and Figure 4.35c) is dominated by the con-

sumption of CuBi2O4 and the concurrent formation of metallic Bi at the surface of the

electrode. This results from a cathodic photocorrosion process, in which the photogener-

ated electrons are consumed for the reduction of lattice Bi3+ ions into Bi0 species which

segregates and crystallizes as a metallic Bi phase (eq. 4.4):

cathodic photocorrosion (fast): Bi3+ + 3e- ↵ Bi0 (eq. 4.4)

(e- = photogenerated electron)

The quick formation of metallic Bi is not limited by use of a LED illumination but was

also determined for a CuBi2O4 electrodes undergoing CA under simulated solar radiation

(Figure S4.44 and Table 4.2). The cathodic photocorrosion of Cu2+ ions to metallic

Cu0 is also observed, but proceeds at a much slower rate, as evidenced by the ex situ

X-ray scattering and XANES measurements (eq. 4.5):
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Figure 4.35: Schematic illustration of the multiple reaction pathways and relative timescales

determining the degradation of CuBi2O4 electrodes both before and during a CA measure-

ment.

cathodic photocorrosion (slow): Cu2+ + 2e- ↵ Cu0 (eq. 4.5)

Therefore, we ascribe the fast drop in photocurrents at early stages during the CA to

the presence of metallic Bi which massively reduces the CuBi2O4 surface area in direct

contact with the electrolyte. The ICP-MS investigation, electron microscopy character-

ization, and ex situ X-ray scattering reveal the release of Cu2+ ions into the electrolyte

and the formation of BiPO4 at the surface of the CuBi2O4 films both in the presence or

absence of applied bias and illumination. Under light, these results can be rationalized

as outcoming from an anodic photocorrosion process, as photogenerated holes which are

not collected at the back contact of the electrode can convert O2- ions from the lattice

into O2 molecules and concurrently release metal ions in the solution (eq. 4.6). While

the Cu2+ are effectively released into the electrolyte, the Bi3+ cations quickly react at the

electrode-electrolyte interface with the solvated PO4
3- anions, determining the formation

of BiPO4 crystalline structures.
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anodic photocorrosion: CuBi2O4 + 8h+ + 2 PO4
3- ↵ Cu2+ + 2BiPO4 + 2O2 (eq. 4.6)

(h+ = photogenerated hole)

Although anodic photocorrosion is a common degradation process for n-type semi-

conductors, it has also been observed for p-type semiconductors of poor hole transport

properties,271 including CuBi2O4.272 In this work, we show that this process is inhibited

when a hole scavenger such as H2O2 is present in the electrolyte (Figure S4.41d).

Finally, the presence of a mildly acidic environment might also determine the release of

Cu2+ ions and the formation of BiPO4 in dark due to an acidic dissolution process (eq.

4.7):

acidic dissolution: CuBi2O4 + 8H+ + 2 PO4
3- ↵ Cu2+ + 2BiPO4 + 2O2 (eq. 4.7)

We suggest that the slow formation of BiPO4 structures at the surface of the electrode

is mainly responsible for both the decrease in the electrode porosity at later stages of

the CA and the concurrent decline in the measured photocurrents determined by the

growth of an insulating material which effectively screens the CuBi2O4 surface from the

electrolyte, thus reducing the overall electrode activity.
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4.4.5 Supporting information

Figure S4.41: The effect of CA measurements at different experimental conditions on the

structure of CuBi2O4 electrodes. a) Left, XRD patterns before and after a CA measurement

performed at 0.5 V vs RHE in dark. Right, the related CA measurement. b) Same as a for a CA

performed at the OCP (1.125 V vs RHE) and under LED illumination. For both a and b the current

densities are expressed in µA/cm2. c) XRD and CA measurements on a CuBi2O4 electrode undergoing

a CA at 0.5 V vs. RHE and under LED illumination by using a 0.5 M Na2SO4 electrolyte solution at

pH = 5.8, i.e. without the presence of phosphate ions in the electrolyte. d) XRD and CA measurements

on a CuBi2O4 electrode undergoing a CA at 0.5 V vs. RHE and under LED illumination by using a 0.5

M Na2SO4 / 0.1 M NaH2PO4 electrolyte at pH = 5.8 in the presence of 0.2 v% of H2O2.
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Figure S4.42: Refined values for selected parameters of CuBi2O4 and Bi phases during

operando CA The unphysical behavior of delta2 for the Bi phase is attributed to an artifact due to

the broad size distribution of metallic Bi crystallites.
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Figure S4.43: X-ray TS pattern of a CuBi2O4 electrode collected at the end of the operando

CA and at a different location of the electrode surface. After continuous measurement of X-ray

scattering signal during the CA, the sample was moved to probe a region of the surface that has not

been previously probed by the X-ray beam. The detection of a reduced Bi phase also in the latter region

let us conclude that the observed photo-degradation phenomena are not influenced by the utilization of

the X-ray probe.

Figure S4.44: Formation of metallic Bi phase during chronoamperometric measurement

under solar illumination a) Ex situ X-ray TS patterns of a CuBi2O4 electrode before (purple) and

after (yellow) 1h CA performed by use of a solar simulated emission and at an applied bias of 0.5 V vs.

RHE. In the inset, a zoomed view of the patterns highlighting the presence of the metallic Bi R-3m (611)

reflection after the CA. b) PDF fit by two-phase refinement of the yellow pattern in a after the Fourier

transformation.
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CuBi2O4 phase Bi phase

Scale

factor
a c �2

Scale

factor
a c �2 Rw

(a. u.) (Å) (Å) (Å2) (a. u.) (Å) (Å) (Å2)

0.16(7) 8.49(4) 5.81(1) (4) 0.00(9) 4.55(3) 11.75(0) 1(0) 0.102

Table 4.2: Selected refined structural values from the PDF fit of a CuBi2O4 electrode

after CA measurements under solar illumination. The digits in brackets are in the same order of

magnitude as the uncertainty in the refined parameters.
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Chapter 5

Summary and perspective

During fabrication and operation, nanomaterials undergo complex transformations that

profoundly modify their overall structure, including their chemical composition, size,

shape, degree of porosity, and atomic arrangement. Due to the intricacy of these pro-

cesses, the use of a single characterization technique is generally not sufficient to obtain

a comprehensive understanding of the multifaceted phenomena at play. In this thesis,

we introduce a multi-modal X-ray analytical approach to determine structural transfor-

mation at the nanoscale. We apply the method to investigate two different classes of

processes: the synthesis of metallic nanocrystals and nanocrystal assemblies, and the

photocorrosion of photo-electrochemically active electrodes.

We establish a dedicated setup for the simultaneous acquisition of TS-PDF and SAXS.

We further develop a sample environment which permits to investigate the synthesis of

nanoparticles by either X-ray scattering or X-ray spectroscopy. We then apply our multi-

modal experimental approach to investigate the model syntheses of both Pd and Cu

nanocrystals. We use in situ XAS and complementary PDF to reveal the chemical trans-

formations leading Pd(II) and Cu(II) precursors to convert into the nanocrystal nuclei

in the presence of an oleylamine and oleic acid mixture. In the case of Pd nanocrystals,

we detect the direct conversion of the initial Pd(II)-amino complex into single-crystalline

metal nanocrystals at 190 °C. The formation of the Pd nanocrystals perfectly agrees with

the general principles of the classical nucleation theory.

Conversely, we find that the synthesis of Cu nanocrystals follows a multi-step non-

classical nucleation pathways. By both XAS and PDF, we detect that the initial Cu(II)-
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amino complex presumably transforms into a [Cu(II)(OAm)2(OAc)22H2O] complex at

the intermediate temperature of 100 °C. This result shows that the affinity of the Cu

metal center with oleylamine and oleic acid ligands evolves with temperature. At 210 °C

we detect the formation of a relatively stable intermediate species, which precedes the

nanocrystal nucleation and which we identify as a partially reduced Cu(I)-amino complex.

We investigate the nucleation and post-nucleation transformations during the synthe-

sis of Cu nanocrystals by both PDF and SAXS. We first detect the emergence of small

sized Cu2O nuclei, which then fuse together into larger polycrystalline Cu2O nanocrys-

tals. The Cu2O phase eventually reduces into metallic Cu after prolonged heating at 210

°C. We thus conclude that the unoriented attachment of small Cu2O nuclei plays a crucial

role in the non-classical formation mechanism of larger Cu nanocrystals.

We investigate the direct synthesis of CuPd icosahedra supercrystals by in situ X-ray

methods. The complementary PDF and XAS data clearly indicates that the presence of

the Pd precursor effectively promotes the direct reduction of the Cu(I)-amino intermediate

complex into its metallic form without formation of Cu2O intermediates. We thus propose

that small Pd-rich nuclei form at early stages of the nucleation and then act as seeds for

the co-reduction of Cu and Pd species.

The simultaneous acquisition of in situ SAXS and TS-PDF permits to follow the one-

pot synthesis and assembly of CuPd nanocrystals over multiple length scales in a single

experimental setup. We demonstrate by both in situ PDF and ex situ HRTEM that

the atomic structure of the CuPd nanocrystals consists of a multi-twinned crystalline

domains with an overall icosahedral arrangement. By simultaneous in situ PDF and

SAXS, we detect both the growth of the icosahedra and the formation of a soft shell of

oleylamine/oleic acid ligands at the nanoparticle surface.

We reveal the supercrystal formation mechanism via a detailed analysis of the in situ

SAXS. We show that cooling of the reaction mixture prompts the nanocrystals to assemble

into a dense SRO phase, which eventually evolves into a closed-pack fcc arrangement. We

then demonstrate that the organization of the oleylamine/oleic acid solvent molecules

into lamellae induces the nanocrystals self assembly by reducing the available volume to

particle diffusion. The proposed mechanism contrasts with previous examples of one-pot

synthesis and assembly of nanocrystals, in which the assembly process was predominantly
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attributed to van der Waals attraction and short-range steric repulsion.

We investigate the structure of thin films via surface sensitive X-ray scattering. We

show that a precise control over the angle of incidence between the X-rays and the film

surfaces permits to selectively probe the structure of the thin film deposited on a crys-

talline support. However, we also observe that the X-ray penetration depth increases for

rough films, leading to the formation of additional background signal due to diffraction

from the support.

We demonstrate that even a slight misalignment of the films, on the order of fractions

of micrometers, introduces aberrations in the measured scattering angles and therefore

affects the accuracy of the PDF measurements of films. We therefore implement an

aberration correction algorithm that mitigates this issue.

We investigate the photocorrosion of CuBi2O4 electrodes via fast acquisition of simulta-

neous TS-PDF and SAXS. To this goal, we develop an operando cell to determine the sur-

face structure of photoactive electrodes while simultaneously testing their PEC response.

We find that the fast degradation of the PEC properties of the material under operation

correlates with formation of a segregating metallic Bi phase due to a cathodic photo-

corrosion process. We additionally determine a change in the porosity of the CuBi2O4

films, which we ascribe to the crystallization of BiPO4 nanostructures at the surface of

the electrode. We reveal additional degradation processes via complementary ex situ TS,

XANES, ICP-MS, and electron microscopy. Such processes include the release of Cu2+

ions in solution and the formation of metallic Cu on the CuBi2O4 surface.

Our understanding of the complex transformations occurring at the atomic and nano

scales greatly benefits from the detailed structural, morphological, and chemical infor-

mation provided by the complementary analytical methods introduced in this thesis.

The combined use of in situ PDF and XAS proves remarkably valuable in detecting

organometallic intermediates with short-range order. The PDF further enables to iden-

tify small nuclei and twinned nanocrystals that cannot be fully characterized via standard

analytical methods in reciprocal space. Changes in the TS intensity clearly indicate phase

transformations, while SAXS provides detailed information on nanoscale morphology such
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as size, shape, polydispersity, and porosity.

By offering a comprehensive elucidation of nanocrystal formation pathways, the com-

bined utilization of in situ PDF, SAXS, and XAS is anticipated to yield significant ad-

vancements in the design of novel fabrication routes for nanocrystals. Moreover, the abil-

ity to correlate the atomic arrangement of individual nanocrystals with the emergence of

periodic organizations at the nanoscale, such as nanocrystal dense phases, superlattices,

and lamellar phases, via simultaneous in situ SAXS and PDF offers great opportunities to

enhance our understanding of the formation of hierarchically structured materials, with

potential impacts in several applications.

The use of highly brilliant 4th generation synchrotron radiation offers the exciting po-

tential of further increasing the time resolution of the in situ X-ray experiments to enable

the detection of even shorter leaving intermediates, such as very small nuclei or dense

pre-nucleation phases. We expect that the complementary use of in situ XAS and PDF

will permit to determine numerous organometallic species and multi-atomic clusters that

are not yet known or cannot be isolated for single crystal X-ray diffraction measurements.

To this goal, the development of suitable algorithms capable of simulating plausible chem-

ical structures and subsequently verifying them against both the experimental PDF and

XAS data would significantly expand our capability to identify potential intermediate

species during the nanoparticle synthesis. The ability to detect molecular structures in

solution holds the premise to investigate in situ the synthesis of both organometallic and

polyatomic compounds, as well as the atomic arrangement of activated homogeneous

catalysts, with potential implications in inorganic synthetic chemistry and catalysis.

In the field of green H2 production, rationalizing the photodegradation mechanisms of

PEC materials constitutes a fundamental prerequisite for improving their long-term sta-

bility and efficiency by establishment of appropriate mitigation measures. For instance,

in the case of CuBi2O4 films the observation of metallic Bi and Cu at the surface of

the electrode advocates for the use of an effective co-catalyst to hinder the reduction of

the active film by quickly transferring the photogenerated electrons to the liquid phase.

Moreover, improving the hole transport properties of the photocathode would enhance
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stability of CuBi2O4 against anodic photocorrosion.272 Finally, the fabrication of a protec-

tive layer on top of the photoactive film would likely prevent the dissolution of Cu2+ and

Bi2+ cations into the electrolyte by screening the electrode surface from the electrolyte.

In addition to photo-electrochemical materials, the combined chemical and morpho-

logical information provided by the measurement of SAXS and TS in grazing incidence

paves the way to study the operation of a wide range of film-based functional devices, in

the field of electrochemistry, photochromism, batteries, and sensing. The possibility to

detect short-range ordered or amorphous phases via PDF analysis offers exciting oppor-

tunities in the investigation of subtle changes at the solid/liquid or solid/air interfaces

of thin films, such as the formation of reaction intermediates at the material surface or

restructuring of the solvent. Due to the weak scattering signal expected by such subtle

structural modifications, we anticipate that similar X-ray scattering experiments will re-

quire optimized experimental conditions and the use of nanometer smooth film samples.
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Table 5.1: List of hazardous substances used in this thesis according to GHS.

Chemical
GHS

Pictograms

H

statements

P

statements

[2-(2-

methoxyethoxy)ethoxy]

acetic acid

H314 P260, P264, P280,

P301+P330+P331,

P302+P361+P354,

P304+P340,

P305+P354+P338, P316,

P321, P363, P405, P501

2-propanol H225, H319,

H336

P210, P240,

P305+P351+P338,

P403+P233

acetic acid H226, H314 P210, P280,

P301+P330+P331,

P303+P361+P353,

P305+P351+P338, P310

benzyl alcohol H302+H332,

H319

P261, P270, P304+P340

Continued on next page
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Chemical
GHS

Pictograms

H

statements

P

statements

bismuth(III) nitrate

pentahydrate

H272, H315,

H319, H335

P210, P261,

P280, P302+P352,

P305+P351+P338, P312,

P370+P378, P403+P233,

P501

copper(II) acetylacet-

onate

H315, H319,

H335

P261, P264, P271, P280,

P302+P352, P304+P340,

P305+P351+P338, P312,

P321, P332+P313,

P337+P313, P362,

P403+P233, P405, P501

copper(II) nitrate tri-

hydrate

H272, H302,

H315, H319,

H410

P220, P273,

P280, P302+P352,

P305+P351+P338

diethyl ether H224, H302,

H319, H333,

H336

P210, P261,

P305+P351+P338

dioctyl ether not classifiable not classifi-

able

not classifiable

ethanol H225, H319 P210, P233,

P305+P351+P33

Continued on next page
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Chemical
GHS

Pictograms

H

statements

P

statements

ethylene glycol H302, H373 P260, P270, P301+P312

glycerol no hazards no hazards no precautions

hexane H225, H304,

H315, H336,

H361f, H373

P202, P210,

P273, P301+P310,

P303+P361+P353, P331

iron(III) acetylaceto-

nate

H302, H312,

H318, H332

P261, P280, P301+P312,

P302+P352+P312,

P304+P340+P312,

P305+P351+P338

oleic acid H315, H319,

H413

P264, P273, P280, P337,

P332+P313, P501

oleylamine H302, H304,

H314, H335,

H373, H410

P273, P280,

P301+P330+P331,

P303+P361+P353,

P304+P340+P310,

P305+P351+P338

palladium(II) acety-

lacetonate

H319 P264, P280,

P305+P351+P338,

P337+P313

Continued on next page
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Chemical
GHS

Pictograms

H

statements

P

statements

sodium dihydrogen

phosphate

H315, H319,

H355

P261, P264,

P264+P265, P271, P280,

P302+P352, P304+P340,

P305+P351+P338, P319,

P321, P332+P317,

P337+P317, P362+P364,

P403+P233, P405, P501

sodium hydroxide H290, H314 P233, P280,

P303+P361+P353,

P305+P351+P338 P310

sodium sulphate dec-

ahydrate

no hazards no hazards no precautions

titanium(IV) tetra-

chloride

H314, H330,

H335

P260, P280,

P303+P361+P353,

P304+P340,

P305+P351+P338, P310

P403+P233

toluene H225, H304,

H315, H336,

H361d,

H373, H412

P202, P210,

P273, P301+P310,

P303+P361+P353, P331
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