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Abstract 
During learning, experience-dependent activity triggers synaptic plasticity, modifying 
synaptic strength (Hayashi-Takagi et al., 2015; Whitlock et al., 2006; Xu et al., 2009). 
Most excitatory inputs form synapses on dendritic spines (Harris and Kater, 1994), and 
changes in synaptic strength result in structural modifications of spines (El-Boustani et 
al., 2018; Nägerl et al., 2004; Noguchi et al., 2011; Trachtenberg et al., 2002). Thus, 
memory traces formed during learning have been hypothesized to be stored at 
synapses (Greenough and Bailey, 1988; Squire, 1987) and therefore spines. 
Formation and consolidation of declarative, episodic memories require the 
hippocampus, and the Schaffer collateral synapse between areas CA3 and CA1 is 
considered one of the prototypical small glutamatergic synapses in the central nervous 
system. The formation of new memories implies a dynamic restructuration of the 
network (Holtmaat and Svoboda, 2009; Trachtenberg et al., 2002), which could conflict 
with the necessity for memory stability required to perform a task, at least on a short 
timescale. In CA1, the lifetime of dendritic spines has been followed for days, to 
determine the capacity for synapses to store memory traces. However, no consensus 
has been found between studies. So far only spine morphology has been investigated 
over multiple days in the hippocampus to assess spine lifetime and chronic analyses 
of synaptic function have been missing. Therefore, we are limited in our understanding 
of how structural changes relate to synaptic function in vivo.  

On a first project, I combined chronic two-photon calcium imaging of ipsilateral 
CA1 spines with repeated optogenetic activation of presynaptic contralateral CA3 
pyramidal neurons in the awake mouse. Using this approach, I induced local, 
synaptically evoked calcium responses at individual spines and assessed the stability 
of these functionally identified synapses over more than two weeks. These responding 
spines tend to form functional clusters of strongly connected spines and are more 
stable than non-responding spines on the same dendrites, suggesting that strong 
synaptic connectivity is associated with spine persistence. Taken together, this work 
suggests that spine lifetime in the hippocampus is related to synaptic weight, which 
may determine long-term synaptic connectivity. 

Dynamic restructuration of the network has also been observed through the 
gradual remapping of spatial representation in the hippocampus. While the stability of 
the behavior of an animal navigating an environment has been shown, the 
representation of the environment is drifting over days. The cellular mechanism 
subtending this formation and elimination of place cells remains unclear. As the CA3 
subdivision of the hippocampus exhibits a spatial representational drift, how this 
phenomenon accelerates the spatial code remapping in CA1 remains unclear. In this 
second project, I combined chronic two-photon calcium imaging of ipsilateral CA1 
spines with optogenetic activation of presynaptic contralateral CA3 pyramidal neurons 
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in the mouse performing a spatial navigation task. Using this approach, I was able to 
induce a subset of place cells in CA1, whose place fields tend to form close to the 
reward zone rather than to the stimulation zone. Additionally, I show that this 
perturbation induced a change in the overall population code of already existing place 
cells, although only temporarily. This work suggests that, while the network is in a 
stable state, a modification of the inputs from presynaptic partners led to a remapping 
of the environment in CA1, suggesting that the network in CA1 is gradually pushed to 
a new state by presynaptic partners.  
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ZUSSAMENFASSUNG 
Neuronale Aktivität während der Lernens löst erfahrungsabhängige synaptische 
Plastizität aus und verändert die synaptische Stärke (Hayashi-Takagi et al., 2015; 
Whitlock et al., 2006; Xu et al., 2009). Erregende Eingänge befinden sich meisten an 
exzitatorischen Synapsen an dendritischen Dornenfortsätzen (Harris und Kater, 1994), 
und Veränderungen der synaptischen Stärke führen zu strukturellen Veränderungen 
der Dornenfortsätze (El-Boustani et al., 2018; Nägerl et al., 2004; Noguchi et al., 2011; 
Trachtenberg et al., 2002). Daher wurde angenommen, dass Erinnerungsspuren, die 
während des Lernens gebildet werden, an Synapsen (Greenough und Bailey, 1988; 
Squire, 1987) und somit an Dornenfortsätzen gespeichert werden. Die Bildung und 
Konsolidierung von deklarativen, episodischen Erinnerungen erforderten den 
Hippocampus. Die sich dort befindliche Schaffer-Kollateralsynapse zwischen 
Neuronen in den Bereichen CA3 und CA1 gilt als eine der prototypischen 
glutamatergen Synapsen des zentralen Nervensystems. Die Bildung neuer 
Erinnerungen impliziert eine dynamische Umstrukturierung des Netzwerks (Holtmaat 
und Svoboda, 2009; Trachtenberg et al., 2002), was im Widerspruch zur 
Langzeitstabilität von Gedächtnisinhalten steht, zumindest auf einer kurzen Zeitskala. 
Verschiedene Studien haben die Lebensdauer dendritischer Dornenfortsätze an CA1 
Neuronen über Tage hinweg verfolgt, um die Fähigkeit der Synapsen zur Speicherung 
von Gedächtnisspuren zu bestimmen. Allerdings gibt es keine einheitliche Meinung in 
den bisherigen Studien. Bislang wurde im Hippocampus nur die Morphologie der 
Dornenfortsätze über mehrere Tage hinweg untersucht, um die Lebensdauer der 
Dornenfortsätze zu bewerten, während chronische Analysen der synaptischen 
Übertragungsstärke fehlen. Daher wissen wir nur begrenzt, wie strukturelle 
Veränderungen mit der synaptischen Funktion in vivo zusammenhängen.  

In einem ersten Projekt kombinierte ich chronische Zwei-Photonen-Kalzium-
Mikroskopie von ipsilateralen CA1- Dornenfortsätzen mit wiederholter optogenetischer 
Aktivierung präsynaptischer kontralateraler CA3-Pyramidenneuronen in der wachen 
Maus. Mit diesem Ansatz konnte ich lokale, synaptisch hervorgerufene 
Kalziumantworten an einzelnen Dornenfortsätzen auslösen und die Stabilität dieser 
funktionell identifizierten Synapsen über mehr als zwei Wochen hinweg messen. Diese 
aktiven Dornenfortsätze neigen dazu, funktionelle Cluster stark verbundener 
Dornenfortsätze zu bilden und sind stabiler als nicht reagierende Dornenfortsätze an 
denselben Dendriten. Dies deutet darauf hin, dass eine hohe synaptische 
Verbindungsstärke die Persistenz der Dornenfortsätze fördert. Insgesamt legt diese 
Arbeit nahe, dass die Lebensdauer von Dornenfortsätze im Hippocampus mit der 
synaptischen Stärke zusammenhängt und diese somit möglicherweise die langfristige 
synaptische Konnektivität bestimmt. 
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Eine dynamische Umstrukturierung des Netzwerks wurde auch durch graduelle 
Neuordnung der räumlichen Repräsentation im Hippocampus beobachtet. Es wurde 
gezeigt, dass sich die neuronale Repräsentation der Umgebung im Hippocampus 
stetig ändert während das Bewegungsmuster eines Tieres in einem bestimmten 
Umfeld stabil bleibt. Der zelluläre Mechanismus, der dieser Dynamik von Ortszellen 
zugrunde liegt, bleibt unklar. Da die CA3- Region des Hippocampus eine räumliche 
Repräsentationsdrift aufweist, bleibt unklar, wie dieses Phänomen die Neuzuordnung 
des räumlichen Codes in CA1 beschleunigt. In einem zweiten Projekt kombinierte ich 
daher chronisches Zwei-Photonen-Kalzium-Imaging ipsilateraler CA1- 
Dornenfortsätze mit optogenetischer Aktivierung präsynaptischer kontralateraler CA3-
Pyramidalneuronen in der Maus während der Durchführung einer räumlichen 
Navigationsaufgabe. Mit diesem Ansatz konnte ich eine Untergruppe von Ortszellen in 
CA1 optisch induzieren, deren Ortsfelder sich eher in der Nähe der Belohnungszone 
als in der Stimulationszone bilden. Darüber hinaus konnte ich zeigen, dass diese 
Manipulation zu einer Änderung des Gesamtpopulationscodes der bereits 
vorhandenen Ortszellen führte, wenn auch nur vorübergehend. Diese Arbeit deutet 
darauf hin, dass sich das Netzwerk zwar in einem stabilen Zustand befindet, dass aber 
eine Änderung der Signale von präsynaptischen Partnern zu einer vorübergehenden 
Neuordnung der Umgebung in CA1 führt, was darauf hindeutet, dass die funktionelle 
Netzwerkorganisation in CA1 durch präsynaptische Eingänge allmählich in einen 
neuen Zustand versetzt wird.  
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Introduction 

1. Organization of the hippocampus 
The hippocampus is a brain structure present in both hemispheres, located in the 
medial temporal lobe, and is a component of the limbic system. Each formation is 
divided into four distinct regions: the dentate gyrus, and the three Cornu Ammoni (CA1 
to CA3) and is surrounded by the lateral ventricle (Figure 1). The hippocampus has 
been anatomically well characterized, already in the 19th century, in the mouse, and 
already in the 16th century in humans by Arantius (Bir et al., 2015; Engelhardt, 2016), 
due to its particular structure and functionally defined compartmentalization. 
Connections are well organized in layers along the dorsoventral axis as well as the 
anteroposterior axis. The hippocampus is a trisynaptic loop, with each part having a 
particular role in information processing (Andersen et al., 2007). 

 The dentate gyrus serves as the “entry” part of the hippocampus. It is composed 
of granule cells oriented in two laminar striates facing each other so that basal 
dendrites of granule cells are oriented towards the superficial part of the molecular 
layer. Diverse brain regions are projecting to the dentate gyrus, among which the 
entorhinal cortex through the perforant pathway, CA3, the septal nuclei, or the locus 
coeruleus (Pickel et al., 1974; Swanson and Hartman, 1975; Loughlin et al., 1986). In 
return, the dentate projects back to CA3, through bundles called mossy fibers. Its role 
in pattern separation has been notably hypothesized (Leutgeb et al., 2007; Madar et 
al., 2019). 

 CA3 is the most external part, forming the horn of the hippocampus. CA3 is 
mainly composed of pyramidal neurons, which are notably highly interconnected, 
forming a recurrent network (Miles et al., 2014). Thanks to its recurrent connections, 
CA3 is thought to be fundamental in maintaining memories at longer timescales. 
Except for projections from the dentate gyrus, CA3 receives inputs from the entorhinal 
cortex, but also from the amygdala, and the septum among other brain regions. CA3 
neurons project to CA1 through Schaffer collaterals and make en-passant synapses 
on CA2 neurons. Schaffer collaterals originating from the contralateral hippocampi are 
also known as commissural projections. The same CA3 neurons give rise to 
projections to the ipsilateral and contralateral hippocampus (Swanson et al., 1980). 
They project to contralateral CA3, CA2, and CA1 (Blackstad, 1956; Fricke and Cowan, 
1978). Worth noting, the number of commissural projections is different between 
species (van Groen and Wyss, 1988), they are less abundant in monkeys and 
potentially nonexistent in humans. 

Although for long considered as an extension of CA3, CA2 is a small part of the 
hippocampus, probably the least well-described of the formation (Lorente de Nó, 
1934). It is composed of large pyramidal neurons, as in CA3, and interneurons. It is 
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involved notably in social memories (Pronier et al., 2023; Tzakis and Holahan, 2019). 
Projections from the paraventricular nucleus, supramammillary nucleus, median raphe, 
and hypothalamus have been found only in CA2. CA2 neurons project to the 
supramammillary nucleus and the septal nuclei. Nonetheless, its primary output, as 
CA3, is CA1 (Dudek et al., 2016). 

CA1 is the “output” part of the hippocampus. Composed of pyramidal neurons 
and interneurons, it receives inputs from CA2, CA3 neurons and from the entorhinal 
cortex through the temporoammonic pathway, as well as more distal regions such as 
amygdala, thalamus, ventral tegmental area (VTA) (Adeniyi et al., 2020), among 
others. CA1 is the part of the hippocampus that projects back to the entorhinal cortex 
(Naber et al., 2001). Moreover, CA1 projects to other brain regions such as the 
subiculum or the nucleus accumbens.  

 

 

The layers of the hippocampus starting from the most superficial are: the stratum 
oriens, stratum pyramidale, stratum radiatum, and stratum lacunosum-moleculare. 
Dendrites of CA1 neurons present in the different layers are respectively named: basal, 
oblique, and tuft dendrites (Figure 2). This denomination relates to different properties 
of these dendrites and can be recognized thanks to the order of the dendrite. CA1 

Figure 1. Organization of the hippocampal formation. The hippocampal 
formation is composed of the dentate gyrus (DG), the Cornu Ammonus 1 (CA1), 2 
(CA2) and 3 (CA3). Five different pathways are present: the perforant pathway and 
the temporoammonic pathway originating from the entorhinal cortex (EC), the 
mossy fibers originating from the DG, the Schaffer collaterals originating from 
ipsilateral CA3 (ilCA3) and the commissural fibers originating from contralateral CA3 
(clCA3). CA1 sends back projections to the EC.  
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inputs are organized differentially across its dendrites. Schaffer collaterals make 
synapses in CA1 both on apical dendrites, dendrites situated in stratum radiatum, and 
on basal dendrites, dendrites situated in stratum oriens.  

As ipsilateral connections, commissural projections make synapses both on 
basal and apical dendrites, however with a higher fraction of synapses made on basal 
dendrites (Shinohara et al., 2012).  

  

  

As the Schaffer commissural collaterals are part of the main focus of this thesis, a 
more detailed description of the research on these connections is presented in the 
following point. 

 

Figure 2. CA1 neuron morphology. External inputs to CA1 neurons are spatially 
organized on different dendrites, spanning from the stratum oriens to the stratum 
lacunosum-moleculare. clCA3: contralateral CA3, ilCA3: ipsilateral CA3, EC: 
entorhinal cortex. Two-photon images of dendrites from Bloss et al 2016. 
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2. Neuronal transmission at the Schaffer collaterals 

a. General foundation of synaptic transmission 

Neurons are electrical units in the brain transmitting information. Although different 
types of transmission exist (chemical, electrical, and mechanical (Kasai et al., 2023; 
Ucar et al., 2021)), in the central nervous system (CNS), neurons mainly communicate 
through exchanges of chemicals. These neurotransmitters are conveyed at specialized 
sites called synapses. Synapses are composed of two parts, the presynaptic 
compartment, the bouton of the axon, and the postsynaptic compartment, both 
separated by the extracellular space, called the synaptic cleft. Upon voltage 
depolarization of the presynaptic neuron, vesicles are fused to the presynaptic 
membrane, releasing the neurotransmitters, such as glutamate for excitatory 
synapses. These neurotransmitters will spread in the synaptic cleft and bind to 
receptors in the postsynaptic compartment (Figure 3).  

 

Figure 3. Chemical transmission at glutamatergic synapses. Figure extracted 
from Attwell and Gibb 2005. 
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The binding of glutamate on channels leads to their opening and exchanges of 
ions between the extracellular space and the intracellular environment, generating 
voltage depolarization of the postsynaptic partner. Under certain conditions (electrical 
isolation, concomitant depolarization at multiple synapses, etc.), depolarization of the 
postsynaptic cell will occur, and an action potential will be generated, propagating the 
signals to other cells (Lisman et al., 2007).  

Glial cells can also be involved in synaptic transmission. Tripartite synapses 
have been found in the brain. In this case, astrocytes have been shown to regulate 
synaptic transmission (for review, see Perea, Navarrete, et Araque 2009) but are not 
discussed further as they are not the focus of this thesis. 

More than 90% of excitatory synapses are located on small protrusions along 
dendrites emerging from the soma of neurons, known as dendritic spines (Robles et 
al., 2009). Inhibitory terminals both terminate on dendritic shafts and dendritic spines 
(DeFelipe and Fariñas, 1992). Spines can also be located directly at the axon hillock 
and soma.  

Spines were first discovered by Santiago Ramón y Cajal (Figure 4A) (Ramón y 
Cajal, S. 1888, Yuste 2015). Electron microscopy studies, carried out years later, 
confirmed this discovery (Gray, 1959) and permitted elucidation of their detailed 
structure (Figure 4B) (Peters and Kaiserman-Abramof, 1969). 

 

 

Spines have been divided into four different categories (Figure 5) depending on 
head size, with volumes ranging from 0.01 to 0.03 µm3, and neck size, with length 
ranging from 0.1 to 2.21 µm (Arellano et al., 2007; Bourne and Harris, 2008). However, 
this classification is still debated as the shape of spines is, at least partially, a 
continuum as spines are dynamic structures (Arellano et al., 2007; Pchitskaya and 

Figure 4. First description of dendritic spines. A. Discovery of spines prepared 
and illustrated by Cajal. Figure from Yuste 2005. B. Electron micrograph of a spine. 
Modified figure from Peters and Kaiserman-Abramof 1969.  
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Bezprozvanny, 2020). Densities of spines vary across regions, along dendritic arbors, 
developmental stages, and neuronal activity.     

 

b. Structure and function of dendritic spines 

i. Composition of spines 

Spines are composed of many actors (Figure 6). At the membrane, many different 
ionotropic glutamatergic receptors (iGluRs) are present on the postsynaptic cells, 
among which α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA), N-
methyl-D-aspartate (NMDA) and kainate receptors. As ligand-gated, non-selective 
cation channels, positive charges can passively travel through, following an 
electrochemical gradient, when glutamate binds to the receptor. This process allows 
fast synaptic transmission. AMPARs are permeable to both Na+ and K+, and their 
permeability to Ca2+ depends on the subunit composition (Jane, 2007). The number of 
AMPARs at the synapse is correlated to synaptic strength (Huganir and Nicoll, 2013; 
Lee and Kirkwood, 2011; Lüscher and Malenka, 2012; Matsuzaki et al., 2001; Zhang 
et al., 2015). In comparison, NMDARs are permeable to Na+, K+, and Ca2+, with Ca2+ 
representing ~15% of the total ion flux (Jahr and Stevens, 1993; Schneggenburger et 
al., 1993). However, to activate NMDARs, the binding of glutamate, glycine, and 
membrane depolarization via AMPAR activation are necessary. Depolarization 
enabled the removal of the magnesium block inserted in the channel pore, allowing 
cation flux. NMDARs are characterized by a slow kinetic and longer channel opening 
time. 

Apart from these receptors, metabotropic glutamatergic receptors (mGluRs) are 
also present. These mGluRs are not channels but are coupled to G-proteins and can 
indirectly activate iGluRs upon glutamate binding. G-proteins are divided into different 
families, which can trigger either excitatory or inhibitory signaling cascades (Matozaki 
et al., 2000).  

Cytoskeletal architecture, present in the spine, enables movement and 
anchoring of receptors. Actin and microtubule remodeling accompanies spine 

Figure 5. Classical view for spine 
categories. Mushroom spines are 
composed of a large head and long 
neck. Thin spines are composed of 
small head and long neck. Stubby 
spines lack a neck. Filopodia are long 
and thin spines. Modified from 
Pchitskaya and Bezprozvanny 2020. 
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morphogenesis (Korobova and Svitkina, 2010). Cytoskeletal proteins are also 
concentrated at postsynaptic densities (PSD), visible on electron microscopy images 
(Palay, 1956; Peters and Kaiserman-Abramof, 1969), along with a plethora of other 
proteins, including receptors, signaling, and scaffold proteins. The PSD is implicated 
in the regulation and trafficking of the ionotropic receptors and its area is correlated to 
synaptic strength (Harris and Stevens, 1989).  

 

 

Spines are biochemically and electrically compartmentalized units that can 
house their own molecular machinery (Araya et al., 2006; Cornejo et al., 2022). Indeed, 
a spine apparatus, a specialized endoplasmic reticulum compartment, is present in 
large spines. However, in smaller spines, only a single tubule of smooth endoplasmic 
reticulum has been observed (Perez-Alvarez et al., 2020b). Both endoplasmic 
reticulum can rapidly modulate calcium dynamics (Bell et al., 2019; Wu et al., 2017).  

 

Figure 6.  Organization of spines. Molecular organization of spines. SER: smooth 
endoplasmic reticulum; PSD: postsynaptic density; CV: coated vesicle; InsP3R: 
inositol-1,4,5-trisphosphate receptor; AMPAR: α-amino-3-hydroxy-5-methyl-4-
isoxazolepropionic acid receptor; NMDAR: N-methyl-D-aspartate receptor; CASK: 
calcium/calmodulin-dependent serine protein kinase; F-actin: filamentous actin; 
GKAP, guanylate-kinase-associated protein; Kali-7, Kalirin-7; mGluR, metabotropic 
glutamate receptor; NMDAR, N-methyl-D-asparate receptor; SPAR, spine-
associated RapGAP; GRIP: glutamate-receptor-interacting protein. Figure 
extracted from Hering and Sheng 2001. 
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ii. Calcium in spines 

Ca2+ is one of the main ions implicated in synaptic transmission, along with Na+ and 
potassium K+. Ca2+ is involved in neurotransmitter release through binding to the 
release machinery of vesicles, as well as in postsynaptic cascade signaling via 
activation of different proteins. Ca2+ acts as an important messenger in signal 
processing. Ca2+ enters the spine from the extracellular space through NMDARs, 
AMPARs, and voltage-sensitive calcium channels (VSCCs).  

 

 

However, internal sources of calcium also exist (Figure 7). Ca2+ is stored in the 
spine apparatus, which can release it through calcium-permeable channels; as a 
ryanodine-receptor or inositol-1,4,5triphosphate receptor (Kovalchuk et al., 2000; 
Oertner et al., 2002; Rochefort and Konnerth, 2012; Sabatini et al., 2002; Yuste et al., 
2000, 1999). This release enables amplification of calcium signal, which can mediate 
synaptic plasticity (Yuste et al., 2000).  

The spine neck structure permits the concentration of material, such as Ca2+, 
by slowing down the diffusion of chemicals to dendrites (Bloodgood et al., 2009; Higley 
and Sabatini, 2012; Svoboda et al., 1996; Yuste and Denk, 1995). A high concentration 
of Ca2+ increases the probability of its binding to calcium-calmodulin-dependent protein 
kinase II (CaMKII), an important messenger for synaptic plasticity (Coultrap et al., 
2014; Yasuda et al., 2022). 

Optical imaging of calcium, notably using two-photon imaging, from cellular to 
organelles level has become a state-of-the-art technique for activity measurement 
(Chen et al., 2013; Dana et al., 2019; Miyawaki, 2011; Nakai et al., 2001; Palmer and 
Tsien, 2006; Yuste et al., 1999), although, so far, no calcium sensor has proven a linear 

Figure 7. Calcium in 
dendritic spines. 
PMCA: plasma 
membrane calcium 
ATPase; VSCCs: 
voltage-sensitive 
calcium channels; RyR: 
ryanodine-receptor; 
IP3R: inositol-
1,4,5triphosphate 
receptor; SERCA: 
smooth ER calcium 
ATPase; B: calcium 
buffer. Reproduced 
figure from Yuste et al 
2000. 
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relationship between voltage and fluorescence changes upon calcium binding in the 
whole range of calcium concentrations (Evans et al., 2020; Wei et al., 2020; Zhang et 
al., 2023). 

 

c. Measurement of synaptic transmission 

Synaptic transmission has long been measured using electrophysiological methods. 
One of the first methods for studying monosynaptic connections has been the paired 
recording of neurons (Figure 8A). Using acute slices, structural and functional 
properties have been elucidated in microcircuits (Buhl et al., 1994; Debanne et al., 
2008; Deuchars et al., 1994; Malinow, 1991; Qi et al., 2020). However, this method 
requires the identification of connected neurons for manipulation of the presynaptic 
partner. To circumvent this issue, later, patch-clamping combined with glutamate 
uncaging has been used to monitor parameters of transmission and receptor 
distribution at individual synapses (Ellis-Davies, 2019; Mitchell et al., 2019; Pettit et al., 
1997; Vardalaki et al., 2022). This method does not require presynaptic partners and 
permits the stimulation of a unique synapse at a time (Figure 8B). Nevertheless, the 
method remains tedious, as only a few spines can be monitored at once and its use in 
vivo remains technically challenging (Noguchi et al., 2021, 2019). 

Calcium imaging is the long-standing method of choice for activity 
measurement. Engineered calcium sensors are used as a proxy for cellular activity. As 
of today, the main class of calcium indicators used are jGCaMP sensors, genetically 
encoded calcium indicators (GECI) engineered by the fusion of a green fluorescent 
protein (GFP) and CaMKII (Lin and Schnitzer, 2016). The binding of Ca2+ leads to 
configuration changes in the protein chain and consequently, fluorescence emission 
increases. Different sensors have been produced over the last decade improving 
kinetics, fluorescence amplitude but also baseline fluorescence. The increased 
baseline fluorescence in jGCaMP7b (Dana et al., 2019) is a fundamental improvement 
as it unlocked fluorescence imaging at dendrites and spines (Figure 8C). Nonetheless, 
by releasing Ca2+ at a slower timescale, these sensors can act as buffers, interacting 
with native calcium signaling (McMahon and Jackson, 2018). 

Two-photon microscopy is the state-of-the-art method for in vivo imaging, 
especially for deep structures, such as the hippocampus, located around 1mm from 
the cortical surface (Denk et al., 1990; Mizrahi et al., 2004; Zipfel et al., 2003). It allows 
deep penetration of light in highly scattering tissues, until around 400μm deep imaging, 
and focuses the light using scanning mirror for a low fluorescence excitation of tissue 
volume. However, most standard two-photon microscopes are limited to a scanning 
frequency of 30Hz (i.e., 33ms per frame) to allow for sufficient resolution in the case of 
spine imaging, limiting its power for studying synaptic transmission. This speed 
limitation is of importance to determine source inputs. Indeed, when a cell is firing, a 
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back-propagating action potential invades the dendrites in a few milliseconds, traveling 
from 250 to 500μm per second, which is faster than the time required for acquiring a 
single frame (Waters et al., 2005). This action potential will then hide the calcium 
transients from synaptic inputs in spines, prohibiting the identification of source inputs, 
unless dendritic events’ contribution are later removed (Chen et al., 2013).  

 

Figure 8. Techniques for measurement of synaptic transmission. A. Excitatory 
postsynaptic current recording from current clamp at the soma upon glutamate 
uncaging in vitro. Figure from Mitchell et al 2019. B. Recording of a pair of CA3 
pyramidal neurons from a cultured hippocampal slice. Figure from Debanne et al 
2008. C. Two-photon calcium imaging of jGCaMP7b of primary visual area (V1) 
spines in a mouse passively presented with drifting gratings. Figure taken from 
Dana et al 2019. D. Two-photon glutamate imaging of iGluSnFr3 of V1 spines in a 
mouse passively presented with visual motion stimuli. Figure from Aggarwal 2023. 
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A recent solution to circumvent the latter issue is the use of glutamate sensors 
(iGluSnFr) or GABAergic sensors in the case of inhibitory synapses (Marvin et al., 
2019). In vitro, its use permitted the measure of release probabilities at individual 
synapses (Dürst et al., 2022; Jensen et al., 2019). So far, its use in vivo has been 
limited due to its low baseline fluorescence, making it difficult to identify spines (Marvin 
et al., 2018, 2013). However, a new version (iGluSnFr3) (Figure 8D), released last 
year, promises increased brightness and stability in vivo (Aggarwal et al., 2023). 

 

d. Schaffer collaterals properties of synaptic transmission 

The Schaffer collateral synapse is one of the most extensively investigated 
synapses of the brain. In 1892, Károly Schaffer was the first scientist to describe this 
circuit using a modified version of the Nissl staining, which was named after him 
(Szirmai et al., 2012). Since then, many scientists focused their work on Schaffer 
collaterals. In this circuit, synapses are glutamatergic and respond to the classical 
description as made before in this thesis. Yet, some particularities have been found.  

Employing this particular circuit, plasticity has been described. Using 
electrophysiology, scientists discovered short-term and long-term potentiation. By 
delivering two short pulses (paired-pulse) within a short period, the amplitude of the 
second pulse increased. This paired-pulse facilitation is short-lasting and is the result 
of an increase in the probability of glutamate release (Schulz et al., 1995). Of now, this 
short-term plasticity protocol is a classical method for the evaluation of Schaffer 
collaterals synapses, especially for investigating the effect of long-term potentiation. 

Long-term potentiation, a long-lasting form of plasticity, has also been extensively 
investigated using Schaffer collateral circuitry (Andersen et al., 1977; Bliss et al., 1983; 
Bliss, 1979; Lynch et al., 1977; Schwartzkroin and Wester, 1975; Wheal et al., 1983; 
Yamamoto et al., 1980). Interestingly, commissural afferents can independently 
support long-term potentiation (Andersen, 1960; Buzsáki, 1980; Wheal et al., 1983). 
Asymmetrical Schaffer and commissural capacity for long-term potentiation have been 
found in the mouse hippocampus. Electrophysiological studies found that left CA3 
projections have a greater capacity for long-term potentiation, high-frequency 
stimulation strengthening only synapses with presynaptic input originating from left 
CA3 (Kohl et al., 2011; Shipton et al., 2014). This asymmetry is also observed in 
humans (Burgess et al., 2002), but not in rats (Martin et al., 2019). 

This plasticity is the consequence of synaptic weight changes, resulting in potential 
structural changes in spines.  
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3. Plasticity of dendritic spines 

a. Spine stability 

Spines are dynamic structures. To understand the extent of spine remodeling in the 
hippocampus, spine lifetime has been estimated. Spine lifetime has been mostly 
investigated in the cortex. However, reported lifetimes have been divergent. For 
instance, in the neocortex, the spine survival fraction is up to 70% after 2 weeks in 
adulthood (Holtmaat et al., 2005). In the primary visual cortex and barrel cortex, spines 
have been also found stable with respectively 70% and 50% of spines persisting over 
a month (Grutzendler et al., 2002; Trachtenberg et al., 2002). A study even reported 
increased spine stability in the barrel cortex, with more than 70% of spines described 
at the same location 18 months after the first imaging session (Zuo et al., 2005). The 
extent of stability of these spines is still debated, yet, cortical spines are believed as 
rather unstable during development and reach a more stable state during adulthood 
(Yu and Zuo, 2011).  

In contrast, reports of spine lifetime in CA1 are scarce. CA1 is a place of high 
synaptic plasticity, and therefore high spine turnover is expected. While many studies 
have attempted to determine CA1 spine lifetime, they differ in their estimates (Attardo 
et al., 2015a; Gu et al., 2014; Pfeiffer et al., 2018; Yang et al., 2021).   

The first longitudinal study of spines appeared ten years ago (Gu et al., 2014). 
Gu et al used a mouse reporter line expressing a yellow fluorescent protein (YFP) in 
Thy1 neurons (Feng et al., 2000). The Thy1 lines are known for the sparse expression 
of the construct in CA1 pyramidal neurons. Because CA1 pyramidal neurons are 
densely packed, this sparse expression allows for the imaging of dendritic spines. For 
each session, the mice were anesthetized with a mix of ketamine and xylazine. 
Following the same spines on apical dendrites every four days over two weeks, they 
found that 96% of the spines present on the first day were still present at the end of 
the experiment, arguing for the high stability of spines in CA1 (Figure 9A).  

However, a year later, a new study also investigated the spine lifetime in CA1 
(Attardo et al., 2015b). Acknowledging the limits of two-photon imaging resolution, they 
compared the density of spines found using a classical two-photon microscope with 
the same density found using stimulated-emission depletion (STED) microscopy 
(Figure 9B). STED microscopy allows for a better resolution in all axes but is restricted 
in the depth one can image because this technique is highly sensitive to the light 
refraction of the tissue (Vicidomini et al., 2018). On the contrary to Gu et al, spines on 
basal dendrites of CA1 were then imaged on mice anesthetized with isoflurane. First, 
STED microscopy revealed that, because spines are closed together, one can easily 
merge spines and miss eliminated spines. This case could concern as high as 30% of 
the spines. Using a computational model taking into account the missed spines in a 
longitudinal dataset obtained by following the same spines over 80 days with two-
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photon microscopy, they found that almost, if not all, spines would turn over in three to 
six weeks with a mean lifetime of nine days. This finding rather describes a high 
instability of spines in CA1.  

In 2018, a new, and last, study was published on spine lifetime in CA1 (Pfeiffer 
et al., 2018). This study used STED microscopy to follow the same spines on basal 
dendrites of CA1 every two days for a total of four days (Figure 9C). They found that 
40% of all spines present on the first day were eliminated. They notably found that 
large spines were more stable than smaller spines, arguing that, contrary to the claim 
of Attardo et al. for a single population of spines surviving nine days, different spine 
populations with varying lifetimes might coexist in CA1. 

In conclusion, discrepancies in the turnover of CA1 spines have been found, 
from high stability to high instability. However, multiple differences can be noticed in 
these studies. First, the use of anesthetics was different across the studies: while Gu 
et al. used ketamine and xylazine, the other two used isoflurane. Secondly, the use of 
different microscopy techniques can explain the difference in survival fraction obtained 
from the three studies. As well described by Attardo et al., two-photon microscopy 
cannot accurately resolve individual spines, especially in CA1, where spines are 
densely packed. Already, electron microscopy reports have estimated a density of up 
to 3 spines/μm2 (Harris and Stevens, 1989), while standard two-photon microscopy 
reports a density of up to 1 spine/μm2. Finally, while Gu et al. studied spine turnover 
on apical dendrites, the other two focused on basal dendrites. These different branches 
receive different inputs (Figure 2) and may follow different synaptic plasticity rules, it 
seems plausible that different turnover rates are taking place depending on the 
branches, similar to what has been shown in the cortex (Yaeger et al., 2022).  

 

 

Figure 9. Reported stability of CA1 spines. A. High survival fraction of CA1 spines 
on apical dendrites after two weeks. Figure from Gu et al 2014. B. Strong instability 
of CA1 spines on basal dendrites. Figure from Attardo et al 2015. C. Low survival 
fraction of CA1 spines on basal dendrite over four days. Figure from Pfeiffer et al 
2018.  
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Despite these differences, one common fact is that so far only spine morphology 
has been investigated over multiple days in the hippocampus to assert spine lifetime. 
Although morphological parameters have been correlated to the lifetime of different 
types of spines (Steffens et al., 2020) (filopodia vs mushroom spines), chronic analyses 
of synaptic function have been missing. Therefore, we are limited in our understanding 
of how structural changes relate to synaptic function in vivo while in vitro pieces of 
evidence have shown the functional influence on spine dynamics.  

 

b. Long-term plasticity of spines 

Synaptic plasticity is the mechanism by which the weight of inputs is modified. Synaptic 
modifications have been extensively studied over the years, unraveling different sets 
of rules one synapse can follow to change its strength (Bang et al., 2023; Citri and 
Malenka, 2008; Fröhlich, 2016; Magee and Grienberger, 2020).  

 

i. Hebbian rules of synaptic plasticity 

Already formulated in 1949, Hebb described long-term potentiation (LTP) and long-
term depression (LTD), which are respectively the increase and decrease of synaptic 
strength (Hebb, 1949). Later, the expression “what fires together, wires together” 
became famous (Shatz, 1992). This form of plasticity relies on the correlative incidence 
of spikes in the presynaptic and postsynaptic neurons. While spiking of the 
postsynaptic neurons following the spiking of the presynaptic neurons triggers long-
term potentiation, postsynaptic spiking preceding presynaptic activity induces long-
term depression (Figure 10).  

This form of plasticity was demonstrated in 1973 by Bliss and Lømo repetitively 
stimulating the perforant path of the hippocampus, inducing long-term potentiation at 
dentate gyrus synapses (Bliss and Lomo, 1973; Bragin et al., 1977; Douglas and 
Goddard, 1975; Lømo, 2003). Since then, the elucidation of cellular and molecular 
mechanisms taking place in the phenomenon has been a main research focus (Bliss 
and Collingridge, 1993; Fedorov et al., 1993; Malinow, 1994; Manabe and Nicoll, 1994; 
Stevens and Wang, 1994), but remains incomplete.  

On the other hand, LTD was only reported in 1992, using the Schaffer collaterals 
microcircuit, demonstrating that the frequency and duration of stimulation are 
determinants of the direction of synaptic plasticity (Dudek and Bear, 1992).  
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Although both LTP and LTD can involve Ca2+ signaling and NMDARs, distinct 
signaling cascades are triggered, resulting in differences in the future response 
amplitudes due to the redistribution of AMPARs at the synapse (Bear and Malenka, 
1994; Carroll et al., 1999; Choquet, 2018; Huganir and Nicoll, 2013; Lüscher and 
Malenka, 2012; Murakoshi et al., 2011; Zhang et al., 2021, 2015). Notably, the activity 
of CaMKII appears to be a key messenger in the expression of LTP at the synapse 
(Lisman et al., 2012). While LTP is mostly a postsynaptic mechanism, LTD, on the 
contrary, exhibits a presynaptic component, with a reduction in release probabilities 
(Wiegert and Oertner, 2013).  Since it induces the production and trafficking of 
materials into or out of the synapse, LTD and LTP are correlated with the morphological 
changes of spines (Matsuzaki et al., 2004; Yang et al., 2008; Zhang et al., 2015). 

Hebbian rules are a type of unsupervised synaptic plasticity (Figure 11A). A 
selectivity of inputs that are relevant to a particular task is not included. That’s why 
modifications of Hebbian rules are envisioned.  

 

ii. Modified Hebbian rules 

Multiple changes have been tested, notably in computational networks, to account for 
the selectivity of inputs. 

 Already in the 40s, the dissociation between the network activity due to sensory 
experience and the associated but temporally delayed reward is identified as the distal 
reward problem (Hull, 1943). To circumvent this issue, an eligibility trace has been 
implemented in a computational neural network (Figure 11B). This eligibility trace 
consists of an internal signal localized at individual synapses as a sign of suitability to 

Figure 10. Hebbian rules of synaptic plasticity. The coincidence of presynaptic 
and postsynaptic spiking determines the direction of synaptic plasticity. Modified 
figure from Bang et al 2023. 
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modifications and, importantly, decaying over several seconds (Sutton and Barto, 
1981). 

Other modifications to the classical Hebbian rules have also been hypothesized. 
For instance, dopamine is one of the most investigated neuromodulators, involved in 
diverse tasks, primarily for its role in reward processing (Lewis et al., 2021; Schultz, 
2007).  Activation of dopamine receptors is associated with the expression of different 
types of synaptic plasticity and enhancement of long-term potentiation (Frey et al., 
1993; Otmakhova and Lisman, 1996). Because of this, the concept of gating of 
Hebbian plasticity via specific neuromodulators has emerged (Figure 11C) (Brzosko et 
al., 2017; Gu, 2002; Nadim and Bucher, 2014; Ogelman et al., 2024). Because these 
signals are rather global in the brain and not specifically directed to individual 
synapses, an instructive signal has been added to the model, namely supervised 
synaptic plasticity (Wang and Naud, 2022). 

In a model of supervised synaptic, an instructive signal, the difference between 
the predicted and actual signal named teaching signal, is used to optimize the model 
or performance in a task (Figure 11C) (Marblestone et al., 2016; Olshausen and Field, 
1996; Roelfsema and Holtmaat, 2018). 

 

 

More recently, another model of plasticity at the junction of multiple of the above-
introduced modifications has emerged from studies in the hippocampus. Behavioral 
timescale synaptic plasticity (BTSP) is a form of plasticity integrating signals over a 
seconds-long time window (Bittner et al., 2017; Grienberger et al., 2017). BTSP 
integrates an eligibility trace, an instructive signal and a neuromodulatory component 

Figure 11. Synaptic plasticity models.  A. Classical Hebbian rule. B. Modified 
Hebbian rule with an eligibility signal and a neuromodulatory signal. C. Supervised 
model including an instructive signal to classical Hebbian rules. D. BTSP as a 
combination of previous models. Modified figure from Magee, Grienberger 2020. 
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into its model (Figure 11D). This form of plasticity, discussed in more detail later, is 
notably involved in spatial selectivity firing of CA1 cells. 

 

c. Structural plasticity at spines 

i. Structural modifications of stimulated spines 

Longitudinal investigations of spines revealed that spines are dynamic structures that 
continuously change in shape over time. These modifications are observed at different 
timescales, ranging from minutes to days after events. 

In the 70s, the first electron microscopy studies showed that upon LTP 
induction, spines show a particular enlargement of their spine head when compared to 
controls (Fifková and Van Harreveld, 1977; Van Harreveld and Fifkova, 1975). Yet, it 
was only later, in the early 2000s, that a following study, using glutamate uncaging, 
showed a causal relationship between LTP induction and spine reshaping (Matsuzaki 
et al., 2004, 2001). The existence of this structural LTP (sLTP) has been further 
investigated in the following years and suggested that this enlargement particularly 
permitted the insertion of additional AMPARs (Harvey and Svoboda, 2007; Lamprecht 
and LeDoux, 2004; Lee et al., 2009; Noguchi et al., 2019; Okamoto et al., 2004). 
Eventually, this process is followed by an increase in the size of the PSD and 
presynaptic active zone (Figure 12A) (Bosch et al., 2014; Meyer et al., 2014; Nishiyama 
and Yasuda, 2015). Because spine head volume has been associated with correlates 
of synaptic strength, such as AMPARs density (Huganir and Nicoll, 2013; Lee and 
Kirkwood, 2011; Matsuzaki et al., 2001; Noguchi et al., 2011; Takumi et al., 1999), 
PSD area (Arellano et al., 2007; Harris and Stevens, 1989), and presynaptic active 
zone size (Schikorski and Stevens, 1997), spine structure has been used to estimate 
synaptic function. As so, large “mushroom” spines have been associated with strong 
synapses while small spines are considered as weak synapses. Similarly, filopodia are 
“silent” synapses, as they lack AMPARs. However, they show NMDAR-mediated 
currents and can be unsilenced via Hebbian plasticity (Vardalaki et al., 2022). These 
filopodia could be the precursors of larger spines (Fiala et al., 1998; Portera-Cailliau et 
al., 2003; Robles et al., 2009; Zuo et al., 2005).  

Structural changes are also observed upon LTD induction (Figure 12B). 
However, compared to LTP structural modifications, shrinkage following LTD arises at 
longer timescales (Nägerl et al., 2004; Noguchi et al., 2019; Okamoto et al., 2004; Stein 
and Zito, 2019; Zhou et al., 2004). This event can also lead to spine elimination 
(Bastrikova et al., 2008). Yet, spine shrinkage is not always a consequence of synaptic 
depression (Nägerl et al., 2004; Wiegert and Oertner, 2013; Zhou et al., 2004), 
revealing a dissociation between functional and structural plasticity. 

 



 

 

 

27  

Figure 12. Spine structural plasticity. A. LTP induces the enlargement of the 
targeted spine. B. LTD can induce target-specific spine shrinkage (top), spread 
depression to neighboring untargeted spine (middle), or induce non-specific late 
spine pruning (bottom). C. Heterosynaptic plasticity is the induction of LTP at 
multiple neighboring spines, resulting in untargeted spine shrinkage. D. LTP can 
result in spinogenesis. E. Synaptic crosstalk is the facilitation of LTP induction of 
weakly stimulated spines due to previous LTP induction at a neighbor spine. Figure 
from Nishiyama and Yasuda 2015. 
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Additionally, it has been shown that spine neck structures are also altered 
following plasticity events, in correlation with spine head volume changes (Noguchi et 
al., 2005; Steffens et al., 2021). These changes can then change the spreading of 
signals to dendrites and spines. 

 

ii. Evidence of propagation of plasticity signals 

Since spine resources can traffic between spines along the same dendrites, long-term 
plasticity does not only affect structural fluctuations at targeted spines but can also 
result in functional and shape modifications of neighboring spines.  

 Observations have shown that LTD might induce synaptic depression at 
neighbor spines. In 2013, Hayama et al. used two-photon uncaging of GABA (an 
inhibitory neurotransmitter) at a single spine preceding standard LTD protocol. Not only 
did this experiment lead to spine shrinkage and even elimination of the stimulated 
spine, but it also resulted in the shrinkage of neighboring spines (Figure 12B). 
GABAergic signaling is shown to be responsible for the decrease in Ca2+ in the cytosol 
despite the increase in local Ca2+ near NMDARs (Hayama et al., 2013). This effect was 
notably reversed with the use of calcium chelators as ethylene glycol tetra-acetic acid 
(EGTA) and 1, 2-bis(o-amino-phenoxy)-ethane-N, N, N’N’-tetra-acetic acid (BAPTA). 
The spreading of synaptic depression is then dependent on LTD induction combined 
with GABAergic signaling.  

 Eventually, LTD can trigger non-specific synapses pruning around the 
stimulated spine. Using hippocampal organotypic slices, upon LTD induction, no 
shrinkage was observed either on the stimulated spine or neighboring spines (Wiegert 
and Oertner, 2013). Yet, a few days later, both the stimulated spines and neighboring 
spines were removed unspecifically (Figure 12B). 

 Unspecific induction of LTD on neighboring spines is not only triggered by LTD. 
Cases of synaptic depression after LTP induction on proximal spines have been 
observed (Figure 12C). In an experiment, LTP was induced on multiple nearby spines 
using glutamate uncaging (Oh et al., 2015). While these stimulated spines enlarged, 
neighboring unstimulated spines weakened and shrank. This process, namely 
heterosynaptic depression, is notably hypothesized as a way for dendrites to balance 
their total synaptic weights (Lynch et al., 1977; Scanziani et al., 1996). 

LTP induction can also induce changes in neighboring spines, such as 
spinogenesis at nearby locations (Figure 12D). Such an event has been observed both 
in vitro (Kwon and Sabatini, 2011) and in vivo. Notably, in vivo, these new spines are 
relevant to the stimulus. Using optogenetic stimulation, El Boustani et al paired neurons 
to visual inputs. This manipulation led to the potentiation of multiple spines, estimated 
by an increase of spine head volume, that show tuning to the stimulus. In the next 
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days, they observed an increased rate of new spines, especially filopodia, appearing 
close to the identified responsive spines (El-Boustani et al., 2018). More recently, 
Hedrick et al followed spines in the motor cortex while mice were learning a lever press 
task. During learning, they show that spines form functional clusters and that new 
spines are more likely to appear next to responsive ones (Hedrick et al., 2022). 
However, so far, such in vivo investigations have mainly been led in the cortex. 

Finally, a last case has been observed. The first induced potentiation can 
facilitate the LTP induction of neighboring spines (Figure 12E). Using glutamate 
uncaging, Harvey and Svoboda have shown that when inducing LTP at a target spine, 
even a weak stimulation of a neighboring spine can lead to long-term synaptic 
potentiation and spine enlargement (Harvey and Svoboda, 2007). Notably, it has been 
shown that the activation of Ras from potentiation is implicated in this synaptic 
crosstalk, as its activity has been recorded on spines and dendrites until ~10μm away 
from the stimulated spine (Harvey et al., 2008).	
 

d. Other modulators of spine dynamics 

Spine dynamics are also affected by other modulators which trigger potentiation or 
depression pathways. 

 

  

Figure 13. Spine dynamics upon repeated exposure of anesthetics. A. 
Schematic of two-photon imaging of spines in CA1 with example dendrite images. 
B. Spine turnover (left), surviving fraction (center) and spine density (right) under 
anesthesia and awake conditions. Figure from Yang et al., 2021. 
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As reported earlier, following the discrepancies between studies in studying CA1 
spine turnover, we found that different anesthetics have been used, such as isoflurane 
(Attardo et al., 2015b; Pfeiffer et al., 2018) and a mix of ketamine and xylazine (Gu et 
al., 2014). As described in humans, sustained anesthesia can lead to cognitive 
impairment as, for instance, loss of memories (Monk et al., 2008). We hypothesized 
that the different anesthetics could trigger mechanisms influencing spine turnovers in 
the hippocampus. We then compared three commonly used anesthetics in rodents: 
isoflurane, a mix of ketamine and xylazine, and a mix of midazolam, medetomidine and 
fentanyl (MMF). We found different activity patterns depending on the different 
anesthetics compared to the awake condition using electrophysiological recordings 
and two-photon calcium imaging. Related, hippocampal-dependent memory was 
altered only following ketamine/xylazine and MMF exposure but not post-isoflurane 
exposure (Yang et al., 2021). Along the same line, spine dynamics were not 
significantly altered by isoflurane, but spines were more persistent when ketamine and 
xylazine were repeatedly applied, although to a lesser extent compared to the turnover 
found by Gu et al.  

 Synaptic potentiation has been mainly studied via a mechanism induced by 
NMDARs or mGluRs activation. However, neuromodulators, such as dopamine or 
serotonin, also act at the synapses modifying the gain of transmission and certainly 
can influence the synaptic strength and thus turnover (Maity et al., 2016; Speranza et 
al., 2021). A study shows that caffeine application on hippocampal slices can lead to 
the potentiation of synapses through the activation of adenosine receptors (Simons et 
al., 2011). Moreover, neuromodulator effects have been shown to have subsequent 
consequences on developmental (Ogelman et al., 2024) and behavioral outcomes 
(Lamanna et al., 2021; Speranza et al., 2021). 

 

4. The role of the hippocampus in learning and memory 
Evolving in a continuously fluctuating environment requires updates of the brain 
circuitry. Through rewiring, a phenomenon wherein neuronal connections are modified, 
the brain adapts to its surroundings and new associated stimuli. Notably, these 
modifications in synaptic strength facilitate the storage and formation of memories. 

 

a. Memory trace storage 

i. Relating long-term potentation to memory formation 

Still debated, how memory is stored and can be retrieved is a long-standing question 
(Lamprecht and LeDoux, 2004, 2004; Martin et al., 2000; O’Keefe et al., 1978; 
Takeuchi et al., 2014). Many scientists devoted years of research to finding the precise 
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location of a memory trace. Over the years, memory allocations have increasingly been 
attributed to numerous brain regions and substrates, spanning all scales from 
molecular to neuronal ensembles (Chaudhuri and Fiete, 2016; Davis and Squire, 1984; 
Dudai, 2002; Goelet et al., 1986; Holtmaat and Caroni, 2016; Kandel, 2001; Kandel et 
al., 2014) with no real ending consensus. Nonetheless, the hippocampus is still the 
most studied region for its involvement in memory formation, especially in spatial and 
episodic memory (Burgess et al., 2002; Squire, 1987).  

The relationship between spine properties and learning was hypothesized years 
ago in humans. Indeed, patients suffering from different pathologies, such as epileptic 
seizure, stroke, ischemia, or mental retardation, displayed a reduced dendritic spines 
density as well as spine abnormal shapes (Harris and Kater, 1994). The hypothesis 
was that excessive calcium and other ions influx led to toxicity and possibly increased 
cell deaths. Yet, only far-fetched correlations were made and no proof of the 
implications of spines in learning in the hippocampus, although highly suspected (Bliss 
and Collingridge, 1993; Hebb, 1949; Konorski, 1948; Martin et al., 2000; Tsien, 2000), 
was given.  

More than ten years later, the first in vivo study was published and established 
a clear link between LTP and learning in the hippocampus (Whitlock et al., 2006). 
Electrophysiological recordings were employed to capture activity in CA1 and stimulate 
Schaffer collaterals while rats performed an inhibitory avoidance task (IA). In this task, 
the rat can go from one illuminated to a dark chamber but receives a foot shock in the 
latter one. While an average response in CA1 remains unchanged after IA, 
multielectrode array recordings, which provide greater spatial precision, revealed that 
some synapses are potentiated while others are depressed, explaining the overall 
absence of difference. This study was then the first proof of a relationship between 
synaptic plasticity and learning, and thus memory storage in the hippocampus.  

 

ii. Creating fear memories 

A complementary proof of the involvement of LTP in memory formation in the 
hippocampus was the creation of fear memories using optogenetics. 

Fear conditioning is one of the most straightforward tasks involving the 
hippocampus being used for investigating memories in labs (Cho et al., 2021; Choi et 
al., 2021; Ji and Maren, 2008; Johansen et al., 2010; Lai et al., 2018, 2012; Lovett-
Barron et al., 2014; Sotres-Bayon et al., 2006, 2006). Notably, this behavior involves 
the amygdala, together with the hippocampus. Usually, a tone and a foot shock are 
associated with a specific context (information encoded in the hippocampus) in the 
amygdala, triggering a freezing response (Figure 14) (Kitamura et al., 2017; Sotres-
Bayon et al., 2006). 
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The secret dream of many scientists is probably to localize a particular memory 
and to be able to manipulate it. One of the earliest, and perhaps most famous, studies 
of memory creation was published in 2013 by Ramirez et al. First, they expressed an 
optogenetic tool in a neuronal ensemble representing a fear memory of a foot shock in 
a given context in the dentate gyrus. When transferred to a new harmless context and 
upon reactivation of the described ensemble, mice specifically exhibit increased 
freezing behavior. This study demonstrated the possibility of associating a previous 
stimulus to a new context, creating “a false memory”. This optogenetic manipulation 
recruited similar cascades of activation in different brain regions, especially the 
amygdala, that led to the expressed behavior (Liu et al., 2012; Ramirez et al., 2013). 

 

 

Figure 14. Fear conditioning. A. Schematic of fear conditioning task. An audio 
stimulus is paired with a foot shock in a conditioning box (left). The same audio 
stimulus is played in a new environment (middle). The mouse is placed in the 
conditioning box with no stimulus. B. Fear conditioning circuit involved the 
hippocampus and the amygdala. PFC: prefrontal cortex; BLA: basolateral 
amygdala; HPC: hippocampus; MEC: medial entorhinal cortex. Figure from 
Kitamura et al., 2017. 
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iii. Flexibility versus stability of memories 

Yet, the question of how this memory is safely stored while new memories are formed, 
stability versus flexibility, is still unanswered (Abraham and Robins, 2005). As 
synapses are modified and formed during learning and thus memory is created, 
synapses have been considered the substrate of memory storage. Notably in the 
cortex, spiny synapses are maintained throughout life, and associated with lifelong 
memories (Yang et al., 2009). In the hippocampus, though, spines are found to have 
shorter lifetimes (Attardo et al., 2015b; Gu et al., 2014; Pfeiffer et al., 2018; Yang et al., 
2021). Several explanations can be proposed. 

On one hand, a small proportion of spines, underestimated by current studies, 
could be left unmodified, as resistant to LTP (Matsuzaki et al., 2004), and stored 
memories over longer periods before transfer to the cortex (Bontempi et al., 1999; 
Frankland and Bontempi, 2005; Marr and Brindley, 1997; McClelland et al., 1995; 
Squire, 1986; Teng and Squire, 1999). Yet, the choice of the synapses to modify and 
those to leave unmodified requires signaling to prevent the overwriting of old memories 
(Figure 15A). Simple Hebbian rules models do not allow for this choice, thus quickly 
saturating storage capacity and erasing old memories (Fusi, 2002; Fusi et al., 2005; 
Fusi and Abbott, 2007). New models of synaptic plasticity, can maintain memories at 
longer timescales (Magee and Grienberger, 2020).  

On the other hand, spines could serve as the substrate for information transfer, 
while memories are rather integrated at the scale of dendrites. Various synaptic 
plasticity rules influence multiple spines at once, showing a relationship between 
synapses (Nishiyama and Yasuda, 2015). Additionally, the same axon has been 
shown to be connected to the same dendrite multiple times (Beniaguev et al., 2022; 
Knott et al., 2006; Markram et al., 1997). These synapses form functional clusters that 
support related information (El-Boustani et al., 2018; Frank et al., 2018; Hedrick et al., 
2022). Relating multiple synapses to different information is challenging, especially if 
the axon transfers only one information, meaning that one dendrite receives identical 
information multiple times. Furthermore, the integration of inputs is dependent on the 
dendrites, inputs close to the soma are largely more influential on the neuron activity 
than inputs further away (Gulledge et al., 2005; Williams and Stuart, 2003). Diverse 
dendritic domains appeared to have different rules permitting input integration (Yaeger 
et al., 2022). This theory would mean that memory support resides in the pattern of 
connectivity more than in individual spines. 

Finally, instead of storing memories at individual synapses through their 
weights, one could store information in the activity pattern between neurons (Figure 
15B). This theory is notably highly supported by computational models. Maintenance 
of memories through fixed synaptic weight leads to “catastrophic forgetting” of 
previously stored information while creating new memories (Abraham and Robins, 
2005; French, 1999; Robins, 2004; Sharkey and Sharkey, 1995). The introduction of 
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rehearsal permitted the reuse of approximated activity patterns, allowing both the 
stability of old memory traces and the integration of new ones (Robins, 2004; Robins 
and Frean, 1998). 

 

 

Despite various theories, no experimental proof has yet confirmed any of them. 
Nevertheless, experimental work on hippocampal spines suggests that the enhanced 
spine dynamics in the hippocampus are convincing as they correlate with the large drift 
in the representation of spatial memories observed in the hippocampus despite long-
term storage of spatial memories. 

 

b. Spatial navigation 

i. Spatial tuning of cells in the hippocampus 

The involvement of the hippocampus in spatial navigation was discovered using 
electrophysiological recordings in freely moving rats placed in an arena (O’Keefe and 
Dostrovsky, 1971). While recording those animals, 8 units showed increased firing rate 
specifically on precise spatial location and with precise head direction in the arena. 
These cells are thought to hold the information on the animal’s position relative to its 
environment and are later called place cells. 

Since this pioneering work, significant efforts have been devoted to 
understanding how place cells, cells exhibiting specific activity in particular spatial 
areas, are formed and maintained in the hippocampus, as well as investigating other 
types of cells associated with spatial navigation (Alme et al., 2014; Comrie et al., 2022; 
Kim et al., 2020; Moser et al., 2017, 2015; Nagelhus et al., 2023). Place cells are 
studied using different behavior apparatus (Eichenbaum et al., 1999), including mazes 

Figure 15. Stability versus 
plasticity models for memory 
storage. A. Memory is stored in a 
defined circuit of fixed (top) or 
changing (bottom) synaptic 
weights (top). B. Memory is 
stored in the activity pattern of 
neurons. Darker dots indicate 
more active units and darker lines 
indicates stronger connection 
weights. Figure taken from 
Abraham and Robins, 2005. 
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(Grieves et al., 2016; Okada et al., 2017; Ormond and O’Keefe, 2022) and open arena 
(Kinsky et al., 2018). 

Elucidating the circuit underpinning this behavior, two major inputs have been 
found for CA1 spatial representation. On one hand, the entorhinal cortex projecting to 
the dentate gyrus, CA3, and CA1 is known to convey information about the current 
sensory environment. On the other hand, CA3 is believed to play a role in maintaining 
the memory of the environment, representing its internal representation, and sending 
projections to CA1 in both hemispheres (Guan et al., 2021). By combining these inputs, 
CA1 represents the animal’s position in its current environment (Martig and Mizumori, 
2010; Otmakhova and Lisman, 1999). Additionally, CA1 receives other inputs such as 
dopaminergic inputs which are thought to be involved as reward prediction errors 
feedback when a reward is present in a task (Jang et al., 2019; Rouhani and Niv, 2021; 
Stanek et al., 2019). 

 

 

Besides place cells, reports mentioned the existence of head cells and reward cells 
in CA1, cells that are firing in the vicinity of a reward. When studied in the context of 
foraging or appetitive-goal-directed navigation, an overrepresentation of space around 
the reward location has been observed. This overrepresentation is constituted of “pure” 
place cells, “pure” reward cells but also of cells holding a mixed representation of 
reward and space, as shown when shifting the reward location in a virtual environment 
(Gauthier and Tank, 2018).  

With the development of studies using calcium indicators, there arose a need 
for a head-fixed hippocampal-dependent behavioral task to facilitate two-photon 

Figure 16. Two-photon imaging of CA1 place cells of a mouse running virtually 
along a linear track. A. Virtual environment setup (top) with a virtual linear track 
(bottom). B. Recordings on CA1 place cells using a calcium sensor. Modified figure 
from Dombeck et al 2010. 
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imaging. Two main ways were then used for recordings place cells in the hippocampus, 
although most labs use rewards as motivation for the mouse to navigate. One may use 
virtual reality and a floating ball on which a mouse can easily run (Figure 16). 
Conveniently, a virtual reality setup allows for consistency across runs but also rapid 
modifications of the virtual environment the mouse is navigating into (Adoff et al., 2021; 
Dombeck et al., 2010, 2007; Dupret et al., 2010; Gauthier and Tank, 2018; Go et al., 
2021; Pettit et al., 2022). However, this method relies solely on visual inputs, which are 
believed to be less frequent sensory inputs used by mice. Instead, some labs, although 
a minority, use a linear treadmill with tactile or other types of cues (Geiller et al., 2022, 
2017; Zemla et al., 2022). In both cases, calcium imaging enabled new ways to study 
spatial navigation in the hippocampus.  

Once these place cells were discovered, the questions of how these place cells 
were formed, and more precisely by which plasticity mechanism, remain.  

 

ii. Plasticity rules in place cell formation 

While previously thought that induction of place cells was following Hebbian rules, 
meaning resulting from synchronous pre- and postsynaptic firing on a millisecond 
window, this plasticity window might appear physiologically not optimal.  Recent 
studies have indicated that another type of synaptic plasticity might be responsible for 
induction at behaviorally relevant timescale, namely behavioral timescale synaptic 
plasticity (BTSP).  

This process consists of a calcium plateau potential in dendritic processes, 
which increases synaptic weights during a several-second time window, representing 
a signal for plasticity induction, and a concomitant positional input that leads to the 
firing of the neuron. While this event is naturally occurring, it can also be triggered by 
generating a voltage ramp in CA1 neurons at a specific location during a single 
traversal, thus inducing a place cell (Bittner et al., 2017, 2015; Lee et al., 2012; Magee 
and Grienberger, 2020).  

When exposed to a new environment, the plasticity window during which place 
cells can be easily induced is rather short, only consisting of a few traversals (Sheffield 
et al., 2017). Modifying already-formed place cells is even more challenging than 
inducing new ones. Indeed, it appears that after ~20 laps, there are almost no new 
place cells formed, suggesting that the plasticity window is then closed, preventing the 
formation of new place cells. This finding correlates with the increase in local inhibition 
in CA1 via somatostatin (SST) interneurons in the stratum oriens. Furthermore, 
hyperpolarization of interneurons in CA1 reduces the selectivity of spatial encoding 
(Grienberger et al., 2017). Both results suggest that local interneurons guide the 
formation of place cells and selectively increase inhibition to eliminate out-of-field 
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activity (Jeong and Singer, 2022; Manuel Valero et al., 2022). However, how this 
window is opened or closed is not clearly understood.  

 

 

Since the creation of place cells was made plausible (Bittner et al., 2015), 
multiple studies have attempted to rewire place cells by manipulating CA1 cells’ 
excitability (Diamantaki et al., 2018; Dudok and Szoboszlay, 2021; Fan et al., 2023; 
McKenzie et al., 2021; Robinson et al., 2020). Notably, using optogenetics and 
holographic stimulation, activating CA1  place cells that encode the reward zone led to 
a modification of the mouse behavior (Robinson et al., 2020). When investigated 
longitudinally, these methods consistently failed at inducing long-lasting place cells, as 
4 out of 10 induced place cells were no longer present the following day (Fan et al., 
2023).  

 To further understand the synaptic underpinning of place cells, the functional 
organization of spines and their relation to somatic activity has been recently published. 
While all place fields of an environment are represented at the synaptic level of an 
individual neuron, spines having the same place field as the somatic place field appear 
to be most likely clustered (Adoff et al., 2021). Whether and how these clusters are 

Figure 17. Formation of place cells through behavioral timescale synaptic 
plasticity. A. A silent cell receives excitatory inputs and balanced inhibitory activity. 
B. A plateau potential is initiated, leading to synaptic plasticity events. C. As a 
number of inputs increased in weight, a membrane potential (Vm) ramp is produced. 
D. Inputs are potentiated more than 4 seconds before producing a plateau. Green 
line: threshold for action potential. Blue line: Start of Vm ramp. Figure and modified 
legend from Magee and Grienberger 2020. 
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changing over days and their relation to the place cell tuning switch remains to be 
determined. 

 

iii. Stability of spatial representation in the hippocampus 

The long-term representation of variables has been studied in various brain regions 
and has been a main research focus in recent years (Aitken et al., 2022; Aschauer et 
al., 2022; Bauer et al., 2024; Deitch et al., 2021; Driscoll et al., 2017; Felipe et al., 2020; 
Jensen et al., 2022; Margolis et al., 2012; Marks and Goard, 2021; Micou and O’Leary, 
2023; Peron et al., 2015; Peters et al., 2014; Sadeh and Clopath, 2022; Wang et al., 
2022; Ziv et al., 2013). So far, calcium imaging has shown that the hippocampus has 
been one of the brain regions with the higher drift in cellular representation with ~15% 
of CA1 cells being recurrently implicated in the same representation over a month in 
rodents (Ziv et al., 2013), while, for instance, little changes were reported in the motor 
cortex (Peron et al., 2015; Peters et al., 2014). 

 

 

Thus, the spatial representation of an environment appears unstable over days 
in the rodent hippocampus. Although exposed to the same environment over days, the 
neuronal representation is drifting. While recording CA1 in rats across days, Ziv et al. 
observed a drift in the representation despite a stable animal behavior performance. A 
fraction of neurons show place field remapping, although not necessarily randomly 
(Kinsky et al., 2018), while other neurons are being recruited into the representation 
(Figure 18). Since then, this result has been reproduced in different labs (Cholvin et 
al., 2021; Dong et al., 2021). Interestingly, an individual cell appears to have a recurrent 
innate activity level in different spatial tasks and across days (Hayashi et al., 2023).  

Figure 18. Fast remapping of CA1 place cells. New place cells are emerging on 
dn+1 and dn+2. As well, place cells on dn are changing place fields on dn+1 and dn+2. 
Place cells on dn are not engaged anymore on subsequent days. Overall, only a 
single place cell is stable over days. 



 

 

 

39 

Ensembles are not only dynamic in CA1 but also in other parts of the 
hippocampus. Yet, the overlap between days is different. In the dentate gyrus, little 
overlap has been reported between ensembles encoding the same behavioral task 
over days (Cholvin et al., 2021; Hainmueller and Bartos, 2018; Lamothe-Molina et al., 
2022). Also, when comparing ensemble drifting between CA3 and CA1, it appears that 
representation in CA3 changes more slowly than in CA1 (Dong et al., 2021; Sheintuch 
et al., 2023). 

One possible explanation is that the observed drift is due to intrinsic properties of 
CA1 cells. Still, this idea has been recently challenged by neuronal recording of 
hippocampal place cells in bats (Liberti et al., 2022). When trained to fly towards a 
reward, bats have much more reproducible flights than rodents running on a treadmill. 
Place cell ensembles, recorded in CA1, are minimally drifting over days, with map 
correlations higher than 0.6 after 10 days. Therefore, whether the cellular properties of 
the animals differ or the behavior is responsible for the drift is questioned.   

Besides, older chronic electrophysiological recordings of freely moving rats 
reported little remapping in CA1 (O’Keefe et al., 1978; Thompson and Best, 1990; 
Tolman, 1948). Thus, a bias in the techniques (calcium imaging vs. electrophysiology) 
and the behavior (freely moving vs. head-fixed) used might be considered to 
understand the discrepancies. 

While the cellular dynamics of hippocampal coding are being largely investigated 
in rodents, how information is encoded and preserved at the level of individual 
synapses during spatial navigation is less understood. Accordingly, the contribution of 
stochastic spine dynamics in representational drift in the hippocampus remains to be 
determined. 
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Aims of the studies 

1. Project #1: Enhanced lifetime of Schaffer collaterals 
The location of memory storage has long been the subject of debate. While studies 
have suggested that memories are stored in the dynamics of cellular activity, others 
have suggested that memories are stored in spines. To explore the latter possibility, 
the spine lifetime has been investigated in several brain areas, including in CA1, a key 
region implicated in memory formation and storage. So far, there has been no 
consensus among the studies. In particular, a recent study suggested that all spines 
eventually disappear with no distinction in the spine functionality. However, earlier in 
vitro studies identified the influence of synaptic strength on spine lifetime. 

In this project, we asked the following questions: 

1- Is there a relationship between morphology and function of CA1 spines in vivo? 
2- Does connectivity strength influence spine turnover in vivo? 

 

2. Project #2: Place cell remapping in the hippocampus 
While place-specific activity has been found in different parts of the brain, the CA1 
region of the hippocampus represents a central brain region for the encoding of space 
thanks to the existence of single cells that respond to fixed and precise locations in the 
environment, often called place cells. However, the precise cellular mechanisms 
governing the formation, stabilization and loss of place cell activity remain unclear. One 
key feature of place coding in the brain is the significant degree of place code 
remapping which occurs over days despite constant environment and stable animal 
behavior, a phenomenon often referred to as representational drift. While presynaptic 
regions to CA1, such as the nearby CA3 subdivision of the hippocampus, have been 
postulated to be possible drivers for place-code remapping, empirical evidence is still 
lacking.  

Here, we thus asked two questions:  

1-  Is the drift of CA1 place cell representations accelerated by CA3 inputs? 
2- Are CA3 inputs sufficient to generate novel place cells? 
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RESULTS 

1. Project #1: Enhanced lifetime of Schaffer collaterals 

a. Identification of postsynaptic CA1 neurons by optogenetic stimulation of 
presynaptic CA3 neurons.  

To identify ipsilateral CA1 (ilCA1) spines connected to contralateral CA3 (clCA3) 
neurons, we sparsely labeled ilCA1 pyramidal neurons in adult mice with a cre-
dependent calcium sensor, jGCaMP7b, and implanted a chronic hippocampal window. 
To elicit presynaptic action potentials, we implanted an optic fiber above clCA3 
pyramidal neurons densely expressing the red light-activated optogenetic actuator 
ChrimsonR (Figure 19a, 20a-b). Next, mice were habituated to the microscope to 
enable head-fixed two-photon imaging during wakefulness. During the spine imaging 
sessions, the motion of the mice was recorded using a passive treadmill for closed-
loop automated optogenetic stimulation in the absence of locomotion, thus minimizing 
motion artifacts (Figure 19b).   

To maximize the number of spines we can record from, we first identified ilCA1 
neurons receiving synaptic input from clCA3 neurons. Upon strong optogenetic 
stimulation in clCA3, a subset of ilCA1 neurons showed large, invariant calcium 
transients, while the remaining ilCA1 did not show detectable suprathreshold calcium 
events (Figure 19d-e). The robust and reproducible responses suggest reliable 
synaptic input from optogenetically activated clCA3 neurons without triggering global 
activation of CA1.  
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Figure 19. Identification of synaptically connected CA1 neurons by 
optogenetic stimulation of presynaptic CA3 neurons. a Schematic depicting 
injection in clCA3 and ilCA1 for sparse labeling and chronic implants. b Schematic 
depicting a treadmill recording motion from the mouse for closed-loop experiments 
under the two-photon microscope. c Experimental time-course of the experiment. d 
Example of a field of view with neurons responding (blue) and non-responding (red) 
to optogenetic stimulation. e Mean EPSCaTs from responding (blue) and non-
responding (red) neurons in (d). Mean ± s.e.m. f Example of a field of view showing 
a dendrite from the neuron on inset. g Example of a trial of EPSCaTs in the dendrite 
upon subthreshold optogenetic stimulation. h Average responses from successful 
(blue) and unsuccessful (red) EPSCaTs in the dendrite during the session of (b). 
Mean ± s.e.m. i Averages of dendritic EPSCaTs across time of all dendrites. Mean 
± s.e.m. j Changes in the average amplitudes of EPSCaTs in all dendrites. 
Repeated measures ANOVA. Mean ± s.e.m. k Zoom from (a) during the optogenetic 
trial in (b). l Calcium traces of four spines, as indicated in (f), during a single trial as 
in (b). Spines #1 and #3 show EPSCaTs, contrary to spines #2 and #4. m Average 
EPSCaTs from the four spines in (f) and (g). Three spines are classified as 
responding and one as non-responding during this session. Mean ± s.e.m. n 
Average EPSCaTs of daily-assessed responding spines (blue) and daily-assessed 
non-responding spines (red). o Number of daily-assessed responding (blue) and 
non-responding (red) spines over time. p Fraction of daily-assessed responding 
spines per dendrite over time. ANOVA with repeated measures. ns: non-
significative. 
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To ensure that synaptic drive in ilCA1 was maintained constant across imaging 
sessions, we aimed to confirm that our optogenetic stimulation of clCA3 neurons was 
consistent over days. To do so, we injected five adult mice with ChrimsonR in clCA3 
and non-conditional jGCaMP8m in ilCA1 for dense labeling (Figure 21a-b). In this way, 

Figure 20. Imaging of spines in CA1. a Histology. clCA3 neurons express 
ChrimsonR-mRuby2 (magenta) and ilCA1 are sparsely expressing jGCaMP7b 
(yellow). An optic fiber is placed above clCA3 and a chronic window above ilCA1. b 
Confocal images of clCA3 and ilCA1 expressing neurons. ChrimsonR-mRuby2 and 
jGCaMP7b are respectively color-coded in magenta and yellow. c Schematic 
depicting ilCA1 neurons showing the imaging planes of dendrites in stratum oriens. 
d Example calcium trace of a single EPSCaT with corresponding t-projection before, 
during and after optogenetic stimulation.  
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we could detect the population response in ilCA1 without being biased toward a small 
number of sparsely labeled neurons. We stimulated clCA3 neurons using the same 
protocol and recorded calcium responses from the same population of ilCA1 neurons 
every four days for over two weeks. We identified responding neurons in ilCA1 and 
analyzed their synaptically evoked calcium transients for all sessions. No difference in 
the mean amplitude was found over days, suggesting that overall optogenetically 
evoked synaptic transmission remained stable (Figure 21c-d). Thus, our experimental 
protocol enabled us to maintain stable synaptic transmission at Shaffer collateral 
synapses in awake mice for more than 2 weeks.  

 

 

b. Local spine calcium responses are evoked by subthreshold optogenetic 
stimulation of presynaptic neurons.  

Since we aimed to investigate structural plasticity in functionally connected spines, we 
adjusted our optogenetic stimulation protocol such that optogenetically evoked 
excitatory postsynaptic calcium transients (EPSCaTs) could be identified while 
minimizing strong global calcium transients in the entire ilCA1 neuron, which could 
arise from suprathreshold depolarization and action potential backpropagation. With 
this protocol, most trials remained subthreshold, triggering dendritic events only in a 
small number of trials (5.90 ± 0.90 %) (Figure 19f-h). Keeping the stimulation protocol 
constant, we chronically recorded EPSCaTs in the same spines every four days over 
two weeks (Figure 19c, 20c). To verify the reliability of our adjusted optogenetic 
stimulation paradigm, we measured the average calcium transients over all trials 
across the entire dendrite, including suprathreshold events. Average calcium 
transients were similar across days (Figure 19i-j), validating the consistent stimulation 
of ilCA1 using this stimulation protocol.  

Figure 21. Stable optogenetic stimulation of ilCA1 over 2 weeks. a Schematic 
depicting the injections and chronic implants for dense labeling of ilCA1. b Example 
of a field of view of densely labelled neurons. c Averaged EPSCaTs from an 
example neuron on two timepoints. d Averaged mean amplitude of EPSCaTs over 
days of all responding neurons (n=5 mice, 387 neurons). Repeated measure 
ANOVA. ns: non-significant. Mean ± s.e.m. 
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To evaluate the calcium events fraction derived from specific synaptic inputs, 
for each spine calcium trace, the contribution of dendritic events was subtracted (Chen 
et al., 2013; Iacaruso et al., 2017). This method was effective in eliminating occasional 
weak induced dendritic calcium events that would lead to false-positive ESPCaTs in 
spines that did not receive synaptic input (Figure 19g). We thus could identify ilCA1 
spines that received inputs from optogenetically stimulated clCA3 neurons (Figure 19k, 
l, 20d). As expected, spines were not showing EPSCaTs at every trial, given the low 
release probability of Schaffer collateral synapses. By averaging the postsynaptic 
responses of the entire session, we could successfully identify ilCA1 spines receiving 
inputs from clCA3 (Figure 19m-n) and distinguish them from spines not responding in 
that session.  

When systematically following the same spines over sessions, we observed that 
most spines were responding only in one session and remained non-responding in the 
preceding or following sessions. (Figure 22a). A small fraction of spines showed 
responses in two (12.0%), three (4.6%) or four (1.1%) sessions (Figure 22b). Spines 
showing EPSCaTs for the first time were distributed among all sessions, with a slightly 
higher proportion exhibiting a first response on the first day of the experiment (Figure 
22c). This suggests that functional connectivity gets reconfigured between sessions 
and therefore, individual synaptic inputs drift over time.  

Given the drift at the single synapse level, we asked whether the total fraction 
of responding spines over days was stable, so that average synaptic input is preserved, 
as suggested from the overall stable dendritic responses. We measured the total 
number of daily-assessed responding spines (Figure 19o) and the fraction of 
responding spines per dendrite for every session (Figure 19p). We found that the 
fraction of daily-assessed responding spines remained stable across sessions, 
indicating that average dendritic input was preserved. This notion is further supported 
by a constant spine density across all sessions (Figure 22d). Taken together, we 
identified individual spines receiving synaptic input from clCA3 neurons. Synaptic 
inputs were highly variable over time at the level of a single synapse, but average 
dendritic input was maintained stable throughout our experiment.  
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c. Globally responding spines are strongly connected to presynaptic partners 
and tend to form clusters. 

As we are able to identify a subset of spines that showed optogenetic postsynaptic 
calcium responses at least once (globally responding spines; 18.8% of all spines), we 
asked if this pool of ilCA1 spines is more strongly connected to their presynaptic 
partners compared to spines that never show any EPSCaTs (globally non-responding 
spines; 81.2% of all spines) (Figure 23a). It is generally thought that the volume of the 
spines is correlated to their synaptic strength (El-Boustani et al., 2018; Hedrick et al., 
2022; Holtmaat et al., 2005). Therefore, we estimated head volumes of globally 
responding and non-responding spines from time series without optogenetic 
stimulation (Figure 23b) and found that the volume of globally responding spines was 
significantly larger than that of globally non-responding spines (Figure 23c), suggesting 
that globally responding spines are more strongly connected to their presynaptic 
partner. Indeed, the volume of globally responding spines was positively correlated to 

Figure 22. Responding spines mainly exhibit EPSCaTs within a single 
session. a Examples of responding status changing over time. Spine #5 is 
responding once while spine #6 is responding twice to optogenetic stimulation. 
Mean ± s.e.m. b Proportion of spines depending on responses frequency. Chi-
square test. c Proportion of spines depending on their first day of EPSCaTs. d Spine 
density of recorded dendrites. Repeated measures ANOVA.Ns: non-significant 
Mean ± s.e.m. 
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the amplitude of EPSCaTs, further suggesting that large spines belong to stronger 
synapses than small spines, as previously shown (Figure 23d) (Huganir and Nicoll, 
2013; Lee and Kirkwood, 2011; Matsuzaki et al., 2001; Noguchi et al., 2011; Takumi 
et al., 1999).  

 

 

To ensure that our spine volume estimate was not influenced by intracellular 
calcium levels, we acquired z-stacks at an isosbestic (calcium-independent) excitation 
wavelength (Figure 24a). We found a strong correlation between the two measures 
(Figure 24b-c), indicating that both strategies yielded comparable results. Additionally, 
we also controlled for the relationship between the volume obtained from the time 
series for all spines and calcium fluctuations during stimulation (Figure 24d). We did 
not find a significant correlation, suggesting that the estimated volume was not 
convolved by dynamic changes in brightness due to calcium fluctuations.  

Figure 23. Globally responding spines have stronger connections and form 
clusters. a Fraction and definitions of globally responding and non-responding 
spines. Top: a globally non-responding spine never shows EPSCaTs and globally 
responding spines show at least once EPSCaTs. Bottom: total fraction of responsive 
spines. N=175 globally responding spines and 754 globally non-responding spines, 
17 dendrites, 5 mice. Binomial test. ns: non-significant, ***: p < 0.001. b Example of 
spine volumes from a dendrite at two timepoints. The volume is derived from spine 
fluorescence relative to dendrite fluorescence. c Cumulative distributions of spine 
head volumes of globally responding (blue) and non-responding (dark grey) spines. 
Shuffled volumes indicated in shaded grey. d Correlation of EPSCaTs amplitude 
and volume of globally responding spines. Shuffled volumes indicated in shaded 
grey. e Distances separating the example spine to the other spines in dendritic 
length on example field of view of a dendrite. f Cumulative distributions of distances 
from globally responding spines. Shuffled volumes indicated in shaded grey. 
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Next, we investigated the dendritic distribution of globally responding spines. 
Synaptic inputs have been shown to be clustered (Adoff et al., 2021; Hedrick et al., 
2022) leading to efficient dendritic activation (Fu et al., 2012; Hedrick et al., 2022). 
Hence, we estimated the extent of spine clustering for globally responding spines, 
measuring the distance between spines (Figure 23e). Our comparison of the spatial 
spine distribution revealed closer spatial proximity among globally responding spines 
versus non-responding spines (Figure 23f). Therefore, functional inputs from a defined 
population of presynaptic neurons may form small functional clusters of spines on 
ilCA1 neurons. 

 

 

d. Higher stability of globally responding spines 

Since globally responding spines were larger and more clustered than randomly 
selected globally non-responding spines, we asked if they were more stable over time. 
We followed the same dendrite over 16 days and classified spines as persistent, 
transient, formed and eliminated according to the following criteria: Persistent spines 
were present during the entire time series, and transient spines appeared only 
temporarily and disappeared again during the time series. Formed spines appeared in 
one of the sessions and stayed until the end of the time series. Eliminated spines were 
present at the beginning of the time series and disappeared until the end of the time 
series. (Figure 25a). We first sorted spines into globally responding and non-
responding spines and calculated their fractions in each of the four categories. We 
found that globally responding spines showed a higher persistent fraction and a lower 
fraction of formed spines compared to globally non-responding spines (Figure 25b). 
Moreover, both populations contained a large fraction of transient spines. In contrast 
to globally non-responding spines, the globally responding population of transient 
spines was often recurrent, that is, they disappeared and re-appeared at the same 
location of the dendrite on different days of the experiment (Fig. 25c). Recurrence was 

Figure 24. Spine volume estimated from the timeseries is independent from 
calcium activity. a Example projections from the same dendrite from the time 
series (t-projection) and from the stack (z-projection). b Correlation between the 
volume evaluated from z-projections and the volume from t-projections for all spines 
(n=164 spines, 4 dendrite, 5 sessions). d Correlation between head volume of 
spines and the amplitude of EPSCaTs. Null distribution of slopes. ***: p < 0.001. 
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lower in the population of transient globally non-responding spines. In contrast, the 
number of flips (transient elimination and reappearance) was similar between transient 
globally responding and globally non-responding spines.  

 

 

To further characterize the dynamics of globally responding and globally non-
responding spines, we analyzed different properties related to life expectancy in more 
detail. First, we assessed the turnover ratio, which is the sum of the formation and 
elimination rates between two imaging sessions. As predicted from the larger fraction 
of persistent spines in the globally responding population, we found the overall turnover 

Figure 25. Enhanced stability of globally responding spines. a Example t-
projections of dendrite over time with examples of persistent (blue), formed (green), 
eliminated (red), transient (yellow) spines. b Frequency of different types of spines 
for globally responding (filled) and non-responding (empty) spines. Paired t-test. 
Each dot represents a dendrite. c Characteristics of transient spines. Paired t-test 
with Bonferroni correction. Mean ± s.e.m. d Turnover ratio of globally responding 
versus non-responding spines over days. Repeated measures ANOVA. Mean ± 
s.e.m. e Survival fraction of globally responding versus non-responding spines 
across days. Repeated measures ANOVA. Mean ± s.e.m. Each dot represents a 
dendrite. f Lifetime of different types of spines for globally responding (filled) and 
non-responding (empty) spines. Paired t-test with Bonferroni correction. g 
Correlation between spine head volume and number of responding sessions. 
Shuffled data indicated in shaded grey. ns: non-significant, * p < 0.05, ** p < 0.01, 
*** p < 0.001. 
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ratio to be lower for each imaging period (Fig. 25d). Moreover, an invariant turnover 
ratio in both populations shows that optogenetic stimulation does not influence spine 
stability per se – as previously demonstrated (Fig. 22d).  

 

 

We further confirmed that our chronic subthreshold optogenetic stimulation 
protocol does not influence spine stability. For this purpose, we compared the overall 
stability of spines from the optogenetically-stimulated dendrites to dendrites that were 
never stimulated in control animals (n = 8 control dendrites, 2 mice). We found identical 
distributions of the four different spine categories (Figure 26a), indicating that 
optogenetic stimulation has no global effect on spine dynamics. Furthermore, we found 
no difference in the turnover ratio or survival fraction between spines on optogenetically 
stimulated and control dendrites (Figure 26b-c). Thus, similar to optogenetically 
stimulated dendrites (Fig. 26d), the spine density on control dendrites remained stable 
over days (Figure 26d). Finally, there was no difference in spine volume of globally 
responding and non-responding spines versus control (Figure 26e). In addition to the 
stable amplitude of EPSCaTs in dendrites (Figure 19i), those results indicate that the 
optogenetic stimulation did not evoke any overall significant changes over time, but 
rather served to identify strong existing synaptic connections. 

 

 

 

Figure 26. No difference in the overall stability of spines of controls and 
chronically optogenetically-stimulated dendrites. a Proportion of different types 
of spines for controls and optogenetically-stimulated dendrites. Unpaired t-test. N = 
8 dendrites. Mean ± s.e.m. Each dot represents a dendrite. b Turnover ratio of 
stimulated dendrites and controls over days. Welch unpaired t-test c Survival 
fractions of control, globally responding and non-responding spines. Repeated 
measures ANOVA. d Density of spines for control dendrites. Repeated measure 
ANOVA. e Volume of spines for control, globally responding and non-responding 
spines. Repeated measure ANOVA. ns: non-significant. 
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In agreement with the lower number of formed spines, the formation rate of globally 
responding spines was decreased compared to globally non-responding spines 
(Figure 27a). In contrast, the elimination rates for globally responding and non-
responding spines were similar over days (Figure 27b). Both the formation and 
elimination rates remained stable in both populations over days, in agreement with the 
constant turnover ratios over time. A high turnover ratio could also be explained by a 
high formation rate of new spines without altered stability of existing spines. To address 
this question, we measured the survival fraction of all initially identified spines for each 
imaging time point. We found that the survival fraction of globally responding spines 
was consistently higher than that of globally non-responding spines, further confirming 
the higher stability of globally responding spines (Figure 25e). The increased stability 
of globally responding spines, and thus extended lifetime (Figure 25f) could be solely 
explained by the larger fraction of persistent spines in that population. Therefore, we 
asked whether lifetime is generally higher in spines when they were globally 
responding by measuring the lifetime of all non-persistent spines. Indeed, those spines 
that formed during the experiment (transient & formed) showed a longer average 
lifetime when they were globally responding to the presynaptic optogenetic stimulation. 
Thus, globally responding spines, which tend to be stronger than globally non-
responding ones, display an overall longer lifetime. 

As indicated above, globally responding spines did not display evoked activity 
in all imaging sessions. Thus, we asked whether spine volume was correlated with the 
frequency of responses (i.e., the number of imaging sessions in which there was a 
response). We found a significant positive correlation (Figure 25g) between the 
frequency of responses and the average volume of globally responding spines, 
confirming the relationship between spine volume, functional connectivity and stability. 
To test this relationship further, we categorized all spines, irrespective of their activity, 
as persistent, transient, formed and eliminated and tested the spine volume distribution 
in each category, hypothesizing that persistent spines should have a larger volume – 

Figure 27. Spine turnover 
of globally responding 
spines is exclusively 
influenced by the 
formation rate. a 
Formation rate and b 
elimination rate of globally 
responding versus non-
responding spines over 
days. Repeated measures 
ANOVA. Mean ± s.e.m. 
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suggesting indirectly that they are stronger than non-persistent ones. In total, approx. 
20 % of all spines were persistent (19.7%) during the 16-day imaging period, while 
almost half were transient (45.6%). The remaining spines were almost equally 
constituting formed (16.9%) and eliminated fractions (17.8%, Figure 28a).  

 

 

When comparing the head volumes of persistent spines to all other non-
persistent spines, we found that persistent spines were significantly larger (Figure 
28b), in agreement with previous work (Holtmaat et al., 2005). In contrast, the head 
volume of transient and formed spines was smaller than the remaining spines, in line 
with a lower strength and weaker integration of newly formed synapses (Figure 28c, 
d). In particular, the formed spines appeared as the weakest, given their small size 

Figure 28. Large spines have extended stability. a Percentages of the different 
types of spines (persistent, formed, transient and eliminated). b-e Cumulative 
distributions of the head volumes of persistent (b), transient (c), formed (d) and 
eliminated (e) versus other (pink) spines. f Cumulative distributions of the head 
volumes of persistent versus eliminated spines. Shuffled volumes are indicated in 
shaded grey. 
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compared to the large remaining population of spines, containing a large portion of 
transient spines. Eliminated spines showed no significant difference from all other 
spines (Figure 28e). However, since the remaining population is dominated by small 
formed and transient spines, this indicates that also eliminated spines tend to be 
smaller than persistent ones. Indeed, a direct comparison between the eliminated and 
persistent categories confirmed that eliminated spines are associated with a smaller 
volume (Figure 28f). In conclusion, persistent spines have larger head volumes than 
non-persistent spines of all categories – suggesting a stronger connection to their 
presynaptic partners, while non-persistent spines were likely less strongly connected.  

We also analyzed the spatial distribution of the four spine categories and found 
a shorter distance between persistent spines compared to their distance to other 
spines (Figure 29a), suggesting that persistent spines tend to cluster together. In 
comparison, no difference was found in the distance between transient spines (Figure 
29b) or eliminated spines (Figure 29d). Notably, newly formed spines appeared closer 
to other spines than to each other (Figure 29c), suggesting that they preferably form 
near existing synapses.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 29. Persistent 
spines form clusters. a-d 
Cumulative distributions of 
distances between persistent 
spines, transient spines, 
formed spines and eliminated 
spines compared to the 
distances to the other spines. 
Shuffled distances are 
indicated in shaded grey.  
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Taken together, we demonstrate a close relationship between spine size, 
functional connectivity and spine stability at Schaffer collateral synapses in vivo. 
Globally responding synapses are stable and show a clustered organization, thereby 
maintaining connectivity between pre- and postsynaptic neurons.  
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2. Project #2: Place cell remapping in the hippocampus 

a. Combined two-photon imaging and optogenetic stimulation in mice 
performing a spatial navigation task. 

To monitor ilCA1 activity, we densely labeled ilCA1 pyramidal neurons in adult mice 
with non-conditionally expressed jGCaMP8m and implanted a chronic hippocampal 
window. In the same animals, we optically manipulated clCA3 inputs to ilCA1 by 
expressing the red light-activated soma-targeted opsin, ChrimsonR, and delivered light 
through an implanted optic fiber (Figure 30a). Post-mortem histology validated efficient 
targeting of the desired hippocampal subregions (Figure 30b). Head-fixed, water-
deprived mice were trained to collect a water drop by licking at a given location along 
a 2m linear treadmill divided into five distinct tactile cue sections (Figure 30c). Each 
session was divided into three consecutive blocks: 20 laps before light delivery (sham 
or optogenetic stimulation; pre), 10 laps with light delivery (sham or optogenetic 
stimulation; stim), and 20+ laps post light delivery (sham or optogenetic stimulation; 
post). To reduce the off-target effects of light delivery on behavior and place 
representation in sessions with optogenetic stimulation, mice were habituated to light 
delivery during the training sessions (5-10 days) and on the experimental days before 
and after the optogenetic stimulation (d1 and d3), by applying extracranial light delivery 
(hereafter referred to as sham stimulation) randomly in one of four possible locations 
on the treadmill. Once mice reached an expert level (continuous running for at least 50 
laps and average lick selectivity greater than 0.8) in the task, CA1 activity was first 
recorded without CA3 optogenetic activation (day before). To compare the effect of 
CA3 optogenetic stimulation to baseline and to inspect the long-term effects of the 
stimulation protocol, we recorded CA1 activity on the days before and after CA3 
activation.  

After training, mice slowed down upon approaching the reward zone, a pattern 
that was unaffected by light delivery (sham or optogenetic stimulation, Figure 31a). 
Moreover, mice also exhibited anticipatory and zone-specific licking (Figure 31b). 
Taken together, the running and licking behaviors demonstrate that the mice have 
learned the task and the location of the water reward. 
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To confirm the absence of non-specific effects of optogenetic stimulation on 
behavior, we compared the speed and lick selectivity in conditions with and without 
optogenetic stimulation. First, speed in laps during and post-optogenetic stimulation 
was compared to the speed in laps pre-stimulation. A small, but insignificant, 
deceleration was found when stimulating CA3 neurons (opto sessions, Figure 31c-d). 
Moreover, specific licking behavior was mostly preserved across trials, with licking 
mostly occurring within a region of less than 40cm of the belt. Licking behavior was 
unaffected by light delivery, whether in sham or opto sessions (Figure 31e-f). Thus, 
optogenetic stimulation of clCA3 did not generally alter running and licking behavior.   

 

 

 

 

 

 

 

 

 

 

Figure 30. Combined two-photon imaging and optogenetic stimulation in mice 
performing a spatial navigation task. a Schematic depicting virus injection in 
clCA3 and ilCA1 and chronic implants. b Expression of injected virus construct 
GCaMP8m (yellow) in CA1 and ChrimsonR (magenta) in CA3. c Schematic 
depicting the spatial navigation task performed by head-fixed, water-deprived mice 
under the two-photon microscope. d Experimental timeline with light delivery 
conditions across days. Except on optogenetic stimulation day (red, d2), extracranial 
light was delivered at one of the four random locations on the treadmill (grey). On 
the optogenetic stimulation day, intracranial light was delivered at a fixed location.  
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b. Longitudinal recording of CA1 place cells 

We next examined the calcium activity of ilCA1 cells to confirm the existence of place 
cells while mice performed the spatial navigation task (Figure 32a). Place cells were 
independently identified (Figure 32b, see Methods) on the distinct parts of each day 
(pre- and post-stimulation).  As the CA1 place code has been shown to drift across 
days (Hainmueller and Bartos, 2018; Ziv et al., 2013), we then asked to which extent 
place coding was modified in our recordings. Ranking place cells according to their 
preferred location on a different day showed a large place code remapping over time 
(Figure 32c), as previously demonstrated (Ziv et al., 2013). Individually, only 5.6% of 
place cells were preserved over the three consecutive days, while 21% were present 
at least for 2 days and the main fraction, 73.4% of place cells did not qualify as place 
cells on more than one day. This phenomenon indicates extensive synaptic 
fluctuations across days.  Comparing the correlation of the cross-validated cell × 
position activity maps shows that particularly the place code obtained on the days 
before and after optogenetic clCA3 stimulation was significantly different from the place 
code obtained on the stimulation day (Figure 32d).  As the place code on the 
stimulation day was particularly different, we next investigated if place cells were newly 
induced following optogenetic stimulation of clCA3 inputs. 

 

 

Figure 31. Behavioral performance of 
mice in a spatial navigation task. a 
Average speed across sessions. Mean ± 
s.e.m. Paired t-test with Bonferonni 
correction b Example session with licking 
behavior. Mice licking shows a high 
selectivity for the reward zone. c Example 
of speed in control (left, sham light) and 
optogenetic stimulation days (right, opto 
light). Optogenetic stimulation is indicated 
in shaded red. d Speed difference relative 
to speed pre-stimulation in sham (grey) or 
optogenetic stimulation condition (opto, 
red). Unpaired t-test with Bonferroni 
correction. e Lick selectivity in different 
conditions (bins = 2cm). f Comparison of 
lick selectivity across conditions (before 
and after stimulation, during optogenetic 
stimulation and sham light delivery) on 
2cm bins. Mean ± s.e.m. Unpaired t-test. 
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c. Induction of CA1 place cells upon CA3 optogenetic stimulation.  

To manipulate inputs to ilCA1, we elicited presynaptic firing of clCA3 neurons and 
recorded postsynaptic responses in ilCA1. ~20% of all recorded ilCA1 cells 
demonstrated a specific increase in calcium activity during optogenetic stimulation 
compared to sham light only (~10%; Figure 33a-c; see Methods), indicating that a 
significant fraction of cells responded to optogenetic stimulation only. We then looked 
specifically for place cells appearing in the post-stimulation laps (absent in pre laps).  
Out of these 94 new place cells, only 10 specifically responded to the optogenetic 
stimulation (Figure 33d), indicating that place cells can emerge either in during or post-
stimulation at the optogenetic stimulation or on another location on the treadmill. 
Several induced place cells appeared on the different days post-stimulation (10 cells 
on sham days, 13 cells on the stimulation day and one of the sham days and 1 cell on 
all days). As those place cells are not present in the pre laps, they are specifically re-
induced following light stimulation. Thus, neurons could be classified in a 2 × 3 
taxonomy depending on their response to optogenetic stimulation (yes or no) and place 
coding (early, induced, or non-place cells) (Figure 33e). As already described 
previously (Bittner et al., 2015; Geiller et al., 2022; McKenzie et al., 2021), we 
hypothesized that induced place cells could exhibit place fields in different positions on 
the treadmill. We thus compared the overall place representation or early vs. induced 

Figure 32. Longitudinal ilCA1 place cells recording. a Example field of view 
expressing jGCaMP8m in CA1 (left) and corresponding suite2p ROIs masks (right). 
b Place fields of an example place cell with similar place tuning across days. c Place 
fields of place cells identified separately in each individual day. The vertical ordering 
of place cells is cross-validated (defined on odd/even laps and applied on even/odd 
laps respectively) on the day they are identified; the order is then applied on the 
other days. d Pearson correlation between position × cell maps in (c). e Place cell 
lifetime.  
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place cells across days (Figure 33f). No significant difference in the overall place 
representation was found, although a small, but not significant, increase in place 
representation in the first part of the treadmill, close to the reward zone, could be 
observed (Figure 33g, h).  

 

Figure 33. Induction of CA1 place cells after CA3 optogenetic stimulation. a 
Responses to sham (black)/optogenetic (red) stimulation of an example CA1 
responding cell for each individual lap (left) and averaged over laps (right). 
Optogenetic stimulation is indicated in shaded red. Mean ± s.e.m. b Average 
responses of all responding cells (n=4 mice). Optogenetic stimulation is indicated in 
shaded red. Mean ± s.e.m. c Fraction of light-activated (sham or opto) cells across 
days. Paired t-test with Bonferroni correction. Mean ± s.e.m. d Number of light-
induced place cells across days. Numbers of responding place cells among light-
induced are indicated by dotted circles. e Examples of different types of cells 
depending on their response to optogenetic stimulation (responding vs. non-
responding) and trial induction (early vs. induced vs. non place cell). Position and 
laps of optogenetic stimulation is indicated in shaded red. f Cross-validated maps 
of early (top) and induced (bottom) place cells across days. Position of optogenetic 
stimulation is indicated in shaded red. g Place tuning following induction of place 
cells in (f). Mean ± s.e.m.  h Mean ΔF/F in Area #1 (top) and #2 (bottom) as defined 
in (g) across days. Unpaired t-test. Mean ± s.e.m. 
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d. Perturbation of early CA1 population place code by CA3 optogenetic 
activation 

Given that induced place cells did not specifically and reproducibly map onto precise 
regions along the treadmill, we thus asked whether alteration of CA1 inputs by 
optogenetic activation of CA3 induced a more diffuse change at the population level. 
We addressed this question using two separate approaches. 

First, we probed the stability of population place coding, by correlating 
population vector codes in pre vs. post light delivery (excluding laps with sham or 
optogenetic stimulation; see Methods) (Figure 34a, b). The resulting close-to-diagonal 
matrices indicate that population vector codes are stable within a session and are more 
likely to generalize to nearby positions. However, this stability property seemed 
disrupted on the optogenetic stimulation day, whereby correlation coefficients along 
the diagonal were smaller on days with stimulation compared to days without 
optogenetic stimulation (both before and after). As the potential loss of place tuning of 
some early place cells could explain a loss of stability in population vector codes, we 
computed correlation maps using only sustained early place cells, defined as cells 
exhibiting place tuning both pre- and post-stimulation. Again, the place code was less 
stable on the stimulation day compared to days without stimulation (Figure 34c).  
Altogether, our results demonstrate that, while place coding is perturbed by the 
optogenetically-induced alteration of clCA3 inputs, this perturbation has no long-term 
consequences on the following day (Figure 34d).  

To further confirm this result, we aimed to assess whether the information 
carried at the population level before stimulation could still accurately determine the 
position of the animal once the optogenetic stimulation had occurred. To this end, we 
trained a Bayesian decoder to estimate the animal’s position using population activity 
pre-stimulation (see Methods) and quantified its prediction error post-stimulation 
(Figure 34e). First, training the decoder using early place cells, we found a larger 
decoding error on the day of optogenetic stimulation compared to days without 
simulation, both before and after (Figure 34f, g). Training the decoder exclusively on 
early place cells yielded the same results. For both decoders, no significant difference 
was found on the next day when compared to the day before or after stimulation, 
confirming the observation that the perturbation of population place code induced by 
the alteration of CA1 presynaptic inputs was mostly transient. 
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Figure 34. Perturbation of early CA1 population place code by CA3 
optogenetic activation. a Schematic of population code vectors analysis. 
Illustration from Maxime Maheu. b Correlation of population vector codes defined 
pre- vs. post-stimulation for early place cells, separately across days. c Pearson 
correlation coefficients from the diagonals of maps in (a) across days. Paired t-test 
with Bonferonni correction. Mean ± s.e.m. d Same as (c) for sustained place cells 
only (of which an example is shown on the left). Paired t-test with Bonferonni 
correction. Mean ± s.e.m. e Schematic of Bayesian decoding analysis. Illustration 
from Maxime Maheu. f Decoding of position based on fluorescence of early place 
cells using a Bayesian decoder trained on pre-stimulation laps and applied on post-
stimulation laps. Top: overlap of decoded position and true position. Bottom: 
decoder error per frame. g Decoding error as a function of position after training the 
decoder on all early place cells. Position of optogenetic stimulation is indicated in 
shaded red. Mean ± s.e.m. h Average decoder error across days based on (e). 
Paired t-test with Bonferonni correction. Mean ± s.e.m. i Same as (e) but after 
training the decoder on sustained early place cells only. Mean ± s.e.m. j Same as 
(f). Paired t-test with Bonferonni correction. Mean ± s.e.m. 
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Discussion 
In the first part of this dissertation, I chronically investigated the relationship between 
synaptic strength and spine lifetime in the CA1 region of the hippocampus. While in 
vitro studies have suggested a possible link between activity and morphological 
adjustments, in vivo studies in the hippocampus are still lacking. Combining chronic 
calcium imaging of ipsilateral CA1 (ilCA1) spines and optogenetic stimulation of 
contralateral CA3 (clCA3) presynaptic inputs, I systematically identified responding 
and non-responding spines, detecting optogenetically evoked postsynaptic calcium 
transients at single spines. I found that globally responding spines (those responding 
to optogenetic stimulation on at least one day) were more stable than globally non-
responding neighboring spines. The globally responding spines had larger head 
volumes, suggestive of a stronger synaptic connection than globally non-responding 
spines. In addition, globally responding spines showed a higher tendency to form 
clusters on dendrites. The existence of clusters could be a manifestation of local 
plasticity signals that selectively stabilize neighboring spines and could correspond to 
the local storage of closely related information.   

 In the second part of this dissertation, I investigated the contribution of 
presynaptic clCA3 inputs to representational drift and remapping of the environment in 
ilCA1. I combined calcium imaging of ilCA1 cells and optogenetic stimulation of clCA3 
presynaptic inputs. By stimulating clCA3 presynaptic inputs, I was able to induce a 
limited number of new place cells. The place fields of the newly induced cells were not 
significantly located at any particular position in the environment, although there was 
a tendency for new place cells to form near the reward zone instead of near the 
stimulated location as expected. In addition, a transient remapping was observed for 
early place cells in ilCA1, indicating altered functional connectivity of the complete 
circuit following the optogenetic stimulation. This remapping in ilCA1 was not stable 
and, on the next day, no sign of the perturbation was observed anymore, suggesting 
that the spatial code in ilCA1 is in a stable state and requires constant input to drive 
the system to a new state. 
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3. Project #1: Enhanced lifetime of Schaffer collaterals 

a. Modulation of connectivity strength influences spine lifetime 

In vitro studies have shown that synaptic plasticity is important for determining the 
survival probability of a spine (Figure 35). Inducing long-term depression leads to a 
decreased survival probability, while long-term potentiation can concomitantly lead to 
an increased survival probability of the stimulated spine and a decreased survival 
probability of distant neighboring spines (Wiegert et al., 2018; Wiegert and Oertner, 
2013). However, those effects are not rigid in time and additional synaptic plasticity 
events can erase the previously modified strength.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 35. Synaptic rewiring. Following synaptic plasticity events, weights are 
adjusted in minutes timescales. These weights are further modified upon rewiring. 
LTD: long-term depression; LTP: long-term potentiation.  Illustration from Simon 
Wiegert. 
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Structural modifications have been related to synaptic strength: an increase in 
spine head volume is associated with potentiation while a decrease in volume is 
associated with depression (Matsuzaki et al., 2004; Noguchi et al., 2019). In my work, 
I followed CA1 spines for more than two weeks and repeatedly optogenetically 
stimulated presynaptic clCA3 neurons to identify spines connected to presynaptic 
partners. I found that globally responding spines (those responding to optogenetic 
stimulation on at least one day) had larger head volumes. However, no manifestation 
of induced synaptic plasticity could be identified, as shown by the similarity in survival 
fraction, turnover ratio and average volumes between stimulated and non-stimulated 
dendrites. Yet, we cannot exclude that compensatory mechanisms permit the 
equalization of the total synaptic strength on the dendrite, thus masking the existence 
of synaptic potentiation events. Although we cannot relate spine stability directly to 
synaptic plasticity, our work indicates that the globally responding spines exhibit a 
stronger connection compared to globally non-responding neighboring spines. As 
globally responding spines have a longer lifetime, stronger connections appear to be 
more stable compared to globally non-responding neighboring spines. Thus, this result 
is in line with the previous in vitro studies. As no synaptic plasticity events have been 
demonstrated here, an alternative hypothesis is that repetitive activation of synaptic 
transmission could have been sufficient to maintain an already existing strong synaptic 
connection.  

It is important to point out that two-photon microscopy is diffraction-limited and 
therefore does not yield an accurate measurement of spine volume. Nevertheless, 
previous work demonstrate that two-photon microscopy-estimated volumes were 
correlated to volumes determined by electron microscopy (Adoff et al., 2021; El-
Boustani et al., 2018). In our work, a strong correlation was found between volumes 
estimated from multiple time series and the volume assessed from corresponding 
stacks. Thus, while absolute volume measurements are limited, the estimation of 
relative spine head volumes in this thesis was reliable. 

Further work is necessary to investigate the effect of long-term synaptic 
plasticity events on spine lifetime in vivo. Using the approach I described in this thesis, 
long-term potentiation and long-term depression may be induced at ilCA1 spines 
through optogenetic stimulation of clCA3 neurons in future studies. Multiple protocols 
have already been established in vitro for this purpose, such as high-frequency 
stimulation (100Hz) for LTP and low-frequency stimulation (1Hz) of presynaptic inputs 
(Dudek and Bear, 1992; Wiegert et al., 2018; Wiegert and Oertner, 2013). 
Complementing the approach for long-term spine imaging presented here with the 
induction of long-term plasticity events occurring in a behavioral paradigm, such as a 
spatial navigation task, could even further confirm the enhanced stability of potentiated 
spines. 
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b. In vivo assessment of spine connectivity 

In this dissertation, I combined optogenetic stimulation in presynaptic neurons with 
calcium imaging (i.e., jGCaMP7b) in postsynaptic cells to identify functionality-
connected spines. Using this approach, I could longitudinally monitor local calcium 
transients at individual spines. Calcium sensors are the state-of-the-art tool for 
monitoring large-scale cellular activity in chronic preparation. Such sensors allow for 
direct identification of activated cells in the living brain, as calcium influx, which 
correlates with postsynaptic activation of synapses, can be optically recorded (Chen et 
al., 2013; Dana et al., 2019). Moreover, following synaptic plasticity events, the 
amplitude and frequency of evoked calcium transients are modified by changes in the 
strength of the synaptic connection, supporting the use of calcium indicators for the 
study of synaptic strength. Still, multiple drawbacks of this approach should be 
mentioned.  

First, optogenetic stimulation of presynaptic partners might evoke responses of 
multiple synapses, which in turn can trigger a back-propagating action potential. The 
resulting calcium influx may mask initial sources of synaptic inputs, especially at a 
standard 30Hz imaging frame rate. Post-processing methods can partially recover 
initially responding spines; however, weak synaptic responses might be lost in this 
process, thus preferentially biasing the results towards strong synaptic inputs.  

Another challenge associated with using a calcium sensor comes from the buffering 
effect of such proteins. The calcium buffering effect could theoretically induce 
modifications at the synapse. The importance of calcium in synaptic plasticity has been 
demonstrated, notably through its interaction with the calmodulin and, subsequently 
CaMKII protein, which is essential for synaptic potentiation (Coultrap et al., 2014; 
Yasuda et al., 2022). We cannot preclude a direct effect of the sensor on the results 
promoting synaptic plasticity (Rose et al., 2014). 

Finally, some synapses lack NMDA receptors, or have only a few, through which 
calcium enters the spine, making the use of calcium sensors for this case not optimal.  

To anticipate such flaws, the use of newly generated glutamate sensors could be 
considered (Adoff et al., 2021; Aggarwal et al., 2023). Although optimization for its use 
in vivo is required, an additional advantage is the possibility to measure the probability 
of response of spines. An enhanced probability of release is expected from strong 
synapses. Although an increase in calcium transient is to be expected in the couple of 
hours following a potentiation, an increase in the release probably is also a good 
marker for successful potentiation in the case of experiments of long-term potentiation 
induction. 
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c. Rewiring of CA1 synaptic inputs on short timescales 

Monitoring spine responses from optogenetic stimulation across days, a low number 
of spines were responding to the optogenetic stimulation, representing approximatively 
19% of all recorded spines. Several factors can explain this result. First, CA1 spines 
on basal dendrites receive inputs from different regions, including ipsilateral CA3, 
amygdala and entorhinal cortex (Klausberger and Somogyi, 2008; Pfeiffer et al., 2018). 
Thus, non-responding spines may receive inputs from any of these other regions. 
Secondly, we cannot ensure that all contralaterally connected CA3 neurons were 
expressing a sufficient amount of Chrimson to be reliably activated. Related to this, 
light propagation is limited and therefore clCA3 neurons that are located relatively far 
from the fiber tip may have received insufficient light to be activated. Finally, calcium 
sensors, such as jGCaMP7b used in my work, have a sensitivity below the minimum 
calcium ranges in spines with a slow kinetic (Zhang et al., 2023). In combination with 
the noise present in the recordings of spine activity, the detected spine transients are 
probably biased toward strong calcium inputs. We thus cannot exclude that spines 
detected as responding on a given day are spines exhibiting strong synaptic inputs, 
and that part of non-responding spines were undetected, weakly responding spines. 
Along these lines only 40 trials were recorded per dendritic branch, implying that low-
release probability synapses may also be undetected, although the use of train of light 
pulses makes this possibility unlikely.  

The hypothesis that low-release probability synapses are probably undetected 
could also explain the low fraction of spines exhibiting responses in multiple sessions, 
as found in this study. This result might reveal that synaptic weights are rapidly 
modified. Although it is an hypothesis, this could account for the transfer of newly 
formed memory to a new storage site (Bontempi et al., 1999; Frankland and Bontempi, 
2005; Marr and Brindley, 1997; McClelland et al., 1995; Squire, 1986; Teng and Squire, 
1999), such as the cortex, and the homogenization of the total synaptic weight of 
individual dendrites. In doing so, neurons might increase their capacity for encoding 
new memories by allowing synaptic weights to be further increased upon new 
potentiation. Thus, the hippocampus may display fast rewiring of its synaptic inputs to 
grant the flexibility required for the formation of new memories. 

In this study, spines were monitored every four days, similar to previously published 
work (Attardo et al., 2015b; Gu et al., 2014). This approach has been adopted for 
different reasons: minimizing the animal stress and phototoxicity, as well as to reduce 
sensor bleaching while frequently monitoring the spines. Especially, as spines are 
small units, a small amount of sensor proteins is present. Prolonged exposure of 
proteins to light over an extended period accelerates signal bleaching, despite diffusive 
replenishment. Former computational models of spine survival are compatible with a 
spine lifetime beyond four days, suggesting that complete synaptic rewiring is unlikely 
in such a short-term timescale. In addition, controls also showed that postsynaptic 
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calcium responses upon iterative optogenetic stimulation were consistent across days, 
withholding the variability in stimulated presynaptic clCA3 cells. Yet, synaptic 
modifications in between experimental days cannot be excluded, and further 
experiments are required to demonstrate daily rewiring of synaptic inputs related to 
memory formation and storage. 

 

d. Spines as temporary storage for memories in the hippocampus 

Memory storage is a primary research focus, yet the long-standing question of memory 
location remains unanswered. Two non-excluding hypotheses have been proposed. 
On one hand, spines could serve as a precise location for memory storage. On the 
other hand, the sequence of activity with critically timed inputs could be sufficient for 
memory formation and retrieval (Abraham and Robins, 2005).  

From decades of research, studies have attempted to demonstrate the 
possibility of memory storage in spines. In the cortex, following the observation of low 
turnover rate and extended spine lifetime (Grutzendler et al., 2002; Holtmaat et al., 
2005; Trachtenberg et al., 2002), the discovery of lifelong spines has notably been a 
major finding in the field (Yang et al., 2009). This observation implies that the 
disappearance of a single spine could have a dramatic impact on memory retrieval but 
also put major constraints on the flexibility required by the network to store new 
memories. So far, computational models failed at reproducing observed memory 
retrieval when adding such constraints to the system (Fusi, 2002; Fusi et al., 2005; 
Fusi and Abbott, 2007). Furthermore, in the hippocampus, a main region implicated in 
episodic memory, research tends to show that spines do not have a lifelong but a rather 
short lifetime (Attardo et al., 2015; Gu et al., 2014; Pfeiffer et al., 2018; Yang et al., 
2021). However, different factors probably influence the lifetime of spines. Indeed, 
anesthesia has already been found to influence spine lifetime, notably a mix of 
ketamine and xylazine has been shown to increase the survival fraction of CA1 spines 
and thus spine lifetime (Yang et al., 2021). Aside from external elements, the activity 
history of a spine might be a good predictor of spine survival. 

As I followed a group of functionally connected spines, my work suggests that 
not all CA1 spines have a short lifetime but rather that different pools of spines can 
exhibit different survival probabilities. Identifying ilCA1 spines functionally connected 
to clCA3 across 16 days, I could demonstrate that specifically those spines were stable 
when compared to non-responding neighboring spines, as shown by a decrease in 
turnover rate and an increase in survival probability thanks to an increase in the lifetime 
of persistent, formed and transient spines. However, I monitored those spines over two 
weeks and thus cannot elaborate on longer timescales. As the survival fraction of 
responding spines remains high at the end of the experiment, I cannot exclude that all 
spines will eventually disappear. 
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Labeling of specific spines formed during a task could be a key experiment to 
confirm the existence of lifelong spines in the hippocampus. So far, available 
experimental tools are limited in their use for this purpose. A recombinant tool, such as 
eGRASP, can be used to label spines connected to a specific presynaptic partner. One 
part being expressed at the axonal bouton and the other part being expressed at the 
spines of the postsynaptic partner, the labeling protein is reconstituted at the synaptic 
cleft (Choi et al., 2018). However, this bond between the two parts of the labeling 
protein is covalent. Therefore, a potential concern could be the increased stability of 
spines, artificially maintaining the two compartments in proximity. Alternatively, 
SynTagMa is a tool that can label active spines upon violet light delivery (Perez-Alvarez 
et al., 2020a). Yet, this tool is limited to a few hours of labeling, hence further 
improvements are needed for this specific purpose (Figure 36).  

Another possibility to investigate the importance of spines for memory storage 
is to specifically erase spines implicated in the encoding of memory. Memories are 
formed and consolidated following synaptic plasticity events. Selectively interfering 
with hippocampal long-term potentiation, in the next 24h, impairs memory encoding. 
Hence, spines appear to be important for information storage. However, this effect did 
not last more than 24 hours. Instead, the erasure of memories was only possible by 
interfering with long-term potentiation in the cortex 48 hours after hippocampal 
encoding (Goto et al., 2021). Thus, in the hippocampus, spines could be temporary 
storage units undergoing significant rewiring on a short-time scale. 

Figure 36. Labeling of CA1 spines using eGRASP or SynTagMA technologies. 
eGRASP permits to label connected synapses by the expression of proteins splits 
in pre- and postsynaptic compartment. SynTagMA permits to label active synapses 
upon UV light delivery. 
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4. Project #2: Place cell remapping in the hippocampus 

a. Fast rewiring of synaptic inputs accounting for place cell remapping 

A main function of the hippocampus is to encode the environment in the context of 
spatial navigation. Many scientists have focused their research on the formation and 
maintenance of spatial memories in the hippocampus. The presence of place cells —
cells whose activity is tuned to specific positions in the environment — was 
demonstrated more than 50 years ago (O’Keefe and Dostrovsky, 1971). A particularity 
of the hippocampal CA1 region is the rapid remapping of the code over days, despite 
a stable environment and invariant behavior in rodents (Ziv et al., 2013). The origin of 
this remapping is still largely unknown. Two main hypotheses can be proposed, relying 
on the sensory variability of the environment or the intrinsic cellular connectivity 
variability in the hippocampus.  

The CA1 region of the hippocampus integrates both the sensory elements and 
the internal representation of the environment. Variability in the sensory elements in 
the environment, such as light or olfactory differences, possibly due to previous mice 
in the setup, might be sufficient for sensory input modifications, hence substantially 
modifying the hippocampal place code (Liberti et al., 2022). A recent paper 
investigating place cell remapping in bats has shown little remapping in CA1 over days 
(Liberti et al., 2022). Comparing equivalent flight trajectories shows that the place code 
is stable. On the contrary, changes of the light in a familiar environment or when 
compared to variations of flight trajectories both show a discrepancy in place cell 
tuning.  Thus, sensory variability could indeed explain the dynamic remapping of the 
hippocampal spatial code.  

Previous work shows little changes in place cell selectivity during a session of a 
spatial navigation task (Ziv et al., 2013), and a decreased number of newly formed 
place cells after 20 laps of the same linear circuit (Sheffield et al., 2017). In this 
dissertation, we attempted to induce place code remapping by partially modifying the 
inputs received by CA1 cells using optogenetic stimulation. Already, in control 
experiments assessing the general effect of the light delivered during optogenetic 
activation, we found substantial changes in the daily sessions before and after 
extracranial light delivery (sham stimulation). As a change in the environment occurred, 
plausible explanations could be a modification of the place code relative to the new 
transient sensory input and an undetected change in the running behavior of mice, 
despite maintained performance in the task. The structure of the session being similar 
between training and experimental control days, a surprise effect of light delivery is 
unlikely. This is notably shown by a similar running speed and licking behavior during 
sham laps. Thus, multiple lines of evidence indicate that differences in sensory inputs 
are a factor for place cell remapping. 
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The hypothesis of intrinsic properties of CA1 pyramidal cells is however not 
excluded to explain the loss of spatial tuning across days. A recent study on CA1 spine 
place tuning has shown that all recorded place cells receive inputs from different 
locations of the treadmill. Most place spines with different tuning are uniformly 
distributed across dendrites. Yet, dendritic clusters of place spines have been found to 
be correlated to the spatial tuning of the cell (Adoff et al., 2021). Thus, these clusters 
could dictate the spatial tuning of the cell through coordinated activity, providing an 
increased drive to the cell. As synaptic plasticity was shown to influence neighboring 
spines (Nishiyama and Yasuda, 2015; Oh et al., 2015; Wiegert and Oertner, 2013), the 
generated activity across days could thus influence the existence of spine clusters. By 
eliminating spines present in specific clusters, cellular spatial tuning might be modified 
and be responsible for the observed drifting, particularly if the elimination is proven to 
be rather unspecific, consequently shortening spine lifetime. This mechanism could 
explain the short lifetime found in a computational model of CA1 spine lifespan (Attardo 
et al., 2015b).  

Experiments exploring spatial tuning of synaptic inputs across time could 
unravel the rewiring of clustered spines. Indeed, the change in place tuning might be 
explained either by the elimination of spines in specific activity-correlated clusters or 
by a tuning drift of presynaptic cells. Recent research demonstrated that CA3 
presynaptic cell tuning is also drifting, although at a slower rate than in CA1 (Dong et 
al., 2021). Since CA3 cells constitute one of the major inputs to CA1, a change in CA3 
cellular-specific firing could drive the drift in CA1. To explore this possibility, 
independent modification of CA3 presynaptic timed inputs could help in understanding 
how changes in CA3 mapping could drive CA1 remapping. 

 

b. CA1 place cell remapping by presynaptic inputs shift 

In this dissertation, I followed CA1 place cells across days and combined two-photon 
imaging with optogenetic stimulation of presynaptic clCA3 cells to induce perturbation 
of CA1 inputs. Optogenetic stimulation of presynaptic clCA3 neurons led to the 
induction of a low number of place cells, despite a large number of CA1 cells 
responding to stimulation. Previous work has shown that when stimulating a large 
number of CA1 cells for place cell induction, only a small fraction of these neurons 
would acquire spatial tuning (McKenzie et al., 2021; Rolotti et al., 2022). The low yield 
of synaptically induced place cells might be due to local inhibition controlling the 
formation of new place cells. In this way, the formation of an abundant number of place 
cells is suppressed. So far, induction of single place cells through behavioral timescale 
plasticity remains the best approach to induce place cells (Bittner et al., 2017, 2015; 
Magee and Grienberger, 2020). 
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 Still, comparing the place fields of early place cells and those of induced place 
cells, these new fields tend to form preferentially near the reward zone, whereas the 
stimulated zone was located farther away from it. Nevertheless, increasing the number 
of recorded neurons is necessary to confirm this qualitative result, as previous work 
rather found a uniform distribution of new place fields on the treadmill (McKenzie et al., 
2021).   

 Apart from the formation of new place cells, optogenetic stimulation of 
presynaptic clCA3 cells also modified the activity of early place cells, place cells 
present before the stimulation. Population analysis of the code shaped by early place 
cells reveals a decreased correlation of the code when comparing the maps before 
and after optogenetic stimulation. While this decreased correlation could be due to the 
loss of early place cells, considering only sustained early place cells (place cells that 
are present pre- and post-stimulation), this decreased correlation was still present. 
Using a population decoder confirmed this finding. For each session, a decoder was 
trained on the cellular activity of place cells present pre-stimulation. Testing on the 
second part of the session (post-stimulation) showed that the decoder produced larger 
errors on the day of the stimulation, suggesting a lasting CA1 remapping. This drift, 
however, was not accompanied by a change in the behavior of the mouse and the light 
alone was not sufficient to explain the observed shift. This outcome suggests that a 
temporary change in clCA3 inputs is sufficient for a drift in the representation of the 
environment in CA1 on a one-day timescale.  

 

c. Flexibility versus stability of memory systems 

Learning is a process by which new memories are formed to acquire new knowledge. 
The mechanism by which new memories are formed and stored has been long studied 
but yet remains elusive. While stored memories require stability, flexibility is necessary 
to form new memories. How the two processes can coexist is unclear. Spatial 
memories are formed and stored, at least temporarily, in the hippocampus (Abraham 
and Robins, 2005; Burgess et al., 2002; Squire, 1986). Drifts in the representation have 
however been observed both in the rodents CA3 and CA1 (Dong et al., 2021; 
Hainmueller and Bartos, 2018; Ziv et al., 2013).  

 In this work, recording CA1 place cells on the day after optogenetic stimulation 
of presynaptic inputs revealed that the optogenetic perturbation did not produce a 
permanent change in the code. The perturbation of the code modified the code only 
on the day of the stimulation, suggesting that the representation of the environment in 
CA1 is in a stable state and that temporary change in presynaptic clCA3 inputs is not 
sufficient to permanently remap the environment. Instead, a gradual off-line drift of the 
inputs is likely necessary to push the system into a new state. This system probably 
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allows for a stability of formed memories to be transferred to the cortex while allowing 
flexibility for new inputs.  
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Materials and methods 
 

1. Mice  
Adult (2 to 9 months of age) C57BL/6J mice of both sexes were used in this study. The 
mice originated from the Charles River company and housed in pathogen-free 
conditions at the University Medical Center Hamburg-Eppendorf. A light/dark cycle of 
12/12 hours is used. The humidity and temperature in the room were kept constant 
(40% relative humidity; 20°C). Food and water were available ad libitum except during 
training and experimental days for the place cell project (Project #2). All procedures 
were performed in compliance with German law according and the guidelines of 
Directive 2010/63/EU. Protocols were approved by the Behörde für Gesundheit und 
Verbraucherschutz of the City of Hamburg under the license numbers 32/17 and 33/19. 

 

2. Surgeries 

a. Virus injections.  

C57BL/6J wild-type mice were anesthetized with 2% isoflurane/1L of O2. After 
5 minutes, mice were transferred to the stereotaxic frame, and anesthesia was 
maintained with 1.5% isoflurane/1L of O2. To evaluate the depth of anesthesia and 
analgesia, the paw withdrawal reflex test was performed with a toe-pinch. Then, 
Buprenorphine (0.1 mg/kg) and Carprofen (4 mg/kg) were both injected 
subcutaneously. A heating blanket was present under the mouse throughout surgery 
to maintain the body temperature and eye ointment (Vidisic, Bausch + Lomb) was used 
to prevent eye drying. The fur on the head was trimmed and carefully removed to avoid 
later contamination in the surgical field. The skin was then disinfected using 
Betaisodona. The mouse was then fixed on the stereotaxic frame and a 3-4cm midline 
scalp incision was made close to the injection sites. The skin was pushed to the side 
and a bone scarper was used for cleaning (Fine Science Tools, Heidelberg, Germany). 
Above the injection sites, two holes were made using a dental drill (Foredom, Bethel, 
Connecticut, USA). 0.3μL of AAV9-CaMKII-ChrimsonR-mScarlet-KV2.1 (AddGene # 
124651-AAV9) viral suspension was first injected in left CA3 (-2.0mm AP, -2.3mm ML, 
-2.5mm DV relative to Bregma) using a custom-made air-pressure driven injection 
system. For the spine experiments (Project #1), 0.5μL of the mix AAV9-CaMKII-Cre 
and AAV1-Syn-flex-jGCaMP7b-WPRE (AddGene #104493-AAV1) or AAV9-loxp-
hsyn-GCaMP7b-mRuby3 was injected in right CA1 (-2.0mm AP, +1.5mm ML, -1.5mm 
DV relative to Bregma). In a set of experiments for Project #1 and in Project #2, mice 
were instead injected with 0.5μL of AAV9-Syn-jGCaMP8m (AddGene #162375-AAV9) 
in CA1. The scalp was then sutured. Mice were removed from anesthesia and let 
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recover in a clean cage on a heating blanket. For three days after surgery, mice were 
provided with Meloxicam mixed into soft food. 

 

b. Hippocampal window surgery for in vivo calcium imaging. 

 At least two weeks after virus injections, a second surgery for hippocampal window 
surgery took place. Mice were anesthetized as described above. After the removal of 
fur, the skin covering the implantation sites was removed. The skull was cleaned and 
roughened with a bone scraper. A first hole using the dental drill was made upon CA3 
(-2.0mm AP, -3.5mm ML, titled 35° towards the left) and an optic fiber (Doric Lenses, 
1.25mm ferrule diameter, 0.22 NA, 1.3 ± 0.1mm length) was inserted and glued to the 
skull. Once the glue dried, a circular 3mm bone piece, centered around the CA1 
injection site, was carefully removed using a trephine (MW Dental, ISO 020). The dura 
and somatosensory cortex above the hippocampus were carefully aspirated until the 
apparition of the white matter tracts of the corpus callosum. Sterile PBS was used to 
wash the craniotomy all along, and a custom-made hippocampal imaging window was 
inserted. For Project #2, previous to inserting the hippocampal window, a drop of 
transparent Kwik-Sil was applied in the craniotomy for reduced motion in recordings of 
behaving mice (Dombeck et al., 2010). To build the window, a hollow glass cylinder 
was glued to a No. 1 coverslip on the bottom with UV-curable glass glue (Norland 
NOA61, Cranbury, New Jersey, USA). The imaging window and a head plate (Luigs & 
Neumann, Ratingen, Germany) were attached to the skull with cyanoacrylate gel (UHU 
SuperGel). Dental cement (Super Bond C&B, Sun Medical) was then applied until the 
complete closure of the cranial surgery. As before, animals were provided with care 
after the end of the surgery and could recover for at least two weeks before the 
beginning of experiments. 

 

3. In vivo two-photon imaging 

a. Two-photon imaging cellular calcium imaging of anesthetized mice. 

To verify the expression of the injected virus in CA1, at least one short session of two-
photon imaging is set about two weeks after recovery from hippocampal window 
implantation, thus a month after virus injection. For that, mice are anesthetized with 
2% isoflurane in 1L of O2 in an induction box. After 5 minutes, mice are rapidly 
transferred to the microscope and head-fixed. A custom-made mask, with isoflurane 
flowing, is placed around their nose. For maintenance under anesthesia, the isoflurane 
rate is set between 1.5 and 2% in 1-1.2L of O2, and consciousness stages are 
monitored by the experimenter, thanks to pupil size (small under anesthesia), 
breathing amplitude, and rate through a camera in the imaging box. Under the mouse, 
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a heating mat is present for body temperature maintenance. The window was centered 
under the two-photon microscope (MOM scope, Sutter Instrument, Novato, California, 
USA modified by Rapp Optoelectronics, Wedel, Germany), and virus expression was 
verified in the hippocampus using epifluorescence and then two-photon imaging. Mice 
are eventually removed from anesthesia and put back in their cage when awake until 
recovery. 

 

b. Two-photon imaging spine calcium imaging of awake mice.  

Mice are progressively handled and habituated to the imaging setup and head fixation 
for at least a week before starting experiments. Additional habituation sessions were 
occasionally added until the mice showed no more signs of stress, usually expressed 
as uninterrupted and disorganized runs. Mice were placed on a linear treadmill (Luigs 
& Neumann, Ratingen, Germany) for close-loop experiments described below. A 
633nm laser (Omicron) is connected to the implanted fiber optic on the mouse through 
two patch cords. From the laser combiner (Omicron, LightHUB®), a main patch cord 
(Doric Lenses, optic fiber 200μm, NA 0.22, 2m long, SMA-SMA) is connected to a 
patch cord (Doric Lenses, optic fiber 200μm, NA 0.22, 1m long, SMA-MF1.25), itself 
connected to the implanted optic fiber through a dark mating sleeve (Doric Lenses). To 
avoid light contamination from the optogenetic stimulation, a filter (Semrock, #SP01-
633RU-32) is inserted before the photomultipliers, and the path between the objective 
and the photomultipliers is further covered with black tissue. As previously, the window 
is centered under the microscope using epifluorescence, and expression is checked 
with two-photon microscopy. Images were acquired with a Ti: Sa laser (Chameleon 
Vision-S, Coherent) tuned to 930 nm to excite jGCaMP7b and a 40× water immersion 
objective (Nikon CFI 40×, 0.80 NA, 3.5 mm WD, Nikon, Amsterdam, the Netherlands). 
Single planes (512 × 512 pixels) are acquired at 30 Hz with a resonant scanner using 
10 to 40mW (930 nm) with ScanImage 2017b. In the first session, multiple fields of 
view (FOV) per mouse are acquired. For each FOV, optogenetic stimulation using a 
strong protocol (20 trials, 10Hz, 10 pulses of 50ms each, spaced by 5s) is used to 
evoke neuronal postsynaptic calcium transients. A custom Python script is used to 
control the laser, trigger the beginning of the session, and trigger the onset of each 
trial. The treadmill is continuously monitored so that if the mouse is quiet for the last 
second, an optogenetic trial is initiated. After post-hoc identification of responding 
neurons as described below, imaging of dendrites of responding neurons is performed 
on a subsequent session. For each session and each dendrite, subthreshold 
optogenetic stimulation is performed (40 trials, 10Hz, 3 pulses of 10ms each, spaced 
by 5s) every four days for over two weeks. The order of imaged dendrites is shuffled 
at the beginning of each session.  
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c. Two-photon imaging cellular calcium imaging of behaving mice. 

When mice are placed on the treadmill, as previously, the window is centered under 
the two-photon microscope using epifluorescence, and the laser fiber is connected to 
the custom sleeve (extracranial light delivery) or the implanted fiber for the 
experimental day with optogenetic stimulation (intracranial light delivery). The 
behavioral task is initiated once the field of view is ready to be imaged. For each 
mouse, a field of view is chosen before training. In this session, mice are quiet and 
awake and 50 trials of optogenetic stimulation are used for offline identification of 
responding neurons in the field of view. Following the end of the behavioral 
experiments, the same field of view is acquired and cellular responses to optogenetic 
stimulation are recorded. Images were then acquired with a Ti: Sa laser (Chameleon 
Vision-S, Coherent) tuned to 930 nm to excite jGCaMP8m and a 16× water immersion 
objective (Nikon CFI 16×, 0.80 NA, 3 mm WD, Nikon, Amsterdam, the Netherlands). 
Single planes (512 × 512 pixels) are acquired at 30 Hz with a resonant scanner using 
30 to 100mW with ScanImage 2017b.  

 

4. Behavioral experiments 

a. Behavior setup. 

For the spatial navigation task, a custom-made treadmill (Luigs and Neumann), with 
five tactile cues distributed uniformly along a 2m belt, is controlled by a Python script 
(Luigs and Neumann) sampling the treadmill at 20Hz. A white band is placed under 
the belt so that when the white band passes above the infrared light (IR light), light is 
reflected and a signal is sent to the software to record the end of the lap. This signal is 
then sent as an input to the Bpod (Sanworks, USA). For a higher precision of the animal 
position, an additional rotary encoder (1024 positions, E6B2-CWZ6GH, Yumo, China) 
is placed on a 3D custom-built wheel under the belt. This secondary encoder signal is 
read out online by a rotary encoder module (1034; Sanworks, USA), which sends 
angular position through an analog channel to the master NI board co-registering 
behavioral events with 2p frame acquisition (sampling rate of 1500Hz). In parallel, the 
position of the animal is streamed to send a trigger to the optogenetic laser during the 
stimulated laps at a chosen location. 

 For lick detection, a high-speed camera (The Imaging Source, Germany) is 
placed on the side of the mouse and controlled by a custom-made script on the open-
source Bonsai RX visual reactive program (Available at https://bonsai-rx.org/) (Lopes 
et al., 2015). A region of interest (ROI) is drawn on the live stream of the camera to 
detect the tongue of the animal. When pixel values in the ROI are greater than 
manually defined baseline values, a signal is communicated to Bpod (through a local 
TCP protocol), which triggers a digital output connected to the master NI board 
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(National Instruments, USA) following each lick. When a lick occurred in the reward 
zone, Bpod triggered water delivery by opening a solenoid valve (LHDA1231115H; Lee 
Company®, USA) connected to a port interface board (1004; Sanworks®, USA) 
(Figure 37). 

 

 
 

 

 

 

b. Behavioral training.  

As for Project #1, mice were gradually habituated to the setup and head fixation. Once 
signs of stress disappeared, mice were water-restricted and provided with 2mL of water 
per daily session. The weight of each mouse is daily monitored at the beginning of the 
session and care is taken so that weights do not fall under 85% of their original weight. 
On the first phase of training, the first day following water restriction, mice are 
habituated to the reward spout. First, a drop of water is delivered by the spout for the 
mice to lick, and then the mice get free water when licking the reward spout by itself. 
On the second phase of training, usually starting on the second day of training, mice 
are required to run on the treadmill and a reward is automatically provided at a precise 
location on the treadmill, the reward zone. This phase often lasts 2 to 3 days. In the 
last phase of training, mice would be required to lick at the reward zone to receive a 

Figure 37. Behavioral setup of a spatial navigation task. The position and the 
licks of the animal are recorded and a water reward is delivered in the reward zone. 
Additionally, a light stimulation is triggered at a precise location on the treadmill. 
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reward. Usually, mice already anticipate the reward zone and start licking before the 
reward zone at the end of the previous phase. Additionally, a 1s sham light is randomly 
shined at one out of four positions on the treadmill to habituate the mouse for light 
delivery during optogenetic stimulation. For this, two sleeves are glued together, and 
the laser fiber is held next to the implanted fiber. In total, training lasted between 5 and 
10 days. 

 

5. Tissue preparation and histology 
Mice were injected with a lethal dose of a mix of ketamine and xylazine and 
transcardially perfused with 1x PBS followed by 4% paraformaldehyde (PFA). Brains 
were removed and stored in 4% PFA. Brains were sliced at 60μm using a vibratome 
(VT1000S, Leica). Slices were mounted on microscope slides using an aqueous 
mounting medium (FluoroMount®) and coverslips (1871, Carl Roth®, Germany). 
Stitched images were acquired with an epifluorescent microscope (AxioObserver, 
Zeiss®, Germany) using the 10x objective (Plan-Apochromat, Zeiss®, Germany) for 
slice overviews and a confocal microscope (LSM 900, Zeiss®, Germany) using a 20x 
objective (Plan-Apochromat, Zeiss®, Germany) for detailed close-ups.  

 

6. Data analysis 

a. Project #1: Enhanced lifetime of Schaffer collaterals 

i. Spine calcium trace extraction  

Time series were motion-corrected using Suite2p (version 0.10.2; Table 1) (Pachitariu 
et al., 2016). A t-projection from each motion-corrected recording for each day was 
made. T-projections were registered together using the rigid body or translation mode 
of the plugin StackReg (Thevenaz et al., 1998) of the open-source platform Fiji 
(Schindelin et al., 2012). Regions of interest (ROIs) were manually drawn around 
visually identified spines on motion-corrected frames in Fiji. ROIs were separately 
drawn for dendrites and the background. Calcium traces were extracted on the motion-
corrected frames using a custom-made script by averaging the fluorescence of all 
pixels about each ROI (Macro Fiji).  

 

 

 

 



 

 

 

79 

Parameter Variable name Value 

Registration 

Expected decay from the calcium 
sensor, in seconds (i.e., 
jGCaMP8m) 

tau 0.7 

Number of recorded channels nchannels 1 

Number of the functional channel functional_chan 1 

Sampling rate of the microscope, in 
frames per second fs 30 

Run the registration algorithm twice 
two_step_registration 1 

Number of frames used to generate 
the reference image used for 
registration 

nimg_init 2000 

Number of frames to register 
simultaneously in each batch  batch_size 200 

Maximum shift allowed for 
registration, as fraction of the frame 
width or height 

maxregshift 0.3 

Precision of subpixel registration (1/ 
subpixel steps) subpixel 10 

Smoothing applied in time, in 
number of standard deviations in 
time frames 

smooth_sigma_time 1.2 

Smoothing, in number of standard 
deviations in pixels smooth_sigma 1.15 

Bad frames to be excluded for 
cropping the time-series. Set to 0 to 
exclude more frames. 

th_badframes 0 
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Use non-rigid registration for 
correction in the depth axis non_rigid True 

Size of blocks used for non-rigid 
registration, in pixels block_size [128,128] 

Threshold to apply smoothing for 
registration snr_thresh 1.2 

Maximum block shift allowed for 
non-rigid registration, relative to the 
shift of rigid registration  

maxregshiftNR 20 

Region of interest detection with CellPose 

Run ROI detection algorithm 
roidetect False 

 

 

 

ii. Dendrite exclusions  

A total of nine mice were recorded, among which two control mice (non-stimulated 
dendrites controls). Two mice were excluded due to the high-frequency motion of the 
dendrites. From the five experimental mice, 28 dendrites were recorded for two weeks. 
Among them, 5 dendrites were excluded due to excessive motion on at least one 
session and 6 dendrites were excluded due to insufficient number of responsive 
spines.  

 

iii. Trial exclusions  

All data were analyzed using custom-made scripts with Python (Python Software 
Foundation, NH, USA) installed on an open-source Anaconda environment (Anon, 
2020. Anaconda Software Distribution, Anaconda Inc. Available at: 
https://docs.anaconda.com/) and the PyCharm integrated development environment 
(JetBrains, Prague, Czech Republic). First, residual motion present in motion-

Table 1. Parameters used in Suite2p for motion correction and signal 
extraction for spine imaging. 
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corrected recordings was identified using cross-correlation on the motion-corrected 
frames and excluded from the analysis. To be considered, trials required to be 
constituted of at least 1 second of stable baseline (without excessive motion as 
determined ahead), and at least 70% of the data points during stimulation need to be 
stable.  

 

iv. Identification of dendritic transients.  

To identify dendritic transients, the distribution of the data points for each neuron was 
used. Using a bootstrap analysis, the null distribution was obtained by permutation of 
the onset of the optogenetic stimulation at random locations. Then, significant 
optogenetically-evoked dendritic transients were detected as ΔF/F greater than the 
ΔF/F obtained from the 95% of the values of the mean-shuffled ΔF/F (10,000 shuffles, 
p < 0.05). A transient was further confirmed if, during the optogenetic stimulation, more 
than 30% of the data points were significant as described above. 

 

v. Identification of responding spines  

Because suprathreshold calcium events mask the spine-specific calcium transients, 
robust regression is used to reduce the contamination of dendritic calcium activity on 
spine calcium traces, as previously reported (Chen et al., 2013; Iacaruso et al., 2017). 
To decrease the high-frequency noise in traces, spine calcium traces were convolved 
using a 5-bin boxcar. For each spine, an average trace using all trials is used to 
determine if a spine shows excitatory postsynaptic calcium transients (EPSCaTs). As 
for dendrites, a spine is classified as responding if more than 30% of the time points 
during the optogenetic stimulation are greater than 95% of the values of the mean-
shuffled ΔF/F (10,000 shuffles, p < 0.05).  

A spine is qualified as globally responding if optogenetically-evoked transients 
were detected in at least one out of the five sessions. 

 

vi. Morphological analysis.  

All spines were visually inspected and annotated for their existence on each day. 
Spines were then classified into four categories depending on the survival sequences, 
as follows: 

- Formed if appearing on one of the sessions and staying until the end of 
experiments. 
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- Eliminated if present since the first session but disappearing from the 
experiments without reappearing in any of the following sessions 

- Persistent if present on all recording days 
- Transient if appearing and disappearing during the experimental days. 

 

The turnover ratio was calculated as the sum of formed and eliminated spines 
divided by the number of spines present between the days. The survival fraction is 
calculated as the fraction of spines present on the given that were already existing on 
the first day of the experiment. 

Spine densities were obtained by dividing the number of spines present on 
dendrites by the length of the dendritic segment. 

 

vii.  Spine volume estimation.  

The volume of each spine was estimated as previously reported (El-Boustani et al., 
2018; Hedrick et al., 2022). Briefly, each t-projection was deconvolved using the 
plugins Diffraction PSF 3D  and Iterative Deconvolve 3D (Dougherty, 2012) (Fiji). All 
pixels in the ROI drawn around the spine above the mean fluorescence of the 
background were summed and divided by the average fluorescence of the same 
number of pixels taken from the closest dendrite ROI.  

 For estimation of spine volume on the stacks obtained with the isosbestic, a z-
projection is computed from the registered frames (StackReg, Fiji) excluding frames 
with excessive motion. The same formula is used as above for the comparison. 

 

vii.  Distance estimation.  

The interspine distances were calculated as previously reported (Hedrick et al., 2022). 
Briefly, the distance between two spines is calculated as the dendritic length between 
the base of a pair of spines. The mass centers of the spines are projected on the 
dendrite. A path is then obtained using the Dijkstra’s algorithm and the resulting 
distance is converted to micrometers based on a previous field of view measurement 
on the microscope. 

 

viii. Linear regression 

For linear regressions, the function linregress from the Python library Scipy (Virtanen 
et al., 2020) is used. Random permutations of the data are then used to determine the 
confidence interval of the regression (10,000 shuffles, p < 0.05). The p-value is 
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thereafter computed with the percentileofscore function from the Scipy library (p < 
0.05). 

 

b. Project #2: Place cell remapping in the hippocampus 

i. Behavior analysis 

For each session, a file was generated for the recorded behavior parameters from the 
master NI board. For licks, reward zone, and optogenetic triggers, the analog values, 
ranging from 0 to 5V, were binarized when an event occurred and then down-sampled 
to match the sampling rate of the microscope (30Hz).  

For the treadmill processing, each position across a lap ranges between -4.5V 
and 4.5V. After conversion from the voltage to a position in meters (0 - 2m), the 
recorded data is down-sampled to match the sampling rate of the microscope (30Hz). 
The speed is then derived from the position of the animal. 

ii. Recordings registration.  

All recordings for each mouse were provided to the Suite2p toolbox (version 0.13.0) to 
correct for motion and register all frames together (Table 2). The integrated module 
CellPose was used for the detection of neurons in the field of view (Stringer et al., 
2021). Neurons were manually sorted and manually labeled when non-identified by the 
script. Fluorescence from the regions of interest (ROIs) and the surrounding neuropil 
was then extracted and used for analysis.  

 

Parameter Variable name Value 

Registration 

Expected decay from the calcium 
sensor, in seconds (i.e., 
jGCaMP8m) 

tau 0.1 

Number of recorded channels nchannels 1 

Number of the functional channel functional_chan 1 

Sampling rate of the microscope, in 
frames per second fs 30 
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Run the registration algorithm twice 
two_step_registration 1 

Number of frames used to generate 
the reference image used for 
registration 

nimg_init 2000 

Number of frames to register 
simultaneously in each batch  batch_size 200 

Maximum shift allowed for 
registration, as fraction of the frame 
width or height 

maxregshift 0.1 

Precision of subpixel registration (1/ 
subpixel steps) subpixel 10 

Smoothing applied in time, in 
number of standard deviations in 
time frames 

smooth_sigma_time 0.1 

Smoothing, in number of standard 
deviations in pixels smooth_sigma 1.15 

Bad frames to be excluded for 
cropping the time-series. Set to 0 to 
exclude more frames. 

th_badframes 0 

   

Use non-rigid registration for 
correction in the depth axis non_rigid True 

Size of blocks used for non-rigid 
registration, in pixels block_size [128,128] 

Threshold to apply smoothing for 
registration snr_thresh 1.2 

Maximum block shift allowed for 
non-rigid registration, relative to the 
shift of rigid registration  

maxregshiftNR 20 
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Region of interest detection with CellPose 

Run ROI detection algorithm 
roidetect True 

Image to use for CellPose ROI 
detection. 3: use of the enhanced 
mean image 

anatomical_only 3 

Diameter used for detection of ROIs 
diameter 12 

Threshold for cell detection used in 
CellPose cellprob_threshold 0 

Maximum error flow for each 
detected mask flow_threshold 1.5 

Window for spatial high-pass 
filtering  spatial_hp_cp 0 

Model used for training the 
CellPose network. “cyto” for 
cytosolic dataset. 

pretrained_model cyto 

Signal extraction 

Extract the signal from the neuropil  
neuropil_extract True 

Number of pixels kept between the 
ROI and the donut for neuropil 
extraction 

inner_neuropil_radius 2 

Miminum size of the neuropil 
donuts, in pixels min_neuropil_pixels 150 

Use of pixels that belong to two 
different ROIs allow_overlap True 

 
Table 2. Parameters used in Suite2p for motion correction and signal 
extraction of place cell recordings. 
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iii. Exclusion criteria.  

Different criteria were used for the exclusion of mice from the analysis. Were excluded 
mice that: (1) exhibit insufficient behavior performance: running less than 50 laps per 
day, low licking selectivity (inferior to 0.8 for multiple days), no continuous running; (2) 
exhibit excessive motion for time series to be sufficiently corrected; (3) Exhibit 
excessive shift in the field of view between days, especially in the depth axis. 

 

iv. Pre-processing steps for fluorescent signal 

To correct for fluorescence bleaching and increase the signal-to-noise ratio in the data, 
a baseline correction has been applied. For each neuron, the neuropil was subtracted 
from the raw fluorescence: Fneuron = Fraw – 0.7 × Fneuropil (Chen et al., 2013; Pachitariu 
et al., 2016; Peron et al., 2015). The fluorescent data was then separately pre-
processed for each session. Slow changes in the traces were corrected, normalizing 
the fluorescence with the 30th-percentile value determined on a 3-second interval 
window around each data point. This baseline-corrected signal was then smoothed 
using a 5-bin boxcar. 

 

v. Detection of transients 

The baseline-corrected fluorescence traces were then analyzed with the ratio of 
positive-to-negative-going transients analysis, with varying amplitudes and durations, 
as described previously (Dombeck et al., 2007), with minor modifications. The baseline 
was determined by taking the median calcium activity for each cell and the median 
absolute deviation (MAD) is used for the calculation of positive and negative transients. 
This analysis is used to identify the significant ΔF/F transients with less than a 5% 
chance of being generated by noise. These transients are then used for the following 
analysis and all baseline timepoints are set to zero.  

 

vi. Place cells maps 

Timepoints with speed below 10 cm.s-1 were excluded from further analysis. For each 
neuron, averages of transients-only ΔF/F for each bin (5 cm bins) position were 
computed for each lap. For each session, a map is obtained for pre- and post-
stimulations. For both blocks, place cells are independently determined. Significant 
activity in each bin is determined as the average transients-only ΔF/F of corresponding 
laps (pre: first 20 complete laps; post: last 20 complete laps) greater than 95% of the 
values of the mean-shuffled ΔF/F (10 000 shuffles, p < 0.05). A cell is qualified as a 
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place cell if all the following criteria are met: (1) at least one place field (streaks of 
significant activity) ranges between 10 and 75cm; (2) significant activity is found in at 
least 30% of the laps following place field apparition.  

 Place maps are cross-validated by averaging the rank obtained from the peak 
activity of average transients-only ΔF/F of place cells in odd and even trials respectively 
applied to even and odd trials. For comparison across days, the mean rank from one 
day is applied to the other days. The same steps were applied when computing the 
maps for early place cells and induced place cells. Pearson correlations are finally 
determined by correlating the bin with the peak activity of ordered place cells in pre- 
and post-stimulation in each session.  

 

vii. Population code vectors correlation 

For each binned position, the population vector activity of early place cells for pre-
stimulation was correlated with the same vector for post-stimulation on different 
experimental days (before, stimulation, and after). The diagonals of the maps are then 
correlated between days using Pearson correlation (See figure 34a).  

 

viii. Bayesian decoder 

Animal’s position "!  was decoded at each time-point (frame) using the multi-unit activity 
#cells (transients-only ΔF/F0) of all $ place cells, as follows (Adoff et al., 2021; Pettit et 
al., 2022; Wilson and McNaughton, 1993; Zhang et al., 1998; Ziv et al., 2013):  

%("!|#cells) = * +,-&("!)'!
(

&)*
. . 0+∑ -"(/!)#

"$%  

where -&("!) is the template activity of place cell 1 at position "!, #!  is the recorded 
activity in the current time-point, and * is a normalization constant (ensuring the 
distribution integrates to 1) chosen so as to implement a flat, uniform prior over 
positions. The decoded position corresponds to the maximum a posteriori. 

To assess the stability of the place code before vs. after optogenetic stimulation, we 
trained the Bayesian decoder (i.e., estimated 2(3)) using activity and positions from 
the first part of the recording (pre) and evaluated its performance at predicting the 
(unseen) positions based on neuronal activity in the second part of the recording 
(post) (see figure 34e). 
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ix. Responding neurons 

To identify neurons responding to optogenetic stimulation, for each neuron, an average 
trace from a baseline-corrected evoked calcium responses is used. A neuron is 
classified as responding if more than 50% of the time points during the optogenetic 
stimulation are greater than 95% of the values of the mean-shuffled ΔF/F (10,000 
shuffles, p < 0.05). 

 

7. Statistics. 
Statistical analyses were performed using custom scripts on Python or R Studio 
(Foundation for Statistical Computing, Vienna, Austria). Bootstrap analysis was 
performed with custom-made Python script when indicated, using 10,000 random 
permutations of the data to generate a null distribution, and significance was 
determined when the data points were greater than 95% of the values obtained from 
shuffled data (p < 0.05).  

Repeated measures ANOVA analyses (function aov, stats library), Student’s t-
tests (function t.test, stats library), Pearson’s chi-square tests (function chisq.test, stats 
library) and exact binomial tests (function binom.test, stats library) were performed 
using R Studio when indicated. Dendrites and mice were qualified as random effects 
when appropriate. Bonferonni correction was used for the paired t-test. 

 

8. Data and code availability 
The code and datasets generated during this thesis are available upon request. 
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Appendix 

1. Abbreviations 

AMPA 

B 

BAPTA 

BTSP 

CA 

CaMKII 

CASK 

CE 

clCA3 

CNS 

CV 

DG 

EC 

EGTA 

EPSCaT 

F-actin 

FOV 

GECI 

GFP 

GKAP 

GRIP 

IA 

ICM 

iGluR 

ilCA1 

IP3R 

Kali-7 

α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid 

Basal Nucleus 

1, 2-bis(o-amino-phenoxy)-ethane-N, N, N’N’-tetra-acetic acid 

Behavioral Timescale Synaptic Plasticity 

Cornu Ammoni 

Calcium-calmodulin-dependent protein kinase II 

CAlcium/calmodulin-dependent Serine Kinase 

Central Nucleus 

Contralateral CA3 

Central Nervous System 

Coated Vesicle 

Dentate gyrus 

Entorhinal cortex 

Ethylene Glycol Tetra-acetic Acid 

Excitatory Postsynaptic CAlcium Transient 

Filamentous actin 

Field Of View 

Genetically Encoded Calcium Indicator 

Green Fluorescent Protein 

Guanylate-Kinase-Associated Protein 

Glutamate-Receptor-Interacting Protein 

Inhibitory Avoidance task 

Intercalated Cell Masses 

Ionotropic glutamatergic receptor 

Ipsilateral CA1 

inositol-1,4,5triphosphate receptor 

Kalirin-7 
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LA 

LTD 

LTP 

MAD 

mGluR 

MMF 

NMDA 

PFA 

PMCA 

PSD 

ROI 

RyR 

SER 

SERCA 

sLTP 

SPAR 

SST 

STED 

V1 

VSCC 

VTA 

YFP 

 

 

Lateral AmygDALA 

Long-Term Depression 

Long-Term Potentiation 

Median Absolute Deviation 

Metabotropic glutamatergic receptor 

Midazolam, Medetomidine and Fentanyl 

N-Methyl-D-Aspartate 

Paraformaldehyde 

Plasma Membrane Calcium ATPase 

PostSynaptic Densities 

Region of interest 

RYanodine-Receptor 

Smooth Endoplasmic Reticulum 

Smooth ER Calcium ATPase 

Structural Long-Term Potentiation 

SPine-Associated RapGAP 

Somatostatin 

STimulated-Emission Depletion 

Primary visual area 

Voltage-Sensitive Calcium Channel 

Ventral Tegmental Area 

Yellow Fluorescent Protein 
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