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Abstract

Semiconductor nanostructures have an enormous potential to revolutionize the technol-
ogy for electronic and optoelectronic devices. In recent decades, the chemical synthesis
of semiconductor nanostructures, which is essential for their use on a large scale, has de-
veloped rapidly. As a result, the implementation of nanostructures in applications, such
as optoelectronic devices, is now increasingly becoming the focus of research. Part of this
research is to understand and control the properties of nanostructures in their entirety to
unlock their full potential. Critical to the successful use of nanostructures in devices is a
comprehensive understanding of how their properties are affected by their environment.
This thesis examines the influence of the chemical environment on the optical properties,

particularly the photoluminescence, of semiconductor nanostructures. This question is not
only interesting for applications in sensor technology, but also represents a part of the
necessary basic knowledge that is of central importance for the use of nanostructures in
general. Two types of nanostructures, nanowires and quantum dots, were analyzed using
confocal spectroscopy. Colloidal CdSe nanowires (or quantum wires) were prepared wet-
chemically. To explore the influence of the chemical environment on the optical properties,
measurements were performed in flow channels and gas-flow setups. In particular, the
influence of oxygen on the photoluminescence and the Raman scattering was investigated.
Both irreversible and reversible effects were observed and analyzed. Based on the findings,
models were constructed to identify and adequately describe the effects. This led to
the elucidation of photoinduced processes, such as the activation of photoluminescence
and other changes in the emission and Raman spectra. The irreversible photoinduced
activation of photoluminescence could be attributed to the formation of oxides and the
concomitant elimination of surface defects in the form of unpassivated selenium. The
reversible changes in the spectra, observed both in the form of additional blue-shifted
emission and shifts in the Raman bands, could be attributed to the action of oxygen as a
reversible electron acceptor.
In addition, the influence of oxygen on the photoluminescence properties of quantum

dots was investigated. Here, the focus was on the reversible processes and in particular
the blinking of the photoluminescence was investigated. A detailed analysis of the exper-
imental data and the comparison with simulated data revealed multiple different effects
of oxygen on the photoluminescence of quantum dots. The studies showed that oxygen
acts as an electron acceptor, neutralizing particles and thus stabilizing the photolumines-
cence of quantum dots excited at high excitation powers. On the other hand, the effect
of oxygen on the photoluminescence blinking of quantum dots with thin shells suggests
that oxygen can also act as a centre for non-radiative recombination.
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Kurzfassung

Halbleitende Nanostrukturen haben ein enormes Potential, die heutige Technik für elek-
tronische und optoelektronische Bauteile zu revolutionieren. Die chemische Synthese von
halbleitenden Nanostrukturen, welche essentiell für ihre Verwendung im großen Maßstab
ist, erfuhr in den letzten Jahrezenten eine rasante Entwicklung, sodass nun die Implemen-
tierung von Nanostrukturen in Anwendungen immer mehr in den Fokus der Forschung
rückt. Ein Teil dieser Forschung ist, die Eigenschaften der Nanostrukturen in ihrer Gänze
zu verstehen und zu kontrollieren. Maßgeblich für eine erfolgreiche Nutzung von Nano-
strukturen ist ein umfassendes Verständnis des Zusammenspiels ihrer Eigenschaften mit
ihrer Umgebung.
Das Ziel dieser Arbeit ist es den Einfluss der chemischen Umgebung auf die optischen

Eigenschaften, insbesondere der Photolumineszenz halbleitender Nanostrukturen besser
zu verstehen. Im Rahmen dieser Arbeit wurden zwei verschiedene Nanostrukturen, Nano-
drähte und Quantenpunkte, mittels konfokaler Spektroskopie analysiert. Die kolloidalen
CdSe Nanodrähte (oder auch Quantendrähte) wurden nasschemisch hergestellt. Um den
Einfluss der chemischen Umgebung auf die optischen Eigenschaften zu erforschen wurden
Messungen in Flusskanälen und Gasstromaufbauten durchgeführt. Insbesondere wurde
der Einfluss von Sauerstoff auf die Photolumineszenz und die Ramanstreuung untersucht.
Es wurden sowohl irreversible, als auch reversible Effekte beobachtet, analysiert und
schließlich mit Modellen beschrieben. Dabei wurde die Natur photo-induzierter Prozesse,
wie der Aktivierung der Photolumiszenz sowie weiteren Veränderungen der Emissions- und
Ramanspektren entschlüsselt. Die irreversible photoinduzierte Aktivierung der Photolu-
mineszenz konnte der Bildung von Oxiden und der damit einhergehenden Eliminierung
von Oberflächendefekten in Form von unpassiviertem Selen zugeordnet werden. Die re-
versiblen Änderungen der Spektren, die sowohl in Form von zusätzlicher blauverschobener
Emission, als auch Verschiebungen der Ramanbanden beobachtet wurden, konnten auf das
Wirken von Sauerstoff als reversibler Elektronenakzeptor zurückgeführt werden.
Zusätzlich wurde der Einfluss von Sauerstoff auf die Photolumineszenz-Eigenschaften

von Quantenpunkten untersucht. Hier stehen die reversiblen Vorgänge im Vordergrund.
Durch eine ausführliche Analyse des Blinken der Photolumineszenz und dem Vergleich mit
simulierten Daten konnten verschiedene Effekte von Sauerstoff auf die Photoluminesczenz
von Quantenpunkten identifiziert werden. Die Untersuchungen zeigten einerseits, dass
Sauerstoff bei hohen Anregunsleistungen als Elektronenakzeptor Partikel neutralisiert und
die Photolumineszenz somit stabilisiert. Der Einfluss von Sauerstoff auf das Blinken der
Photolumineszenz bei Partikeln mit dünnen Schalen zeigt hingegen, dass Sauerstoff auch
als Zentrum für nicht-strahlende Rekombination fungieren kann.
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1 Introduction

In the 1980s, Alexei Ekimov presented the fabrication of small semiconductor crystals,
with optical properties determined by the quantum size effect.1 While those structures
were embedded in a glass matrix, Louis Brus made similar observations for particles in
solution and laid out important groundwork for the theory describing the experimental
findings.2,3 A major breakthrough for the synthesis of semiconductor nanostructures, that
allowed a reproducible fabrication of these particles in organic solvents, was presented
by Moungi Bawendi in 1993.4 On October 4th 2023, Ekimov, Brus and Bawendi were
rewarded with the Nobel Prize in Chemistry “for the discovery and synthesis of quantum
dots”.5

The award of the Nobel Prize to the field of nanochemistry demonstrates the signifi-
cance of this field to scientific and technological progress. The investigations carried out
at that time provided the foundation for the development of a completely new branch of
research. With the development of chemical methods, with which the physical properties
of a material could be influenced and controlled in unprecedented ways, a field of research
developed that represents a cross-section between physics and chemistry. Nanoscience
deals with the properties of materials with dimensions in the nanometer range. For in-
stance, as exemplified by quantum dots (QDs), the optical properties of a material can
be adjusted by varying its size rather than changing the material itself. In fluorescent
semiconductors, excited charge carriers, namely electrons and their counterparts, posi-
tively charged holes, can recombine and emit their energy in the form of a photon. QDs
are semiconductor crystals that are so small that the space available for a charge carrier
is confined by the particle. Therefore, particles of different sizes show different colors
because the wavelength of the emitted light from a fluorescent particle correlates with
the available space. QDs are used today in light-emitting diodes, for example in dis-
plays, but also as medium for solar-energy conversion, and for many more applications
the development is promising.6,7

In addition to QDs, other colloidal nanostructures have been developed. Elongated
structures, such as nanorods8 and nanowires9 and also flat structures, such as nanosheets10

can be synthesized wet-chemically and give rise to various possible applications. The syn-
thetic strategies for the production of those structures have only been developed during
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Introduction

the last decades, thus there are still challenges in controlling and understanding the re-
spective nanocrystal (NC) properties.

This work focuses on the optical properties of semiconductor nanostructures, in par-
ticular the properties of nanowires (NWs) in the first part, and of QDs in the second
part of this thesis. Colloidal NWs exhibit quite special properties due to their extraordi-
nary structural conditions. In contrast to zero-dimensional QDs, NWs can be contacted
by electrodes due to their lateral expansion in the micrometer regime. This enables the
usage of NWs as building blocks in electronic and optoelectronic devices. Compared to
the conventional top-down method of lithographic fabrication of nanoscale devices, the
use of wet-chemically synthesized NWs provides a bottom-up approach, thus opening
up new possibilities for device fabrication strategies.11 The feature of one-dimensional
charge-carrier transport makes NWs promising candidates for applications in field-effect
transistors12 or Li-ion batteries.13 While the micrometer-scale length of NWs makes them
accessible to electrode contact, they still exhibit nanometer-scale widths and thus the
characteristic high surface-to-volume ratio of low-dimensional nanostructures. This makes
NWs suitable candidates for active materials in photodetectors14 and in devices for solar-
energy conversion. NWs have been tested as active material in photo-voltaic cells15 and
extensive research has been conducted to develop NW photochemical diodes.16

In order to use chemically grown NWs in devices of any kind, but especially as pho-
todetectors or catalysts for photochemical reactions, it is crucial to understand the in-
teraction of the material with its surroundings. The investigations presented in this
thesis aim to provide a better understanding of the effect of the chemical environment
on the material properties. The optical properties of nanostructures are investigated by
confocal spectroscopy. To obtain real-time feedback while changing the chemical envi-
ronment, measurements are performed in dedicated setups that allow the fast exchange
of the surrounding medium while examining a single nanostructure. For the investiga-
tion of one-dimensional nanostructures, CdSe NWs are synthesized via the well estab-
lished solution-liquid-solid (SLS) approach. The SLS synthesis yields colloidal structures
with defined properties and the progress concerning the synthetic procedures that was
achieved over the last decades enables good control over various features of the reaction
products.9 The research in this work is focused on structures that exhibit small diameters
and thus show quantum effects that are especially of importance when investigating the
photoluminescence (PL) properties. For those structures, also referred to as quantum
wires (QWs), the effects of some chosen chemical substances are examined, but the main
part focuses on the impact of oxygen. As a substantial and ubiquitous component of our
surroundings, oxygen represents a highly reactive species, that can affect material proper-
ties in various ways. By investigating the optical properties with responsive methods, such
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as PL and Raman spectroscopy, photoinduced processes are explored and related to the
influence of the reactive species surrounding the nanostructure. The insights gained by
those investigations provide answers to questions with which research has been concerned
for a long time. One of which is the clarification of the mechanism of photobrightening.17

In addition to the effects of oxygen on QWs, the effects on the PL properties of QDs are
investigated. Since QDs resemble a system that was explored more extensively in the past,
some studies of the interplay of oxygen with the PL already exist in the literature.18–20

However, in some aspects the findings in the literature seem contradicting and the effect
of oxygen on the PL of QDs was not unaminously clarified. For the optical properties of
QDs, PL blinking is a process that is famous in research for almost 30 years now and is
still in the focus of many investigations today.21–23 By analyzing the data of single QDs
that exhibit PL blinking in different atmospheres, and by comparing the experimental
findings with data obtained by model simulations, new light is shed on the oxygen-particle
interaction, as well as on the analysis of PL blinking in general.
In the following chapter, the theoretical background will be introduced. This includes

general principles for semiconductor nanostructures, more specific aspects for the systems
investigated in this work, as well as the state of the literature on the research subjects
addressed in this thesis. After briefly describing the experimental methods, the results
are presented. First, the results for CdSe QWs are outlined. After further reviewing
the findings for the QDs the most important results of this thesis are summarized. The
investigations presented in this thesis aim to improve the fundamental understanding of
the optical properties of nanostructures, in order to pave the way for their implementation
in applications and to advance scientific and technological progress.
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2 Theoretical Background

This chapter provides an overview of the theoretical background to this work. First, some
basic principles of semiconductor nanostructures will be introduced briefly. Subsequently,
a few physical and chemical principles, which concern the experiments directly, will be
discussed in more detail. These include the state of research about the optical proper-
ties of semiconductor NWs, some known effects of the chemical surroundings on the PL
and Raman properties of semiconductor nanostructures, as well as recent insights in QD
blinking.

2.1 Semiconductor Nanostructures

When considering an atom, the electrons exhibit discrete energy states. These states
split when two atoms approach each other, leading to bonding and antibonding orbitals
in molecules. In a crystal where many atoms are densely packed, the large number of
interacting atoms leads to the formation of energy bands. The band formed by the
orbitals of the valence electrons is called the valence band (VB), while the energetically
higher band is called the conduction band (CB). In metals, the VB and CB always
overlap, whereas in insulators and semiconductors, the VB and CB are separated by a
band gap. If the band gap is less than 4 eV, the material is classified as a semiconductor,
otherwise it is an electrical insulator.24 The existence of a band gap in semiconductors,
which allows the excitation of electrons from the occupied VB to the unoccupied CB,
gives rise to special electrical and optical properties.
Materials with sizes from 1 nm up to 100 nm in at least one dimension are considered as

nanomaterials.25 For semiconductor nanostructures, spatial confinement of the material
can determine its electrical properties. This allows for the classification of semiconductor
nanostructures in two-dimensional quantum wells, one-dimensional quantum wires, and
zero-dimensional quantum dots, as illustrated schematically in Figure 2.1. The degree of
spatial confinement is defined according to the type of structure. As the degree of con-
finement increases, the degree of freedom of the charge carriers decreases. For each case,
the resulting function for the density of states is depicted. A more detailed description
can be found in ref. [26].
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Figure 2.1: Schematic illustration of zero-, one- and two-dimensional nanostructures with
their respective functions for the density of states. (Adapted from ref. [26]).

2.1.1 Photoluminescence of Semiconductor Nanostructures

Quantum Confinement

For semiconductor nanostructures, the size-dependence of the effective band gap is one
of the most prominent effects, demonstrating the impact of the size in the nanoregime on
the material properties. When exciting an electron from the VB to the CB, a positive
charge, a hole, remains in the VB. Both charges experience attractive Coulomb forces
and can form an exciton (electron-hole pair). The size of the exciton can be described
analogously to the size of a hydrogen atom. The Bohr radius aB for an exciton is

aB =
~2ε

q2

(
1

m∗e
+

1

m∗h

)
, (2.1)

with ε as dielectric constant of the material, } as reduced Plank constant, q as electronic
charge and m∗e and m∗h as the effective masses of electron and hole, respectively.27

In the bulk material, the energy of the exciton is given by the material-dependent
energy of the band gap Eg,bulk and the Coulomb energy EC. In the nanoregime, the size
of the structure can confine the exciton if they lie in the same size range, leading to size-
dependent energies of the excitons. This is schematically shown in Figure 2.2(a), along
with the impact on the fluorescence properties of nanostructures, exemplarily shown by
means of CdSe/ZnS core-shell QDs of different sizes in Figure 2.2(b). The energy of the
effective bandgap Eeff of nanostructures with sizes in the confinement regime is therefore
given by

Eeff = Eg,bulk + Equant − EC, (2.2)
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Figure 2.2: Effect of the nanostructure size on the PL properties. (a) Scheme showing
the increasing energy of the effective band gap from a bulk semiconductor via
nanoparticles to molecules. (b) Photograph of solutions of colloidal CdSe/ZnS
core-shell QDs with increasing sizes from left to right, showing PL with emis-
sion wavelengths of a large part of the visible spectrum.28

with Equant as quantization energy due to confinement. To calculate the quantization
energy in first approximation, the Schrödinger equation is solved for each charge carrier
according to the particle-in-a-box model. In its general form, the stationary Schrödinger
equation is given by

ĤΨ(~r) = EΨ(~r), (2.3)

with the Hamiltonian Ĥ, the wavefunction Ψ, position vector ~r and the eigenvalue E.
The Hamiltonian can be written as

Ĥ = − ~2

2m∗
∇2 + φ(~r), (2.4)

with the Laplacian ∇2, the second derivative in three dimensions and φ(~r) as potential. In
the particle-in-a-box model, the potential is defined as zero inside and as infinite outside
the box. For a one-dimensional box of the size L, the nth eigenvalue is

En =
n2π2~2

2m∗eL
2
. (2.5)

When considering an exciton, the Coulomb interaction can be included into the Hamil-
tonian, which then appears as

Ĥ = − ~2

2m∗e
∇2 − ~2

2m∗h
∇2 − q2

ε|~re − ~rh|
+ polarization terms, (2.6)

with the polarisation terms, which must be used to correctly describe the Coulomb
interaction, as the charges in a NC are located in the immediate proximity of a crystalline
surface. For a spherical particle with the radius R, an analytic approximation of the
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effective energy of the lowest energy state was written by Brus as

Eeff
∼= Eg,bulk +

~2π2

2R2

(
1

m∗e
+

1

m∗h

)
− 1.8q2

εR
+ smaller terms. (2.7)

This equation shows that the quantisation energy is a function of the square of the recip-
rocal radius R−2 and the Coulomb energy is a function of the reciprocal radius R−1, illus-
trating the dominant effect of size quantisation on optical properties. The smaller terms
in Equation 2.7 include contributions due to polarization, also depicted in Equation 2.6,
which are not considered in this form.29

Excitonic Energies in Nanostructures via Comsol

In this work, quantization and electrostatic effects in CdSe QWs were investigated by
conducting calculations with the commercial software Comsol. The use of Comsol

enables a precise definition of the nanostructure while structural parameters can be easily
changed. The simulations were performed according to a procedure reported by Panfil et
al.30 At first, the Schrödinger equation is solved for electron and hole in a given structure.
The Schrödinger equation for the electron is given by(

− ~2

2m∗e(r)
∇2 + VCB(r)

)
Ψen = EenΨen , (2.8)

with VCB as conduction-band potential. For the hole, the analogue with the respective ef-
fective mass and the valence-band potential VVB applies. Equation 2.8 gives the eigenvalue
Een , neglecting the Coulomb interactions.

In Equation 2.6, the Coulomb interaction is given by Coulomb’s law.29 In the approach
via Comsol, however, the Coulomb potential can be derived by solving the Poisson
equation for each charge carrier of an exciton in the given structure. For an electron in
the first state, the Poisson equation can be written as

−∇ (ε∇φe) = −q|Ψe1|
2, (2.9)

with φe as electric potential. The same accounts for the hole with the inverted sign for the
charge q. In addition to the electric potential that a charge carrier experiences from the
other charge carrier, the interaction of a charge carrier with its mirror charge due to the
dielectric mismatch between NC and its surroundings can be considered (smaller terms in
Equation 2.7). This is shown schematically in Figure 2.3. The self-polarization potential
φSP is calculated by

φSPe = φe − φHe , (2.10)
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‚

Figure 2.3: Schematic illustration for the electrostatic interactions of excitonic charge car-
riers at an interface with a dielectric mismatch, as for CdSe (ε = 9.5)31 and
vacuum. In addition to the direct Coulomb interaction between electron and
hole, the interaction with the respective image charges (’) must also be con-
sidered. (Adapted from ref. [32]).

with φHe as electric potential derived by solving the Poisson equation for the semiconductor
structure and its surroundings without any dielectric mismatch (homogeneous permittiv-
ity of the semiconductor).30 The electrostatic potentials φSP and φHe , both derived by
solving the Poisson equation, are then introduced in the Schrödinger equation. This is
done in iterations and repeated until the eigenvalues E ′ converge. The Coulomb energy
is then given by

EC =
|E ′e − Ee|+ |E ′h − Eh|

2
, (2.11)

with the eigenvalues Ee,h as determined in the first iteration and the converged eigenvalues
E ′e,h from the iterative solution of the Schrödinger and Poisson equations.

Photoluminescence Intensity

Besides the emission energy, the intensity of the PL is an important parameter char-
acterizing semiconductor nanostructures. For all fluorophores, radiative recombination
competes with non-radiative recombination, in which the energy of the relaxing charge
carrier is for example released as thermal energy by emission of phonons.

Figure 2.4 schematically shows a model that was used to describe the PL decay kinetics
of CdSe QWs, which will be used as representative model, since it is rather general in
nature and applicable for various semiconductor NCs.33 The simplest model consists of two
states, a ground state and an excited state. The transition from excited to ground state
can be radiative and nonradiative. Their ratio, as well as the number of excited charge
carriers determines the emission intensity. When considering only radiative emission, the
population of the excited state decays with(

dN

dt

)
r

= −krN, (2.12)
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Figure 2.4: Schematic illustration of the model for charge-carrier recombination in semi-
conductors. In general, charge carrier transitions occur between the excited
and the ground state with the rates kexc, kr and knr. An example for additional
processes is the recombination through trap states (Adapted from ref. [33]).

where N is the population of the excited state at a time t and kr is the radiative rate. The
emissions of photons are random events, thus the decay of the excited state population
proceeds exponentially and is given by

N(t) = N(0)e−krt = N(0)e−t/τr , (2.13)

with τr as radiative lifetime. In this case, the lifetime is defined as the time at which
the number of relaxed charge carriers reached N(τ) = N(0)e−1. When adding the non-
radiative processes the total rate equation for the transition of excited charge carriers is(

dN

dt

)
total

= −N
τr

− N

τnr

= −N
(

1

τr

+
1

τnr

)
, (2.14)

with the non-radiative lifetime τnr (or the non-radiative rate knr =
1

τnr

). This yields

N(t) = N(0)e−t(1/τr+1/τnr) = N(0)e−t/τ (2.15)

for the population of the excited states with the lifetime τ , which is reciprocal to the total
rate k.34,35

In a PL measurement N(t) is proportional to the measured intensity that changes when
varying the transition rates. Non-radiative recombination is often linked to trapping of
charge carriers in states that do not contribute to the usual VB and CB of the semi-
conductor, but lie energetically within the bandgap and can be located at the surface
or outside the structure. For example, non-radiative recombination through trap states
was implemented in the recombination model for CdSe QWs in Figure 2.4.33 Mechanisms
and processes related to non-radiative recombination are discussed in more detail when
considering PL intermittency in Section 2.3.1.
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Figure 2.5: Scheme of the effects of multiexcitons and QCSE on the emission energy. (a)
Neutral exciton with the emission energy EX. (b) Exciton with an excess
negative charge with EX− . (c) Neutral biexciton with EXX. (d) Negatively
charged biexciton with the energies ES of the S–S transition and EP of the
P–P/P–S transition. (e) Neutral exciton in an electric field with the reduced
energy EQCSE.

Some more specific cases of charge-charrier recombination that can affect the PL of
semiconductor nanostructures are briefly described in the following section.

Multiexcitons and Quantum Confined Stark Effect

At low excitation powers, single excitons are excited and recombine either radiatively or
non-radiatively. The trapping of one of these charge carriers can lead to charged excitons
if a subsequent exciton is generated before the trapped charge carrier got detrapped or
recombined. In this way, positive or negative trions can be formed. Further, the excitation
of multiexcitons is possible, especially at high excitation powers. If the particle remains
neutral, neutral biexcitons are formed. The effects that the increased number of charge
carriers can have on the recombination energy are complex. A small red shift in the
emission wavelength is usually observed as an increase in Coulomb interactions..36–43 The
same accounts for negatively charged exciton (trion) emission.20,44–46 For positive trions,
the emission can be slightly blue-shifted.42,44 So far, only transitions at the lowest energetic
levels, i.e. S–S transitions, have been considered. When charge carriers are added to a
system in which the ground state is already filled, higher states can also be occupied. In
this context, additional emission of P–P or P–S transitions of triexcitons and negatively
charged biexcitons has been observed for CdSe NPs in the confinement regime, which
is blue-shifted by up to 400 meV relative to the S–S emission.36–43 The schemes of the
recombination of those states are illustrated in Figure 2.5(a–d).
As described above, additional charge carriers can affect the Coulomb interactions and

thus the recombination energy of excitons, which can further be altered by electric fields.
In the quantum-confined Stark effect (QCSE), the energy potentials in the nanostructure
get altered due to an electric field and the emission energy experiences a red-shift, as
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illustrated schematically in Figure 2.5(e). This was originally explored for QDs that were
exposed to an external electrical field.47 However, this effect can also be induced by the
electric field of charge carriers of the nanostructure itself. For example, the observation of
a reversible blue-shift of the emission wavelength of CdSe/ZnS QDs in water containing
atmospheres was explained by the cancellation of a Stark red-shift that was induced by
trapped charge carriers on the surface.48

2.1.2 Modification of the Photoluminescence of Semiconductor

Nanostructures

Much of this work is concerned with changes in the PL properties of semiconductor nanos-
tructures over time. In this area of research, external parameters such as the chemical
environment can have a significant impact. Understanding the influence of the chemical
environment on the PL properties of semiconductor NCs is crucial for yielding control
over the optical properties and for shaping them according to the requirements of po-
tential applications. With respect to this topic, the surface of NCs naturally plays an
important role. Before addressing modifications of the chemical surroundings on the PL,
some principles for describing the surface of nanostructures will be introduced.

The Surface of Nanocrystals

At the surface of colloidal semiconductor NCs, the well-defined electronic structure of
the crystal interior is disturbed by the presence of undercoordinated atoms and modified
bonds, typically resulting in an increased amount of electronic states within the band gap.
Those surface states can, for instance, induce PL quenching by trapping of photoexcited
charge carriers. Considering the large surface-to-volume ratio of NCs, the electronic and
chemical composition of the surface plays a major role for many NC properties. Passiva-
tion of electronic trap states as well as structural and chemical stability can be provided
by organic molecules attached to the surface, forming a capping layer of ligands.49,50

The ligands of colloidal NCs can be classified in the three different classes L-, X- and Z-
type. Following the classification of coordination chemistry, the ligands are distinguished
based on the number of electrons provided for the ligand-metal bond. The different kinds
of surface passivation are schematically illustrated in Figure 2.6. L-type ligands bind da-
tively to the surface by donation of a free electron pair. Phosphine oxides, phosphines and
amines are prominent candidates for this class. X-type ligands provide one unpaired elec-
tron. According to the original covalent-bond classification, X-type ligands are formally
regarded as neutral radicals that form a covalent bond with an unpaired electron on the
NC surface. However, in colloidal nanochemistry, X-type ligands are usually presented by
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Figure 2.6: Schematic illustration of the different types of ligands for colloidal NCs. The
substances used in this work for the synthesis of CdSe and CdS NWs are
marked in red. (Adapted from ref. [49–51]).

anionic species that bind to a positively charged site on the NC surface, such as an excess
metal ion. Phosphonic and phosphinic acids, carboxylic acids and halogenides represent
common X-type ligands. For CdSe and CdS NCs, both L- and X-type ligands passivate
undercoordinated Cd ions at the surface. In contrast, Z-type ligands are neutral electron
acceptors that can bind to undercoordinated Se or S ions of the respective NCs. Common
species are metal phosphonates, metal carbonates and metal halogenides.49–51

After introducing the classification of ligands for colloidal NCs, the following section
reviews how different ligands can affect their PL properties. In this area, the knowledge
base is largest for spherical colloidal NPs. Therefore, the following section summarizes the
main findings reported in the literature for NPs that relate to the experiments conducted
in this thesis.

Effect of Ligands on the Photoluminescence

It is commonly agreed that an incomplete surface passivation results in surface trap states
that lead to PL quenching due to trapping of charge carriers. Consequently, for wet-
chemically synthesized NCs, the conditions during the synthesis itself are important for
the optical properties, but also the purification can have an impact. For instance, it
was found that purification by centrifugation of CdSe NCs leads to a decrease in the PL
intensity with an increasing number of purification cycles.52 This observation confirms that
stripping of ligands from the surface during the purification process increases the amount
of surface trap states. Furthermore, a comprehensive study on the effects of various
different substances as ligands on the PL intensity of CdSe NCs can be used as orientation
for possible effects of ligands on the PL properties. The effect of some chosen substances
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Table 2.1: Effect of the addition of different substances on the PL intensity IPL of CdSe
NCs. The change in PL intensity is given in %, relative to the initial emission
at the respective emission wavelength of the intensity maximum.52

Substance HDA HDT TOPO TOPSe TOP CdAc2 ZnAc2 AgNO3

∆IPL (%) 126 -66 34 -61 454 919 437 -100

on the PL intensity are summarized in Table 2.1. In this particular study it was found
that L-type ligands such as hexadecylamine (HDA), tri-n-octylphosphine oxide (TOPO)
and tri-n-octylphosphine (TOP) lead to an increased PL intensity, whereas the sulfurous
substance hexadecanethiol (HDT), as X-type ligand, led to PL quenching. Remarkably,
metal acetates such as CdAc2 and ZnAc2 resulted in the most significant increases of the
PL intensity. Deprotonation of Se-H groups at the surface with subsequent coordination
of Cd ions is discussed as possible mechanism for the enhancement of PL intensity. The
addition of AgNO3 caused complete PL quenching, which will be discussed in Section
2.1.2.
Another study which yielded important findings for the dependence of the PL properties

of CdSe NCs on the particle surface was published by Jasieniak and Mulvaney.53 By
synthesizing CdSe particles with different surface stoichiometries and analyzing the effects
of surfactants on the PL properties it was found that the addition of TOP would only
lead to PL enhancement for NCs with Se-rich surfaces. Furthermore, photobrightening,
a process which shall be discussed in more detail later, was only observed for Se-rich
particles. These findings highlight that surface passivation and the effects on the PL
properties are highly dependent on the respective sample, and universal assumptions and
conclusions regarding the findings on a specific sample have to be considered with great
care.

Effect of Cation Exchange and Doping

When adding an ionic species to a sample of colloidal NCs, the cations can diffuse into the
crystal, where they can occupy interstitial positions and act as impurity dopants. Further,
the new cations can take the places of the native cations that can be excluded from the
crystal by a "kick-out reaction". If only a few atoms are added or replaced, the NC is
doped with interstitial or substitutional impurities.54 If the process continues, all native
cations can be exchanged to form a completely new material. This method enables for
example the fabrication of Ag2Se NWs from CdSe NWs.55 Naturally, the optical properties
of the initial material can change drastically when performing a complete cation exchange.
For CdSe or CdS NCs the exchange to Ag2Se or Ag2S leads to complete quenching of the
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Figure 2.7: Schematic illustration of interstitial and substitutive doping of CdSe with Ag
and the effect on the Fermi level. As interstitial impurity, Ag+ acts as n-
type dopant, while p-type doping results from substitutional doping with Ag−
(Adapted from ref. [54, 57]).

initial PL.56 However, doping at very low concentrations can alter the electronic features
of NCs in a way that even enhancement of the PL intensity can be observed.57

For CdSe NCs it was found that the effects of doping with Ag ions are highly sensitive
to the concentration of the dopants. For low doping concentrations of 2.7 atoms per
3.1-nm-diameter NCs significant PL enhancement was observed, which weakened towards
higher concentrations. The change of the PL intensity was explained with concentration-
dependent switching between interstitial and substitutional doping, both of which are
schematically illustrated in Figure 2.7.

At low concentrations, Ag atoms would inject one valence electron in the CB, thus
being present as Ag+ ions inside the crystal, acting as n-type dopants and pushing the
Fermi level towards the CB edge. At higher concentrations, Cd2+ ions are substituted by
Ag. Due to the discrepancy of the number of valence electrons of Ag compared to Cd, the
substitutional Ag accepts an excess electron. As Ag− the impurity acts as p-type dopant,
shifting the Fermi level to lower energies.54,57 The enhancement of the PL intensity at low
Ag concentrations is argued to result from the positively charged interstitial impurities.
The donor electrons, which could induce Auger quenching, are suspected to quickly get
trapped outside the NC.57 In theoretical considerations addressing the exciton fine struc-
ture of CdSe NCs it was found that the PL enhancement could result from breaking the
symmetry of the NC by the dopant. An added positive charge would disturb the selection
rules responsible for the dark state in undoped particles, thus leading to a decrease of the
radiative lifetime.58
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Photoinduced Effects

After addressing the chemical modulations of nanostructures that affect their optical
properties by changing their composition, the following section is about photoinduced
effects that occur during illumination.

Photobrightening and Photodarkening Photoinduced processes in semiconductor
nanomaterials that lead to changes in emission characteristics, such as PL intensity or
emission wavelength, have been extensively reported over the last decades. This section
provides an overview of the main findings related to this work.
The term photobrightening is originally used to describe a reversible process in which

the PL intensity gets enhanced during illumination, due to filling of trap states with charge
carriers.59 However, several processes can be responsible for a photoinduced enhancement
of the emission intensity, and the term photobrightening was used in different contexts in
the past. Trap states usually play a crucial role for the mechanisms of photobrightening.
For example, it was proposed that photobrightening might be induced by a stabilization
of charged trap carriers via ligand rearrangement at the surface, thus increasing the prob-
ability for thermalization of trapped charge carriers back to the excitonic ground state,
instead of recombining non-radiatively.60 Furthermore, changes in the potential barriers
between bandedge and trap states due to trapped charge carriers are proposed to be re-
sponsible for PL enhancement,61 as well as electron migration through shallow trap sites
in thin films of nanoparticles (NPs).62 In several reports, processes are described that lead
to a reduction of trapping events by removal or blocking of trap sites. For example, it
was proposed that ligands would rearrange and form new complexes at the crystal surface
during irradiation, thus enhancing the passivation of surface trap states.63 Detachment of
ligands that would initially quench the PL intensity was also reported.64,65 Since a large
amount of trap states are located at the surface, it is not surprising that correlations of
PL enhancement with the environment of the structures was reported as well. In this
context, PL enhancement due to adsorption of water molecules48,66,67 or amines in the
gas phase68 was reported. Usually, this kind of photoactivation is reversible and the weak
adsorbents can be flushed away by changing the atmosphere. As a significant component
of air, oxygen can also influence the PL of NCs. Several studies describe various observa-
tions of these interactions. Since this is particularly relevant for this thesis, those effects
are described in detail in the next section.

Effects of Oxygen

When discussing the effects of oxygen on the PL of semiconductor nanostructures, careful
differentiation of several types of interaction is necessary. Both reversible and irreversible
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PL modifications, as well as both enhancement and quenching of the PL intensity, have
been attributed to interactions with oxygen.

Irreversible Effects The most prominent effect of oxygen on the PL of semiconductor
NCs is the irreversible quenching of the PL intensity. Due to the high chemical reactiv-
ity of oxygen, photoinduced reactions with the NCs can result in decomposition of the
structures, which leads to quenching of the PL intensity. Degradation of NCs via pho-
tooxidation was reported for NCs in solution,69,70 as well as for NCs on substrates, for
both ensembles63,71–73 and single particles.74–76 The PL quenching due to photooxidation
occurs due to destruction of the particle, which results in the formation of new trap states.
This includes, but is not restricted to, the destruction of the organic ligands bound to the
surface. The oxidation of the particle itself then leads to a shrinking of the particle size.
Thus, a useful indicator for photooxidation is the blue-shift of the emission wavelength,
due to increased confinement.63,72–76 For the mechanism of photooxidation of CdSe QDs,
the following procedure was proposed by Hines et al.70 Starting with the formation of an
exciton

CdSe + ~ν −→ CdSe(e + h), (2.16)

the electron gets scavenged by the oxygen molecule

CdSe(e) + O2 −→ CdSe + O2
−, (2.17)

leaving back the hole to form a reactive site

CdSe(h) −→ CdSen−1Se−•. (2.18)

Then, anodic corrosion results in the formation of the respective oxides, according to

CdSe
(
h+
)

+
3

2
O2
− −→ CdO + SeO2. (2.19)

Especially for photooxidation reactions in solution, the formation of singlet oxygen
might also play a crucial role. The excitation of oxygen to the singlet state, either by
energy transfer after excitation of QDs,77 or by direct excitation,78 is proposed. The
production of the singlet oxygen species in liquid media, such as in biological cells, offers
the opportunity of the application of QDs in cancer therapy.79

In addition to CdO and SeO2, CdSeO3 might be formed as oxidation product, since the
formation of CdSeO3 is thermodynamically the most favorable reaction.80 While the exact
composition of the oxidation products is not clear, the formation of SeO2 was repeatedly
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reported.63,70,80,81 A reduced Cd:Se ratio in oxidized samples suggests the detachment of
SeO2 from the particle over time.63,80,81

Even though this photochemical oxidation is in most cases correlated with photodark-
ening of the PL, enhancement of the PL intensity due to photooxidation is reported as
well. For particles in solution, photooxidation is suggested to act similar as photoetching,
in which defects at the surface can be cured. Thus, PL enhancement was observed for
CdSe, as well as CdS NCs dispersed in aqueous solutions. Similar as for the photodarken-
ing studies, the observation of a blue-shift of the emission wavelength is usually used as an
indicator for photocorrosion.82,83 Conversely, the absence of the observation of shrinking
particles while observing PL enhancement with oxygen present in the solution lead to the
conclusion that oxygen can also induce PL enhancement by passivation of surface states.84

In a more specific case, PL enhancement due to photooxidation of ligands was reported as
well. It was proposed that highly reactive oxygen species generated by photooxidation of
the dopamine ligands passivate surface states of the NCs, resulting in PL enhancement.85

In several investigations of thin films of particles, irreversible oxygen-induced PL en-
hancement was reported as well.73,76,86–89 In those studies it is discussed that the formation
of an oxide layer of SeO2

86 or CdO88 at the surface can result in PL enhancement. Thus,
the oxide layer would act as passivating shell, similar to an inorganic layer in core-shell
QDs.

The reports about both PL enhancement and PL quenching due to photochemical re-
actions with oxygen highlight the diversity of nanomaterials and that any photoinduced
effect is highly dependent on the precondition of the material, as well as of the surround-
ings. The situation is found to be even more complex, as reversible effects of oxygen
on the PL properties of semiconductor nanostructures were also reported and will be
summarized in the following section.

Reversible Effects In addition to (photo-)chemical reactions of oxygen with semicon-
ductor nanomaterials that can lead to irreversible PL enhancement and PL quenching,
observations of reversible effects of oxygen on the PL have also been reported. Just as
for the irreversible effects, both reversible PL quenching and reversible PL enhancement
have been observed. A study of single CdSe NPs coated with ZnS by Koberling et al.,
in which the gaseous surrounding was changed between argon and oxygen, revealed a PL
quenching effect by oxygen.18 The investigation of the blinking dynamics further revealed
a shortening of the on-times in oxygen atmospheres. The authors proposed that oxygen
molecules, adsorbed at the surface, act as additional trap sites. Similar observations were
made for thin films of CdTe NCs, thus leading to the proposition of using CdTe NCs in
oxygen sensors.90
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Contrasting to those findings are the reports of reversible PL enhancement of QDs.
At first, bursts of the PL intensity of single CdSe/ZnS NCs in oxygen atmosphere were
reported.19 This reversible process was attributed to an electron transfer to oxygen from
non-emissive charged QDs, which then would be neutralized. The PL enhancement effect
was correlated with the shell thickness and was suppressed with larger shells. An increase
of the intensity enhancement in air, compared to in pure oxygen was explained by a broad-
ening effect of the lowest unoccupied molecular orbital (LUMO) of the oxygen molecule
in the presence of water, facilitating the electron transfer. Reversible PL enhancement
effects were also studied for CdSe/CdS core-shell quantum wells91 and QDs.20 In ensem-
ble measurements a continuous more than two-fold enhancement of the PL intensity was
observed in oxygen atmospheres. The dim state of the PL in the absence of oxygen was
assigned in both studies to negative trion emission, which is formed via hole trapping. In
the study of quantum wells, the PL enhancement was attributed to passivation of those
hole traps by oxygen molecules.91 In the study of QDs, the PL enhancement was ascribed
to electron scavenging by oxygen, thus neutralizing negatively charged particles. The
study of the QDs by Hu et al. further revealed the presence of superoxide radicals O−•2 ,
which are formed when illuminating in solution.20

The effects of oxygen on CdSe/CdS systems are subject of the second part of this thesis
and further concepts that are relevant to this topic, such as PL blinking, are introduced
and discussed in Section 2.3.1.
In order to conclude the general aspects of optical investigations of semiconductor

nanostructures and before discussing the respective systems investigated in this work,
Raman scattering is introduced below, which was investigated in addition to the PL
properties.

2.1.3 Raman scattering of Semiconductor Nanostructures

The optical properties of a semiconductor material include not only the PL properties
but also the light scattering properties. In general, it can be distinguished between elas-
tic scattering processes (Rayleigh scattering) and inelastic scattering processes (Raman
scattering). The latter separates further into Stokes and anti-Stokes scattering as either
vibrations in the medium are generated or eliminated upon interaction with light. More-
over, resonant Raman scattering denotes the scattering processes if excitation occurs to
a real electronic state, instead of to a virtual energy level. For resonant Raman processes
the intensity of the scattered light is significantly enhanced. An overview of the scattering
processes is illustrated in Figure 2.8(a–b).
Each material exhibits characteristic Raman-active vibrational modes, which allow for

an optical characterization of the material in addition to fluorescence. These phonon
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Figure 2.8: Raman scattering. (a) Energy diagram for scattering events via virtual energy
levels. In an elastic scattering process (Rayleigh scattering) the vibrational
state ν remains the same. Inelastic Raman scattering processes (anti-Stokes
and Stokes scattering) occur with changing vibrational states. (b) Energy
diagram of fluorescence and resonant Raman scattering via excitation in a
higher electronic state (for the sake of clarity, only Stokes scattering is shown).
(Adapted from ref. [92]).

modes are classified in acoustic and optical modes. Acoustic modes are vibrations in
which neighboring atoms have a common direction of vibration, whereas in optical
modes two neighboring atoms vibrate in opposite directions. For both types of phonon
modes the atoms can be dislocated in either longitudinal and transversal direction, as
illustrated in Figure 2.9(a). In resonant Raman scattering of semiconductor NCs, phonon
modes can be amplified by exciton-phonon coupling (EPC). The two parts that usually
contribute to this amplification are the deformation potential coupling and the Fröhlich
coupling. The deformation potential addresses changes in the chemical bonds due to
excitation, which lead to distortion of the atom equilibrium positions. The Fröhlich
coupling describes the effect of spatially distanced charges of an exciton on the ions in
the lattice. As illustrated in Figure 2.9, the lattice is distorted due to the interaction
with the electric field of the exciton. The lattice relaxes upon recombination of the
exciton and vibrations are induced.93,94
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Figure 2.9: (a) Schematic illustration of phonon modes of compound semiconductor ma-
terials (Adapted from ref. [95]). (b) Schematic illustration of the Fröhlich
interaction in EPC. Phonons are induced by relaxation of the lattice after
exciton recombination (Adapted from ref. [93]).

Raman Spectra of II-VI Semiconductor Nanocrystals

In this work the Stokes scattering of CdSe QWs was investigated and therefore the findings
concerning the research on the Raman modes of semiconductor nanostructures shall be
briefly outlined in the following.

In a typical resonant Raman spectrum of II-VI semiconductor materials, the
longitudinal optical (LO) phonon mode provides the most dominant peak. The LO
phonon mode is typically accompanied by a low-frequency shoulder (LFS), also referred
to as surface optical (SO) phonon mode.96–99 For very small NCs also a high-frequency
shoulder (HFS) has been observed.100 To observe transversal optical (TO) modes, the
material needs to exhibit a sufficiently high deformation potential coupling. This is given
for example in III-V compound materials. For CdTe NCs, the TO phonon mode was
observed as well, but in polar materials such as CdSe and CdS, the Fröhlich coupling of
exciton and LO phonon is dominant.101,102 In a resonant Raman spectrum, each mode
appears together with several overtones, which each are shifted by x · ν with x ∈ N in
respect to the Raman shift ν of the fundamental mode. Spectra showing the fundamental
Raman modes with the first overtone of CdSe and CdS QWs are shown exemplarily in
Figure 2.10.
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Figure 2.10: Resonant Raman spectra of CdSe and CdS QWs. (a) The fundamental Ra-
man mode 1LO at 207 cm−1 with a LFS at 197 cm−1 and the first overtone
2LO at 413 cm−1 with a LFS at 390 cm−1 of CdSe (λExcitation = 632.8 nm).
(b) The fundamental Raman mode 1LO at 304 cm−1 with a LFS at 285 cm−1

and the first overtone 2LO at 603 cm−1 with a LFS at 591 cm−1 of CdS
(λExcitation = 441.6 nm).

LO phonon mode The LO phonon mode of semiconducting NCs can be affected by
confinement of phonons. A shift to lower frequencies of the LO phonon mode with increas-
ing confinement was observed for CdSe NCs. However, the effect is not very significant
and even for very small NCs with radii of 3 nm, frequency shifts of only 4 cm−1 compared
to the bulk value of 209 cm−1 were observed.103 Apart from confinement, the LO phonon
frequency can be affected by strain, while compressive strain would result in a shift to
higher wavenumbers and tensile strain would result in a shift to lower wavenumbers. Shifts
of the LO frequency peak of CdSe NCs after a ligand exchange were explained by this
circumstance.104

Fundamental to overtone ratio The intensity ratio of the fundamental LO phonon
mode and the overtones are often correlated with the strength of EPC.102 However, a direct
correlation between EPC strength and I2LO/I1LO for example is arguable as deviations in
the resonant Raman processes can occur and because the mechanism of the origin of the
overtones itself is still under debate.94,105

SO phonon mode/ LFS For CdSe and CdS NCs a peak appears next to the LO signal,
also visible in the spectra in Figure 2.10. This peak, often only observed as shoulder of
the LO phonon peak, is broader and of lower intensity. The origin of the LFS is ambigious
and still under debate in the literature. For CdSe and CdS NCs, it is commonly assigned
to the SO phonon mode.98,106 The frequency of the SO phonon mode is known to be
dependent on the dielectric surroundings of the NC, as was shown for example for ZnS
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NWs.107 For ZnO submicron crystals a model was proposed in which changes in the
surface charges affect the frequency of the SO phonon mode additionally.108 Also for
CdSe nanorods, changes in the LFS due to growing a ZnS shell were attributed to the
change in the dielectric environment via application of the SO phonon model. However,
theoretical considerations suggested that the LFS of CdSe NCs would result not from
modes located solely at the surface, but from modes distributed throughout the whole
NC. In contrast to that, the LO phonon mode would be dominated by motions in the
NC interior. These considerations were supported by the observation of a dependence
of the LFS on the excitation wavelength. Excitation in resonance to the 1Se − 1S3/2

transition would preferentially amplify the modes located in the interior, while excitation
in resonance to the 1Pe − 1P3/2 transition would enhance the lower frequency components
near the surface.99 Furthermore, for CdS NCs it was found that the surrounding dielectric
medium does not have any impact on the frequency of the LFS or SO phonon mode,
whereas a sensitivity to surface charges was determined.98

Influence of charges Especially the influence of charges on both LO phonon mode and
LFS are important for this work. For ZnO NCs, it was found that charging the particles
with excess electrons alters both the intensity and the frequency of the Raman peaks.
Upon charging, the frequencies of the LO phonon mode and the LFS were observed to shift
to lower wavenumbers. This was explained via a screening effect of the ion-ion interaction
due to the free charge carriers. Furthermore, a decrease in the ratio of fundametal to
overtone peak intensity was observed upon charging, which may indicate a reduction in
EPC strength.105

2.2 Semiconductor Nanowires

The main part of this work is about wet-chemically synthesized CdSe NWs. The synthesis
method, the SLS synthesis, is described in the following.

2.2.1 Solution-Liquid-Solid Synthesis

The SLS synthesis of NWs was derived from the vapor-liquid-solid (VLS) synthesis, which
is similar in principle. In contrast to its predecessor, the SLS synthesis is performed in
solution. For semiconductor NWs such as CdSe NWs, the usage of high boiling point
solvents, as for example TOPO is widely spread. The liquid phase is given by the metal
NPs that serve as catalysts. Using low melting point metals, such as Ga, In, Sn and
Bi, allows for a synthesis at relatively low temperatures. Usually, the SLS synthesis
is performed in a range of 200–350 ◦C. The NPs catalyze both the decomposition of
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Figure 2.11: Solution-liquid-solid synthesis of semiconductor nanowires. (a) Schematic
illustration of the growth mechanism (Adapted from ref. [9]). (b) Schematic
illustration of the Bi-CdSe phase diagram. For a bulk system, the melting
point of Bi is 273 ◦C and the eutectic point E of the alloy lies at 265 ◦C
and 4% CdSe in Bi. At the reaction temperature (300 ◦C) for the CdSe
wire synthesis employed in this work, CdSe dissolves in liquid Bi to form a
liquid Bi-CdSe alloy. After reaching supersaturation, solid CdSe is formed
(Adapted from ref. [110]).

the organo-metallic precursors and the growth of the solid wire. The reaction scheme is
illustrated in Figure 2.11(a). The respective ions which form the semiconductor in the end,
first dissolve in the metal NP. When supersaturation is achieved, a crystal facet is formed
at the NP surface. Further growth of the crystal results in a one-dimensional structure,
since the interface of the liquid NP with the newly formed solid semiconductor resembles
the only active crystal-growth interface.9 Figure 2.11(b) shows the phase diagram of bulk
Bi and CdSe. The synthesis of CdSe wires in this work was conducted above the melting
point of Bi at 300 ◦C. For the Bi-particles used in this work, which exhibit an average
radius of 3.7 nm, the melting point is even supposed to be reduced to 200–250 ◦C.109

Supersaturation is reached at relatively low amounts of CdSe in the Bi-CdSe alloy, starting
at 4 atomic% at 265 ◦C for a bulk system.110

This method enables the synthesis of wires with lengths of several micrometers and
widths as small as 5 nm.9 The diameter of the wires can easily be controlled by the
diameter of the catalyst particles.

Crystal Structure of CdSe Nanowires

The materials investigated in this work are CdSe and CdS, both of which are found in
either hexagonal wurtzite (WZ) or cubic zincblende (ZB) crystal structure. The respective
unit cells, the smallest unit from which the whole crystal can be yielded by translation,
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Figure 2.12: Schematic illustration of the (a) wurtzite and (b) zincblende crystal structure.
The respective unit cells are marked by orange lines.

are schematically shown in Figure 2.12. In both crystals, the ions fill the tetrahedric
gaps of the lattice of the respective counter-ion. In WZ, depicted in Figure 2.12(a), both
ions form a hexagonal close-packed sub-lattice and the ion layers stack with the order
ABABAB in the 001 direction. In ZB, depicted in Figure 2.12(b), each ion forms a cubic
face-centered close-packed sub-lattice. The ion layers stack with a ABCABC pattern in
111 direction.

During the formation of Cd-chalcogenide NWs in the SLS synthesis, the crystal struc-
ture of the wire can switch. The nucleation energies for WZ and ZB nuclei are almost
equal.111 Thus, the resulting wires can obtain domains of each structure along the wire
axis. Several synthesis parameters, such as temperature, Cd:chalcogenide ratio and or-
ganic ligands can affect the ratio of the fractions in the resulting wires.111–113 Wang
and Buhro reported a synthesis of CdTe QWs exhibiting nearly phase pure WZ crystal
structure.111 They proposed that these wires are formed by a solution-solid-solid mech-
anism and that control over the synthesis can be gained by controlling the aggregate
state of the Bi particles by varying the organic precursors. It was found that conversion
of the Te-precursor and the reactivity of the Cd-precursor were decisive in this matter.
According to their model, excess of Te dissolved in the Bi particle, which is mediated
by the reactivity of the Cd-precursor, yields phase-pure WZ wires by growth out of solid
particles. On the other hand, decomposition of the Te precursor that results in forma-
tion of CdTe clusters in the reaction mixture results in a stoichiometric amount of CdTe
dissolved in the Bi particle, which then promotes growth of wires as a liquid particle.112

2.2.2 Photoluminescence Properties of Semiconductor Nanowires

The general concepts that are important for the optical properties of semiconductor nanos-
tructures were already introduced. Since the main part of this thesis is concerned with
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the optical properties of CdSe QWs, in particular the PL properties, a short summary of
the current state of the literature is given in this section.

Confinement in CdSe Nanowires

Increasing control of the SLS synthesis of semiconductor NWs over the last two decades
has allowed the fabrication of wires with controlled optical properties, such as defined
diameters in the quantum confinement regime.114,115 The effect of the quantum confine-
ment on the PL emission energy of single CdSe QWs was systematically investigated by
Myalitsin et al.116 By performing a correlation study, employing transmission electron
microscopy (TEM) and PL spectroscopy of different sized wires, it was found that the
size effect on the PL emission was in good agreement with theoretical values obtained
by calculations within the effective mass approximation for one-dimensional structures.
Further, in a study by Giblin et al., the effects of quantum confinement on the absorption
features were demonstrated.117 By measuring the extinction spectra of single CdSe QWs,
distinct features of the absorption of higher energy levels that were obscured in ensemble
measurements were yielded. Thus, in addition to the size quantization effects for charge
carriers in their ground state, diameter dependent information of the energy separation
of first excited and higher excited states was determined. Apart from the effects of quan-
tum confinement on the PL properties, another process that is relevant for all fluorescent
nanostructures is PL intermittency. The most important findings about PL intermittency
of semiconductor NWs will be summarized in the following section.

PL Intermittency in Nanowires

PL intermittency, also known as blinking, is a process that can be observed for all kinds of
fluorescent emitters. In this work, blinking is primarily investigated for QDs. Therefore,
blinking mechanisms and dynamics are introduced in Section 2.3.1. However, since the
elucidation of blinking mechanisms and charge carrier recombination dynamics has played
an important role in semiconductor NW research, the most important findings for NWs
will be summarized here shortly.
PL intermittency is most prominently known for QDs, however, it is also observed for

semiconductor NWs. In contrast to QD blinking, the PL of the wire does not switch to
an absolute off-state but the intensity switches randomly between bright and dim states.
PL intensity fluctuations of up to 80% have been observed.118 Multiple possible origins of
the PL blinking in NWs have been discussed. It was suggested, for example, that parts
in the wire in which the crystal structure changes between WZ and ZB provide sites for
blinking. Alternating WZ and ZB segments yield a type-II like band alignment, at which
excited charge carriers can get spatially separated. This might induce Auger blinking.118
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Nonradiative Auger recombination can also be induced by the presence of charged sites,
for example at the wire surface. In low-temperature experiments of CdSe QWs, additional
emission peaks were observed red-shifted to the near-band-edge emission.119 Supported by
numerical simulations, the red-shifted peaks were assigned to complexes of excitons that
are bound to charged donor and acceptor sites. In the studies described so far, the blinking
behavior was studied by confocal spectroscopy, thus the information is gained from one
single spot in each measurement. Apart from localized PL intermittency, blinking of
whole NWs was also reported and was explained by filling and emptying of surface traps
with photo-excited charge carriers.33,120 The authors argue that once the traps are filled,
excitons are formed that move along the wire axis and recombine radiatively unaffected
by trap sites, thus leading to an increased PL intensity of the whole particle. But this was
only observed in a small fraction (<2%) of wires and it was proposed that only "ideal"
wires in which excitons are able to move along the wire axis without beeing hindered by
irregularities in the exciton potential.120 Reports about localized excitonic emission and
the effect of charges on the PL will be discussed in more detail in the next section.

Bound Excitons and Free Charge Carriers

Charge transport and the presence of bound excitons or free charge carriers were exten-
sively investigated in the past. The question whether the properties of CdSe NWs are
dominated by bound excitons or seperate charge carriers arises because in 1D-structures,
charge carriers are in principal able to move along the wire axis, while the degree of con-
finement is larger than in 2D-structures. In 2D-structures, excitons do not tend to be
bound at room temperature (exept for ultrathin nanoplatelets) due to the small exciton
binding energies with confinemnt in only one dimension.121,122 The investigations about
the quantum confinement in CdSe NWs discussed earlier, already showed features of bound
excitons. The correlation of spectroscopic data, obtained by extinction and PL emission
spectroscopy of different sized NWs, with simulated data highlighted the necessity of im-
plementing Coulomb interactions in the calculations, indicating the existence of bound
excitons.116,117 Yet, observations of mobile charges were also reported. For example, PL
variations were observed in 10 nm thick NWs when applying an external electric field.123

Furthermore, diffusion of photoexcited charge carriers has also been observed without an
electric field.124 By combining electrostatic force microscopy and PL spectroscopy, it was
shown that photoexcited electrons diffuse through the wire, leaving behind a positively
charged excitation spot. This study showed that charge carriers of excitons in CdSe NWs
can also be separated. The diameter of the wire is likely a crucial factor for this observa-
tion, as it is inversely proportional to the Coulomb interactions. For the wire investigated
in this study, the diameter of 12 nm results in relatively low binding energies of 20 –
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30 meV. Charge separation was further demonstrated in CdSe/CdTe hetero-nanowires, in
which negative charges would accumulate in the CdSe part and positive charges would
accumulate in the CdTe part.125 In regard to the question of free charge carriers that can
be mobilized in electric fields, the group of Loomis also contributed a study.121 In that
study, effects of the electric field on the PL intensity of the wires were only observed in
ensemble samples in which the wires were embedded in a matrix of residues from the
synthesis. The authors suspect charge-carrier injection by Bi3+(TOP)n(TOPO)m salts
into the wire. From the absence of PL intensity steering in diluted samples, the authors
conclude the presence of bound 1D-excitons. The wires used in that study obtained diam-
eters of 7 nm. The results concerning the PL of the wires of some of the studies discussed
above are summarized in the following section.

PL Modulation by Charges and Electric Fields

As mentioned above, the effects of charges and electrical fields on the PL of wires were
investigated. PL intensity modulation by applying an electrical field was first reported
by the Kuno group, who observed increased PL intensity at the end of the wire that
pointed in the direction of the positive electrode.123 The authors concluded that mobile
negative charge carriers would be transported along the wire axis. The observations in
the study by Loomis and co-workers were similar, however, they only observed this in
ensemble experiments and attributed the presence of mobile charges to the surrounding
matrix.121 The effects of charges on the PL of wires was also investigated by Schäfer et al.
in a study in which the wire is charged through a biased atomic force microscopy (AFM)
tip.126 The examined wires were neutral at first and showed PL quenching upon injection
of positive charges and PL enhancement upon injection of small amounts of negative
charges. To explain the observations, it was assumed that the wires exhibit electron
traps. Thus, injecting small amounts of electrons fills these traps, inhibiting trapping
of photo-excited electrons. Injecting positive charges quenches the PL via the Auger
mechanism. Furthermore, photobrightening was observed, but no changes in the state of
charge due to the PL enhancement were determined.

Surface of SLS-grown Nanowires

In general, the PL quantum yield (QY) of the NWs in all the studies discussed so far
is quite low at <1% compared to other nanomaterials, such as QDs that exhibit QYs
of up to 85%.127 Surface traps are assumed to play a crucial role for the high amount
of non-radiative recombination in NWs.9 One example demonstrating the importance of
surface passivation for QWs was reported by Liu et al.128 By simply adding ethanethiol
to CdTe QWs, heating and re-dispersing in TOP, an increase of the QY from <1% to
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25% was observed. The effect was attributed to the formation of a CdS shell and thus
the formation of a type-I core-shell structure. Apart from further reports on growing
inorganic shells on NWs, however,129–132 effects of surfactants on the PL properties of
NWs and even investigations on the composition of the surface of the native SLS-grown
NWs itself are rare, and those domains are comparatively poorly understood.

Before going into the results of the investigations on CdSe QWs, some principles will
be discussed that are important for the second part of this thesis: the PL properties of
QDs.

2.3 CdSe/CdS Core-Shell QDs

After the evolution of synthetic methods to grow semiconducting NPs in solution, efforts
were made to alter and control their PL properties. Apart from varying the particle
size, creating heterostructured QDs by growing inorganic shells proved to be a useful
method yielding large effects on the optical properties of QDs.133–136 By encapsulating,
for example, CdSe NCs with a material exhibiting a larger bandgap, such as ZnS, surface
states are passivated and the charge carriers are confined to the core leading to an increase
of the QY.135 Such a core-shell bandalignment is called type I bandalignment. An adjoined
offset in both VB and CB to higher or lower energies of two adjacent materials, such as
for a CdTe/CdSe system, results in charge carrier separation and is referred to as type II
bandalignment.137 Encapsulation of CdSe NPs with a CdS shell can yield an interesting
intermediate case. Nominally the bandedges of the bulk materials would result in a type I
core-shell structure, as illustrated in Figure 2.13(a), with both electron and hole confined
to the core. Yet, the offset in the CB is small enough that the electron can be delocalized
over the shell, while the hole remains in the core, as illustrated in Figure 2.13(b). This
bandalignment is referred to as quasi-type II.138 Several factors, such as the size of core
and shell, as well as the condition of the core-shell interface (gradual or sharp) determine
to what extent the electron is delocalized. For very small CdSe cores it was reported that
the increased confinement shifts the energy level of the electron to states higher than the
offset of the bands.138–140 But also strain at the core-shell interface alters the band offset,
thus lowering the electron delocalization for smaller cores.141 Another aspect that affects
the band alignment is the nature of the core-shell interface itself, as a gradual junction of
the different anions with an alloyed intermediate section also leads to larger delocalization
of the charge carriers over the particle.142

In general, growth of a CdS shell on CdSe cores results in passivation of surface trap
states, thus enhancing the QY. Carrier delocalization leads to prolonged lifetimes and the
emission energy shifts to lower energies.136 The synthetic strategies continuously developed
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Figure 2.13: Bandalignment in CdSe/CdS core-shell QDs. (a) Nominally CdSe/CdS core-
shell structures exhibit a type I band alignment. (b) The electron can be de-
localized due to the comparatively small offset between core and shell region
of the CB (0–0.3 eV).141 Factors like confinement,138–140 strain at the core-
shell interface141 or alloyed and gradient interfaces142 determine the extent
of the quasi-type II character of the bandalignment.

during the last two decades, yielding highly emissive CdSe/CdS core-shell QDs. The QDs
investigated in this work are synthesized based on a synthesis by Chen et al., who reported
the fabrication of QDs with large CdS shells, so called "giant"-shell QDs.143 With this
method, PL blinking was largely reduced. The origin and mechanisms of PL blinking will
be explained in the following section.

2.3.1 Photoluminescence Blinking in QDs

In the course of the advancement of fluorescence spectroscopy of single emitters, a number
of phenomena were discovered which could not be resolved in ensemble measurements,
such as photon antibunching144 and fluorescence intermittency.21 In general, fluorescence
intermittency, also referred to as fluorescence blinking, describes spontaneous changes in
the fluorescence intensity of a fluorophore under continuous excitation. An exemplary
data set of a time trace of the PL intensity of a QD exhibiting blinking is shown in Figure
2.14(a). The PL intensity switches randomly between the on-state, in which the intensity
is at approximately 20 counts/50 ms and the off-state, in which the intensity is on the
level of the background signal. Some time periods with intensities in between these two
states are also observed. The occurrence of the two states is also clearly visible in the
histogram in Figure 2.14(b).

A lot of research, especially concerning PL blinking of QDs, has been addressing this
phenomenon over the last decades, proposing several mechanisms. The three most general
and most important mechanisms will be introduced for this work. Figure 2.15(a) shows
the scheme of the processes in a NP in the on-state, in which excited charge carriers
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Figure 2.14: Exemplary PL data of a blinking QD. (a) PL time-trace with discrete on- and
off-states, which last several seconds, as well as short intensity fluctuations.
(b) Histogram of the PL time-trace, highlighting the occurrence of an on-
and off-state, along with some intermediate states.

quickly relax to the bandedge via generation of phonons and recombine radiatively. In
the off-state, recombination is dominated by non-radiative recombination of charge car-
riers, for which the different underlying mechanisms are described in the following. The
most established blinking mechanism is Auger blinking, also referred to as A-type blink-
ing, depicted in Figure 2.15(b). Here, one charge carrier of an exciton is trapped at the
surface of the particle or its surroundings. This can either occur by direct transfer via tun-
neling or thermo-ejection of a charge carrier to a trap state, or by Auger autoionization.
The remaining charge in the particle inhibits efficient radiative recombination by absorb-
ing the recombination energy of subsequently excited excitons. The particle remains in
a non-emitting or weakly emitting state, called off-state, until the trapped charge carrier
neutralizes the charged particle again, thus promoting the fluorescence back to the neutral
emitting state, called on-state.145 However, not all observations could be explained by the
charging model and two additional mechanisms, shown in Figure 2.15(c), were proposed.
One of them is based on the interception of hot charge carriers and is also referred to as
B-type blinking. Thereby, hot charge carriers get trapped before or during the relaxation
process (during which phonons are generated) before reaching the bandedge and recombine
non-radiatively, leading to the off-state.146 A similar mechanism is the bandedge-carrier
blinking, sometimes referred to as C-type blinking.147 In this mechanism, the off-state is
also generated by non-radiative recombination of charge carriers via trap states. How-
ever, instead of hot charge carriers, charge carriers that already relaxed to the bandedge
are trapped.148 For both B- and C-type blinking, non-radiative recombination centers are
activated and deactivated, resulting in blinking of neutral particles, opposed to Auger
blinking of charged particles. Further, hot-carrier blinking and bandedge-carrier blinking
distinguish themselves in the competition of radiative and non-radiative recombination.
For hot-carrier blinking, some charge carriers are intercepted in the cooling process and
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Figure 2.15: Schematic representation of blinking mechanisms in QDs. (a) Excited charge
carriers relax via emission of phonons to the band edge and recombine ra-
diatively. (b) Charging of the NP by direct tunnelling or thermo-ejection
of a charge carrier to a trap state, or by Auger autoionization. The trion,
resulting upon further illumination, undergoes non-radiative Auger recom-
bination. (c) Off-state in a neutral NP while either hot charge carriers or
charge carriers at the bandedge recombine non-radiatively via trap states.

recombine non-radiatively without affecting the PL emission, while other charge carriers
still contribute to the radiative recombination without beeing affected by the trapping.
Therefore, the PL intensity switches between on- and off-state, while the PL lifetime stays
constant. For bandedge-carrier blinking, trapping occurs after cooling of the charge car-
riers to the bandedge. The rates of trapping and subsequent non-radiative recombination
lie in the same range as the radiative recombination. Therefore, PL intensity and PL
lifetime are linearly correlated.148

So far, blinking has been described as the switching between on-state, in which the QD
is in a neutral light-emitting state, and the off-state, in which the QD is completely dark
for a certain period of time. However, intermediate states, so-called grey states, have also
been observed. If the rates of non-radiative and radiative recombination are in the same
order of magnitude, the photon emission is not completely suppressed anymore. Typically,
this is observed for CdSe/CdS QDs with big shells.149 In contrast to type-I QDs with large
band offsets such as CdSe-core/ZnS-shell QDs, electrons in CdSe-core/CdS-shell QDs are
delocalized over a large area due to the small energy offset in the conduction band. This
reduces the efficiency of Auger processes in trions to such an extent that the radiative
recombination competes with the non-radiative recombination, resulting in a grey state.

Principally, multiple blinking processes can be present in one QD. However, the QD
properties determine the dominant recombination pattern. A-type blinking was observed
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in a wide range of different QD architectures, but most prominently in CdSe/ZnS type-
I QDs.150 It requires the presence of deep traps, in which charge carriers obtain long
retention times in order to allow for excitation of a subsequent exciton, before detrapping
occurs. For all types of blinking, trap states at the surface are considered. However,
for B-type blinking it was proposed that the non-radiative recombination might depend
exclusively on surface traps, as this blinking mechanism can be inhibited by growing large
shells.146 For C-type blinking, the recombination dynamics can be explained by short-lived
shallow trap sites that are activated and deactivated during illumination. This activation
and deactivation of trapping might be mediated by adsorbents of the surroundings.148

Since the different blinking mechansisms alter the rates of the radiative and non-
radiative decays in different ways, the respective mechanism in a QD can be identified
by the fluorescence lifetime-intensity distributions (FLIDs), as illustrated in Figure 2.16.
The distinct on- and off/grey-states are marked as red dots. Blinking events that are
faster than the chosen bin time are distributed in between those states (also called PL
flickering).146

The intensity I is proportional to the QY, which can be expressed as

I ∝ QY =
kr

kr + knr
= τkr =

τ

τr
, (2.20)

with kr and knr the rates of radiative and nonradiative recombination, τr the radiative
lifetime and the lifetime τ .151

For Auger blinking, the dark state is dominated by recombination of a charged trion
state. Due to the doubled amount of recombination possibilities, the rate of radiative
recombination kr in the bright state becomes 2kr in the dark state. As shown by Galland
et al., the distribution of the intermediate states then follows a curved shape.146 Opposed
to that, in hot-carrier blinking, no correlation of intensity and lifetime is observed. This
is due to the interception of charge carriers before they reach the exciton level. Here,
trapped charge carriers recombine non-radiatively through a bypass channel without af-
fecting the dynamics of the radiative recombination. In the dark state, the intensity is
therefore decreased, while the lifetime stays unchanged. Then again, in bandedge-carrier
blinking, intensity and lifetime are correlated linearly.148 Similar to B-type blinking, in-
tensity fluctuations occur due to activation and deactivation of non-radiative channels.
Therefore, the radiative rate kr stays constant, while the non-radiative rate changes. In
contrast to B-type blinking, however, the non-radiative channel is in direct competition
with the radiative channel, resulting in the linear dependence of intensity and lifetime for
bright and dark/dim states.

Consequently, the analysis of the scaling of PL intensity and PL lifetime may be used
as indication for the blinking mechanism in a QD. Rearranging Equation 2.20 to the
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Figure 2.16: Schematic illustration of the fluorescence lifetime-intensity distribution
(FLID) in each blinking mechanism. The red points mark the on- and off-
states that are clearly distinguishable. Switching events faster than the cho-
sen bin time result in an intensity in between, which is indicated by the
purple areas. (Adapted from ref. [147]).

radiative lifetime τr allows for the determination of their ratios in the dim and bright
state. For Auger blinking the ratio of the radiative lifetimes of the neutral bright state X
and the charged dim state X∗ is

τr(X)

τr(X∗)
=
τ(X)

I(X)

I(X∗)

τ(X∗)
= 2, (2.21)

since two charge carriers have chances to recombine with one other charge carrier in a
trion. For bandedge-carrier blinking the ratio of the radiative lifetimes of the on- and
off-state is one.151 However, this only applies when B-type blinking is not present.

2.3.2 Statistical Blinking Analysis

Power-Law Distribution

In the early stages of analyzing the blinking dynamics of QDs, it was found that on- and
off-times are distributed exponentially as the recombination dynamics in a three-level
model of VB, CB and trap state with fixed rates would suggest. Instead, it was found
that the probability distribution P (τon/off) of the on- and off-times τon/off is described by
an inverse power law

P
(
τon/off

)
∝ τ

−mon/off
on/off , (2.22)

with mon/off as the respective power-law exponent.152 This led to the realization that
the rates of trapping and detrapping of charge carriers are not fixed, but distributed.
Consequently, several models were proposed to explain this phenomenon, of which some
are briefly described in Figure 2.17.153 The models shown in Figure 2.17(a–c) all have in
common that tunneling of charge carriers to trap states and back is assumed, while the
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Figure 2.17: Schematic representation of some models proposed to explain the power-law
distribution of on- and off-states in QD blinking. (a) Trapping and Detrap-
ping of an electron to one of a manifold of trap states with different depths
and distances. (b) Spectral diffusion of energy levels of NC and trap state. (c)
Fluctuating height and/or width of tunneling barrier. (d) Fluctuating non-
radiative recombination rates, mediated by relaxation processes of trapped
hole and excited electron. (Adapted from ref. [153]).

rates of trapping and detrapping are varying for different reasons. These models include
the existence of a distribution of trap states with energybarriers of different heights and
distances,154 the occurrence of spectral diffusion of the energy levels of the QD and the trap
states,155 and fluctuations in height and/or depth of the tunneling barrier to a single trap
state, induced by fluctuations in the QD environment.150 In the model shown in Figure
2.17(d), the blinking statistics are explained by fluctuating non-radiative recombination
rates. An Auger-type excitation of the electron by hole trapping is assumed. Fluctuations
of the relaxation times of hot charge carriers due to spectral diffusion of the excited state
would then lead to varying nonradiative recombination rates.156

The analysis of the PL time traces, the FLIDs and the distribution of the on- and off-
times can yield a lot of information about the QD blinking mechanism and was applied
intensively by many groups in the past. However, those methods share one disadvantage,
as they all depend on the bin time chosen for representation of the data. Therefore,
autocorrelation is described below as a method for analyzing blinking that is independent
of time binning and immune to biased interpretation.

Autocorrelation

The autocorrelation function describes the degree of similarity of a time-varying signal to
itself with continuous time delays over a given time span. The autocorrelation function
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g(2)(τ) is calculated according to

g(2)(τ) =
〈I(t)I(t+ τ)〉
〈I(t)〉2

, (2.23)

with I(t) as intensity at a time t, τ as time delay, and 〈〉 indicating averages over the
measurement time.
The autocorrelation function is an additional tool to analyze the blinking dynamics.

In contrast to the conventional methods, this analysis obtains the advantage of being
independent from time binning and setting intensity thresholds. Therefore, it opens the
opportunity to analyze fast blinking events and data sets where fluctuations compete with
shot noise.
To illustrate the interpretation of autocorrelation functions, some examples are shown in

Figure 2.18. Figure 2.18(a) shows a fully uncorrelated constant signal. The corresponding
autocorrelation function in Figure 2.18(b) is constantly g(2) = 1. Any kind of fluctuations
lead to values g(2)>1 at some times. The data for a background measurement with an
avalanche photodiode (APD) are shown in Figure2.18(c). The fluctuations of the signal
lead to values of g(2)>1 in the corresponding autocorrelation in Figure 2.18(d). However,
since the fluctuations of the intensity of the noise are low (compared to flucutations due
to blinking), the values for g(2) are only insignificantly >1. Figure 2.18(e) shows model
time-traces with intervals of decreased intensities of 10 s, 5 s and 2 s. The corresponding
autocorrelation functions in Figure 2.18(f) exhibit a sharp bend at the respective times of
the interval duration. Figure 2.18(g) shows model time-traces with varying numbers of 5 s-
intervals. The corresponding autocorrelations in Figure 2.18(h) exhibit different shapes
at the respective times. An increased number of intervals in the time trace leads to higher
"slopes" in the autocorrelation function. These examples show how the autocorrelation
function can give information about blinking events in a PL intensity time-trace. Fitting
the autocorrelation function can also be used to derive the power-law exponents of the
on- and off-time distributions. It has to be noted, however, that a number of data sets
with statistical significance is required for the determination of power-law exponents as
considerable deviations in individual cases have been observed.157,158
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Figure 2.18: Examples for test signals and thier autocorrelation functions. (a,b) Function
y(x) = 1 and its autocorrelation g(2). (c,d) Intensity time-trace of the back-
ground noise for a typical measurement with an APD (Poisson distributed)
and its autocorrelation g(2). (e,f) Models for intensity time-traces with 10 s-,
5 s- and 2 s-intervals and their autocorrelations g(2). The blue arrows in (f)
mark the steps in the autocorrelation data resulting from the lengths of the
respective intervals in (e). (g,h) Models for intensity time-traces with one,
two and four 5 s-intervals and their autocorrelations g(2). The fits in the data
regions, attributed to the intervals, highlight the dependency of the decrease
in g(2) with the number of intervals in (g). (*): Spikes at higher times in g(2)

are due to the periodicity of the model time-traces and are absent in real
data.
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3 Methods

After summarizing the theoretical concepts, as well as the state of the literature related
to the topic of this thesis, in this chapter, the experimental methods will be introduced.
While this chapter is restricted to the principles of the experimental methods, more de-
tailed information about the experimental procedures is given in Chapter 6.

3.1 Confocal Microscopy

Confocal spectroscopy is a widely used technique for the optical investigation of nanos-
tructures, in particular for the investigation of single structures. In contrast to wide-field
spectroscopy, only a small spot of the sample is illuminated at a time and the detected
light originates only from that area. In order to create an image of fluorescent emitters on
a substrate, the excitation light needs to be scanned over the sample. Another important
modification compared to conventional optical spectroscopy is the second lens that focuses
the emission or scattered light on the detector. The principal setup of a confocal laser
microscope is depicted in Figure 3.1. The sample is located in the focal plane of lens 1
(typically an objective), which focuses the excitation light on the sample and collects the
emission light. By focusing the emission light on a detector and blocking light of the
surroundings with a mechanical barrier such as a pinhole, detection only occurs from one
single area that is confined in all three spatial dimensions. For the investigations car-
ried out in this thesis, APDs were used as detectors, for example to create PL scans. The
APDs used have a detection area so small that they themselves effectively act as a pinhole.
When measuring spectra, the emission or scattered light is focused on the entrance slit of
the spectrometer. The slit then acts as a mechanical barrier, confining the detection area
in the x-direction, while choosing a narrow region of interest on the detection chip confines
the detection area in y-direction. Thus, light from the surroundings is blocked and the
signal-to-noise ratio is enhanced, which is crucial for single-structure investigations.

3.1.1 Focal Spot Size

The resolution of a confocal laser microscope is limited by diffraction of light that is
focused by a lens. At scales within the resolution limit, the diffraction of light at the
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Figure 3.1: Sketch of the general setup of a confocal laser microscope. Light from the
focal point of lens 1 is focused through a pinhole on a detector by lens 2, thus
enabling only detection of light from a confined space. Typically, filters are
used to block the excitation light (blue) from the emission light (orange).

optical components results in the formation of spherical blurred spots instead of sharp
contours. The expansion of such a spot in the lateral plane can be described by an Airy
pattern according to

rAiry = 0.61
λ

NA
= 0.61

λ

n · sinα
, (3.1)

where rAiry is the radius of the first diffraction ring, λ is the wavelength and NA is
the numerical aperture of the objective, which depends on the refractive index of the
immersion medium n and on the half of the opening angle α.159

Most commonly, the resolution limit of a confocal microscope is defined by the possibil-
ity of distinguishing two neighboring point objects. According to the Rayleigh criterium,
two points are distinguishable if the intensities of the point spread functions that describe
the intensity distribution of the blurred spots are at their half maximum at the point of
intersection.

Approximations for the full width at half maximum (FWHM) that are often used for
the resolution of confocal microscopes are

FWHM = 0.40
λ

NA
(3.2)

in lateral direction and
FWHM = 0.45

λ

NA
(3.3)

in axial direction.160

When investigating nanostructures via confocal spectroscopy it is crucial to estimate
the excitation power that is effectively applied to the sample. A first approximation of the
power density can be given by the excitation power over the spotsize, which is estimated
by using the FWHM as diameter. If small objects, such as zero-dimensional QDs, are
illuminated and the number of excited excitons is to be estimated, the determination of
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the intensity maximum can yield a better approximation. To do so, it is necessary to
consider the intensity distribution of the excitation light in the focal plane. In the waist
of a Gaussian beam the radial intensity distribution I(r) is given by

I(r) = I0e
−

2r2

w2 , (3.4)

with the distance r from the center, the intensity I0 at r = 0 and the beam radius w.161

The beam radius w, is defined as half the width of the distribution function at which
the intensity has fallen to 1/e2 of its maximum. The power P0 in the beam waist can be
written as the integral of the intensity distribution according to

P0 = 2π

∫ ∞
0

I(r)rdr =
π

2
w2I0. (3.5)

Therefore, the intensity at the center of the illuminated area is related to the excitation
power P = P0 according to

I0 =
2P

πw2
. (3.6)

When using pulsed excitation, the photon flux J is given by the number of photons
that arrive per pulse per area. Therefore, the photon flux J0, which is considered for the
excitation of excitons, is calculated according to

J0 =
I0

f

λ

c · h
, (3.7)

with the frequency f , the speed of light c and the Plank constant h. By regarding the
absorption cross-section δ of the material, the number of the excited excitons NExciton can
be estimated according to

NExciton = δ · J0 = µi · V · J0 (3.8)

with the empirical intrinsic absorption µi and the particle Volume V .162

3.2 IR spectroscopy

IR light is energetically in the range of the vibrational levels of molecular bonds. If
a molecule has a changeable dipole moment, vibrations can be generated by absorbing
IR light. The vibrational energies depend specifically on the respective bond, allowing
chemical substances, especially organic molecules, to be analyzed. Therefore, Fourier-
transform infrared (FTIR) spectroscopy is a popular method since extensive qualitative
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and also quantitative information can be gained for a sample quickly and with low ex-
perimental efforts. Especially for functional groups, such as the head groups of ligands
used in nanochemistry, FTIR spectra provide specific information. For measuring FTIR
spectra, either the transmission or the reflection can be detected. For transmission mea-
surements the sample is commonly embedded in a medium that does not interact with
IR light, such as a KBr pellet. This preparation step can be discarded when measuring
in the attenuated total reflection (ATR) mode.
The sample stage for ATR-FTIR measurements is usually given by a crystal. At contact

of the IR light with the interface of crystal and air, the light gets completely reflected
if the incidence angle lies below a certain critical angle (total reflection angle). How-
ever, at the interface an evanescent wave reaches inside the medium, in which the wave
cannot propagate. There, the light can get absorbed by the sample, enabling the direct
measurement of IR spectra with material in contact or close proximity to the interface.

3.3 Electron Microscopy

To investigate the structure of NCs, electron microscopy is a technique of fundamental
importance. Due to the interaction of solid material with electrons, structural features
can be resolved with a resolution that even allows for the imaging of individual atomic
planes. The general principle of electron microscopes is similar to the principle of optical
microscopes. Instead of photons, accelerated electrons are used to analyze the sample.
The theoretical resolution limit is still set by the wavelength and the numerical aper-
ture (NA). However, the wavelength of accelerated electrons that are used in electron
microscopy lies in the range of a few picometer, thus enhancing the theoretically achiev-
able resolution extensively. In practice, the resolution is not set by the diffraction limit as
for optical microscopes, but by technical limits, such as imperfect lenses. Still, the resolu-
tion of modern transmission electron microscopes lies in the sub-nanometer regime.163 The
techniques that were applied in this work are transmission electron microscopy (TEM),
scanning electron microscopy (SEM) and energy dispersive X-ray (EDX) spectroscopy.

3.3.1 Transmission Electron Microscopy

In order to use TEM the sample has to be sufficiently thin. The detected electrons exhibit
information of the medium they transmitted. The contrast in a TEM image is gained
by scattering and diffraction events of the electrons while traversing the sample. For the
analysis of colloidal NCs this method is advantageous in many respects. Due to their
expansion in the nanometer regime, NCs are usually thin enough for the transmission
of electrons. The sample preparation for colloidal structures is quite easy, as a diluted
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solution can simply be dropcasted on a thin substrate (e.g. carbon film on a copper grid),
to obtain monolayers or individual structures for investigation. Thus TEM represents an
important tool for the analysis of chemically synthesized NCs. One drawback of TEM
and electron microscopy in general is that this method is quite invasive. Especially for
semiconducting nanostructures, the electron beam can affect the electronic and optical
properties severely, which has to be considered when performing correlation studies. For
example, the PL of NCs is usually quenched after contact with the electron beam and the
structure can be damaged due to melting and reorganization of atoms.

3.3.2 Scanning Electron Microscopy

In contrast to the conventional TEM method, in which a fixed electron beam is used
and the transmitted electrons are detected, in SEM a focused electron beam is scanned
over the sample and electrons are detected that scatter backwards from the sample. The
resolution is limited by the width of the incident electron beam, which can be as low as
1 nm.163 In contrast to TEM, this method can be applied to thicker specimens, whereby
only the surface is examined. Ideally, the substrate is electrically conductive in order
to avoid charging effects caused by the electron bombardment. The detected number of
scattered electrons when scanning the sample results in the formation of a contrast in
the image. Several processes that occur upon interaction of the electron beam with the
material can be used to gain different information.
In SEM, electrons that are detected after elastic scattering with the nuclei of the spec-

imen are called backscattered electrons. Detection of backscattered electrons can con-
tribute to the contrast of the image, but usually, the most important electrons for the
creation of a SEM image are secondary electrons. If inelastic scattering with outer-shell
electrons occurs, the electrons can be separated from their nuclei and move as secondary
electrons through the material exhibiting further scattering events. If secondary electrons
are generated close to the surface (<2 nm) they might escape the material in which case
they can be detected as well. Due to the small escape depth of secondary electrons, their
detection yields images, which solely display the topography.163

3.3.3 Energy Dispersive X-ray Spectroscopy

In both TEM and SEM not only scattered or diffracted electrons might be detected. If
inner-shell electrons are separated from their nuclei by inelastic scattering, electrons of
higher energy levels can act as their substitutes. The energy released by the relaxation
process can be detected as X-ray emission. Since this energy is specific for each element,
the chemical composition of the specimen can be analyzed.163
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4 Results and Discussion

In the following chapter, the most important results obtained during in the course of
this work are presented. The majority of the work concerns CdSe QWs and their optical
properties. First, the results for the synthesis and the characterization will be shown and
discussed. For the optical properties, the influence of the chemical surroundings were
investigated. A special focus was set on photoinduced processes observed with oxygen
in the gaseous surroundings. Additional experiments with other substances are discussed
briefly to conclude this section.
The second part of this chapter deals with the optical properties of CdSe/CdS core-shell

QDs. After investigating the effect of oxygen on the PL properties of thin films, the focus
was set on the influence of oxygen on the blinking behavior.

4.1 CdSe Quantum Wires – Chemical Analysis

4.1.1 Composure and Surface

CdSe QWs were synthesized via the SLS approach. As catalysts, Bi-particles with an
average diameter d = 7.4± 1.3 nm were used. Cd and Se were provided by the precursors
Cd(DOPA)2 and Se:TOP. The synthesis was performed at 300 ◦C with TOPO as solvent.
Figure 4.1(a) shows a representative TEM image. The QWs reach dimensions of several
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Figure 4.1: CdSe QWs. (a) TEM image. (b) Histogram of the size distribution fitted with
a Gaussian (Maximum = 7.5 nm; FWHM = 2.6 nm). (c) EDX spectrum of
CdSe QWs on a Cu substrate.
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Table 4.1: Se:Cd ratios determined by ICP-MS and EDX measurements of identically
synthesized samples. The given values for the EDX measurements are the
averaged results of ten measurements each.

CdSe QW sample Se:Cd ratio (ICP-MS) Se:Cd ratio (EDX)
1 1.08 1.17
2 1.16 1.41
3 1.14 1.37
4 0.95 –
5 1.18 –
6 1.17 –

average 1.11 1.32
standard deviation 0.0785 0.105

micrometer in length, while the diameters are controlled by the size of the Bi-particles.
For the sample shown in Figure 4.1, QWs with an average diameter of d = 8.2 ± 2.3 nm
were obtained. The corresponding histogram of the size distribution is shown in Figure
4.1(b). Apart from the sporadic occurence of a few thicker wires, the size distribution can
be represented with a Gauss fit.

EDX Measurements and ICP-MS

The composure was analyzed by EDX spectroscopy and inductively coupled plasma mass
spectrometry (ICP-MS). Figure 4.1(c) shows an example of an EDX spectrum. Three
peaks can be assigned to C, O and P, which resemble the elements of the organic ligands,
while the two main peaks are assigned to Se and Cd. Interestingly, the Se content is
larger than the Cd content. As alternative method to evaluate the Se/Cd ratio, ICP-MS
measurements of CdSe QWs that were dissolved in aqua regia were conducted. The
results of the measurements of three samples for EDX spectroscopy and six samples for
ICP-MS are summarized in Table 4.1. The average Se/Cd ratio as determined by EDX
spectroscopy is 1.32 ± 0.105. The average Se/Cd ratio as determined by ICP-MS is
1.11 ± 0.0785. With both methods an excess of Se was found. This is an important
finding, considering that conventionally most colloidal II-VI semiconductor NCs exhibit
a metal-rich surface.50,164 Undercoordinated metal ions at the surface then get passivated
by L- or X-type ligands, such as TOPO and di-n-octylphosphinic acid (DOPA) that are
also used in the CdSe QW synthesis. However, identification of an excess of Se in the
CdSe QWs suggests the presence of Se ions at the QW surface.
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Figure 4.2: ATR-FTIR spectra of TOPO, DOPA, Cd(DOPT)2 and CdSe QWs. The char-
acteristic peaks of the headgroups of TOPO, DOPA and Cd(DOPT)2 are
marked with dashed lines. (*) marks a peak which is assigned to vibrations of
residual toluene in the CdSe QW spectrum.165 Adapted from Kusterer et al.166

Organic Ligands

The main part of the investigations carried out in this thesis focuses on the influence of the
chemical environment on the properties of the CdSe NWs and on photoinduced processes
that occur on the surface. Therefore, the nature of the surface was further investigated.
To investigate the organic ligand shell FTIR spectroscopy was employed. At first, the
FTIR spectra of CdSe QWs are compared to the spectra of the initial molecules involved
in the synthesis. Results of further experiments concern the purification process. At last,
results of a thermogravimetric analysis (TGA) study are presented.

IR spectra The FTIR spectra of the CdSe QWs are compared to the spectra of the
initial molecules involved in the synthesis, as well as to spectra for colloidal NCs reported
in the literature.167–169
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In Figure 4.2 ATR-FTIR spectra of TOPO, DOPA, Cd(DOPT)2 and CdSe QWs are
shown. The spectra of TOP and TOP:Se are disregarded, since they do not exhibit any
peaks that clearly distinguish them from the other ligands. In all spectra the C-H stretch
vibrations of the aliphatic chains around 2900 cm−1 are observed, as well as the bending
vibration of CH2 groups at 1462 cm−1. For TOPO, the characteristic peak of the P=O
stretch vibration is observed at 1144 cm−1.167 The spectrum of DOPA exhibits two main
peaks, which are assigned to the P=O stretch vibration at 1161 cm−1 and the P-OH
stretch vibration at 957 cm−1 of the phosphinic acid head group.170 Interestingly, peaks
at 1236 cm−1 and 913 cm−1 are also observed (grey lines). Those peaks might be assigned
to impurities consisting of phosphonic acid species.169–171

The spectrum of Cd(DOPT)2 exhibts significant changes compared to that of DOPA.
The peaks of the P=O and P-OH stretch vibrations disappear and the spectrum of
Cd(DOPT)2 shows two newly formed peaks at 1111 cm−1 and 1007 cm−1. Those peaks
are commonly assigned to the vibrations of the PO−2 moiety bound to the metal.168,170

For the nature of the DOPA-metal bond, it is not yet conclusively established if the phos-
phinic acid head group is delocalized, thus allowing the assignment of the two peaks to
asymmetric and symmetric PO2 stretch vibrations (instead of P=O and P-O−/P-OH).170

However, assignments of peaks in that frequency region to asymmetric and symmetric
PO2 stretch vibrations are found in the literature for NCs.168,169

In the spectrum of CdSe QWs, three peaks can be distinguished clearly at 1163, 1095
and 1024 cm−1. In the literature for CdSe NCs, there are some discrepancies in the
assignment of those peaks. The peak at around 1090 cm−1 was assigned by von Holt et
al. to the P=O stretch vibration of surface bound TOPO,167 while the peaks in this region
were later associated with vibrations of the headgroup of phosphonic and phosphinic acid
at the NC surface.168,169 Based on the latest findings, in this work the peaks at 1095
and 1024 cm−1 are assigned to the asymmetric and symmetric stretch vibration of the
P-O2M headgroup of phosphinic acid ligands. Furthermore, the peak at 1163 cm−1 was
assigned to the P=O stretch vibration of surface bound TOPO by Son et al.169 However,
the comparison with the spectrum of DOPA suggests a contribution of the P=O stretch
vibration of monodentante bound phosphinic acid to this signal. In addition, the spectrum
of CdSe QWs in Figure 4.2 allows for an identification of a peak at 935 cm−1. But due to
its low intensity and broad width the identification of this peak is questionable. A similar
signal in this region has been associated to the P-OH stretch vibration of phosphonic
acid bound to the NC surface.169 Yet, in this frequency range a peak was also observed
for metal bound phosphinic acid.170 In this case, both identification and assignment are
ambiguous.
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In summary, this study shows that there are no large amounts of free ligand molecules
in the purified CdSe QW sample, as the sharp peaks of the precursor materials are not
observed in the FTIR spectrum of the CdSe QWs. Yet, the presence of organic molecules is
clearly shown by the detection of various CH vibrations. The FTIR spectrum of the CdSe
QWs shows unambiguously the presence of phosphinic acid, as several peaks are observed
that can be assigned to the vibrations of the phosphinic acid headgroup. These data
suggest that the phosphinic acid acts as ligand to passivate Cd ions at the QW surface.
The significant shift of the peaks assigned to the P-O2M stretch vibration, compared
to the P=O and P-OH stretch vibration of DOPA indicates bidendante binding with
delocalized electrons in the PO−2 moiety. Furthermore, the observation of peaks assigned
to P=O vibrations can be interpreted as either monodentante bound phosphinic acid or
surface bound TOPO.

Effect of Purification In colloidal nanochemistry, the products of the synthesis are often
purified via centrifugation. Usually, the NCs are precipitated and the smaller byproducts
can be removed as they stay in solution. After redispersing the NCs in clean solvent,
the process can be repeated until the desired purity is achieved. For CdSe NCs it has
been reported that as the number of purification cycles by centrifugation and redispersion
increases, the L-type ligands are increasingly washed off, leaving the particles with only
X-type ligands in the end.172 Therefore, an analysis of the purification process might yield
further insights about the composition of organic ligands at the surface of CdSe QWs. In
particular, the question if L-type ligands, such as TOPO, TOP and TOP:Se are present on
the CdSe QW surface was not unambiguously answered by the data presented in Figure
4.2.

ATR-FTIR spectra of CdSe QWs after different numbers of precipitation cycles were
analyzed. The spectra in Figure 4.3 show the fingerprint area of CdSe QWs without any
purification and after one to seven rounds of precipitation. For the first two spectra the
peak of the P=O stretch vibration of free TOPO is dominant. This peak dissappears
after two cycles of precipitation and the peaks of bound phosphinic acid, as described for
Figure 4.2, become visible. Note that the transmission of the samples after two cycles
of purification is much higher than in the first two spectra, in which the signal of the
free ligands masked the signals of the bound ligands. Interestingly, the spectra change
between the second and third precipitation cycle. The peak at 1160 cm−1, associated
with the P=O stretch vibration, and the peak at 1463 cm−1, assigned to the bending
vibration of CH2, strongly decrease in intensity. These changes represent the decrease
of organic material in this purification step. The large decrease in intensity of the peak
assigned to the P=O stretch vibration (1160 cm−1) might be explained by a decrease of
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Figure 4.3: Effect of purification on FTIR spectra of CdSe QWs. (a) ATR-FTIR spectra
of sample after zero to seven cycles of purification by centrifugation. The peak
at 1260 cm−1 (marked with *) was identified as artifact. For clarity only the
fingerprint region is shown. C-H stretch vibrations at around 2900 cm−1 were
observed in all spectra. (b) Scheme of ligand passivation of NCs with L- and
X-type ligands with progressing purification from top to bottom. Adapted
from ref. [172]. (a) is adapted from Kusterer et al.166
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the number of the weakly bound TOPO ligands or monodentante bound phosphinic acid
ligands. Assuming that every cycle of precipitation leads to a loss of weakly bound ligands
it can be concluded that their amount is negligible after three precipitation cylces, as the
spectrum does not change afterwards. This leads to the conclusion that the majority
of ligands present at this point is provided by phosphinic acid, which is consistent with
findings for CdSe NCs.172 The effects of purification are schematically illustrated in Figure
4.3(b). The CdSe QWs that were investigated in the PL and Raman study in this work
were usually prepared with three cycles of purification. To gain further insight into the
composition of the organic ligand shell after three purification cycles, a TGA-FTIR study
was performed. This method allows the identification of different ligands by recording
spectra at different temperatures as the sample is heated. This allows the identification
of ligands whose signal may be masked in the spectra shown above. The results are
summarized in the next paragraph.

TGA-IR analysis In order to quantify and differentiate the ligands of the CdSe QWs
after three precipitation cycles, TGA-FTIR measurements were conducted. For this,
several identically prepared QW batches were deposited dropwise into the TGA crucible,
while heating the crucible moderately (50 ◦C) to accelerate solvent evaporation. During
the TGA measurement, the volatile components of the dried samples were investigated by
transmission FTIR spectroscopy in the gas phase. For comparison the same experiment
was conducted with TOPO and Cd(DOPT)2, respectively.

Figure 4.4 shows the results of measurements with TOPO, Cd(DOPT)2 and CdSe QWs.
The loss of weight and the derivative thermogravimetric (DTG) curve are plotted in
relation to rising temperatures, as shown in Figure 4.4(a). For TOPO, the whole sample
evaporates, while the loss of mass starts at around 300 ◦C. In contrast, Cd(DOPT)2
evaporates in two steps, while containing 23% of substance not evaporating in the given
temperature range. The smaller fraction starts to evaporate at around 200 ◦C while the
majority of the sample evaporates at 400 ◦C. For CdSe QWs, 47% of the sample evaporates
in the temperature range of 200 – 500 ◦C. The DTG curve reveals an inflection point at
320 ◦C and a local maximum at 440 ◦C, indicating changes in the evaporation process.

The fingerprint region of the transmission-FTIR spectra of the evaporation products
are shown in Figure 4.4(b). The spectra of TOPO and Cd(DOPT)2 did not evolve over
the measured time, thus only one exemplary spectrum is shown in each case. For TOPO,
the peak at 1169 cm−1 is assigned to the P=O stretch vibration of the headgroup. Com-
pared to the spectrum of the solid sample measured with the ATR-FTIR spectrometer,
the peak is broadened and shifted by 25 cm−1 to higher frequencies. While the broadening
might be explained by the elevated temperatures during the measurement, the shift to
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Figure 4.4: TGA-FTIR Measurements. (a) TGA curves of TOPO, Cd(DOPT)2 and CdSe
QWs (heating rate: 10 K/min; inert gas atmosphere). (b) Transmission-FTIR
spectra of the evaporation products of the TGA experiments, measured in the
gas phase. Peaks identified in the spectra of TOPO and Cd(DOPT)2 are
marked and reference lines are shown in the spectra for CdSe QWs. Addition-
ally, reference lines of the signals of CdSe QWs identified in the ATR-FTIR
spectrum of the dried sample (see Figure 4.2) are shown (dashed lines for
νas(P-O2M) and νs(P-O2M)). For each IR spectrum, the background is sub-
tracted and the intensity is normalized for clarity.

52



Results and Discussion

higher frequencies might have various reasons. It is well-known that peak distortion and
small frequency shifts can occur when comparing spectra measured in the ATR mode
with transmission spectra.173 The reason for this is that in the ATR mode, the penetra-
tion depth of the evanescent wave at the crystal-sample interface is proportional to the
wavelength. Therefore, peak intensities increase toward lower frequencies in ATR-FTIR
spectra when compared to transmission FTIR spectra, and the peak maxima, especially
of broad peaks, may be shifted toward lower frequencies. Additionally, the different ag-
gregate states (solid and gaseous) of the analyte in the respective measurements may also
affect the spectra. For Cd(DOPT)2, the peaks at 1246, 950 and 915 cm−1 are assigned
to P=O and P-OH stretch vibrations, respectively. Surprisingly, the spectrum does not
match the ATR-FTIR spectrum of the solid sample. While the peaks, assigned to the
P-O2M headgroup in Figure 4.2, are not observed here, the spectrum exhibits similarities
with the spectrum of DOPA. This indicates decomposition due to heating. Yet, the peaks
with the largest intensities are usually attributed to the P=O stretch and P-OH stretch
vibrations of phosphonic, instead of phosphinic acids. This might indicate oxidation of
phosphinic acid to phosphonic acid in the experiment. The observation of two steps in the
TGA curve of Cd(DOPT)2 suggests the presence of another species. However, no distinct
features were observed in the FTIR spectra obtained before the major loss of mass at
above 400 ◦C and the only species identified in the spectra are the ones shown in Figure
4.4(b). Therefore, the first stage in the TGA can be explained by residues of water or
organic solvent trapped in the solid material, the amount of which is not sufficient to be
detected in the FTIR spectrometer.

The transmission-FTIR spectra of the evaporation products of the CdSe QW sample
show a development of different peaks with rising temperatures. At temperatures around
300 ◦C one dominant peak is observed at 1032 cm−1. In this temperature range also a
second peak emerges at 1083 cm−1. Along with the development of this peak, increasing
intensities at 915 cm−1 are observed, especially at temperatures of 450 ◦C and above.
The changes of the FTIR spectra in these temperature regimes match the observation of
the features in the DTG curve. The absence of the peak assigned to the P=O stretch
vibration of TOPO shows that no large amount of unbound TOPO is present after three
cycles of precipitation, confirming the observations in Figure 4.3. Astonishingly, two of
the most dominant peaks observed for CdSe QWs in this experiment are neither present
in the spectrum of TOPO nor Cd(DOPT)2, but are close to the peak positions assigned
to the P-O2M group, observed for CdSe QWs in the ATR-FTIR spectra. While the
transmission-FTIR spectrum of the evaporated Cd(DOPT)2 suggests decomposition of
the precursor, the spectra measured for the CdSe QWs can be assigned to phosphinic acid
species bound to Cd. The first conclusion is that the bond of undercoordinated Cd at the

53



Optical Properties of CdSe QWs

QW surface to the ligand molecules is apparently stronger than the bond to the Se atoms
in the QW. Secondly, the sequence of the observation of the peaks in this measurement
might provide information about the binding conformation of the phosphinic acid head
group. The peaks at 1083 and 1032 cm−1 were originally assigned to the asymmetric and
symmetric stretch vibration of the PO2

– moiety, bound to the particle surface.168 Yet,
it was already questioned by Alexandratos et al., if the electrons in the phosphinic acid
head group are really delocalized, allowing the assignment of a symmetric and asymmetric
vibration.170 The observation of an independent development of the intensity of those two
peaks contradicts with an assignment to two vibrations of the same species. Instead,
these data suggest the assignment of the peak at 1032 cm−1 to a P-OM vibration and the
peak at 1083 cm−1 to a P=OM vibration. While both vibrations originate from surface
bound phosphininc acid, the coordination to the surface is different. Another observation
which has to be taken into account, is that the development of the intensity of the peak
at 1083 cm−1 is linked to the development of the peak at 915 cm−1, assigned to the
P-OH vibration. This combination of peaks can be assigned to phosphinic acid bound
monodentate via the P=O group to the QW surface. Those interpretations can be seen
as good indicators, that monodentate bound phosphinic acid is present at the surface.
However, the decomposition processes are not entirely resolved and up to this point the
assignment of the respective IR signals is not unanimously clarified in the literature.167–170

Therefore, these data allow several ways of interpretation. For example, it is not clear,
why the P-OH peak at 915 cm−1 dominates the spectrum at high temperatures while no
related P=O vibration is observed. Furthermore, another way of interpretation could be
the assignment of the peak at 1032 cm−1 to the P=O stretch vibration of surface bound
TOPO, even though this would deviate from existing literature.167

In summary the IR data shows repeatedly the presence of phosphinic acid as X-type
ligand at the CdSe QW surface. The comparison of the IR spectra at different stages of
purification suggest the loss of the majority of L-type ligands after the second centrifuga-
tion of the sample. The TGA measurements revealed that 47% of the sample decomposes
and evaporates at higher temperatures. The IR spectra of the evaporation products al-
low several ways of interpretation concerning the nature of surface coordination, while
indicating at least partial monodentate binding of phosphinic acid.

4.2 Optical Properties of CdSe QWs

The optical properties of semiconductor nanostructures are defined by their size, shape
and composition. While the preceding section focused on the examination of these
parameters, the subsequent sections delve into the ways in which the optical properties
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are impacted, particularly by the surrounding chemical environment. The investigations
focus on the PL and Raman properties of CdSe QWs. For the evaluation of different
effects on the PL properties of nanostructures it can be helpful to set up a theoretical
model on which the influences of different parameters can be tested. Therefore, the
results of Comsol simulations for the PL properties of CdSe QWs are presented and
discussed before addressing the results of the experimental investigations.

4.2.1 Quantization in CdSe QWs

The main part of this work deals with changes of the PL properties of CdSe QWs, induced
by changes of their environment. In order to estimate changes in the PL emission energy,
the excitonic energies in a model QW structure were simulated via Comsol. According
to the procedure reported by Panfil et al. (see Section 2.1.1), the energy contribution
to the effective band gap due to quantization Equant and due to Coulomb interactions
EC were calculated in a cylindrical body of 100 nm length and various diameters. As
relative permittivites, εCdSe = 9.5 and εLigands = 2.3 were applied within and outside
the wire, respectively, to simulate the excitonic energies in a CdSe QW surrounded by
organic ligands. The relative permittivity for the ligands is estimated by reducing the
relative permittivity of a TOPO monolayer (εLigands = 2.6)174 to account for an incomplete
passivation by ligands.31 Calculations are performed with the potentials Vin = 0 eV inside
and Vout = ±5 eV outside the structure.30 All relevant parameters are summarized in
Table 4.2.

Table 4.2: Parameter for Comsol simulations.
Parameter mh me εCdSe εLigands Vin VVB,out VCB,out

Variable 0.50m0 0.12m0 9.5 2.3 0 eV -5 eV 5 eV
Reference [116] [31] [30]

The ulterior motive of these theoretical considerations was to gain a better understand-
ing of the parameters affecting the PL emission energy of QWs. For example, an advanced
understanding of the effects of the surrounding dielectric medium and of charged species
could aid in the interpretation of experimental data. To begin with, the most prominent
effect for the PL emission energy of semiconducting nanostructures is investigated — the
size quantization.
Figure 4.5(a) shows the contribution of quantization and Coulomb energy to the energy

of excitons in CdSe QWs with diameters in the range of 4 – 16 nm as calculated with
Comsol. With decreasing diameter, the energy contribution increases. For comparison,
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(a) (b)

Figure 4.5: Comsol simulations of (a) uncharged and (b) charged ground-state exci-
tons in CdSe QWs. (a) Energy contribution due to quantization Equant

and Coulomb interactions EC in comparison with calculations from the
literature.116,119 (b) Comparison of energy contributions with positive (red)
and negative (blue) point-charges that are either located within the model
QW or at its surface (point inside square versus point at the edge in the
legend).

the curve for spherical particles calculated with the Brus equation (Equation 2.7) is
shown.116 The increase in the energy contribution with smaller diameters is significantly
lower for the wires than for spherical particles. This illustrates the higher contribution
due to confinement in three dimensions instead of two. The data derived by Comsol are
further compared with the data of the studies of Myalitsin et al.116 and Franz et al.119

In the study by Myalitsin et al. an analytical formula, developed by Slachmuylders et
al.32 was used, which already includes the effects on the Coulomb energy caused by the
dielectric mismatch. In contrast, Franz et al. used an iterative method, much like the
strategy applied with Comsol. In this self-consistent approach the effect of the Coulomb
interaction on the wavefunction is implemented. When calculating the energies with a
formula, such as the Brus equation for dots or the formula used for wires by Myalitsin
et al., the wavefunction is calculated independently. The calculations by Franz et al. were
performed with a home written Matlab script, while the polarization contribution due
to image charges, as well as changes of the effective mass at the QW surface (Ben Daniel-
Duke boundary conditions) are neglected.119 Especially the latter should be responsible
for the deviations in the slopes of the data reported by Myalitsin et al. and Franz et al.119

The general evolution of the datapoints derived by Comsol is an almost exact copy of
the data derived by Myalitsin et al., apart from an absolute offset. The method applied
with Comsol is in general more similar to the method applied by Franz et al. as they are
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both self-consistent. However, in Comsol the polarization effects and the Ben Daniel-
Duke boundary conditions are implemented. The absolute offset between the Comsol

data and the data of Myalitsin et al. already occurs when only considering the quantization
energy. This might be due to a limitation in resolution in the Comsol simulations, leading
to an overestimation of the quantization energy. Furthermore, some deviations did occur
for the Coulomb energy due to the differences in implementing the polarization terms.
In Comsol, the polarization contribution is approximated in a self-consistent manner by
solving the Poisson equation with alternating relative permittivities, instead of solving the
analytical formula given by Slachmuylders et al.32 Due to the self-consistent procedure
applied in Comsol the polarization terms become neglectable. Even though the result
is close to the result of Myalitsin et al., it has to be noted that the accuracy of the
approximated contribution due to polarization is questionable. Therefore, this method
is not suitable to estimate the small variations in the emission wavelength which could
occur when changing the surrounding dielectric medium. After this study was already
completed, an improved method for the approximation of the polarization energy via
Comsol was published by Panfil et al.175

As a next step, point charges were introduced to estimate the effect of charged species
on the PL emission energy. The results are shown in Figure 4.5(b). Both negative and
positive point charges lead to a decrease in the energy contribution due to the increased
Coulomb interaction. These data illustrate nicely that the effect of negative point charges
is more pronounced than that of positive point charges. This is due to the larger effective
mass of a hole with respect to an electron. With both negative and positive point charge,
the attractive Coulomb interaction of the point charge with the counter charge outweighs
the repulsion with the same charge. For a negative point charge, this effect is further
enhanced by the increased mobility of electrons compared to holes. With regard to the
work of Franz et al. in which the effect of donor-acceptor pairs on the PL properties of
CdSe QWs were studied, simulations with two point charges were conducted as well.119

Their energy contributions were found to lie mainly in between the values of single point
charges, indicated by the purple area in Figure 4.5(b). The calculations showed that the
energies of the donor-acceptor pairs and especially their order in the energy diagram are
highly sensitive to the exact positions and distances of the two inserted point charges and
the diameter of the wire. This makes it difficult to directly assign experimental data to
specific model scenarios. Especially for small diameters, the energies of different cases
differ only slightly in a small size range.

In summary, those considerations showed how Comsol can be readily used to perform
simulations that can yield valuable insights in the evolution of the effective band gap
of semiconductor nanostructures of specific shapes and under specific conditions. The
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estimation of the effects of charges on the emission energy can help to elucidate the
mechanisms behind the processes investigated in this work on the PL properties of CdSe
NWs.

4.2.2 Photoluminescence of CdSe QWs

In order to efficiently investigate semiconductor nanostructures with low QYs, such as
colloidal CdSe QWS, confocal spectroscopy is employed. Measurements were performed
of single wires or bundles on glass or Si substrates. This method allows facile data
acquisition and the ability to compare measurements of the same structure along the wire
axis. This enables experiments in which the effects of different chemical environments on
a single structure can be investigated, instead of having to take possible inhomogeneities
in a sample into account when comparing measurements of different individual NCs.

The theoretical considerations in the previous section highlighted that the electronic
confinement is a crucial aspect for the PL properties of semiconductor nanostrucutures.
As such, for 7.5 nm thick CdSe QWs the excitons are confined (Exciton-Bohr radius
of CdSe r = 5.4 nm)176 and the emission wavelength is blue-shifted in respect to the
emission of bulk material. A typical PL spectrum of a single CdSe QW or a QW bundle
is shown in Figure 4.6(a). With these thin QWs, the formation of bundles in solution
is common and it is not possible to determine from a PL scan alone whether the wires
under investigation are present as a wire bundle or as a single structure. The emission
wavelength of 663 nm (1.87 eV) is blue-shifted by 50 nm (130 meV) from the bulk emission
of 713 nm (1.74 eV).116 Therefore, the emission energy lies in the range of energies for
CdSe QWs of these dimensions reported by Myalitsin et al.116 Further, the blue-shift in
the emission energy is in good agreement with the energy contribution due to quantization
and Coulomb interaction estimated via Comsol (see Figure 4.5). Yet, it has to be noted,
that the emission energies of the CdSe QWs, analyzed in this work, vary in the range
of 660 – 700 nm. The resulting range of energies, blue-shifted by 30 – 130 meV with
respect to the bulk emission, corresponds well with the range of energy contributions
correlated to charged species, as shown in the Comsol calculations in Figure 4.5. In
most experiments in this work, the observed emission energies were in fact lower than the
expected energy of a neutral wire in the respective size range. This is a first indication
that the PL of the CdSe QWs is influenced by excess charges that might be generated by
the trapping of charge carriers in defect states. For the CdSe QWs examined in this work,
no trap emission is observed at room temperature. In the literature, trap emission was
observed for CdSe NCs with diameters of 2.0 – 2.2 nm.52 The absence of trap emission
for CdSe QWs might indicate non-radiative recombination of trapped carriers.177 For the
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Figure 4.6: PL of CdSe QWs (d = 7.5 nm). (a) Emission spectrum fitted with a
Lorentzian. (b) Decay curve fitted biexponentially. The data was recorded
with a Streak camera (Excitation: λ = 400 nm, f = 76 MHz, pulse width =
150 fs, P = 77 kW/cm2).

CdSe QWs in this size range, however, the trap emission could still occur in the IR range,
which is not within the detection range of the detectors used in this work.
The emission spectrum shown in Figure 4.6(a) was recorded with a Streak camera that

allows for simultaneous examination of the photon emission energy and delay time. The
corresponding PL decay curve is shown exemplarily in Figure 4.6(b). The average lifetime
lies in a range of 10 – 30 ps (variations due to fitting parameters). These short lifetimes
are consistent with findings in the literature.177

These data are presented here primarily to classify the general optical properties of the
QWs studied in this work. The data highlight that the PL properties are consistent with
the properties of CdSe QWs described in the literature and are therefore a representative
system.116,177 Measuring the short PL lifetime of the QWs requires an experimental system,
which allows data acquisition with high transient resolution. The setups usually employed
during this work for measuring the PL emission of the QWs are not suitable for measuring
the decay curves of the CdSe QWs. Since the processes related to the effects of the chemical
surroundings that were investigated in this work could be successfully elucidated without
the analysis of the decay dynamics, the experiments described in the following sections
focus on the PL intensity and wavelength.

4.2.3 Photoluminescence Properties in Oxygen

The effect of oxygen on the PL properties of semiconductor NCs has been widely studied
throughout the last two decades. Various effects have been reported and several mecha-
nisms of interactions have been proposed. In order to investigate the effect of oxygen on
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Figure 4.7: PL of CdSe QWs in controlled gaseous surroundings under continuous illumi-
nation. (a) Sketch of the setup for confocal measurements in different atmo-
spheres. (b) Evolution of PL spectra in O2. The changes in PL intensity follow
the scheme A (initial state) → B (activated state) → C (quenched state). (c)
Comparative measurement in N2. Excitation: λ = 470 nm, P = 56 kW/cm2,
cw. Adapted from Kusterer et al.166

the optical properties of CdSe QWs, confocal spectroscopy of wires on glass substrates was
performed, while controlling the surrounding atmosphere by flushing the respective gas
through a flow channel or a special gas-changing setup. This is illustrated in Figure 4.7(a).
The work concerning the effects of oxygen is especially focused on photoinduced effects.
Therefore changes in the optical properties during illumination like photobrightening and
photodarkening are investigated.

Figure 4.7(b) shows the typical development of the PL emission spectrum of CdSe QWs
in oxygen under continuous illumination. In the first phase, the PL intensity increases
(A → B) before photodarkening occurs with ongoing illumination (B → C). This process
is accompanied by a blue-shift in emission wavelength of 26 meV. A comparative mea-
surement in nitrogen is shown in Figure 4.7(c). In nitrogen, no significant changes in PL
intensity or emission wavelength are observed, demonstrating the necessity of oxygen for
the photoinduced effects.
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Since this process is photoinduced, it is not surprising that a dependence on the excita-
tion power can be found. Figure 4.8 shows the development of the PL intensity (integral of
the spectra) over time during continuous illumination in oxygen and inert gas atmosphere
at different excitation powers. The data acquired at low excitation powers of 9 kW/cm2,
depicted in Figure 4.8(a), show no significant changes of the PL intensity in oxygen at-
mosphere, while a small decrease of the intensity during the first minute of illumination
is observed in nitrogen atmosphere. Figure 4.8(b) and (c) show the evolution of the PL
intensity at higher excitation powers of 99 kW/cm2 and 331 kW/cm2. In both cases PL
enhancement is observed in oxygen atmosphere. While the PL intensity did not reach sat-
uration during the measurement time at 99 kW/cm2, it reached saturation after already
two minutes at 331 kW/cm2. The enhancement factors differ slightly in the range of 1.8
– 3. At both excitation powers the PL enhancement to this extent is only observed in
oxygen atmospheres, while only minor effects are observed in nitrogen atmospheres. At
331 kW/cm2, the PL intensity increases by a factor of 1.1 during the first minute of illumi-
nation and some fluctuations of the intensity are observed during the whole measurement.
These observations highlight that the photobrightening effect in oxygen only occurs when
a certain power threshold is overcome. In addition, the data also show that the extent
of the PL enhancement differs within a certain range, indicating inhomogeneities in the
CdSe QW sample.

So far, the data showed that the PL enhancement is photoinduced and dependent on
the oxygen in the atmosphere. For a better understanding of the process leading to the
PL enhancement, the reversibility is an important factor as it can provide insights into
the interaction of oxygen with the CdSe QWs.

61



Optical Properties of CdSe QWs

Irreversible Photobrightening

In order to investigate the (ir)reversibility of the photobrightening, CdSe QWs are excited
locally and illumination is stopped before the photodarkening phase is reached. Figure
4.9(a) shows the data of a spectra series of CdSe QWs in oxygen. The PL intensity
increases and the wavelength shifts to the blue during illumination. The excitation is
stopped twice for 30 s each. In both cases, the changes in PL intensity and wavelength
remain when starting the illumination again and the process continues. These data show
the irreversibility (upon illumination) of the photoactivation on a short time scale. In
order to investigate this behavior on a longer time scale, PL scans of CdSe QWs before
and after photoactivation are compared. Figure 4.9(b) shows the PL scan before the
photobrightening experiments. The CdSe QWs were locally illuminated at the marked
spots for 180 s and the illumination was stopped before the photodarkening phase was
reached. The subsequent PL scans right after the illumination experiments and 20 h
later in Figure 4.9(c,d) show that the respective regions are still in the activated state,
since the locally increased PL intensity is clearly visible. These results show that the
oxygen-induced photobrightening is permanent after stopping the illumination.

The data shown in Figure 4.9 also highlight another aspect concerning the PL prop-
erties of CdSe QWs. It was the focus of past investigations in different groups whether
the PL of semiconductur quantum- and nanowires is governed by bound excitons or free
charge carriers.117,121 The photoactivated regions in the PL scans in Figure 4.9(c,d) show
locally enhanced emission. If the charge carrier dynamics were dominated by free charge
carriers, the PL intensity would increase homogeneously along the wire axis during a pho-
tobrightening event. Therefore, the data affirm that CdSe QWs in this size regime exhibit
bound excitons, which is in agreement with the literature.117,121 For QWs, the fixation of
excitons along the wire axis might result from the formation of excitonic complexes that
were investigated by Franz et al. via low-temperature spectroscopy.119 Dopants and alter-
nating zincblende and wurzite segments along the wire axis can provide sites for locally
bound excitonic complexes in QWs.119,178

The results of the experiments in Figure 4.9 demonstrated the irreversibility of the
oxygen-induced photobrightening in an unchanged oxygen atmosphere. Further, the
(ir)reversibilty when changing the atmosphere is probed. Figure 4.10(a) shows a PL scan
of CdSe QWs in air. After local illumination of three spots in air or in O2 atmosphere,
the photoactivated regions can be identified by the enhanced intensity in the PL scan
shown in Figure 4.10(b). After switching to N2 atmosphere another PL scan is recorded,
shown in Figure 4.10(c). In this scan, the photoactivated regions are still clearly visible.
These data unambigiously demonstrate the irreversibilty of the oxygen-induced photo-
brightening of CdSe QWs. At this point it has to be noted that reversible effects can also
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Figure 4.9: Irreversibility of oxygen-induced photobrightening of CdSe QWs when stop-
ping the illumination. (a) Transient evolution of PL intensity and emission
wavelength in oxygen, while the excitation is paused two times for 30 s (λ =
633 nm. (b)–(d) PL scans of CdSe QWs in oxygen atmosphere. (b) PL scan
before local illumination at marked spots: λ = 470 nm, P = 56 kW/cm2, cw,
for 3 min. (c) PL scan after local illumination experiments. (d) PL scan 20 h
after local illumination experiments. From Kusterer et al.166

be observed by changing the atmosphere during illumination. This will be discussed in
Section 4.2.3.

As a final experiment concerning the (ir)reversibilty of the oxygen-induced effects dis-
cussed in this section, the atmosphere is switched during the photodarkening period that
occurs after the PL enhancement upon further illumination. Similar to the experiments
concerning the irreversibility of the PL enhancement, this investigation can yield insights
about the nature of the interaction of oxygen with the QWs. Figure 4.11 shows the respec-
tive transient evolution of the PL intensity and wavelength for this experiment. Analogue
to the data shown in Figure 4.7(b), the PL intensity follows the scheme A→ B→ C, while
the emission wavelength shifts continuously to the blue within the first minutes of illu-
mination. When changing the atmosphere during the photodarkening phase, a reversible
blue-shift of the emission wavelength by 2 nm is observed. This will be discussed in detail
in Section 4.2.3. However, the PL intensity remains in the quenched state when exchang-
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ing the gases. Therefore, not only oxygen-induced photobrightening but also subsequent
photodarkening can be explained as an irreversible process.

Mechanism of Irreversible Photobrightening of CdSe QWs The irreversibility of
the oxygen-induced photobrightening shows that oxygen does not solely passivate surface
traps or acts as electron scavenger, as described for QDs in the literature.19,20,91 Since the
activation of the PL enhancement is permanent, a stronger interaction has to be accounted
for. For CdSe NPs, photooxidation is already a well studied subject. Thermodynamically,
the most favorable products are CdSeO3 and CdO, as well as SeO2.80 The mechanism of
photooxidation of CdSe NPs was investigated by Hines et al. and the reaction equation

CdSe
(
h+
)

+
3

2
O2
− −→ CdO + SeO2, (4.1)

summarizes the process. It was postulated that oxygen acts as electron scavenger at the
surface, leaving the hole h+ in the particle. The reduced oxygen species then reacts with
the positively charged particle resulting in the production of CdO and SeO2.70

In most cases photooxidation is correlated with quenching of the PL
intensity.63,69–72,74,75,87,88,179 However, PL enhancement due to photooxidation is
also plausible. Via the reaction with oxygen, surface defects might get cured, similar to
photoetching or inorganic shell growth, thus leading to an increase in PL efficiency. For
our CdSe QWs the increased amount of Se, found by EDX spectroscopy and ICP-MS
measurements (see Section 4.1.1), gives a strong indication that unpassivated Se ions are
present at the surface. A correlation of the occurence of photobrightening and Se-rich
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Figure 4.11: Irreversibility of oxygen-induced photodarkening of CdSe QWs. The PL in-
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change. λ = 633 nm, P = 200 kW/cm2, cw. Adapted from Kusterer et al.166

surfaces was already reported for CdSe NPs.53 Therefore, the findings presented so far,
together with the current knowledge about NPs, allow for the proposal of the mechanism
that is illustrated in Figure 4.12. The unpassivated Se ions at the surface exhibit excess
negative charges. These present trapping sites for photoexcited holes. The remaining
excess electrons inhibit radiative recombination by Auger recombination in the initial
state A. In the course of illumination in an oxygen atmosphere, oxygen can act as an
electron scavenger, removing the electrons from the wire. This leads to a reduction
of Auger processes, resulting in the enhanced PL intensity in state B. The continuous
blue-shift of the emission wavelength during illumination indicates that formation of
oxides already occurs during the photobrightening phase (A → B). Due to the excess of
Se in the CdSe QWs, the formation of SeO2 is most likely the most important process
for the observed effects. SeO2 formed at the surface can create an oxide layer or detach
from the crystal and evaporate. For CdSe NPs, X-ray photoelectron spectroscopy (XPS)
studies revealed a decrease of the Se:Cd ratio with proceeding photooxidation, indicating
detachment of SeO2 from the surface.80,81 Consequently, the model depicted in Figure
4.12 proposes that the detachment of SeO2, as well as other photooxidation processes
such as the formation of CdO and CdSeO3 and the decomposition of the organic ligands,
eventually lead to photodarkening.
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and further decomposition by photooxidation leads to PL quenching. From
Kusterer et al.166

Exclusion of Further Mechanisms For the PL enhancement of CdSe NCs a lot of mech-
anisms have already been proposed in the literature. Further studies have been carried
out to determine whether other mechanisms are involved in the effects observed in this
work. Several investigations, especially concerning the PL enhancement due to photooxi-
dation were performed with thin films of CdSe NPs.76,86–88,180 For example, the formation
of SeO2 at the particle surface, which then acts as ionization barrier was discussed.86

Further, it was proposed that the formation of a CdO layer could enhance the coupling
of CdSe NPs in thin films, thus leading to an enhancement of the PL intensity.88 In order
to investigate whether processes that only occur in ensembles play a role in the effects
observed for CdSe QWs, measurements of single wires were conducted.

In this study, SEM measurements were conducted after performing the confocal pho-
toexcitation experiments. In order to enable identification of single wires via SEM, larger
wires with an average diameter of d = 28 nm were used. Figure 4.13(a) shows a scan
of the reflected laser light of a CdSe NW on a substrate exhibiting markers. Especially
with these larger wires, the use of reflection scans is well-suited for localizing individual
structures. The results of a series of spectra, yielded by local illumination in air, are
shown in Figure 4.13(b). The PL intensity increases and the PL wavelength shifts con-
tinuously to the blue. In this particular case the phototdarkening phase did not start
within the time span of the measurement. However, photodarkening was also observed
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Figure 4.13: PL enhancement of a single CdSe NW (dav. of sample = 28 nm). (a) Reflec-
tion scan of a NW on a marked Si-substrate. (b) Transient evolution of PL
intensity and wavelength during local illumination at the marked spot (λ =
633 nm, P = 6400 W/cm2). (c) SEM scan of the same NW, recorded after
the PL measurement to ensure the presence of a single wire. From Kusterer
et al.166

for higher excitation powers. To verify that the excited wire was a single wire and not a
bundle of wires, a SEM scan of the same spot was recorded subsequent to the confocal
measurements. Figure 4.13(c) shows the SEM scan, in which a single structure can be
identified.

The observation of photobrightening of a single wire shows that effects of photooxidation
which were described for thin particle films, like coupling and charge transfer, are not
decisive for the observations made for CdSe QWs.

Various other mechanisms for photobrightening, which are not related to O2 are also
described in the literature (see Section 2.1.2). However, the observed dependence on
oxygen shows the effect of oxygen to be the dominant effect. One feature that is still
worth mentioning here is the role of the organic ligands for photobrightening. For CdSe
NPs it was suggested that TOPO–Se complexes might be formed during illumination.
Since this would lead to a passivation of surface traps it could be in correlation with
the enhancement of the PL intensity.63 For CdSe QWs, however, the investigation of
the organic ligands by IR spectroscopy suggests that the majority of the ligands after
three purification cycles is given by the phosphinic acid as X-type ligand. According to
Morris-Cohen et al.172 and the data presented in Section 4.1.1, the number of L-type
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ligands like TOPO decreases with each step of purification. If the presence of TOPO
was decisive for the photobrightening effect, a correlation of PL enhancement with the
number of purification steps would be expected. Yet, no dependence of the photoinduced
PL enhancement on the level of purification was observed for CdSe QWs (see Figure 8.1
in Appendix).
In summary, the previous section describes the development of the PL properties of

CdSe QWs when illuminating in oxygen contating atmospheres. By comparison to mea-
surements in inert gas atmospheres and changing the gases after illumination in oxygen,
the nature of the oxygen-induced photobrightening and subsequent photodarkening was
elucidated. The evaluation of the spectroscopic data in combination with the knowledge
about the CdSe QWs, gained by the analysis of the surface and composure, allowed for
the proposal of a mechanism. As an excess of Se was found in the analysis of CdSe QWs,
the PL enhancement is assigned to passivation of Se surface sites by oxygen molecules.
The irreversibility of the photobrightening suggests photoinduced formation of SeO2 at
the surface. The subsequent photodarkening is assigned to degradation of the particle due
to further photooxidation, which is indicated by the blue-shift of the emission wavelength.
So far, the focus has been on the irreversible photoinduced effects observed when CdSe
QWs are illuminated in oxygen-containing atmospheres. The reversible effects of oxygen
on PL properties will be discussed in the following section.

Reversible Effects

In addition to the irreversible oxygen-induced photobrightening of CdSe QWs, reversible
effects are observed when changing the gas atmosphere during illumination. Figure 4.14(a)
shows representative results of a series of spectra, recorded under continuous illumination
while changing the atmosphere between oxygen and inert gas in intervals of two minutes.
The graphs show the relative PL intensity and the emission wavelength that were deter-
mined by fitting the spectra with Lorentz functions. Four chosen spectra (marked 1–4) of
the series are shown in Figure 4.14(b–e). At the start of the measurement in oxygen only
one Lorentzian is sufficient to represent the data, as shown in Figure 4.14(b). The PL in-
tensity increases continuously during the first two minutes while the emission wavelength
shifts to the blue. When changing to inert gas, a second peak emerges at approximately
655 nm (see Figure 4.14(c)). The intensity of this peak rises abruptly after the gas change
and stays constant until the gas is changed back to oxygen. At that point, the intensity of
the second peak is reduced drastically. The sudden reversible addition of the blue-shifted
peak also leads to a reversible increase in the overall PL intensity in inert gas atmosphere.
After changing the atmosphere back to oxygen at 240 s the photobrightening resumes
and the PL intensity gets further enhanced, as shown in Figure 4.14(d). Figure 4.14(e)
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Figure 4.14: Reversible effects of oxygen on the PL properties of CdSe QWs. (a) Evolu-
tion of PL intensity and emission wavelength, while switching the gaseous
atmosphere between oxygen and inert gas under continuous illumination (λ
= 633 nm, P = 44 kW/cm2, cw). (b–e) Corresponding PL spectra at the
spots (1–4), marked in the intensity time trace in. The gaps in the time trace
in (a) result from an automatic correction of the height of the laser focus,
in order to compensate for small variations due to the gas changes. From
Kusterer et al.166

shows the spectrum after changing back to inert gas after 385 s of illumination, at which
point the second blue-shifted peak emerges again and now even exceeds the intensity of
the original peak.

First of all, the data depicted in Figure 4.14 show again that the oxygen-induced photo-
brightening is irreversible. When changing the gaseous atmosphere back to oxygen after
240 s, the enhanced PL intensity, as well as the blue-shifted emission wavelength do not
fall back on the level of the start of the illumination, but to the level prior to the interval
of inert gas atmosphere. This supports the assignment of the photobrightening process
to an irreversible process. As discussed in Section 4.2.3, the interaction of oxygen with
the surface has to be stronger than weak physisorption.

On the other hand, reversible effects are also observed when changing the atmosphere.
A second peak emerges reversibly in inert gas atmosphere and is blue-shifted by 100 meV
with respect to the initial peak. At the same time the initial peak exhibits at red-
shift by 10 meV. These observations are in good agreement with spectroscopic features
of charged biexcitons reported for NPs.36–43 The existence of charged biexcitons when
illuminating in inert gas atmospheres at high excitation powers is plausible. The absence
of oxygen as electron scavenger results in an excess of negative charge carriers in the wire.
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Subsequent excitation then fills higher energy states. As a result, the blue-shifted peak
can be attributed to 1Pe–1P3/2 or 1Pe–1S3/2 radiative recombination. On the other hand,
the red-shift of the initial peak in argon aligns well with the concept of 1S electrons being
energetically stabilized due to Coulomb interactions in negatively charged particles.

With 100 meV, the energy separation observed between peak 1 and peak 2 is slightly
less than the energy transition shift of 120–200 meV between the second and first excited
state for CdSe QWs in this diameter range, as reported by Giblin et al.117 The energy shift
reported in the literature refers to the absorption level. The consideration of Coulomb
interactions in multiexcitons can explain the lower values observed here. For CdSe QDs,
similar discrepancies in the shifts for the P–P emission were observed.37,42 In addition to
considering the influence of charges on the energy levels, photoselection of larger particles
within a sample was taken into account. Both arguments can apply for the CdSe QWs
investigated in this work.

For CdSe NPs and for QDs, reversible oxygen-induced processes were previously at-
tributed to oxygen acting as an electron acceptor or electron scavenger.18–20 This assign-
ment is in good agreement with the observations made for the CdSe QWs in Figure 4.14,
since it explains both the reversibility and the spectroscopic features when the gas is
changed.

Another aspect emerging from the data shown in Figure 4.14(a) is the observation of a
dependence of the blue-shifted emission peak (peak 2) on the photbrightening in oxygen.
After the intervalls in oxygen in which photobrightening occurs, the intensity of peak 2 is
also enhanced. As discussed in Section 4.2.3 the irreversible changes of the PL are assigned
to irreversible photooxidation at the QW surface. The enhancement of the intensity of
peak 2 after the photobrightening indicates that oxides like SeO2, formed at the surface,
get flushed away by the inert gas at the gas change. The removal of SeO2 could lead to a
release of electrons into the QW, thus enhancing the multiexcitonic emission in inert gas
atmospheres.

Excitation-Power Dependence Further spectroscopic evidence for the assignment of
the concurring recombination processes can be gained by investigating the excitation-
power dependence. Figure 4.15(a) shows the evolution of the intensities of peak 1 and
peak 2 in oxygen and in inert gas atmosphere at excitation powers that are tenfold higher
than for the data shown in Figure 4.14. Due to the higher excitation power, a second
blue-shifted peak can not only be identified in inert gas atmosphere, but also in oxygen,
albeit at a much lower intensity. In oxygen, both peaks follow the scheme A (initial state)
→ B (photoactivated state)→ C (photodarkening), as already discussed in Section 4.2.3.
In inert gas atmosphere, the intensity of peak 1 rapidly decreases, while the intensity of
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Figure 4.15: Excitation-power dependency of multiexcitonic emission of CdSe QWs. (a)
PL intensity time trace in oxygen and in inert gas atmosphere at high ex-
citation powers (λ = 633 nm, P = 660 kW/cm2, cw). (b) Intensities of
peak 1 and peak 2 in inert gas atmosphere relative to the excitation power.
(c) Sketches of the preferred recombination states in oxygen and inert gas
atmosphere. From Kusterer et al.166

peak 2 simultaneously increases and becomes the dominant emission in the spectrum. The
intensities of both peaks in inert gas atmosphere are plotted versus the excitation power
in Figure 4.15(b). For the initial peak 1, the data can be fitted with a linear fit function,
whereas the data of peak 2 follows a quadratic trend. This relation indicates that peak 1
originates from single excitons, whereas peak 2 originates from multiexcitons. To excite
one multiexciton, at least two excitation events are required. Thus, the excitation proba-
bility increases quadratically with the excitation power. Therefore, the data support the
assignment of peak 1 and peak 2 to S–S and P–P/P–S recombination, respectively.36,38,39

The scheme in Figure 4.15(c) illustrates the dominant recombination state in the respec-
tive atmosphere. In oxygen, electron scavenging neutralizes the negatively charged QW
yielding neutral S–S recombination. In inert gas atmosphere, an excess of electrons leads
to the occupation of higher states, while the electrons in the 1S states exhibit slightly
lower energies due to Coulomb interaction.

A more detailed scheme for the recombination mechanism in dependence of the atmo-
sphere is given in Figure 4.16. The particle gets ionized by hole trapping or autoionization.
While this process can also occur with single excitons, exciting with high powers likely
results in the formation of biexcitons, thus increasing the probability of autoionization.
Either way a negatively charged species X− is obtained. In the absence of oxygen, further
excitation leads to occupation of higher excitation states, followed by 1S and 1P recom-
bination. In the presence of oxygen, however, excess electrons are removed from the 1S
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state, giving way to recombination of neutral excitons. Electrons accepted by oxygen
might recombine non-radiatively with trapped holes at the surface, allowing the oxygen
molecules to detach from the particle, as proposed for CdSe NCs by Koberling et al.18

In conclusion, the gas-exchange experiments during continuous illumination reveal a
reversible effect of oxygen on the PL of CdSe QWs. The reversible changes in the PL
spectra are assigned to electron scavenging. By analyzing of the spectroscopic features
of the PL variations upon gas change, the presence of charged biexcitons in inert gases
was determined. In the discussion of the data for the CdSe QWs, frequent references
and comparisons were made with findings and principles known from investigations of
spherical CdSe NCs, as documented in the existing literature. To depict some of the
principles outlined in the literature about CdSe QDs and to enable a direct comparison,
a few experiments with CdSe QDs will be briefly discussed in the following section.

Comparison to CdSe Dots

Figure 4.17 shows time traces of PL spectra of CdSe NP thin films under continuous
illumination. In Figure 4.17(a) illumination is started in inert gas atmosphere, whereas
in Figure 4.17(b) illumination is started in oxygen atmosphere. Significant enhancement
of the PL intensity is observed in the first minutes of illumination until the PL intensity
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Figure 4.17: Time traces of series of PL spectra of CdSe NP thin films (dparticle = 4.4 nm,
λ = 405 nm, P = 10.8 kW/cm2). (a) Illumination is started in a nitrogen
atmosphere. (b) Illumination is started in an oxygen atmosphere.

saturates. When switching the gas atmosphere to oxygen after first illuminating in inert
gas, as shown in Figure 4.17(a), the PL intensity experiences further enhancement. In
both atmospheres the PL wavelength shifts slightly to the red in the first minutes of
illumination. Upon further illumination, the PL wavelength saturates in inert gas but
shifts to the blue in oxygen. In the second phase of the experiment, the gases were
switched between inert gas and oxygen, revealing a reversible enhancement of the PL
intensity in inert gas atmosphere. The change of gases further reveals the irreversibility
of the first PL enhancement events in both atmospheres upon changing the surrounding
medium. This accounts especially for the blue-shift of the emission wavelength which is
observed when illuminating in an oxygen atmosphere.
Several effects which were described in the literature for CdSe NC thin films are observ-

able in these measurements. Since photoinduced PL enhancement is observed regardless
of the atmosphere, processes like ligand rearrangement,63 or electron migration62 can be
accounted for. In the literature, the red-shift of the emission wavelength during the pho-
tobrightening is explained with the Stark effect,62 whereas the blue-shift observed upon
illumination in oxygen can be attributed to increased confinement due to photooxidation-
induced shrinking of the particles.63,73 In agreement with findings in the literature, the PL
enhancement is promoted in the presence of oxygen.53 However, the effect of oxygen on
the PL of NCs is less pronounced than for QWs. This suggests that the spherical NCs ex-
amined in this experiment exhibit fewer unpassivated Se sites on the surface. This would
also be typical, since most colloidal spherical II-VI NPs exhibit metal-rich surfaces.50,164

Regarding the large atmosphere-independent PL enhancement, the data are in good agree-
ment with the electron migration mechanism proposed by Tice et al.62 This shows that,
for these CdSe NPs, electron trapping is dominant, while for the Se-rich CdSe QWs hole
trapping prevails. As far as the reversible effects are concerned, these measurements show
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the same behavior, as reported for CdSe NCs embedded in ZnS by Koberling et al., since
the PL intensity gets quenched in oxygen atmopsheres.18 Recent reports20 of the opposite
observation on bare CdSe NCs highlight the dependence of the observed effect on the
respective characteristics of the system.

4.2.4 Raman Properties of CdSe QWs

When exciting CdSe QWs above the band gap, not only the fluorescence, but also the
resonant Raman spectra can be obtained. In the following sections, effects of oxygen on
the Raman spectra will be discussed.

Raman Modes During Oxygen-Induced Photobrightening

Figure 4.18(a) shows the evolution of the high energy region of the PL peak of CdSe
QWs, when illuminating with λ = 633 nm in air. This region exhibits the 1LO and 2LO
phonon peaks at ν(1LO) = 208 cm−1 and ν(2LO) = 416 cm−1, each with a respective LFS.
During illumination in air, the PL intensity rises for the first 140 s and then gradually
decreases, according to the before mentioned scheme of A(initial state) → B(activated
state)→ C(quenched state). To analyze changes in the Raman peaks, the PL background
is subtracted and the Raman peaks of the 1LO and the 1LFS are each fitted with a
Lorentzian. The resulting fit functions are shown in Figure 4.18(b). The most distinctive
change in the spectrum is the shift of the LFS to lower wavenumbers in the phase of
photobrightening. In the subsequent photodarkening phase, the intensities of both LO
and LFS peak decrease and the LFS shifts back to higher wavenumbers. The evolution of
the shift of the LFS, together with the evolution of the PL intensity (value at 500 cm−1)
is shown in Figure 4.18(c). Despite some fluctuations of the values for the LFS frequency
the described trend is clearly visible.

The observed evolution of the LFS is only observed when illuminating in air or oxygen
atmosphere. In inert gas atmospheres, the position and intensity of the Raman peaks
stay constant. This suggests a direct correlation of the observations for the Raman modes
with the processes involved in the irreversible oxygen-induced photobrightening that were
discussed in Section 4.2.3.

The LFS of the LO phonon mode is assigned to vibrations at the surface,106 or to vibra-
tions which are at least more widely distributed than the LO phonon mode.99 Correlations
of its frequency with the dielectricity of the surrounding medium, as well as with charges
are discussed in the literature.97,98,108 Since the oxygen-induced photobrightening is a sur-
face related effect, it is consistent that the LFS is affected more than the LO phonon
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Figure 4.18: Raman spectra of CdSe QWs under continuous illumination in air (λ =
633 nm, P = 419 kW/cm2). (a) Extract of the data showing the evolu-
tion of the PL background and the Raman peaks. (b) Lorentz fit functions
for the 1LO Raman peak and its LFS. (c) Evolution of the LFS peak position
and the PL intensity (the intensity is given by the values at 500 cm−1 in (a)).

mode by this process. Two plausible reasons for the shift of the LFS will be discussed in
the following.

First, the dielectricity of the surrounding of the QW might be increased by the for-
mation of oxides, such as SeO2, yielding a core-shell like structure. A shift of the LFS
or SO phonon mode frequency to lower wavenumbers due to an increased dielectricity of
the surrounding medium is reported and discussed in the literature.97,108 The observed
reversal of the shift of the LFS, after reaching a turning point is also consistent with the
model for the oxygen-induced processes, proposed in Section 4.2.3. Both the decrease of
the PL intensity, as well as the reversal of the LFS shift may be due to the detachment of
oxides that have formed on the surface. In addition, the model for the correlation of the
LFS frequency with the dielectricity of the surrounding medium can be extended with
the effect of dynamic surface charges, as proposed by Liu et al. According to that model
the LFS frequency is decreased at higher surrounding dielectricities and/or decreased by
the presence of dynamic surface charges.108 Following the model for the oxygen-induced
photobrightening proposed in Section 4.2.3, negative charges that are first delocalized
over a large area of the crystal, get fixated at the surface during continuous illumination
in oxygen atmospheres. This correlation would also explain the decrease of the LFS fre-
quency and its subsequent increase during continuous illumination in oxygen atmospheres.
The combination of both, changes in the surrounding dielectric environment, as well as
changes of the dynamic surface charge is also plausible.

In order to conclude the investigation of the effects of oxygen on the Raman spectra
of CdSe QWs, the reversible effects are examined in a similar way to the PL studies by
changing the gases during continuous illumination.
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Figure 4.19: Raman spectra of CdSe QWs under continuous illumination in changing at-
mospheres λ= 633 nm, P = 110 kW/cm2. (a) Background subtracted spectra
in N2 and in O2 atmosphere, showing the 1LO phonon mode and the LFS.
The peaks are fitted with Lorentzians. (b) Evolution of the PL intensity and
the frequency and intensity of the 1LO and 1LFS peak with changing gas
atmospheres. Adapted from Kusterer et al.166

Reversible Effects of Oxygen

Figure 4.19(a) shows the 1LO optical phonon and its LFS of CdSe QWs in nitrogen and
in oxygen atmosphere. Each peak is fitted with a Lorentzian. The comparison of the
data in both atmospheres shows that the peak intensities of both LO phonon and LFS
are reduced in nitrogen. Further, small shifts of the peak frequencies are observed, which
can be seen more clearly in Figure 4.19(b). Figure 4.19(b) shows the evolution of PL
intensity and the Raman peak characteristics, obtained by fitting the Raman spectra,
during fast exchange of the gaseous surrounding between oxygen and nitrogen. This data
representation reveals reversible effects of the atmosphere on the Raman peaks. At the
change from nitrogen to oxygen atmosphere, the frequencies of 1LO phonon mode and
1LFS shift within seconds to higher wavenumbers. The 1LO phonon mode frequency
shifts from 206.8 cm−1 in nitrogen to 207.2 cm−1 in oxygen, and the LFS shifts from
198 cm−1 in nitrogen to 200 cm−1 in oxygen. Simultaneously, the intensities of both
peaks are enhanced. Both frequency shift and enhancement of intensity are reversed as
the gas is exchanged back to nitrogen. During the periods of illumination in oxygen, the
small gradual shift to lower wavenumbers that was discussed in the previous section is
also observed, but the reversible effects are dominant in this measurement.
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For ZnO NPs it was reported that the presence of free charge carriers shifts the Raman
frequencies to lower wavenumbers by screening of the ion-ion interaction in the NC atom
lattice.105 As discussed previously (Section 2.1.2) reversible features of excess negative
charges were observed for the PL properties of CdSe QWs in inert gas atmosphere. The
combination of the reports in literature105 with the interpretation of the reversible effects
concerning the PL spectra are strong indicators that the reversible features in the Raman
spectra of CdSe QWs are due to the presence of excess negative charge carriers in inert
gas atmosphere and their removal in oxygen atmosphere. Interestingly, the shift of the
peak position at the gas change is more enhanced for the LFS than for the LO phonon
mode. In the literature, a correlation of the LFS with the dielectric surrounding,97 surface
charges98 and resonant excitation of higher states99 are discussed.

The notable increase in the reliance of the LFS (compared to the LO phonon mode) on
atmospheric conditions, as depicted in Figure 4.19, indicates a substantial correlation with
the presence of free charge carriers. With respect to the reports about a dependence of the
LFS on the excitation of higher states,99 the observations might also be correlated with
the observation of enhanced radiative emission of 1Pe-1P3/2 and/or 1Pe-1S3/2 transitions
at high excitation powers in inert gas atmospheres. However, Lin et al. only reported
changes of the LFS.99 In this work, analogue changes of the LO frequency are observed,
suggesting a dominant correlation of the Raman peaks with the presence of free charge
carriers. Another distinct observation is the reversible enhancement of the intensities of
the Raman peaks in oxygen. For ZnO particles it was reported that the presence of excess
charge carriers did not only affect the frequencies, but also the intensities (integrals) of the
Raman peaks.105 The presence of free charge carriers might lead to a reduction of the EPC
strength, resulting in reduced intensities of Raman signals. Another result of reduced EPC
can be a reduced 1LO/2LO intensity ratio.102,105 However, in this experiment, no change
in the ratio of the 1LO and 2LO peaks was observed. If there are no other processes
responsible for the intensity changes, this might indicate that the LO overtones do not
originate from a "true" resonant Raman process, but a cascade process. In a "true"
resonant Raman process, the LO phonons are generated in a single step via virtual states,
while in a cascade process, the LO phonons are generated in several consecutive steps
during the relaxation of hot charge carriers to the bandedge. However, these hypotheses
are not yet conclusively clarified in the literature.105

In conclusion, the reversible atmosphere dependent changes in the Raman spectra sug-
gest a correlation of the Raman peak frequencies and intensities with the presence of
excess charge carriers. Concurrently, the correlation of the frequency of the LFS with
the evolution of the PL intensity during continuous illumination in an oxygen-containing
atmosphere, highlights the photoinduced processes at the QW surface. Both experimental
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analyses depicting the evolution of the Raman spectra in this study underscore the con-
clusions drawn from the examination of the PL properties. The concurrent exploration of
Raman and PL properties highlights the capability to elucidate the character of surface-
associated processes and recombination patterns, as well as to pinpoint the factors that
impact the optical characteristics of semiconductor nanomaterials on a broader scale.

4.2.5 Effects of Dopants and Ligands on the Photoluminescence

of CdSe QWs

In order to investigate photoinduced effects on the PL properties of CdSe QWs by different
chemical species, experiments in flow-channels have been conducted. A sketch of the
experimental setup for these measurements is depicted in Figure 4.20(a). Analogous to the
experiments in the gas-flow setup, the QWs are excited through a glass substrate, on which
they are fixed, while the surrounding medium can be exchanged. In addition to exchanging
the gaseous surrounding of the wires, this method also allows for the investigation of the
effects of liquids and solutions. However, due to the swell-behavior of the flow-channel
material poly-(dimethylsiloxan) (PDMS) at contact with unpolar organic solvents, the
experiments were restricted to aqueous solutions.

Photoluminescence in Aqueous Solutions

Figure 4.20(b) shows the evolution of the emission spectra of individual CdSe QWs or QW
bundles on a glass substrate, while flushing the flow-channel with water. Photoinduced
PL enhancement is observed and the evolution of the spectra is similar to the evolution
observed in air or in oxygen. This process is discussed in detail in Section 4.2.3. The
observation of photobrightening in water, with a similar evolution of the spectra as in
oxygen, suggests that the underlying process is the same. Similar observations for CdSe
QWs, covered with liquid polyethylene glycol (PEG)200, showed that the oxygen which
is diluted in the surrounding matrix is sufficient for the observation of the photoinduced
effects (see Appendix Figure 8.2). In order to be able to investigate solely the effects of
additives in aqueous solutions, those experiments were conducted at significantly lower
excitation powers at which the processes that are referred to oxygen are only marginally
pronounced and occur on a slower time scale. For example, Figure 4.20(c) shows a PL
intensity time trace recorded at a significantly lower excitation power, at which the PL
intensity stays constant during the measured time, until the injected additives reach the
sample. In this case, an aqueous methyl viologen dichloride (MV) solution (c = 36 µM)
was injected. MV is known to efficiently quench the PL of semiconductor nanostructures
via photoinduced electron transfer.181–183 This is also observed in Figure 4.20(c), as the
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Figure 4.20: Evolution of the PL of CdSe QWs in aqueous solutions. (a) Sketch of exper-
imental setup for measurements in PDMS flow-channels. (b) Evolution of
the spectra in H2O at P = 560 kW/cm2. (c) PL intensity time trace in H2O
with injection of MV (aq.) (c = 36 µM) at P = 5.6 kW/cm2. λ = 470 nm,
cw.

PL intensity gets completely quenched within a few seconds. This experiment serves as
an experimental test of the method, but also demonstrates the effect of high-efficiency
electron scavengers on the PL of CdSe QWs.

Similar experiments were conducted with aqueous solutions containing AgNO3 and
Cd(Ac)2. As discussed in Section 2.1.2, these additives have significant effects on the PL
properties of CdSe NCs.

The evolution of the spectra while infusing AgNO3 (aq.) is shown in Figure 4.21(a).
After the injection, the PL intensity exhibits a significant increase by a factor of two,
while the FWHM decreases by 50% and the peak maximum shifts to the blue by 12 nm
((1)→(2)). Within 60 s after this PL enhancement, the PL gets quenched completely
((2) →(3)). The evolution of the spectra in the analogue experiment with Cd(Ac)2 is
shown in Figure 4.21(b). In this particular case the initial PL intensity in water is too
low to be detected in the spectra with the settings chosen for this experiment. There-
fore changes concerning wavelength and FWHM are not available. Yet, a pronounced
enhancement of the PL intensity of a factor of more than five is observed after injection
of the Cd(Ac)2 solution. In contrast to the subsequent complete PL quenching observed
for Ag(NO3), the PL does not disappear completely but decreases to around 40% of the
enhanced intensity.

For the interpretation of the observed effects, it can be referred to the processes for
CdSe NCs reported in the literature.52,57 It has been reported that the addition of AgNO3

leads to a cation exchange reaction, which would eventually lead to a complete quenching
of the PL (in the visible range).52 However, for the doping of CdSe NCs with only a few
Ag atoms PL enhancement was observed.57 Applying these concepts to the data shown
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Figure 4.21: Evolution of spectra of CdSe QWs in aqueous solutions in flow channels. (a)
Evolution after injection of AgNO3 (aq.) (c = 2 mM). (b) Evolution after
injection of Cd(Ac)2 (aq.) (c = 2 mM). (*) marks detected light of other
sources owing to the special experimental setup. λ = 470 nm, cw.

in Figure 4.21(a), allows for the interpretation that the PL enhancement, observed after
injection and before the PL quenching, is due to impurity doping by the first arriving Ag
atoms at the QWs. Even though this approach yields an explanation for the observed
PL enhancement it is questionable if these concepts can also be applied to 1D structures.
The explanation of the PL enhancement for the 0D NCs is based on the reorganisation
of the exciton fine structure due to breaking the symmetry by inserting an impurity into
the particle.58 Whether the effect of changes in the exciton fine-structure has a similar
impact on the PL in wires is unclear. Another approach might be surface passivation due
to Ag+ ions. Indeed this has been proposed for chalcogene rich II-VI NCs to lead to PL
enhancement.184 This approach would be in good agreement with the findings concerning
the composure of the Se-rich CdSe QWs used in these experiments and coincides with the
proposed mechanism for the oxygen-based photobrightening (see Section 4.2.3).

For Cd(Ac)2, it was suggested that this substance could lead to an enhanced surface
passivation, thus leading to PL enhancement of CdSe NCs.52 Yet, the exact mechanism
was not entirely clarified. In principle, Cd(Ac)2 can act as Z-type ligand and passivate
undercoordinated Se2− ions at the surface, thus decreasing the number of surface trap
states. In aqueous solution, however, the dissociation products could also act as X-type
ligands, passivating undercoordinated Cd2+ ions at the surface. Furthermore, the sub-
sequent quenching of the PL intensity is difficult to explain. However, the preservation
of some of the enhanced luminescence is the main difference to the cation exchange re-
action occurring with AgNO3. The complexity of this case makes it difficult to make a
definite statement about the effect of the surface passivation. Again, a directional aspect
is that PL enhancement due to passivation of undercoordinated Se ions at the surface
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coincides with the findings concerning the photoinduced PL enhancement due to oxygen
(see Section 4.2.3), but a potential interplay of different effects cannot be discarded.

The results for the evolution of the PL in aqueous solutions, shown in Figure 4.21, have
to be considered with some caution. The measurements in the flow-channels were difficult
to conduct and controlling the system’s stability concerning the focal point was tedious.
Furthermore, it was difficult to estimate the exact time of the additives arriving at the
investigated CdSe QWs, thus causing some uncertainties concerning the interpretation
of the data. Nevertheless, these experiments show that some of the principles found for
spherical CdSe NCs also account for CdSe NWs. Further, the observation that substances
that may passivate Se surface-sites lead to PL enhancement supports the mechanism
proposed for the oxygen-mediated photobrightening.

Effect of Gaseous Propylamine

In order to investigate the effects of L-type ligands on the PL properties, experiments
were conducted in which the gaseous surroundings of the CdSe QWs were flushed with an
atmosphere, containing gaseous n-propylamine. For these experiments, a carrier gas was
bubbled through liquid n-propylamine before introducing it into the flow-channel.

Figure 4.22 shows the evolution of the spectra of CdSe QWs while flushing the flow-
channel with a gaseous mixture of O2 as carrier gas and n-propylamine. The effect
of the amine is dominant and further experiments with different carrier gases showed
that the main aspects of the effect of n-propylamine are not affected by the carrier gas.
Figure 4.22(a) shows the evolution of the PL spectra over time as color map. During
the measurement of 180 s, the PL intensity is gradually quenched. Strikingly, large
fluctuations of both PL intensity and emission wavelength are observed in the process.
The spectra recorded at 1 s and at 65 s are displayed in Figure 4.22(b) and (c), respectively.
The data can be represented by applying three Lorentzians. The shoulder at higher
wavelengths (peak 3) might be assigned to CdSe trap emission,52 but this will not be
in the focus of the following discussion. Next to the main emission peak in the initial
state at 691 nm (peak 1), a second blue-shifted peak at 657 nm (peak 2) appears in a
fluctuating manner. The energy shift of 93 meV corresponds well to the energy shift
between the two peaks observed in the study of the reversible photoinduced effects of
oxygen on the PL properties of CdSe QWs (see 2.1.2). Alkylamines can act as L-type
ligands that bind to the NC surface by donating a free electron pair.49,50,185 Analogous to
the proposed mechanism for the occurrence of emission of higher states at high excitation
powers in inert gas atmospheres, it can be concluded that the high energy emission peak
is created due to an increased amount of negative charge carriers. In this case the extra
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Figure 4.22: Evolution of the PL spectra of CdSe QWs in an atmosphere with gaseous
n-propylamine. (a) Colormap of the transient data. (b,c) Spectra at 1 s and
65 s (marked with 1 and 2 in (a)), each fitted with three Lorentzians. P =
62 kW/cm2, λ = 447 nm, cw.

charge carriers are provided by n-propylamine that injects electrons either indirectly by
passivation of electron traps, or injects electrons directly by oxidation at the surface.
In conclusion, the flow-channel experiments revealed some interesting features of PL

variations. The results for the additives in aqueous solutions can in part be correlated
with principles established for CdSe NCs. However, the interpretation of the measured
data in this work is not always unambiguous. Reoccurring experimental problems with
the stability of the experimental setup complicate the realization of a larger comprehen-
sive study. Nevertheless, the investigations complemented the findings discussed in the
previous sections in several ways. For example, the importance of the increased Se content
for the optical properties are implemented repeatedly in the interpretation. Furthermore,
the results of the experiments with n-propylamine are a good addition to the observation
of emission of higher excited states with excess negative charge carriers.
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4.3 CdSe/CdS Core-Shell Particles

In order to compare the observations and findings on NWs to another system, the PL of
CdSe/CdS core-shell particles was investigated. Those QDs resemble a benchmark system
in terms of PL-quantum yield. The advancement of synthetic strategies during the last
decades led to an almost complete reduction of blinking, thus increasing the suitability in
many optoelectronic devices.7,143,149,186,187 For CdSe/CdS QDs, some reversible effects of
oxygen on the PL properties were already reported by Hu et al..20 In this work, a part of
the observations reported in the literature were confirmed. However, some new aspects
were discovered and analyzed, leading to a more complete picture of the interaction of
oxygen and the PL of QDs. In the following sections, the results of the investigations
regarding the impact of oxygen are demonstrated. The PL properties were examined on
thin films, as well as on single particles.

4.3.1 Photoluminescence Properties of QD Thin Films

To investigate the properties of QDs on an ensemble level, while profiting from the advan-
tage of high photon collection efficiency of microscope objectives, thin films were examined
by confocal spectroscopy. In general, the strategy and methods were similar to those used
for CdSe QWs.
Figure 4.23(a) shows the development of the PL properties of CdSe/CdS QDs in a thin

film during fast switching of the surrounding atmosphere between oxygen and nitrogen
under continuous illumination. Starting in oxygen atmosphere, in the first seconds of
the measurement the PL intensity increases by a factor of 1.2 and stabilizes after 30 s.
The small increase in PL intensity is accompanied by a very small blue-shift of the emis-
sion wavelength of 0.2 nm. When changing the atmosphere to nitrogen, the PL intensity
decreases by more than 50%, the emission wavelength experiences a red-shift by 3 nm
and the spectrum broadens significantly. Figure 4.23(b) and (c) show representative PL
emission-spectra and PL decay-curves in the respective atmospheres. The lifetimes in
nitrogen are significantly shorter than in oxygen. In both atmospheres, at least triexpo-
nential fit functions have to be applied to represent the data sufficiently. The average
lifetimes were determined to be 59 ns in oxygen and 9 ns in nitrogen. The data suggest
different states of recombination to be dominant in each atmosphere. By changing the
atmosphere during illumination, the states can be switched reversibly as shown by the
time trace in Figure 4.23(a).
So far, the data are in agreement with the literature.20 It was reported that oxygen

deionizes negatively charged QDs, thus leading to emission of neutral excitons in oxygen,
whereas the emission in inert gas is dominated by negative trions. The red-shift of the
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Figure 4.23: PL properties of CdSe/CdS core-shell particles (d = 12.6 nm) in a thin
film. (a) Development of the PL intensity, PL wavelength and FWHM while
switching the gas atmospheres between O2 and N2 under continuous illumi-
nation (λ = 405 nm, P = 20 µW, f = 1 MHz). (b) PL emission spectra and
(c) PL decay-curves in O2 and N2, respectively.

emission wavelength is also characteristic for trions and results from increased Coulomb in-
teractions with the additional charge carrier.188 The reversible broadening was attributed
to the existence of a mixture of neutral and negatively charged QDs in inert gas atmo-
spheres, whereas only neutral QDs would be present in oxygen.20 Further, the shortening
of lifetimes in inert gas atmospheres is also in agreement with the assignment to the neg-
ative trion state. In trions, Auger recombination can occur as additional non-radiative
recombination pathway. Furthermore, the probability for radiative recombination is en-
hanced due to the increased amount of charge carriers.

Interestingly, when performing the same experiment at lower emission powers, the effect
of the atmosphere on the PL properties vanishes. To investigate the influence of the
excitation power, a similar experiment was performed, in which the excitation power
was varied in a stepwise manner during the measurement. Figure 4.24 (a) shows the
development of the PL intensity of a thin film of CdSe/CdS QDs with switching gas
atmospheres, while increasing the excitation power step by step. From the data of the
intensity time-trace, an excitation-power threshold can be identified. Only at powers
above 0.5 µW, oxygen leads to an enhancement of the PL intensity. Further, the extent of
the effect increases with increasing power. The data in Figure 4.24 (b)–(d) support this
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Figure 4.24: PL properties of CdSe/CdS core-shell particles (d = 12.6 nm) in a thin film.
(a) Development of the PL intensity while switching the gas atmospheres
between O2 and N2, as well as increasing the excitation power step by step
(λ = 405 nm, f = 1 MHz). (b)-(d) PL decay-curves in the respective gas
atmospheres at 0.3 µW, 0.5 µW and 2 µW.

observation: the effect of the atmosphere on the slope of the decay curves increases with
increasing excitation power and is only observed above a certain power threshold at all.
This disagrees with the findings reported by Hu et al., who observed effects of oxygen at
low excitation powers in the regime of single excitons.20

Compared to the QDs used by Hu et al., the QDs used in the experiments shown in
Figure 4.23 and 4.24 have a larger CdS shell. Also other parameters in the synthesis,
such as reaction time of the shell growth may not be completely identical. As an essential
aspect, however, the variation of the shell thickness will be the focus of the following
investigations. The samples examined in this work are summarized in Table 4.3. For all
samples shown here, the CdSe core NCs have a diameter of 4.4 nm. The optical properties
of the QD ensembles are quite similar. They all exhibit high QYs above 80% and the
emission wavelengths only varies insignificantly.
The QDs used in the study by Hu et al. were synthezised with smaller cores of 3.5 nm

and smaller shells with only 7 MLs of CdS.20 The smallest QD sample investigated here
lies in a similar range with respect to size and composure. However, neither that sample
nor any of the other samples in Table 4.3 showed the effects of oxygen on the PL at low ex-
citation powers as reported by Hu et al.20 In this work, for all samples an excitation-power
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Table 4.3: CdSe/CdS QD samples provided by Sonja Krohn. The diameter d was deter-
mined via TEM. The CdSe-core diameter was 4.4 nm for all samples. The
number of MLs of CdS were calculated with 0.3375 nm per ML.189 The QY
was determined in an ensemble measurement in solution by Sonja Krohn. The
given values for the emission wavelength λ were measured on thin films on
substrates.

Sample Cd-0-310 Cd-0-326-2 Cd-0-343 Cd-0-319 Cd-0-337
d (nm) 7.6 9.1 11.6 12.6 14

CdS MLs 9.5 14 21 24 28
QY (%) – 86 86 83 84
λ (nm) 631 634 636 633 634
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Figure 4.25: PL properties of CdSe/CdS core-shell particles (d = 9.1 nm) in a thin film.
(a) Development of the PL intensity while switching the gas atmospheres
between O2 and N2, as well as increasing the excitation power step by step
(λ = 405 nm, f = 1 MHz). (b) Enlarged section of the data shown in (a).
(c)-(d) PL decay-curves in the respective gas atmospheres at 0.3 µW, 0.5 µW
and 2 µW.

86



Results and Discussion

threshold must be overcome to observe an enhancement of the PL intensity in oxygen.
This observation might indicate that for the QDs investigated in this work the formation
of multiexcitons is necessary to obtain the negative trion in nitrogen atmospheres. For
the QDs investigated by Hu et al., excitation in the single exciton regime was sufficient
to reach the negative trion state in nitrogen.20 This indicates differences in the ioniza-
tion processes. In order to determine the excitation power thresholds observed in this
work, the experiment shown in Figure 4.24 was performed for every sample in the same
manner. Surprisingly, the power threshold showed no correlation to the shell thickness.
This observation leads to the following conclusions about the properties of the giant-shell
QDs investigated in this work. First, variations of the shell thickness in this size-regime
have no impact on the electron scavenging by oxygen. Apparently larger shells do not
hinder the delocalized electrons in negative trions from reaching the surface. This seems
reasonable, since the offset in the CB between core and shell material is rather small,
which likely enables a large delocalization of electrons over the whole particle.190 Second,
the ionization that leads to negatively charged QDs in the first place, is not significantly
affected by the shell thickness.

At high excitation powers, all samples in Table 4.3 showed the same PL properties in
changing atmospheres as shown in Figure 4.23. Yet, at low excitation powers a peculiar
observation was made for particles with smaller diameters of 7.6 nm and 9.1 nm. Figure
4.25 shows the data for QDs with diameters of 9.1 nm. At first glance, the PL intensity
time trace in Figure 4.25(a) looks similar to the data of bigger QDs. The significant
effect of PL enhancement by oxygen is only observed at high excitation powers. Yet, on a
closer inspection, a reversible quenching of the PL in oxygen is observed at low excitation
powers, which is highlighted in Figure 4.25(b). This was not observed for larger particles.
Decay curves at low and high excitation powers are shown in Figure 4.25(c–d). At high
excitation powers the lifetimes are, as expected, prolonged in the presence of oxygen.
However, at low excitation powers, the decay curves are identical in each atmosphere,
even though a difference in intensity is observed.

The change in the PL intensity while the decay curves remain unaffected can be
explained in two ways. First, the number of QDs exhibiting radiative recombination in
oxygen atmosphere decreases, while the recombination mechanisms of the QDs that still
show radiative recombination stay unchanged. Secondly, a non-radiative channel is added
in oxygen, which does not compete with the radiative channel, similar to B-type blinking,
in which hot charge carriers are trapped. The first explanation would only account for
ensemble measurements, while hot charge-carrier trapping should also affect the blinking
statistics of single particles. Either way, instead of the formation of negatively charged
trions, which only occurs at high excitation powers, another process has to be accounted
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for. According to the mechanism proposed by Koberling et al.,18 adsorbed oxygen at the
particle surface can provide additional trap-like states by acting as an electron acceptor.
Electrons trapped this way could then recombine non-radiatively with holes trapped at
the surface. The observation of unchanged decay curves in Figure 4.25(c) suggests that
either, there are QDs which then would get quenched completely, or that only hot charge
carriers can participate in this process.

In summary, the experiments show that while the oxygen-induced effects reported by
Hu et al.20 could be replicated in this work, the overall picture of the influence of oxygen
on the PL properties of CdSe/CdS QDs is more complex than assumed to this point. In
order to observe any effects by oxygen for "big-shell particles" a power threshold has to
be overcome. And for "small-shell particles" even the opposite effect on the PL intensity
was observed at low excitation powers. In order to shed more light on the underlying
processes, single-dot measurements were performed and will be discussed in the following
sections.

4.3.2 Photoluminescence Properties of Single Particles

In contrast to ensemble measurements, in single-particle measurements PL blinking can
be investigated. By determining the blinking dynamics on a single-particle level, effects
that were observed for the collective might be clarified. Single-particle measurements
were performed on the same samples discussed in the section above. QDs with diameters
of 12.6 nm and 9.1 nm were investigated in atmospheres of oxygen and nitrogen at high
and low excitation powers. In this section the two samples will be referred to as "big-
shell" and "small-shell" QDs, respectively. The excitation powers are given as excitons
per pulse, which were calculated according to the approach described in Section 3.1.1.

Single "Big-Shell QDs"

Figure 4.26 shows the data of single-particle measurements of "big-shell QDs". The
PL time-traces in Figure 4.26(a) and (d) at low excitation powers (0.07 excitons/pulse)
in oxygen and nitrogen look very similar. No clear blinking events can be observed,
neither at the chosen bin time of 100 ms, nor at lower bin times. Only small intensity
fluctuations differ from a constant shot noise limited emission. The occurrences of the
detected photons can both be described with Poisson distributions, as shown in Figure
4.26 (b) and (d). Further, the PL-decay curves in Figure 4.26(c) and (f) are almost
identical. In both cases the data is represented by monoexponential fit functions. The
lifetimes were determined to be 76.7 ns and 76.5 ns in oxygen and nitrogen, respectively.
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Figure 4.26: PL properties of a representative single CdSe/CdS QD (d = 12.6 nm). (a–c),
(d–f) Data at low excitation powers (0.07 excitons/pulse) in O2 and in N2,
respectively. (g–i), (j–l) Data at high excitation powers (0.7 excitons/pulse)
in O2 and in N2, respectively. First column: Time traces of the PL intensity
of the QD and the intensity of the background (bin time = 100 ms). Sec-
ond column: Histograms with Poisson distributions (b,e), or Gauss functions
(h,k). Third column: PL decay-curves with monoexponential fit functions.
The decay-curves in (i,l) result from the bins above and below the thresh-
olds marked in the respective time trace (called here bright and dim states).
Fitting results are given in Table 4.4. All measurements were performed on
the same QD with λ = 405 nm and f = 1 MHz.
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These observations are in agreement with the ensemble measurements for "big-shell QDs"
at low excitation powers. No effect of the atmosphere on the PL properties is observed
as long as the power threshold, found in the ensemble measurements, is not overcome.
The absence of blinking events in these particles is in contrast to the data reported by Hu
et al.,20 in which blinking was observed at excitation powers in the single exciton regime.
A preferred occupation of the bright state in oxygen versus the dim state in inert gas was
reported. The absence of blinking in the low-power experiments for the "big-shell QDs"
in this work is most likely related to the absence of an effect of the atmosphere.

In contrast to the data at low excitation powers, differences in the respective atmo-
spheres are observed at higher powers of 0.7 excitons/pulse. The comparison of the PL
time-traces in oxygen and in nitrogen, shown in Figure 4.26(g) and (j), reveals the en-
hancement of the PL intensity by oxygen, which was already observed in the ensemble
measurements. Both time traces exhibit intensity spikes and dips. The occurrences no
longer follow a Poisson distribution, as shown in Figure 4.26(h) and (k). Each distribu-
tion is fitted with two Gauss functions. The majority of events lies around 230 counts per
100 ms in oxygen and around 100 counts per 100 ms in nitrogen, while the distribution is
broadened towards lower counts in oxygen and towards higher counts in nitrogen. This
representation highlights that in each atmosphere there is an occasional change between
the prevailing recombination states, which is also manifested by the spikes and dips in
the time traces. Due to the relatively large bin time chosen in this representation, the
intensity levels of the spikes and dips are obscured, which is why they do not reach the
level of the dominating state in the other atmosphere. This will be discussed in more
detail later. The fluctuations in both time traces at high excitation power allow for the
determination of thresholds for high- and low-intensity bins, hereafter referred to as bright
and dim state. Figure 4.26(i) and (l) show the decay curves for the bins above and below
the respective thresholds marked in the time traces. The decay curves can be represented
by monoexponential fit functions. For the total data, the decays are fitted with triexpo-
nential fit functions (not shown here), yielding average lifetimes of 77.1 ns in oxygen and
33.2 ns in nitrogen. The determined lifetimes are summarized in Table 4.4.

First of all, the results of the single-particle measurements confirm the findings of the
ensemble measurements in respect to the power threshold that has to be overcome in
order to observe the PL enhancement effect by oxygen. This is in contrast to the data
reported by Hu et al..20 The differences in the blinking properties (almost no blinking in
this work versus occasional blinking in the work of Hu et al.) are probably linked to this
phenomenon. Further, the changes of the PL that occur at high excitation powers in this
work are not as drastic as those reported by Hu et al. for low excitation powers. In this
work, the PL intensity drops only to 40% of the value in oxygen when illuminating in
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Table 4.4: Average PL lifetimes of the "big-shell QD", determined from the data shown
in Figure 4.26.

low power high power
O2 N2 O2 N2

total fit monoexp. monoexp. triexp. triexp.
τav (ns) 76.7 76.5 77.1 33.2

bright state fit - - monoexp. monoexp.
τav (ns) - - 72.6 47.8

dim state fit - - monoexp. monoexp.
τav (ns) - - 30.2 9.74

inert gas, instead of to 18% in the case of Hu et al. Also the change of the average lifetime
when changing to inert gas is not as drastic, since the average lifetime decreases by 57%
instead of 91% (from 22 ns to 2 ns in the work of Hu et al.). This is most likely correlated
with the fact that in this work high excitation powers are needed to observe an effect of
the atmosphere. At these excitation powers, multiexcitons may be involved, affecting the
PL intensities and lifetimes. Yet, the comparison of the bright and dim states for these
data can yield further information about the respective mechanism of the charge-carrier
recombination. This will be elaborated in Section 4.3.3.

Single "Small-Shell QDs"

Figure 4.27 shows the same set of data for a "small-shell QD". At low excitation powers
in oxygen significant blinking or flickering of the PL intensity is observed in the time
trace in Figure 4.27(a). The relatively broad histogram in Figure 4.27(b) can be fitted
by two Gauss functions. Figure 4.27(c) shows two decay curves, which were obtained
for time bins below and above certain thresholds, for which the levels are marked in
Figure 4.27(a). In the following, the high-intensity bins are referred to as bright states
and the low-intensity bins are referred to as dim states. Figure 4.27(d–f) shows the data
obtained by illuminating the same dot in nitrogen. Far less flickering is observed and
the PL intensity stays mostly on a lower level. The decay curves for the bright and dim
states at low excitation powers, depicted in Figure 4.27(c,f), can be represented with
monoexponential fit functions.
At high excitation powers, the trends observed for low excitation powers are similar, as

shown by the data in Figure 4.27(g–l). In oxygen, severe PL fluctuations are observed,
while the PL stays mostly on a lower level in nitrogen. By comparing the time traces
in oxygen at high and at low excitation powers slight differences are noticeable as less
flickering is observed at high powers, and the PL is in the dim state for longer periods.
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Table 4.5: Average PL lifetimes of the "small-shell QD", determined from the data shown
in Figure 4.27.

low power high power
O2 N2 O2 N2

total fit biexp. biexp. triexp. triexp.
τav (ns) 41.8 23.0 32.2 16.3

bright state fit monoexp. monoexp. biexp. biexp.
τav (ns) 49.6 24.9 57.6 29.8

dim state fit monoexp. monoexp. biexp. biexp.
τav (ns) 6.66 8.96 7.16 6.18

Here, the decay curves cannot be represented by monoexponential fit functions. The data
for the bright and dim states shown in Figure 4.27(i,l) are fitted with multiexponential
functions.

In contrast to the measurements of "big-shell QDs" an effect of the atmosphere is
already observed at low excitation powers. By comparing the time traces in oxygen and
in nitrogen, shown in Figure 4.27(a) and (d), it becomes obvious that in nitrogen the PL
blinking is largely suppressed, but the PL stays mostly in the dim state. Therefore, in
contrast to the results for the "big-shell QDs", the results obtained for the "small-shell
QDs" are more similar to those reported for CdSe/CdS QDs by Hu et al.20

The determined average lifetimes for both excitation powers in both atmospheres are
summarized in Table 4.5. At low excitation powers, fitting the dacays of the total data
(not shown in Figure 4.27) yield average lifetimes of 41.8 ns and 23.0 ns in oxygen and
in nitrogen atmosphere, respectively. Therefore, the effect of oxygen is still not as drastic
as reported by Hu et al.20 and the lifetime is only reduced to about half when switching
from oxygen to nitrogen. This indicates the requirement of a more complex description
of the processes observed in this work. To analyze the fluctuations in more detail, the
blinking statistics are evaluated.

4.3.3 Blinking Analysis

Fluorescence Lifetime-Intensity Distributions

The nature of the blinking mechanisms in a QD can be identified by the analysis of
the fluorescence lifetime-intensity distribution (FLID).146–148 In general, the shape of the
correlation of the FLID can be used to determine the blinking mechanism present in a
QD. A linear relation of PL intensity and lifetime can indicate bandedge-carrier blinking,
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Figure 4.27: PL properties of a representative single CdSe/CdS QD (d = 9.1 nm). (a–c),
(d–f) Data at low excitation powers (0.07 excitons/pulse) in O2 and in N2,
respectively. (g–i), (j–l) Data at high excitation powers (0.7 excitons/pulse)
in O2 and in N2, respectively. First column: Time traces of the PL intensity
of the QD and the intensity of the background (bin time = 100 ms). Second
column: Histograms with Gauss functions. Third column: PL decay-curves
of the data points above and below the thresholds marked in the respective
time trace (called here bright and dim states). Fitting results are given in
Table 4.5. All measurements were performed on the same QD with λ =
405 nm and f = 1 MHz.

93



CdSe/CdS Core-Shell Particles

0 100 200

10

20

30

Lifetime (ns)

In
te

n
s
it
y
 (

c
o

u
n

ts
/5

0
 m

s
)

0

5

O2 - low power

0 100 200

10

20

30

Lifetime (ns)

0

5

N2 - low power

0 20 40 60 80 100

50

100

150

Lifetime (ns)

0

4

O2 - high power

0 20 40 60 80 100

50

100

150

Lifetime (ns)

0

5

N2 - high power

(a) (b) (c) (d)

“big-shell QDs”

Figure 4.28: FLIDs of a single CdSe/CdS QD (d = 12.6 nm) in O2 and N2 at low (0.07 ex-
citons/pulse) and high (0.7 excitons/pulse) excitation powers. (a–b) FLIDs
at low excitation powers in O2 and N2. (c–d) FLIDs at high excitation pow-
ers in O2 and N2. The underlying data are shown in Figure 4.26. Bin time:
50 ms.

whereas a curved "line" is related to Auger blinking.148 No correlation is usually assigned
to hot-carrier blinking (see Figure 2.16).146

"Big-shell QDs" Figure 4.28 shows the FLIDs for the "big-shell QDs" in oxygen and
nitrogen atmospheres, each at low (a–b) and at high (c–d) excitation power. In agreement
with the assessments made before, differences in the PL dynamics are only observed at
high excitation powers when changing the atmospheres.

At low excitation powers in Figure 4.28(a,b), the distribution of lifetimes is relatively
broad, but as no blinking was present (see Figure 4.26), no bi-modal distribution or
other correlation is observed. At high excitation powers in Figure 4.28(c,d), the effect
of the atmosphere becomes very clear. In oxygen, both PL intensity and lifetime are at
a higher level than in nitrogen. Additionally, very rare intensity fluctuations lead to a
slight asymmetric distribution in each plot. Since the PL stays mostly in the respective
dominant state, which is presumably neutral emission in oxygen and emission of negatively
charged trions in nitrogen, no further analysis is possible for the respective FLID diagrams.
However, it is possible to determine the radiative lifetime scaling of the bright and dim
states in each atmosphere.

Yuan et al.148 state that the radiative lifetime scaling can indicate the dominant blinking
mechanism in a QD, as bandedge-carrier blinking leads to a factor ≈1 and Auger blinking
leads to a factor ≈2. The factor 2 in Auger blinking is due to the competition of charged
trions in the dark/dim state with neutral excitons in the bright state. In trions, the charge
carriers have twice as many opportunities to recombine as the charge carriers of neutral
excitons.
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For this analysis, the bright and dim states set in the time traces in Figure 4.28 are
compared. At the excitation powers used in this experiment it is likely that multiexci-
tons are involved, which complicates the determination of the radiative lifetime scaling.
However, this problem can be avoided by only considering the bins that contribute to mo-
noexponential decay in the bright and dim states. For the case in oxygen, the radiative
lifetime scaling of the bright state X and the dim state X∗ is calculated according to

τr(X)

τr(X∗)
=
τ(X)

I(X)

I(X∗)

τ(X∗)
=

72.6 ns

(310− 12) cnts/100 ms

(131− 12) cnts/100 ms

30.2 ns
= 0.96,

with the intensities I(X) = 310 cnts/100 ms, I(X∗) = 131 cnts/100 ms, Ibackground =
12 cnts/100 ms and the respective lifetimes τ(X) = 72.6 ns, τ(X∗) = 30.2 ns.

The scaling factor of the radiative lifetimes is ≈1. This is usually associated with
bandedge-carrier blinking. Yuan et al. already observed a correlation of the presence
of oxygen on bandedge-carrier blinking. They proposed that oxygen molecules enable
bandedge-carrier blinking by opening and closing trap sites for bandedge carriers through
adsorption and desorption of oxygen molecules on the surface.148 The analysis of the
radiative-lifetime scaling approves the proposed correlation.

Performing the same analysis for the data of the "big-shell QD" in nitrogen yields
a scaling factor of the radiative lifetimes of 1.5. The determination of a factor that is
significantly >1 is a clear indication of the presence of trions undergoing non-radiative re-
combination via the Auger effect.148 This is in agreement with the proposition of Hu et al.,
that negatively charged species are formed in the absence of oxygen in the atmosphere.20

However, for the "big-shell QDs" this is only observed at high excitation powers, at which
most likely multiexcitons are present.

"Small-shell QDs" Figure 4.29 shows the FLIDs for the "small-shell QDs" in oxygen
and nitrogen atmospheres, each at low (a–b) and at high (c–d) excitation power. In
contrast to the FLIDs for the "big-shell QDs", the effect of the atmosphere is clearly
observed even at low excitation powers, which confirms the assessments made in the
previous sections.

The FLID in oxygen at low excitation powers, shown in Figure 4.29(a), spreads over a
large range in both lifetime and intensity direction. In this distribution some events with
a linear correlation of intensity of lifetime might be identified, along with events that are
either correlated in a curved shape or are not correlated at all. While a direct identifica-
tion of a dominating blinking mechanism is not possible, the FLID indicates that several
blinking mechanisms are present. At high excitation powers in oxygen, the FLID in Figure
4.29(c) reveals a majority of linearly correlated events, thus indicating bandedge-carrier
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Figure 4.29: FLIDs for a single CdSe/CdS QD (d = 9.1 nm) in O2 and N2 at low (0.07 ex-
citons/pulse) and high (0.7 excitons/pulse) excitation powers. (a–b) FLIDs
at low excitation powers in O2 and N2. (c–d) FLIDs at high excitation pow-
ers in O2 and N2. The underlying data are shown in Figure 4.27. Bin time:
50 ms.

blinking. The FLIDs in nitrogen, shown in Figure 4.29 (b, d), exhibit the events that are
characteristic for trion emission, as the PL intensity stays in a low regime. Interestingly,
at low excitation powers, also events with long lifetimes are observed, whereas at high
excitation powers the lifetimes are distributed more narrow. This might indicate the oc-
currence of additional processes at low excitation powers, which are suppressed at high
excitation powers, at which trion emission is more dominant. Elongation of PL lifetimes
without change in the PL intensity, as shown in Figure 4.29(b) has previsouly been at-
tributed to the quantum-confined Stark effect (QCSE) due to surface charges.191 But the
narrowing of the lifetime distribution could also result from the formation of multiexcitons
at higher excitation powers that shift the average lifetimes to lower values.

Similar as for the "big-shell QDs", the ratio of the radiative lifetimes of the bright
and the dim state are calculated according to Equation 2.21. Again, the thresholds are
used that are marked in Figure 4.27 to compare the bright states with the dim states.
At low excitation powers, the radiative lifetime scaling factor in oxygen is 0.6, and for
nitrogen a factor of 0.5 was determined. These values of below one indicate hot-carrier
blinking. In hot-carrier blinking, non-radiative recombination occurs without affecting
the radiative recombination process. This leads to detection of events with low intensity,
but lifetimes that are still on the level of the events of high intensity. Thus, the increase of
the lifetime of the events detected in the dim state leads to a reduction of the calculated
radiative lifetime ratio. Even though the calculations technically do not yield the ratio of
the radiative lifetimes when hot-carrier blinking is present, the results can still be used
to estimate the blinking mechanism as discussed.
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Figure 4.30: Blinking analysis of a representative single CdSe/CdS QD (d = 9.1 nm) in O2

at low excitation power (0.07 excitons/pulse). (a) Extract of the PL intensity
time-trace of Figure 4.27(a), exhibiting two periods of "bright states" with
different intensities. (b) PL decay-curve of data points of "bright state 1".
(c) PL decay-curve of data points of "bright state 2". Both decay curves are
fitted monoexponentially. λ = 405 nm, f = 1 MHz.

Furthermore, the determination of radiative-lifetime scaling factors of below one for
these data suggest that Auger blinking does not have a substantial impact on the optical
properties of the QDs at low excitation power.

The presence of bandedge-carrier blinking, however, can still be found by investigating
the PL time-trace of "small-shell QDs" in oxygen at low excitation powers in more detail.
Figure 4.30(a) shows an extract of the PL intensity time-trace of Figure 4.27(a). In
the "bright state" two periods can be determined, in which the intensity remains on an
almost constant level for a couple of seconds. The respective PL decay-curves can be
fitted monoexponentially, as shown in Figure 4.30(b,c). For those two states the ratio of
radiative lifetimes is

τr(X1)

τr(X2)
=
τ(X1)

I(X1)

I(X2)

τ(X2)
=

53 ns

(71− 8) cnts/100 ms

(55− 8) cnts/100 ms

39 ns
= 1.0,

with the intensities I(X1) = 71 cnts/100 ms, I(X2) = 55 cnts/100 ms, Ibackground =
8 cnts/100 ms and the lifetimes τ1 = 53 ns, τ2 = 39 ns. The scaling factor of one for the
radiative lifetimes in the extracted time periods demonstrates the presence of bandedge-
carrier blinking. Therefore, the evaluation of the radiative lifetime scaling of "small-shell
QDs" in oxygen suggests both bandedge-carrier and hot-carrier blinking being involved
in the recombination dynamics.

In summary, for the "small-shell QDs" in oxygen, the analysis of the FLIDs and the
radiative lifetime scaling reveals features originating from bandedge-carrier blinking, as
well as hot-carrier blinking, while characteristics of Auger blinking, such as a scaling
factor of two, were not found. These observations might appear surprising, since in the
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nitrogen atmosphere, the emission of a dim state that is usually assigned to trion emission,
is observed almost exclusively.20,148,149 This might intuitively lead to the conclusion that
the blinking mechanism is governed by Auger recombination. However, at low excitation
powers, no radiative lifetime scaling factors >1 were observed, neither in oxygen nor
nitrogen atmospheres, which would indicate the presence of Auger blinking. In contrast,
radiative lifetime scaling factors of approximately 0.5 were found. While trion emission
might still be relevant at high excitation powers, at low excitation powers hot-carrier
blinking seems to play a dominant role.

For the data of the "small-shell QD" at high excitation power, the analysis of the
radiative lifetimes cannot be performed in the same way. The decay curves of the bins
considered as bright and dim state of the data in Figure 4.27(i,j) are fitted biexponentially.
In contrast to the other data sets, it was not possible to place the thresholds at positions
at which the decay curves could be fitted monoexponentially. The decay curves in Figure
4.27(i,j) exhibit steep components at the start of the decay, indicating the contribution of
multiexcitons.192 The values of the radiative-lifetime scaling factors fluctuate significantly,
depending on whether the recombination of the biexcitons is neglected or included. In
addition, the values are affected by the method of calculating the average lifetime, as
either the amplitude-weighted or the intensity-weighted lifetime can be considered. These
factors inhibit a reasonable analysis of the radiative-lifetime scaling for the "small-shell
QD" at high excitation power.

However, considering the observation of hot-carrier blinking and bandedge-carrier blink-
ing for the "small-shell QD" at low excitation power, along with the occurrence of Auger
blinking (of negative trions) in the "big-shell QD" at high excitation power, it is reason-
able to assume that all of these processes occur in the "small-shell QDs" at high excitation
power. The increase in the PL intensity in oxygen, observed in the single-dot experiment,
as well as in the ensemble measurement, suggests that the negative trions in a nitrogen
atmosphere and the deionization in an oxygen atmosphere are the primary processes in
the "small-shell QDs" at high excitation power.

At this point, the conclusions are summarized in a proposed model that is illustrated in
Figure 4.31. For the "big-shell QDs" at low excitation powers in Figure 4.31(a), emission
of neutral excitons is observed in both nitrogen and oxygen atmospheres. Figure 4.31(b)
shows the recombination patterns for the "small-shell QDs" at low excitation powers. In
the absence of oxygen, hot holes get trapped at negatively charged sites on the surface
and recombine non-radiatively with the electrons. Thus, characteristics of hot-carrier
blinking are observed in nitrogen atmosphere. In oxygen atmospheres a new channel of
recombination is opened. Since oxygen acts as electron acceptor, molecules adsorbed at
the surface can provide a trapping site for bandedge electrons that then undergo non-
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Figure 4.31: Scheme of the dominant recombination patterns in "big- and small-shell
QDs" in oxygen and nitrogen atmospheres. (a) At low excitation powers, the
"big-shell QDs" exhibit emission of neutral excitons in both oxygen and ni-
trogen atmospheres. (b) At low excitation powers, the "small-shell QDs" ex-
hibit characteristics of hot-carrier and bandedge-carrier blinking. While hot-
carrier blinking is dominant in nitrogen, in oxygen bandedge-carrier blinking
is also observed. Hot-carrier blinking may be partially inhibited by passiva-
tion of hole traps by oxygen, while oxygen itself may act as a trap site for hot
electrons (dashed arrows). (c) At high excitation powers in both "small- and
big-shell QDs" multiexcitons are involved. In nitrogen, negatively charged
trions are formed, while neutral species are obtained in oxygen. While for
"big-shell QDs" the drawn states are dominant in each atmosphere, for the
"small-shell QDs" in oxygen strong fluctuations between those states occur.

radiative recombination, thus introducing characteristics of bandedge-carrier blinking.
As electron acceptors, oxygen molecules might also passivate the negative surface charges
that act as trapping sites for hot holes.91 This could explain the overall higher intensity
in oxygen, observed for the single dot in Figure 4.27. Yet, the radiative lifetime scaling
factor of <1 suggests that hot-carrier blinking is not fully inhibited. In fact, trapping of
hot charge carriers might still occur with adsorbed oxygen at the surface as trapping site.
Both trapping of hot electrons by oxygen, as well as passivation of negatively charged
trap sites (S−) are sketched in Figure 4.31(b) on the right side.

These findings provide new insights for the explanation of the findings for the ensemble
measurements of the "small-shell QDs" (see Figure 4.25), in which lower intensities were
observed in oxygen with the lifetimes remaining constant. While the mean PL intensity
in the single-particle measurement (Figure 4.27) is enhanced in oxygen, the PL quenching
in the ensemble experiment suggests that for the majority of QDs the addition of centers
for non-radiative recombination by oxygen has a larger impact than the passivation of
defect sites. In the ensemble measurement, it is not possible to distinguish whether the
number of emitting particles or the blinking is changing. The single-particle measurement
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shows that the blinking does change, but that hot-carrier blinking, which was considered
a possible explanation for PL quenching by oxygen in the ensemble measurement, also
occurs primarily in nitrogen. The second possible explanation for the PL quenching in
the ensemble measurement is the reduction of the number of emitting particles by oxygen.
However, other processes in ensemble measurements, which are naturally not present in
single-dot experiments, such as electron migration between particles, might also affect
these results.
Figure 4.31(c) illustrates the states of recombination for "small- and big-shell QDs" at

high excitation powers. Due to the formation of multiexcitons, Auger blinking might have
a larger effect than for low excitation powers. In the absence of oxygen trion emission
occurs. In oxygen, the PL is dominated by the emission of neutral excitons and biexcitons.
For the "big-shell QDs" this accounts almost exclusively (very rare fluctuations), while
for the "small-shell QDs" in oxygen strong fluctuations occur.
Further insights in the recombination mechanisms might be yielded by the analysis of

the statistics of the blinking events that will be conducted in the following section.

On/Off-time Statistics

In the literature, usually the first step in investigating the blinking statistics is to investi-
gate the distributions of the on- and off-time durations. Figure 4.32 shows the cumulative
distributions of the durations of the on- and off-state for the "small-shell QDs" in oxygen
and nitrogen at low and high excitation powers, respectively. All distributions show a lin-
ear progression in a double logarithmic plot. Therefore, the distributions follow a power
law, described in Equation 2.22. As discussed in Section 2.3.2, the power-law dependence
of the on- and off-times is evidence for the fluctuation of the rates of either trapping
and detrapping of charge carriers, or non-radiative relaxation processes. The power-law
exponents mon/off lie between -1.13 and -2.05, which is in good agreement with values
reported in the literature.193 At low excitation powers in Figure 4.32 (a–b) the difference
of the atmosphere on the blinking statistics is apparent, since large shifts in the respective
power-law exponents are observed. The change of mon from -1.31 to -2.05 and from -1.67
to -1.14 for moff when switching the atmosphere from oxygen to nitrogen reflects the ob-
servation that the QDs exhibit extensive PL blinking in oxygen, while they stay mostly
in the off/dim state in nitrogen. In oxygen, longer on-times are more likely, resulting in
a lower slope of the distribution than in nitrogen. The opposite accounts for the slopes
of the off-time distributions, since shorter off-times are more likely. The on- and off-time
distributions at higher power in Figure 4.32(c–d) are also governed by a power law. The
independence of this phenomenon from the excitation power is in agreement with the
literature and highlights its general validity.152
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Figure 4.32: Distributions of the time periods for on- and off-states of single CdSe/CdS
QDs ("small shell": d = 9.1 nm) in O2 and N2 at low (0.07 excitons/pulse)
and high (0.7 excitons/pulse) excitation powers. (a–b) On- and off-times
at low excitation powers in O2 and N2. (c–d) On- and off-times at high
excitation powers in O2 and N2. The underlying data are shown in Figure
4.27. A bin time of 50 ms was used and the thresholds were set at the
overlap of the two Gaussians that were applied to represent each histogram.
For simplicity, it was not differentiated between an off-state and a dim state.

The changes of the power-law exponents with changing atmospheres show that the
distribution function of the on- and off- times, thus the trapping and detrapping rates,
are actually changing. In agreement with the analysis conducted earlier, the change of
the power-law exponents indicate that the blinking mechanism is indeed changing with
the atmosphere. Thus, the analysis of the on- and off-time distributions is an additional
tool, supporting the analysis of the time traces and lifetimes.

The data analysis made so far has some limitations, especially concerning fast events.
As all methods involve time binning some information might be hidden or obscured. For
the representation of the time traces with bin times of 100 ms, as well as for the FLIDs
and the probability densities with bin times of 50 ms, blinking events that are faster than
the selected bin time will not be displayed. Moreover, the distributions for the on- and
off-time duration depend on the threshold value, set in the time trace. In this study each
threshold was set at the overlap of the Gaussians that were applied to fit the histograms.
However, there is some room for error in the initial fitting and the overlap levels can vary
at different bin times. For the data of the "big-shell QDs" this method fails completely, as
no distinct on- and off-levels are identified. To address these problems, the autocorrelation
functions are examined. Autocorrelation analysis can be used to investigate fluctuations
of a signal with much smaller time binning.
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Figure 4.33: Autocorrelation functions for single "small-shell" and "big-shell" CdSe/CdS
QDs in O2 and N2. (a) Autocorrelation functions at low excitation power
(0.07 excitons/pulse). (b) Autocorrelation functions at high excitation power
(0.7 excitons/pulse). The underlying data are shown in Figure 4.26 and 4.27.

Autocorrelation

Figure 4.33 shows the autocorrelation functions of both "small-shell" and "big-shell"
QDs. g(2) was calculated according to equation 2.23. The slope of the decay of the
autocorrelation data and the offset of g(2) in respect to g(2) = 1 correlate with the number
of fluctuation events, as discussed in Section 2.3.2. In general, large numbers of fluctuation
events lead to larger offsets of g(2) > 1 and thus larger slopes in the autocorrelation. Figure
4.33(a) depicts the autocorrelation functions at low excitation powers. For the "big-shell
QDs" the slopes of the functions are quite small and independent of the atmosphere.
In contrast, the autocorrelation functions of the "small-shell QDs" exhibit larger slopes
and large deviations between both atmospheres are apparent. Especially in oxygen, g(2)

reaches relatively large values of 1.25 at times of 2–10 ms.

In the PL time-traces of the "big-shell QDs" at low excitation power (see Figure
4.26(a,d)) almost no fluctuations are observed. This is confirmed by the small slopes
of the autocorrelation functions and values of g(2) ≈ 1. However, the intensity time-trace
for the "small-shell QDs" at low excitation power in nitrogen, shown in Figure 4.27(d),
suggests that the QD is dominantly in the dim state, while rare fluctuations to the on-
state are observed. The quantity of those fluctuations, plus events that were too fast to be
visible in the time trace, are reflected in the increased slope of the autocorrelation func-
tion and higher values of g(2) than for the "big-shell QDs". In oxygen, the large amount
of blinking, observed in the time trace in Figure 4.27(a), expresses itself unambiguously
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in the autocorrelation function, which has a significantly larger offset and larger slope at
times of 0.02–1 s.

Figure 4.33 (b) shows the autocorrelation functions at high excitation powers. For
the "small-shell QDs", a similar trend is observed when comparing the slopes in both
atmospheres as for the measurements with low power. Higher values of g(2) are observed
in oxygen than in nitrogen. In comparison to the data at low excitation power, the slopes
in nitrogen are quite similar, whereas the function in oxygen contains an additional step at
times of 20–200 ms. Likewise, for the "big-shell QDs" there is an even more pronounced
step in the same time range. Strikingly, the values for g(2) are only elevated at lower
times and approach one at times higher than 100 ms. What is also surprising is that g(2)

exhibits larger values in nitrogen than in oxygen for the "big-shell QDs" at high excitation
power.

At high excitation powers, fluctuations in the PL intensity are observed for each system
leading to elevated values of g(2) in all autocorrelation functions. The aforementioned
steps in the autocorrelation function for the "small-shell QDs" in oxygen indicate the
presence of PL fluctuations on both low and high time scales, which corresponds to the
observation in the PL intensity time-trace in Figure 4.27(g). When comparing the PL
intensity time-traces of the "big-shell QDs" at high excitation powers in both atmospheres
in Figure 4.26(g,j), it becomes clear that the PL switches occasionally to the on-state in
nitrogen, while being mostly in the dim-state, whereas in oxygen far less fluctuations are
observed. This is mirrored in the higher values of g(2) in nitrogen compared to in oxygen.
Furthermore, the autocorrelation function of the "big-shell QDs" at high excitation power
in oxygen reveals bunched photons at time scales below 100 ms, which were concealed in
the PL time-trace in Figure 4.26(g), as the bin time was set on 100 ms. Especially the
step in the autocorrelation function at ≈10 ms shows the occurrence of fluctuations with
time periods in that range.

In summary, some aspects of the data of the PL intensity time traces of Figure 4.26 and
4.27, such as the quantity of fluctuations, are shown more precisely in this representation.
Further, processes have been revealed that were obscured due to binning. Especially,
the observation of fast fluctuations of the PL intensity of "big-shell QDs" in oxygen at
high excitation powers could only be evaluated to some extend in the time trace (see
Figure 4.26(g)), but becomes very clear by the step in the autocorrelation function in
Figure 4.33(b). The analysis of the FLIDs and radiative lifetime scaling of this data set
suggested the presence of a mixture of neutral single and biexcitons. This, as well as fast
blinking events between neutral emission of biexcitons and emission of negative trions
might be reflected in the step in the autocorrelation function. As final step to improve
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Figure 4.34: Scheme for MC simulations. Electrons and holes are represented by blue
and red dots. (a) Auger (A-type) blinking. The states 0 – 3 are defined
as follows: 0: QD is not excited. 1: Single neutral exciton. 2: One charge
carrier is trapped. 3: Charged trion. (b) Bandedge-carrier (C-type) blink-
ing. The system switches only between state 0 and 1, while a non-radiative
recombination channel with fluctuating rates from state 1 to state 0 is im-
plemented. Characteristics of hot-carrier (B-type) blinking should be gained
by implementing fluctuating values for τ0,1 instead.

the understanding of the processes observed for the QDs investigated in this work, Monte
Carlo (MC) simulations were conducted.

Comparison to Monte Carlo Simulations

The analysis of the PL fluctuations conducted so far, demonstrates that it is not easy
to gain information about the system from the experimental data directly. Creating ar-
tificial time traces of a known model system that can be used for comparison provides
great potential to link the information present in PL intensity fluctuations with under-
lying processes. To compare the measured data with data sets obtained with known
parameters, Monte Carlo (MC) simulations were performed. The simulations model the
time-dependent emission of each individual photon to generate a flux of emitted pho-
tons. The simulated data sets were created using a Matlab script written by Christian
Strelow. In general, the switching between states is calculated on the basis of random
numbers with certain probabilities. Data points are generated according to the scheme
shown in Figure 4.34(a). Starting in stage 0, the excitation of an exciton is simulated
by implementing an excitation probability. If the system transitions to stage 1, the next
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step may result in an emitted photon due to radiative recombination occurring at an ex-
perimentally determined rate. On the other hand, the system can go into the off-state by
charge-carrier trapping. Running this simulation in multiple cycles produces a series of
events that correspond to the measured data of emitted photons in a real QD, exhibiting
Auger blinking. Since this analysis was conducted before performing the extensive dis-
cussion about the intensity-lifetime scaling, the calculations were performed based on the
Auger-blinking mechanism. A scheme for a system exhibiting bandedge-carrier blinking
is illustrated in Figure 4.34(b). There, a non-radiative recombination channel from stage
1 to stage 0 with fluctuating rates is added (dashed arrow). To simulate hot-carrier blink-
ing, fluctuating values for τ0,1 should be implemented. This simulates the trapping and
non-radiative recombination of charge-carriers that do not relax to the bandedge, which
is analogous to a fluctuating excitation rate.

So far, however, calculations were performed according to the Auger mechanism. The
results are shown as an example in Figure 4.35. The following parameters were used for
the calculations. For τ1,0 and τ3,2 the average lifetimes of the bright and dim state, as
determined from the data of the "small-shell QDs" in oxygen at low excitation powers,
were implemented (τ1,0 = 50 ns and τ3,2 = 15 ns). τon and τoff represent the reciprocals of
the transition rates for ionization and neutralization. As discussed in Section 2.3.2, those
rates are not constant, but can be described by a range of rates that are exponentially
distributed. According to the model proposed by Kuno et al.,194 on- and off-durations
can be expressed as

τon = τ1,2 · ex (4.2)

and
τoff = τ2,1 · ex

′
, (4.3)

with pre-exponential factors τ1,2 and τ2,1, and x and x′ as stochastic variables. The
normalized distributions of x and x′ are given by

L(x)on = αon · eαonx (4.4)

and
L(x′)off = αoff · eαoffx

′
, (4.5)

while the power-law coefficiant αon,off was set to -1.5.194

Calculations were performed with varying values for τ1,2 and τ2,1, while the examples
shown here are the ones that approach the experimental data the closest.

Figure 4.35 shows two exemplary data sets generated via the MC method. The PL in-
tensity time-trace in Figure 4.35(a) exhibits a high amount of fast fluctuations (flickering)
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Figure 4.35: Results of Monte Carlo (MC) simulations to recreate the data of "small-
shell QDs" at low excitation powers (see Figure 4.27). First row: Results
to represent the data in O2. Second row: Results to represent the data
in N2. (a,d) Simulated PL intensity time-traces. (b,e) Histograms. (c,f)
Autocorrelations of simulated and experimental data (bin time: 2 ms).

with some longer periods in the bright/dim state. The histogram in Figure 4.35(b) shows
a bi-modal distribution of the intensities with a large fraction of events that are located
in between bright and dim state as the switching is faster than the bin time (100 ms)
chosen for this representation. The data set approximates the experimental data in Fig-
ure 4.27(a) and the intensity flickering occurs with a similar frequency. Small deviations
still occur, as the intensity distribution is shifted to higher intensities, with respect to the
experimental data. Figure 4.35(c) shows the autocorrelation of the simulated time trace
in comparison to the respective experimental data of Figure 4.33(a). The offset of g(2) in
respect to g(2) = 1 at small times is slightly lower in the simulated data than in the exper-
imental data. However, a larger deviation is given by the shape of the autocorrelation, as
g(2) of the experimental data rises at higher times and exhibits a plateau at small times.
In contrast, the simulated values increase at shorter times.
Figure 4.35(d) shows a time trace that is similar to the data obtained in inert gas atmo-

sphere. The PL intensity remains mainly in the dim state, while occasional fluctuations
to a bright state occur. The resulting histogram in Figure 4.35(e) obtains one peak that
is slightly broadened to higher intensities. Both time trace and histogram are in good
agreement with the experimental data shown in Figure 4.27(d,e). Figure 4.35(f) shows the
autocorrelations of the simulated data in comparison to the experimental data of Figure
4.33(a). The offsets of g(2) in respect to g(2) = 1 at low times lie in similar ranges. Yet,
the shape of the two autocorrelations are different. For the experimental data the values
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of g(2) reach saturation at low times, while the slope of the simulated autocorrelation gets
steeper at that point and the rise of the slope starts at lower times.
The results of the simulations show that the experimental data can almost be recreated

by adjusting the probabilities to switch between bright and dim state. The general trend
of extensive flickering in oxygen atmosphere versus a dominating dim state in nitrogen
atmosphere can be represented with the applied model. However, some deviations still
occur, which is especially highlighted by the additional data representation, the auto-
correlation. The different shape of the autocorrelation suggests discrepancies between
the mechanism behind the simulated and the experimental data, which agrees with the
analysis of the blinking statistics discussed in the previous sections. Preliminary data of
simulations employing bandedge-carrier blinking and hot-carrier blinking show promising
results to represent the experimental data more accurately, thus highlighting the potential
of this method for the analysis of PL blinking. However, the detailed elaboration of these
additional simulations is beyond the scope of this thesis.
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5 Summary

In this work, the effect of the chemical environment on the optical properties of semi-
conductor nanostructures was investigated. In the first part, colloidal CdSe QWs were
synthesized and examined. The investigations focused on the effect of oxygen on the PL
and Raman properties. One goal was to elucidate the mechanism behind oxygen-induced
photobrightening, as well as the description of the reversible effects of oxygen. In the
second part, CdSe/CdS core-shell QDs were examined with regard to the effect of oxygen
on their PL properties. In that part, the investigations focused on PL blinking.

CdSe QWs were synthesized via the SLS method. In order to gain a better under-
standing of the wire composition and their surface properties some analytic investigations
were conducted. By EDX spectroscopy and ICP-MS it was found that the wires exhibit a
small excess of Se in regard to Cd. To investigate the ligand shell, FTIR spectroscopy was
used. The analysis of the FTIR spectra during the purification process and the results of
coupled FTIR-TGA experiments suggest that the majority of the ligand shell is composed
of the X-type ligand DOPA. In combination with the EDX and SEM data, those results
lead to the conclusion that the wire surface contains unpassivated Se. The PL properties
of CdSe QWs were examined by confocal spectroscopy. By using gas-exchange setups or
flow-channels, the surroundings of the QWs could be exchanged while examining the same
individual nanostructures. The investigation of the effects of oxygen revealed irreversible
and reversible effects. Oxygen-induced photobrightening, during which the PL intensity
increases two- to threefold and the emission wavelength shifts to the blue, was found to
be irreversible when both stopping the illumination and changing the atmosphere to inert
gas. The combination of reports about photooxidation of CdSe NCs in the literature,
with the experimental findings in this work led to the elucidation of the mechanism for
the oxygen-induced photobrightening of CdSe QWs. Unpassivated Se ions at the surface
can act as hole traps, thus resulting in an excess of negative charges upon illumination.
In this state, non-radiative recombination, for example via the Auger mechanism, is very
likely and the PL intensity is partially quenched. Since oxygen can act as an electron
scavenger, the excess electrons can be removed, which increases the charge balance and
results in a higher PL intensity. The irreversible character of this process suggests the for-
mation of oxides, such as SeO2. The subsequent irreversible PL quenching is assigned to
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further degradation of the structure due to further photooxidation. In addition, reversible
changes in the emission spectra were observed when changing the gases during continuous
illumination. Additional blue-shifted emission in inert gas atmospheres was assigned to
the emission of higher excited states due to excess negative charges. In accordance with
findings in the literature for CdSe NCs, those observations were assigned to electron scav-
enging by oxygen. The conclusions were confirmed by the investigations of the Raman
spectra, where especially shifts of the LFS could be correlated with changes in the PL
properties. This correlation strategy provides a broadly applicable tool for investigating
surface-related photoinduced effects of nanostructures.
Further investigations for the CdSe QWs, concerning the effects of other substances,

such as H2O, Cd(Ac)2 (aq.) or AgNO3 (aq.), reflected some findings that were already
reported for CdSe NCs. For gaseous n-propylamine, the evolution of the spectra suggests
that electron injection by this L-type ligand leads to the emission of charged multiexcitons,
similar to the emission in inert gas atmospheres at high excitation powers.
For the effect of oxygen on the PL of QDs contradicting reports are found in the litera-

ture, as both reversible quenching and enhancement of the PL intensity was observed.18,20

To clarify this topic, CdSe/CdS QDs with varying shell diameters (3.2 – 9.6 nm) were
examined. By conducting ensemble measurements with changing gas-atmospheres PL
enhancement was observed in oxygen in all samples. However, this only applied after
overcoming an excitation-power threshold. For QDs with large shells, no effect occured at
low excitation power, while the opposite, a PL quenching effect in oxygen, was observed
for QDs with thin shells. Single-particle measurements indicate that for the "big-shell
QDs" multiexcitons have to be produced, in order to observe an effect of oxygen on the
PL. In this case, oxygen acts as an electron acceptor, inhibiting the formation of charged
particles. For the "small-shell QDs" the PL blinking was analyzed and while no features
of Auger-blinking were found, the intensity fluctuations were assigned to bandedge-carrier
and hot-carrier blinking events. Further, the data suggest that the presence of oxygen
suppresses hot-carrier blinking events, but enables bandedge-carrier blinking. The results
of both ensemble and single-particle measurements can be explained by a model in which
oxygen, adsorbed at the QD surface, can act as center for non-radiative recombination,
but also as passivating agent. In order to confirm the analysis, the experimental data
were compared to data obtained by Monte-Carlo simulations. First results confirm the
original evaluation and highlight the potential of this strategy to solve complex prob-
lems. In summary, the seemingly contradicting reports in the literature,18,20 were both
confirmed and clarified. The ambivalent effects of oxygen on the PL properties result in
a high dependence of the observations on the excitation power and on the particle system
itself.
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6 Experimental Procedures

6.1 Chemicals

The chemicals used for the experiments of this thesis, if applicable with purity and manu-
facturer or supplier are summarized in Table 6.1. All chemicals were used without further
purification.

Table 6.1: List of the chemicals used for the experiments in this work.

Chemical Molecular Formular Supplier
Acetone C3H6O Own house (99.8%)
Argon Ar Westfalen (5.0)

Cadmium acetate C4H6CdO4 Th. Geyer (99.999%)
Di-n-octylphosphinic acid C16H35O2P –

Hexane C6H14 Own House (99%)
Hydrochloric acid (37%) HCl FischerScientific

Isopropanol C3H8O Own house (99.7%)
Methyl viologen dichloride hydrate C12H14Cl2N2 Sigma Aldrich (100%)

Nitric acid HNO3 Fluka (99%)
Nitrogen N2 Linde (5.0)

Octadecene C18H36 Sigma Aldrich (90%)
Oxygen O2 Westfalen (99.5%)

n-Propylamine C3H9N Acros Organics (99%)
Selen Se Thermofischer (99.5%)

Silver nitrate AgNO3 Sigma Aldrich (100%)
SYLGARD 184 silicone elastomer kit – Sigma-Aldrich

Toluene C7H8 Grüssing (99.5%)
Tri-n-octylphosphine C24H51P Sigma-Aldrich (90%)

Tri-n-octylphosphine oxide C24H51OP Sigma-Aldrich (99%)
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Synthesis of CdSe QWs

6.2 Synthesis of CdSe QWs

CdSe QWs were prepared according to the SLS method. The precursors used in the
synthesis were prepared as follows.
Bi NPs were prepared according to the procedures described in ref. [115, 178]. The

particles were prepared by Ann-Kathrin Sassnau. The precursor Cd(DOPT)2 was pre-
pared according to a synthesis described in ref. [113]. For the preparation of the second
precursor TOP:Se, Se was dissolved in TOP while stirring under nitrogen atmosphere for
24 h.
For the synthesis of the CdSe QWs, 32 mg (0.044 mmol) Cd(DOPT)2 were heated with

4 g TOPO under nitrogen to 100 ◦C. At this temperature, the mixture is dried for 1 h
by applying vacuum and then heated to 300 ◦C under nitrogen while stirring. A mixture
of 1.2 mL (0.030 mmol) TOP:Se (0.025 M) with 20 µL of the Bi-NP stock solution was
injected at once, after which the colorless solution turned brown immediately. After three
minutes, the reaction mixture was cooled down by removing the heat and 6 mL toluene
were added once the temperature reached 100 ◦C. The reaction products were purified by
repeatedly centrifugating at 11000 rpm for 20 min and redispersing in 3 mL toluene for
three times.

6.3 Confocal Measurements

6.3.1 Setup

Throughout the thesis different confocal setups were used. The principle setup, however, is
similar. Figure 6.1 depicts a sketch of the setup that was used most frequently. Differences
in the other confocal setups used are noted in the next paragraph.
Depending on the experimental requirements, different excitation sources were cho-

sen. For typical Raman, but also for PL measurements of CdSe QWs, a He-Ne gas laser
(Meiling-Laser GmbH, λ = 633 nm) was used. QD PL measurements were conducted
using a pulsed laser-diode (ALS Germany, λ = 405 nm). The laser light is directed with
mirrors to the sample. A 50:50 beam splitter is used to direct half of the light on a pho-
todiode to measure the excitation power, while the other half is directed to the objective.
For measurements in ambient air typically an air objective (Zeiss, NA = 0.95, Epiplan-
Apochromat 150x) was used, focusing the light directly on the sample, which is mounted
on a piezo stage (Physik Instrumente, (x,y,z) range: 200x200x20 µm). Measurements
in flowchannels were conducted using an oil objective (Zeiss, NA = 1.4, 100x) to excite
CdSe QWs through the glass substrate. For measurements in the gas-flow setup an air
objective with coverslip correction (Zeiss, NA = 0.75, 63×) was used. Reflected excita-
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Figure 6.1: Sketch of the setup of a confocal laser scanning microscope. The laser power
can be adjusted by neutral density filters. Part of the light is transmitted to
a photodetector to measure the excitation power. The rest is directed to the
objective, which focuses the light on the sample. Reflected excitation light
and the emission are collected by the same objective and are directed to a
second beamsplitter. A part of the reflection and emission is focused on a
camera which is used to adjust the laser spot on the sample. The other part
is filtered with a longpass filter to block the reflected excitation light. With
either a mobile mirror or a beam splitter the emission is directed and focused
on an APD and/or on a spectrometer with a CCD camera.

tion light and the emission are collected by the same objective and pass the first beam
splitter before a second beam splitter directs 2% of the light on a camera, which gives
feedback for adjusting the laser spot on the sample. The remaining part of reflection and
emission is then filtered by a suitable longpass filter (633 nm or 430 nm), which blocks
the reflected excitation light. The emission that passes the longpass filter can either be
focused on an APD (PerkinElmer SPCM-14 for wires and ensemble-dot measurements;
MPD (100 µm detector, PDM series) for single-dot measurements) for PL intensity and
time-resolved measurements or on the entrance slit of a grating spectrometer mounted
with a charge-coupled device (CCD) camera (Princeton Instruments PIXIS 400 B) for
the detection of spectra. The emission was either directed on one of the detectors by a
mobile mirror or on both simultaneously by a beam splitter, which directed 80% of the
emission on the spectrometer and 20% on the APD. Single photon counting measurements
were conducted using a time-correlated single photon counting (TCSPC) system (Pico-
Quant, PicoHarp 300) in the time-tagged time-resolved (TTTR) mode. The piezo scanner
and photon counting are controlled by a real-time computer module (Jäger Messtechnik,
ADwin gold).
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Other Setups For the experiments with flow channels, a different setup was used with
slight variations of the optical components and different devices. The setup was equipped
with a laserdiode (PICOQUANT PDL 800-D, λ = 470 nm), a micro photonics APD
(MPD, PDM series) and a grating spectrometer (Princeton Instruments, Acton Research,
SpectraPro 300i) with a CCD camera (Lavision, Imager QE).
For investigating the short lifetimes of CdSe QWs, a setup was used with a Ti:Sa laser

system (Coherent Mira 900F; Pump laser: Finesse Pure, Laser Quantum, λ = 532 nm;
Second harmonic generation: APE Harmonixx) and a streak camera (Hamamatsu).

6.3.2 Sample Preparation

Different types of sample preparation were used for the different types of measurements
carried out in this thesis. The respective procedures are described in the following.

Cleaning of Substrates

For confocal measurements cover slides and Si substrates were used. Before use, both
were cleaned according to the following procedure. Cover slides or Si substrates were
successively treated with ultrasound in an acetone, isopropanol and (deionized) water
bath, for each 20 min. The cover slides were placed in a Teflon holder for this procedure.
Subsequently, the coverslides or substrates were dried at 80 ◦C.

CdSe Quantum Wires

Samples for ensemble measurements were prepared by dropcasting 5–10 µL of a undiluted
or slightly diluted (1:10) suspension of CdSe QWs in toluene on a clean cover slide.
Experiments were started once the solvent was evaporated. Samples for single particle
measurements were prepared by diluting the suspension with toluene (1:50 – 1:100) and
dropcasting 5 µL on a cover slide or on a Si substrate with lithographically produced
markers for subsequent identification via SEM.

CdSe/CdS Quantum Dots

CdSe/CdS QDs were examined in thin films and as single particles. Thin films were pre-
pared by slightly diluting the native suspension of QDs in hexane (1:20) and dropcasting
10 µL onto a cover slip mounted on a spin coater. Subsequently, the cover slip was rotated
at 3000 rpm. For single-particle measurements, the native samples were strongly diluted
(1:500,000–1:1,000,000) and 10 µL were dropcasted onto a rotating cover slip (3000 rpm)
mounted on a spin coater.
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6.3.3 Classic Confocal Measurement

In a typical experiment, at first large (100x100 µm) and then smaller PL scans (5x5–
20x20 µm) were recorded to locate emitting nanostructures. Alternatively, especially for
CdSe QWs, scans were recorded at low excitation powers without a longpass filter to
locate wires by using the image of the reflected light while applying less excitation light
to prevent photoinduced processes. The acquisition of data for a certain amount of time
was gained by positioning the laser spot on a chosen spot in the respective scan.

6.3.4 Measurements with Varying Environments

Preparation of Flow Channels

For confocal measurements of nanostructures in controlled chemical surroundings, in par-
ticular in different aqueous solutions, PDMS flow-channels were prepared. A negative
template that determines the dimensions of the flow channel was produced by using a 3D
printer. The template was glued on a glass plate and a Teflon ring was used as vessel.
PDMS was prepared with the Sylgard 184 silicone elastomer kit. For each flow-channel
4 g of the base material was mixed with 0.4 g of the linker material. After pouring the
PDMS mixture over the template, air bubbles were removed by applying indirect vac-
uum. To accelerate the polymerization, the mixture was heated to 80 ◦C for 2 h in an
oven. The hardened polymer was detached from the glass plate and a PDMS chip with
the imprint of the template was obtained. To allow the attachment of tubes in the end,
holes were drilled through the PDMS chip at the ends of the flow-channel imprint. To
seal the channel with a cleaned cover slide (glass, diameter: 30 mm, thickness: No. 1
(0.13–0.16 mm), see Section 6.3.2 for cleaning procedure) oxygen plasma was applied for
1 min on both the cover glass and the PDMS chip, before pressing the PDMS chip on the
glass slide. To allow an easy injection of the CdSe QW solution, a cannula was pierced
through the PDMS chip in the channel. After attaching the tubes, 1.1 g of the PDMS
mixture was poured on top of the flow channel and the chip was heated again to 80 ◦C
for 2 h to seal the openings. An image of the 3D printed template and a sketch to show
its dimensions are shown in Figure 6.2, together with images of a prepared PDMS chip
and the experimental setup.

Measurements in Flow Channels

To conduct confocal measurements of CdSe QWs in flow channels, the CdSe QW solution
(diluted or as prepared) was injected through the implimented cannula inside the flow
channel until the glass surface was covered with solution. The PDMS chip was then stored
overnight in a nitrogen atmosphere to allow the toluene to evaporate, before mounting
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Figure 6.2: Flow channel preparation. (a) 3D printed template on a glass plate. (b)
PDMS chip with integrated flow channel. The cannula is implemented for
the injection of the CdSe QW solution. (c) Sample holder with a PDMS chip
in a confocal setup with a horizontally aligned objective. (d) Sketch of the
template to show the dimensions.

the chip on the sample stage. The sample was excited through the glass cover-slip at the
bottom of the flow channel, as sketched in Figure 6.3(a).
In flow-channel experiments, the gas or aqueous solution was injected by using a syringe

pump (Döring, Combimat 2000).

Measurements in the "Bottle Setup"

For experiments in which the gaseous surroundings of the sample had to be exchanged
completely within a few minutes, the flow channel setup reached its limits. The most
crucial part for all experiments with changing surroundings is the necessity of a completely
stabilized system in order to avoid drifts of the sample during a measurement. In order
to be able to illuminate a single structure while changing between oxygen and inert gas
within a short time, a dedicated gas-flow setup ("bottle setup") was built. A sketch of
the setup is shown in Figure 6.3(b). The respective gases were obtained from gas bottles
or the in-house nitrogen gas line and the gas pressure was adjusted by standard pressure
regulators. A three-way valve enabled rapid switching between the two gases. At the
bottom the bottle was open, allowing the gas to pass the sample and objective while

116



Experimental Procedures

excitation emission

objective

PDMS

glasspiezo table

sample

(a)

gas 

inlet

objective

oxygen 

sensor

sample on 

glass cover 

slip

emissionexcitation
(b)

switch

inert 

gas
oxygen

syringe 

pump

Figure 6.3: Sketched setups for measurements in different chemical environments. (a)
Experiments with CdSe QWs in a controlled gaseous environment or in aque-
ous solutions were conducted in flow channels. The respective surrounding
medium is controlled and changed by a syringe pump while the wires stick
to the glass substrate, through which they are excited by laser light. (b) Ex-
periments with controlled gaseous surroundings, in particular, if the gaseous
surroundings needed to be exchanged quickly, were conducted in a "bottle
setup". The respective gas is directed to the inlet of the 3D printed bottle,
where it flows around the sample and exits at the open lower end. The oxygen
content is measured with a sensor that is integrated in the bottle wall. Similar
to the flow channel measurements, the QWs or QDs are excited through the
glass substrate.

minimizing the mechanical stress on the glass cover-slip at the gas change. In contrast
to the flow-channel setup which was only suitable for measurements with quite static
conditions, such as a continuous flow, this setup enabled a fast exchange of gases with
only minimal changes of the position of the focused laser spot on the sample. Small
remaining shifts in the z-direction, induced by the brief reduction of the gas pressure
when switching the gases were compensated via an automatic correction of the focus
height.

The automatic correction, was controlled by a Matlab skript. During the execution,
the piezo stage was moved step-wise in z-direction while detecting the PL with an APD.
The intensity curve obtained during the vertical movement was fitted with a Gaussian and
the piezo stage was positioned according to the maximum of the intensity distribution.
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6.4 Other Characterization Methods

TEM For the characterization of CdSe QWs via TEM, samples were prepared by drop-
casting 5 µL of a diluted solution (1:1000) on a copper grid, covered with graphene. TEM
images were recorded by Jannik Rebmann, Thomas Tsangas and Stefan Werner with a
JEOL JEM 1011 microscope operating at 100 kV.

SEM SEM was used to identify single CdSe NWs after confocal experiments. For the
sample preparation see Section 6.3.2. The SEM images were recorded by Charlotte Ruhm-
lieb, using a Quanta 3D FEG microscope (FEI) operating at 20 kV.

EDX measurements For EDX measurements of CdSe QWs, 5 µL of the undiluted sus-
pension were repeatedly dropcasted on a Cu substrate. The measurements were performed
by Charlotte Ruhmlieb with an EVO MA 10 microscope (Zeiss) at 22 kV and a scanning
time of 180 s for each measurement, while conducting five measurements per spot on the
sample.

FTIR spectroscopy FTIR measurements were performed by Jannik Rebmann using
an Equinox 55 spectrometer (Bruker Optik) equipped with a Golden ATR system. The
respective target substance was applied on the crystal without further preparation. For
CdSe QWs, 5 µL of the suspension were repeatedly dropcasted on the crystal.

TGA-FTIR spectroscopy The TGA-FTIR measurements were performed by Uta
Sazama in the Institute for Anorganic Chemistry in the group of Prof. Michael Fröba at
the University of Hamburg. For all measurements the substances were loaded in a Al2O3

crucible mounted in the TGA instrument (Netzsch STA 409C/CD) and heated with a
rate of 10 K/min to 650 ◦C, while a nitrogen gas flow transported the evaporation prod-
ucts to a FTIR spectrometer (Bruker). For the analysis of the substances Cd(DOPT)2
and TOPO, 20 mg were loaded in the Al2O3 crucible. For the analysis of CdSe QWs
ten batches of samples, produced in an identical way, were combined (to prevent possible
alterations of the QW surface by a scale-up of the synthesis). In contrast to the usual
procedure, the QWs were redispersed in hexane instead of toluene after the final purifica-
tion step, to facilitate solvent evaporation. The unified suspension was dropcasted in the
crucible, which was heated to 60 ◦C in a nitrogen gas flow. The TGA-IR measurement
was performed with 31 mg CdSe QWs.

ICP-MS ICP-MS measurements of CdSe QWs were performed by Jili Han in the group
of Prof. Wolfgang Parak at the University of Hamburg (Agilent Technologies series 7700).
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For the sample preparation, 7 µL of the undiluted CdSe QW suspension were dried. The
dried CdSe QWs were dissolved in 200 µL aqua regia overnight before 1.8 mL HNO3 were
added.
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8 Appendix

8.1 Supporting Information

Figure 8.1(a) shows the PL spectra of CdSe QWs at different stages of the purification
process. Without any purification, the spectrum broad and the maximum of the PL
intensity lies at 650 nm. Already after the first cycle of precipitation and re-dispersion,
the spectrum has the shape that does not change with further (at least up to seven)
cycles of purification. Figure 8.1(b) shows results of measurements in which the CdSe
QWs that were purified with different numbers of steps are each illuminated continuously
in an oxygen atmosphere. The observed increase of the PL intensity is not noticeably
dependent on the degree of purification.
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Figure 8.1: Effect of purification on PL properties of CdSe QWs. (a) PL spectra of CdSe
QWs without and with up to seven cycles of purification. (b) PL enhancement
of the CdSe QWs at different degrees of purification. The PL enhancement ex-
periments were conducted in an oxygen atmosphere with P = 0.2–0.4 kW/cm2,
λ = 633 nm, cw.
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Figure 8.2: Evolution of spectra of CdSe QWs covered with PEG200. (a) Evolution
in untreated PEG200. (b) Evolution in PEG200 degassed with N2. P =
0.2 kW/cm2, λ = 470 nm, cw. These data were obtained in preceding studies.

Figure 8.2 shows two measurements of CdSe QWs that are covered with PEG200.
The data shown in Figure 8.2(a) was obtained with untreated PEG200, while the data
shown in Figure 8.2(b) was obtained with PEG200 that was degassed by injection of
nitrogen prior to the measurement. While the CdSe QWs examined in PEG200/air show
extensive photobrightening, only small changes are observed for the spectra of the CdSe
QWs examined in PEG200/N2.
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8.2 Hazard Information

The safety and disposal instructions for the chemicals used in this work are listed in Table
8.1.

Table 8.1: Safety and disposal instructions for the chemicals used.195,196

Substance
GHS

symbol
H-phrases P-phrases Disposal

Argon 280 403 –

Acetone
225, 319,

336
210, 233, 240, 241,
242, 305+351+338

(1)

Bismut 228 210, 370+378 (2)

Cadmium
acetate

302, 312,
332, 350,
400, 410

201, 261, 280,
302+352,

304+340, 312
(2)

Cadmium
selenide

301+331,
312, 350,
373, 410

201, 261, 273,
301+310+330,

308+313, 403+223
(2)

Cadmium
sulfide

302, 341,
350, 361,
372, 410

201, 273,
301+310+330,
308+313, 501

(2)

Di-n-
octylphosphinic

acid
319 305+351+338 (1)

Hexane

225, 304,
315, 336,
361f, 373,

411

201, 273,
301+330+331,

302+352, 308+313
(3)

Hydrochloric
acid

290, 314,
334

280,
303+361+353,
305+351+353

(4)
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Table 8.1: Safety and disposal instructions for the chemicals used.195,196

Substance
GHS

symbol
H-phrases P-phrases Disposal

Isopropanol
225, 319,

336

210, 240,
305+351+338,

403+233
(1)

Methyl
viologen
dichloride
hydrate

301,
310+330,
315, 319,
335, 372,

410

262, 273, 280,
302+353+310,

304+340+310, 314
(2)

Nitric acid
272, 290,
330, 314

210, 220, 280,
303+361+353,
304+340+310,
305+351+338

(4)

Nitrogen 280 403 –

Octadecene 304, 413 273, 301+310, 331 (3)

Oxygen 270, 280
220, 244,

370+376, 403
–

PDMS Not a dangerous substance according to GHS (2)

n-Propylamine
225, 290,
302, 311,
331, 314

201, 280,
305+351+338,

310,
301+330+331,
303+361+353

(3)

Selen
301, 331,
373, 413

260, 264, 273,
301+310,

304+340+311
(2)

Silver nitrate
272, 290,
314, 410

210, 260, 273, 280,
303+361+353,
305+351+338,

308+310

(2)
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Table 8.1: Safety and disposal instructions for the chemicals used.195,196

Substance
GHS

symbol
H-phrases P-phrases Disposal

Toluene
225, 304,
315, 336,
361d, 373

210, 240,
301+310+330,
302+352, 314,

403+233

(3)

Tri-n-
octylphosphine

314 280, 305+351+338 (1)

Tri-n-
octylphosphine

oxide
319, 411

262, 273,
305+351+338

(2)

Disposal instructions:

(1) If necessary, dissolve in suitable solvent and discard into container for halogen-free
organic solvents.

(2) Discard into container for contaminated solid waste.

(3) If necessary, dissolve in suitable solvent and discard into container for halogenated
and/or toxic organic solvents.

(4) Dilute and discard in container for inorganic acids.
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