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Abstract

Recent advances in the study of quantum cooperative effects in coupled light-matter
systems open up unprecedented pathways to manipulate the properties of materials
without external drive. This is due to vacuum fluctuations of the electromagnetic field,
which hybridize with matter degrees of freedom even in thermal equilibrium and thereby
influence the behavior of the system. In this thesis, we focus on the theoretical study of
such photon-induced effects. We first present a collective theory for single-mode models
and then apply dynamical mean-field theory (DMFT) to macroscopic solids interacting
with a continuum of electromagnetic modes.
The collective theory is based on diagrammatic techniques and assumes a linear dipolar

coupling to one single cavity mode. It allows expressing the electric susceptibility of
the system inside the cavity in terms of the bare matter response. We find that the
radiative corrections of the static susceptibility vanish in the thermodynamic limit if
the single-particle coupling is finite. Moreover, the formalism proves that nonlinearities
in the matter response play a crucial role in affecting the equilibrium state of finite-
size systems. As an example, we apply the theory to a simple model of a quantum
paraelectric with dipole-dipole interactions and demonstrate that the cavity mode leads
to an enhancement of the static electric response in small clusters of material.
DMFT, however, is most appropriate for extended solids consisting of a macroscopic

number of atoms or molecules. Therefore, we consider a setting, where a continuum
of electromagnetic modes gives rise to a non-vanishing total effect even in the ther-
modynamic limit. The modes correspond to surface plasmon polaritons (SPPs) at a
dielectric-metal interface. We study two different model systems: In the first case, we
consider a two-dimensional solid that couples to the vacuum fluctuations of the SPPs
via a linear dipolar interaction. Within static mean-field approximation, the material
exhibits a ferroelectric phase transition that is not affected by the electromagnetic ra-
diation field. Bosonic DMFT provides a more accurate description and reveals that the
light-matter interaction enhances the ferroelectric order and stabilizes the ferroelectric
phase. In the second case, we study a two-dimensional Hubbard model, which cou-
ples to the electromagnetic modes via Peierls phase factors. Even without light-matter
interaction, the system may undergo a Mott metal-isulator transition. We follow a di-
agrammatic approach to incorporate photon-induced effects into the DMFT formalism.
Our results suggest that the coupling to the electromagnetic field favors the metallic
state over the Mott insulating phase.
In summary, this thesis demonstrates that the interplay of light and matter opens up

new possibilities to modify the static response of microscopic systems and to control
phase transitions in macroscopic solids, even in thermal equilibrium. Moreover, it high-
lights that DMFT can serve as a valuable theoretical tool to study quantum cooperative
effects in systems with strong light-matter interactions.
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Zusammenfassung

Jüngste Fortschritte in der Erforschung quantenkooperativer Effekte in gekoppelten
Licht-Materie-Systemen eröffnen nie dagewesene Möglichkeiten, die Eigenschaften von
Materialien ohne externe Stimulation zu manipulieren. Grund dafür sind Vakuumfluk-
tuationen des elektromagnetischen Feldes, die selbst im thermischen Gleichgewicht mit
den Freiheitsgraden der Materie hybridisieren und dadurch das Verhalten des Systems
beeinflussen. In dieser Arbeit befassen wir uns mit der theoretischen Untersuchung
solcher photoneninduzierter Effekte. Wir stellen zunächst eine kollektive Theorie für
Singlemode-Modelle vor und wenden dann dynamische Molekularfeldtheorie (DMFT)
auf makroskopische Festkörper an, die mit einem Kontinuum elektromagnetischer Mo-
den wechselwirken.

Die kollektive Theorie basiert auf diagrammatischen Methoden und setzt eine lineare,
dipolare Kopplung an eine einzelne Cavitymode voraus. Sie erlaubt es, die elektrische
Suszeptibilität des Systems in der Cavity durch die Antwort der ungekoppelten Materie
auszudrücken. Wir stellen fest, dass die Strahlungskorrekturen zur statischen Suszep-
tibilität im thermodynamischen Limes verschwinden, sofern die Einteilchen-Kopplung
endlich ist. Des Weiteren beweist der Formalismus, dass Nichtlinearitäten in der Mate-
rialantwort eine bedeutende Rolle bei der Beeinflussung des Gleichgewichtszustands von
Systemen endlicher Größe spielen. Als Beispiel wenden wir die Theorie auf ein einfa-
ches Modell eines Quantenparaelektrikums mit Dipol-Dipol-Wechselwirkungen an und
zeigen, dass die Cavitymode in kleinen Materialclustern zu einer Verstärkung der stati-
schen elektrischen Antwort führt.
DMFT eignet sich dagegen vor allem für ausgedehnte Festkörper, die aus einer ma-

kroskopischen Anzahl von Atomen oder Molekülen bestehen. Daher betrachten wir ein
Setting, in dem ein Kontinuum elektromagnetischer Moden selbst im thermodynami-
schen Limes einen nicht verschwindenden Gesamteffekt hervorruft. Die Moden gehören
zu Oberflächenplasmonen-Polaritonen (OPP) einer Grenzfläche zwischen einem Metall
und einem Dielektrikum. Wir untersuchen zwei verschiedene Modelle: Im ersten Fall
betrachten wir einen zweidimensionalen Festkörper, der über eine dipolare Wechselwir-
kung an die Vakuumfluktuationen der OPP koppelt. Innerhalb der statischen Molekular-
feldnäherung weist das Material einen ferroelektrischen Phasenübergang auf, der nicht
durch das elektromagnetische Strahlungsfeld beeinflusst wird. Bosonische DMFT liefert
eine genauere Beschreibung und offenbart, dass die Licht-Materie-Wechselwirkung die
ferroelektrische Ordnung verstärkt und die ferroelektrische Phase stabilisiert. Im zweiten
Fall untersuchen wir ein zweidimensionales Hubbard-Modell, das über Peierls-Faktoren
an die elektromagnetischen Moden koppelt. Auch ohne Licht-Materie-Wechselwirkung
kann das System einen Mott Metall-Isolator-Übergang durchlaufen. Wir nutzen dia-
grammatische Methoden, um photoneninduzierte Effekte in den DMFT Formalismus zu
integrieren. Unsere Ergebnisse weisen darauf hin, dass die Kopplung an das elektroma-
gnetische Feld die metallische Phase gegenüber der Mott-isolierenden Phase begünstigt.
Insgesamt verdeutlicht diese Arbeit, dass das Zusammenspiel von Licht und Materie

sogar im thermischen Gleichgewicht neue Möglichkeiten eröffnet, die statische Suszep-
tibilität mikroskopischer Systeme zu modifizieren und Phasenübergänge in makroskopi-
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schen Festkörpern zu kontrollieren. Außerdem zeigt sie auf, dass DMFT als wertvolles
theoretisches Werkzeug zur Untersuchung quantenkooperativer Effekte in Systemen mit
starker Licht-Materie-Wechselwirkung dienen kann.
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1. Introduction

1.1. Manipulating matter with quantum light

In recent years, the study of quantum cooperative effects in coupled light-matter systems
has become a rapidly evolving field of research that merges two complementary disci-
plines of physics. On the one hand, it integrates quantum optics, which mostly focuses
on the study of photons and their interaction with single or small ensembles of emitters.
On the other hand, it intersects with condensed matter physics, which investigates col-
lective phenomena in solids composed of a macroscopic number of atoms or molecules.
But unlike quantum optics, condensed matter physics often either does not account for
light-matter interactions or relies on a classical description of the electromagnetic field.
Indeed, the optical control of quantum many-body systems with intense classical laser

fields can lead to a plethora of fascinating effects and even create novel phases [9].
However, harnessing the true quantum nature of light and matter opens entirely new
avenues to manipulate the properties of macroscopic systems without external drive.
This is due to the fact that even in vacuum, charges and magnetic degrees of freedom
couple to the quantum fluctuations of the electromagnetic field and thus interact with
virtual photons in their environment.
A well-known consequence of this behavior is the so-called Lamb shift, i.e., the radia-

tive correction of energy levels in an atom caused by the vacuum fluctuations of the elec-
tromagnetic field. For the hydrogen atom, the Lamb shift lifts the degeneracy between
the 2s1/2 and 2p1/2 states resulting from the Dirac equation. This was first observed
experimentally in 1947 by Willis E. Lamb and Robert C. Retherford [53]. Moreover, the
Dutch physicist Hendrik Casimir predicted in 1948 that the radiation pressure of virtual
photons gives rise to an effective attractive force between two perfectly conducting un-
charged plates [55]. This is due to a modification of the zero-point fluctuations between
the plates, leading to a radiation pressure that is weaker inside the plates than outside.
And indeed, in 1997, this so-called Casimir force was demonstrated experimentally with
a degree of accuracy of five percent [54].

Another textbook example where the interaction of matter with the electromagnetic
vacuum plays an important role is the Purcell effect. This effect manifests when an atom
is placed inside an optical resonator. It refers to the suppression or enhancement of the
atom’s spontaneous emission rate depending on the fundamental cavity frequency [73].
The Purcell effect can be attributed to the boundary conditions imposed by the cavity
mirrors, which modify the local density of states of the radiation field at the position
of the atom. This modification affects the atom’s coupling to the vacuum fluctuations
of light and thus alters its spontaneous emission rate. Importantly, the Purcell effect
demonstrates that the behavior of a quantum system can be controlled by changing its
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1. Introduction

electromagnetic environment.
However, the Lamb shift, the Casimir force and the Purcell effect correspond to a

regime, where the interaction between light and matter is weak. In free space, the
strength of the coupling is determined by the small value of the fine structure constant
α ≈ 1/137. As a result, the effect of the electromagnetic vacuum fluctuations is negligibly
weak and experimentally hard to observe. The strength of the interaction increases if
the electromagnetic field is restricted to a finite volume, e.g., inside a cavity. But also
in Purcell’s experiment, the cavity losses dominated over the coupling between light and
matter. In order to achieve more striking effects, it is therefore desirable to strongly
enhance the interaction with the photon field.

Today, this can be accomplished on various platforms through a strong spatial con-
finement of the electromagnetic field. In particular, nanoplasmonic cavities allow for an
extreme compression of the electromagnetic field even below the diffraction limit [51],
and high-finesse optical cavities exhibit very low loss rates, enabling the light-matter
coupling to become the dominant energy scale in the system [85]. This strategy is appli-
cable to both microscopic and macroscopic systems, as it influences the single-particle
coupling strength, i.e., the interaction of the radiation field with each individual emitter.
Another quantity only relevant to systems composed of multiple particles is the col-

lective light-matter coupling, which determines how strongly the entire system and its
collective modes interact with the electromagnetic field. The collective coupling is pro-
portional to the single-particle coupling and therefore is influenced by the (effective)
cavity volume. Moreover, increasing the number of emitters N enhances the collective
interaction with the electromagnetic field, which scales as

√
N . Consequently, the limit-

ing factor for the collective light-matter coupling is the number of particles per volume.
In dense solids, it is common to transition into a regime where the collective coupling
is the dominant energy scale in the system, while the single-particle coupling remains
weak.
These technological and scientific developments have paved the way for new fields

of research, such as “Polaronic chemistry”, where the strong hybridization of light and
matter inside a dark cavity is used to modify chemical reaction rates, charge transfer, or
excitation transfer. This has been demonstrated in theory and experiments and mostly
involves molecular systems [23, 76, 25, 83]. Most notably, many of these observations
have been made at strong collective but weak single-particle coupling. This implies
that cooperative effects have a significant impact on the system’s behavior. However,
achieving a comprehensive theoretical description of these phenomena is still a matter
of ongoing research [83].
Moreover, in solid state physics, there are many promising proposals to engineer the

properties of macroscopic materials through the vacuum fluctuations of light inside a
cavity. This is particularly interesting for so-called quantum materials, as they already
exhibit collective quantum many-body phenomena that are often sensitive to small exter-
nal stimuli like pressure or temperature [78]. For instance, multiple theoretical studies
predict the possibility of cavity-mediated superconductivity [79, 26], and it has been
shown that the coupling to a cavity mode may modify the effective spin-exchange inter-
actions [46, 81] and lead to the creation of Mott polaritons [47] in strongly correlated

2



1.2. Purpose of the thesis

electron systems. Another example is the superradiant excitonic insulator phase re-
ported in Ref. [66] or the possibility of cavity-enhanced magnetism with a simultaneous
condensation of photons discussed in Ref. [75]. Apart from these theoretical findings,
a recent experiment demonstrates the cavity-mediated control of the metal-to-insulator
transition in 1T-TaS2 [42].

Furthermore, there have been interesting theoretical works on photon-induced ferro-
electricity, which also plays an important role in this thesis. For example, in Ref. [58], a
“ferroelectric photo ground state” has been predicted for the perovskite SrTiO3 (STO).
In this material, the displacement of titanium and oxygen atoms in the unit cell gives
rise to a finite electric polarization of the solid, turning it into a ferroelectric. Without
external stimuli, this phase transition never occurs, even down to zero temperature, due
to nuclear quantum fluctuations. However, as shown in Ref. [58], this effect can be sup-
pressed by the vacuum fluctuations of a single cavity mode if a photon-phonon coupling
is introduced. As a result, the material may undergo a transition to the ferroelectric
state, which is accompanied by a finite photon occupation in the cavity.
Moreover, Ref. [6] reports on a cavity-enhanced ferroelectric phase transition in a dipo-

lar material between two metallic mirrors. The material couples to light via infrared-
active phonons. In contrast to [58], the model includes multiple modes of the electro-
magnetic field and also takes into account plasmons in the metal mirrors. It is shown
that the interplay of photons, phonons, and plasmons strongly modifies the excitation
spectrum of the system. In addition, the description contains phonon nonlinearities,
which are essential to cavity-induced ferroelectricity, as they lead to a coupling between
the individual modes. Ultimately, this causes a softening of a dipolar phonon mode,
such that the ferroelectric state is stabilized.

1.2. Purpose of the thesis

The examples mentioned above are only a tiny fraction of the innumerable scientific
advances in this vivid and fascinating area of research. But the vision of steering and
engineering material properties on demand by manipulating the quantum fluctuations
of the electromagnetic field also comes with challenges. In particular, it requires suitable
theoretical methods to predict the behavior of these highly complex quantum many-body
systems. For most settings, an exact simulation of all degrees of freedom is computa-
tionally unfeasible. Therefore, it is vital to find appropriate approximate schemes that
still allow for an accurate description of these systems.
A computationally tractable framework commonly used in condensed matter physics

is dynamical mean-field theory (DMFT). This method has proven to be particularly use-
ful for strongly correlated electron systems [29], and has also been extended to bosonic
models [3, 4, 1]. DMFT is an embedding approach that maps a macroscopic lattice
model to an impurity problem coupled to an effective environment. In order to solve
the problem self-consistently, the self-energy for the lattice Green’s function is assumed
to be purely local. This approximation becomes exact if the coordination number of
the lattice approaches infinity [68, 70]. In this thesis, we extend the DMFT frame-

3



1. Introduction

work to solids with strong coupling to the electromagnetic field. A major advantage of
this method is its ability to incorporate a continuum of electromagnetic modes without
further simplifications such as a Markov or rotating wave approximation.
Before we proceed, however, let us comment on the meaning of “strong coupling” in

the tiltle of this thesis. In general, there is no unique definition of this term. In condensed
matter physics, the expression is usually used if the magnitude of the interaction with one
degree of freedom greatly exceeds all other relevant energy scales in the system, such that
a perturbative treatment in this parameter is no longer valid. For instance, the strong
coupling regime of the Hubbard model is reached if the local electron-electron interaction
is much larger than the hopping matrix element [19]. Similarly, the electron-phonon
coupling in the Holstein model is called strong if the bipolaron binding energy (i.e., the
energy scale of the phonon-mediated electron-electron interaction) widely surpasses the
hopping amplitude [24].
In quantum optics, this term is understood differently. Typically, it refers to open

systems, such as a cavity with imperfect mirrors, and is only well-defined for single-mode
models. In that case, the coupling to the electromagnetic mode is considered strong if it
exceeds the loss rate of the cavity. Moreover, there are other expressions to quantify the
light-matter interaction strength that are also applicable to closed systems. For example,
the “ultrastrong coupling regime”, denotes the range of parameters, where the ratio η
between the coupling to the cavity mode and the energy of the bare matter excitations
is larger than ≈ 0.1. In this regime, higher-order processes become significant, leading
to a hybridization of states with different photon numbers. In the “deep-strong coupling
regime”, where η ≳ 1, these processes even dominate [50].
However, this classification cannot be directly extended to systems involving multiple

electromagnetic modes. This is particularly relevant to this thesis since we consider
solids interacting with a continuum of modes. In some cases, it is possible to relate a
system to a generic one-mode model. For instance, in Ref. [49], an emitter that interacts
with a continuum of modes inside a rectangular waveguide has been compared to an
effective Rabi model. Alternatively, it has been suggested in Ref. [50] that the coupling
strength between an atom and a mode continuum should be quantified by comparing its
relaxation rate Γ to the atomic transition frequency.
These examples illustrate that there is no universal strategy to categorize the strength

of light-matter interactions in arbitrary systems. Moreover, these concepts cannot be
directly applied to collections of interacting emitters or macroscopic solids. In these
systems, it is not even clear whether the decisive factor is the single-particle coupling
or the collective interaction, which can differ by many orders of magnitude. Due to this
ambiguity, we refrain from providing a strict definition of the term “strong coupling”
within this thesis. Instead, we use this expression in a broader context to indicate that
the interaction with the electromagnetic field is strongly enhanced as compared to free
space and thus affects the equilibrium state of the solid in a non-trivial way.
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1.3. Thesis outline

1.3. Thesis outline

The remainder of this thesis consists of an introductory chapter (Ch. 2), three main
chapters (Ch. 3 - Ch. 5), and a brief conclusion (Ch. 6). Additionally, App. A and B
contain supplementary information and detailed derivations related to Ch. 4 and 5.
In Ch. 2, we begin with some basic concepts and methods. We introduce the standard

DMFT formalism for fermionic and bosonic systems and discuss the quantum description
of light-matter interactions. In particular, we focus on the dipole gauge representation
of the light-matter Hamiltonian and elucidate why a static mean-field approximation
fails to capture any photon-induced effects in a large class of systems. Moreover, we
introduce a minimal model of a ferroelectric material that plays an important role in the
subsequent chapters and explore its mean-field phase diagram.
Next, we delve into the main part, where the three major projects of this thesis are pre-

sented. In Ch. 3, we introduce a collective theory for general matter Hamiltonians that
couple linearly to a single cavity mode (also see [60]). Later, this helps us conceptualize
an interesting setting for the DMFT formalism. The diagrammatic approach enables us
to express the collective response of the total system in terms of the bare susceptibility
for the matter part. Importantly, this formalism takes into account fluctuations beyond
a static mean-field approximation, which often cannot capture light-induced effects on
the equilibrium state of a solid [59, 60, 61].
Although the method is limited to one-mode models, it offers insights into the un-

derlying mechanisms and allows us to identify some important factors that are required
to influence a system through the vacuum fluctuations of the electromagnetic field. In
particular, we find that even for strong collective coupling, the effect of the cavity mode
vanishes in the thermodynamic limit (i.e., for N → ∞) if the single-particle coupling is
finite. Consequently, it is not possible to influence a macroscopic solid with only one
electromagnetic mode. Moreover, we see that the cavity corrections for finite systems
can be attributed to nonlinearities of the matter response, which is in accordance with
the observations in Ref. [6] for the cavity-enhanced ferroelectricity.
We apply the theory to a simple model of a material with static dipole-dipole in-

teractions. In the thermodynamic limit, the material may undergo a paraelectric-to-
ferroelectric phase transition. Moreover, similar to the perovskite SrTiO3 (STO), it
exhibits a quantum-paraelectric state, where ferroelectricity is suppressed even at low
temperatures due to quantum fluctuations. We focus on the paraelectric and quantum-
paraelectric regime, and consider small clusters of material. Calculations of the leading-
order cavity correction show that the static susceptibility is enhanced due to the light-
matter interaction. Moreover, a phenomenological comparison to STO suggests that
measurable effects can only be observed in small systems with large single-particle light-
matter coupling, i.e., small cavity volumes.
DMFT, in contrast, is most appropriate for extended solids consisting of a macroscopic

number of atoms or molecules. In the following chapters, we therefore consider a setting,
where a non-trivial effect of the vacuum fluctuations of light can be expected even for a
macroscopic material. According to the collective theory, this is not possible in a simple
single-mode model with linear light-matter interaction. However, if multiple electromag-
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netic modes couple to the matter degrees of freedom, a non-vanishing combined effect
may emerge.
An example of a system supporting a continuum of electromagnetic modes is a simple

dielectric-metal interface. In this setting, the surface plasmons of the metal hybridize
with the free radiation field, forming surface plasmon polaritons (SPPs). The SPP
dispersion and the spatial structure of the corresponding modes is strongly modified as
compared to free space. This has two important consequences: First, the electromagnetic
field is strongly confined to the interface, which leads to an enhancement of the light-
matter interaction. And second, the light-matter coupling strength can be tuned by
adjusting the distance from the interface. Therefore, we consider a hetero-structure
in which a two-dimensional (2D) layer of material is positioned near a dielectric-metal
interface. The 2D solid is embedded in the dielectric region and couples to the SPP
mode supported by the interface.
We use this setting for two types of materials. In Ch. 4, we study a 2D solid with

a ferroelectric phase transition (also see [61]). The matter Hamiltonian is similar to
the one discussed in the previous chapter. The light-matter interaction is represented
as a dipolar coupling to the SPP mode. This linear coupling gives rise to an effective
photon-mediated dipole-dipole interaction. Due to its highly non-local nature, it cannot
be directly incorporated in a standard DMFT formalism. To address this challenge, we
map the system to an auxiliary spin-boson model that only contains local interactions.
This approach enables us to solve the problem using bosonic DMFT (B-DMFT).
We find that the coupling to the SPP mode enhances the static electric susceptibility

in the paraelectric regime and increases the order parameter in the ferroelectric phase.
Both effects are most pronounced near the phase transition and lead to a stabilization of
the ferroelectric phase. Even though our microscopic model differs from previous work,
our results are in accordance with those presented in Ref. [6] and [58].
In Ch. 5, we extend our investigation to a 2D single-band Hubbard model to analyze

the effect of the SPP mode on the Mott metal-insulator transition. The Hubbard model
does not contain any dipolar transitions but features mobile electrons that can move be-
tween neighboring lattice sites. Therefore, the light-matter interaction is not described
by a linear dipolar coupling. Instead, it is introduced via a Peierls substitution, which
couples the photonic degrees of freedom to current-type operators. Consequently, a map-
ping to a bosonic auxiliary problem, as utilized in the previous chapter, is not possible.
Instead, we follow a diagrammatic approach similar to the GW+DMFT formalism [7]
and incorporate the coupling to the SPP mode as an additional non-local self-energy
contribution.
Our results suggest that the light-matter interaction favors the metallic state. Partly,

this can be attributed to a renormalization of the hopping matrix elements due to the
second-order contribution of the light-matter interaction. However, our calculations thus
far only include a limited number of diagrams and do not yet incorporate the feedback
of the matter degrees of freedom on the SPP mode. Thus, we briefly discuss at the end
of Ch. 5 how the formalism can be further refined.
We conclude the thesis in Ch. 6 with a few final remarks and possible future prospects.
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2. Preliminaries

2.1. Dynamical mean-field theory for fermions

Dynamical mean-field theory (DMFT) is an important approximation scheme in con-
densed matter physics that is applicable to a wide range of quantum many-body prob-
lems. Originally developed for fermionic systems between 1989 and 1992 [68, 70, 27, 43],
it has since become one of the most powerful and versatile techniques to study systems
with strongly correlated electrons. The key idea of DMFT is to map a lattice model
to an effective impurity problem. Assuming that the self-energy is purely local, the pa-
rameters of this impurity model can be related to the local lattice quantities by a set of
self-consistent equations. In general, this is just an approximation, but it becomes exact
if the coordination number of the lattice approaches infinity [68, 70]. Similar to a conven-
tional mean-field approach, the DMFT approximation neglects all spatial fluctuations.
However, temporal fluctuations are fully taken into account [29].

2.1.1. The Hubbard Hamiltonian

In the following, we illustrate the DMFT formalism for the Hubbard model. Despite
its simplicity, the Hubbard Hamiltonian correctly reproduces many effects originating
from strong electronic correlations. It was first proposed in the early 1960s as a model
for transition metal oxides [32, 45, 36, 37], but has been applied to a multitude of other
systems such as heavy fermions [13, 74] or high-temperature superconductors [89] in the
subsequent years.
The single-band Hubbard Hamiltonian reads as

Ĥ = −t
∑
⟨ij⟩σ

(
ĉ†iσ ĉjσ +H.c.

)
+ U

∑
j

n̂j↑n̂j↓ − µN̂, (2.1)

where ⟨...⟩ indicates a summation over nearest-neighbor pairs, the operator ĉiσ (ĉ†iσ)

annihilates (creates) an electron of spin σ at site i, n̂iσ = ĉ†iσ ĉiσ corresponds to the

number density of electrons with spin σ, and N̂ =
∑

iσ n̂iσ denotes the total electron
number operator. The first term in (2.1) is a kinetic contribution and enables the
electrons to hop between neighboring lattice sites. It can be diagonalized by a lattice
Fourier transform, i.e.,

Ĥhop =
∑
k

ϵkĉ
†
kσ ĉkσ, (2.2)

where the electronic dispersion ϵk depends on the geometry of the system. The second
term constitutes a local repulsive interaction between electrons at the same site. It may
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2. Preliminaries

Figure 2.1.: Illustration of the single-band Hubbard model.

be considered as a strongly screened Coulomb interaction. Due to the Pauli exclusion
principle, a single site can only be occupied by electrons in different states; therefore,
the interaction only acts on electrons of opposite spin. In addition, there is a chemical
potential term that allows us to fix the number of particles. A graphical representation
of the Hubbard Hamiltonian is shown in Fig. 2.1.
Henceforth, we work at half filling, which means µ = U/2. In this case, the Hubbard

model may undergo a phase transition that is driven by the interaction U . At U = 0,
the system is metallic since there is a single band and only half of its states are occupied.
However, if U exceeds a critical value, the system becomes a so-called Mott insulator.
This can be explained as follows: at low U , the kinetic term dominates, and the electrons
are free to move around the lattice. For that purpose, two electrons have to occupy the
same site at least temporarily. However, as U is increased the cost in energy for doubly
occupied sites becomes so large that the motion of the electrons is frozen; as a result,
the system becomes insulating. While normal band theory fails to predict this behavior,
DMFT captures the Mott insulating phase of the Hubbard model [28].

2.1.2. The impurity model

As mentioned above, the key idea of DMFT is to map a lattice model to an effective
impurity problem. For the Hubbard Hamiltonian, the impurity model can be described
by an imaginary-time action of the form

Simp = −
∫ β

0
dτ

∫ β

0
dτ ′

∑
σ

c̄σ(τ)G−1
σ (τ, τ ′)cσ(τ

′) + U

∫ β

0
dτn↑(τ)n↓(τ), (2.3)

where β denotes the inverse temperature, c̄σ and cσ are fermionic fields, and nσ corre-
sponds to the number density of electrons with spin σ. There are several ways to derive
this expression. A common approach is the so-called cavity method, where all sites but

8



2.1. Dynamical mean-field theory for fermions

one are formally integrated out from the full lattice action. The action (2.3) then results
from a cumulant expansion up to second order [29]. As illustrated in Fig. 2.2, the in-
teraction with all other sites of the lattice is included in the effective “non-interacting”
Green’s function Gσ for the impurity, which is also referred to as the Weiss field. It is
important to note that the Weiss field depends on the imaginary-time difference τ − τ ′,
and thus, is retarded. This accounts for the fact that an electron may hop from the
impurity to another site at time τ , move around the lattice, and return to the impurity
site at some later time τ ′, or vice versa. For some applications, it is more convenient to
write the Weiss field in terms of the hybridization function ∆. The latter only describes
the dynamics of the electrons hopping in and out of the impurity, whereas the Weiss field
also incorporates the local dynamics. In Matsubara representation, the two quantities
are related by the following equation:

G−1
σ (iωn) = iωn + µ−∆σ(iωn). (2.4)

The Green’s function on the impurity is defined as

Gimp
σ (τ) = −⟨c(τ)c̄(0)⟩Simp , (2.5)

where ⟨...⟩Simp = Z−1
∫
D[c̄, c](e−Simp ...) with the partition function Z =

∫
D[c̄, c]e−Simp

indicates that the expectation value is evaluated using the impurity action (2.3). With
this, one can define an impurity Dyson equation

Σimp(iωn) = G−1
σ (iωn)−Gimp

σ
−1

(iωn) (2.6)

with a local self-energy Σimp. However, the Weiss field Gσ is still unknown. In the next
step, we relate the impurity Green’s function and the self-energy to the corresponding
lattice quantities, which enables us to determine Gσ self-consistently.

Before we move on, however, it should be mentioned that even for given Gσ, solving
the impurity problem is a highly non-trivial task. There are various ways to achieve
this. A very simple approximation only valid in some regimes is iterated perturbation
theory (IPT) [27, 29]. Other diagrammatic approaches include the non- or one-crossing
approximation (NCA/OCA) [20]. Furthermore, it is possible to solve the impurity prob-
lem using the continuous-time Quantum Monte-Carlo method (CT-QMC) [87, 31] or
exact diagonalization [29].

2.1.3. The self-consistent equations

To fix the Weiss field, we need to define additional relations between the quantities on
the impurity and the corresponding lattice quantities. The impurity model and the
lattice model are considered to be consistent if

Gimp
σ = Gloc

σ , (2.7)

i.e., if the Green’s function on the impurity is equal to the local lattice Green’s function.
Moreover, the self-energy for the lattice Σk is replaced by the k-independent (local)
impurity self-energy, that is,

Σk = Σimp. (2.8)

9



2. Preliminaries

Figure 2.2.: In the effective impurity model, the interaction with the rest of the lattice
is included in the retarded Weiss field G(τ, τ ′).

This is the central approximation of DMFT, and in fact it can be shown that this
assumption becomes exact for systems with infinite coordination number [68, 70]. With
this, the lattice Green’s function is given by

Gσk(iωn) =
1

iωn + µ− ϵk − Σimp
, (2.9)

(where Σk has already been replaced by Σimp) and thus,

Gloc
σ (iωn) =

1

N

∑
k

Gσk(iωn) =
1

N

∑
k

1

iωn + µ− ϵk − Σimp
. (2.10)

Together, Eq. (2.5), (2.6), (2.7) and (2.10) form a closed set of self-consistent equa-
tions, which can be solved in an iterative procedure. A possible realization of the algo-
rithm is illustrated in Fig. 2.3. It consists of the following steps:

1. Start from an initial guess for the impurity self-energy Σimp.

2. Calculate the local Green’s function Gloc
σ using Eq. (2.10).

3. Use the self-consistency condition (2.7) to determine the Weiss field Gσ from
Eq. (2.6), and pass it to the impurity solver.

4. Solve the impurity problem to obtain a new impurity Green’s function Gimp
σ and

a new self-energy Σimp. (The latter can be calculated from Eq. (2.6)).

5. Compare the new outcomes to the previous values. If they coincide, the iteration
is finished. Otherwise, repeat the procedure starting from step 2 until convergence
is reached.

10



2.1. Dynamical mean-field theory for fermions

Figure 2.3.: Illustration of the DMFT loop for the Hubbard model.

2.1.4. DMFT formalism on the Keldysh contour

In the previous subsections, we introduced DMFT using the imaginary-time path inte-
gral formalism. The self-consistent equations were presented in k-space and Matsubara
representation. This approach offers the advantage that the Green’s function, the Weiss
field and the self-energy are diagonal in imaginary frequency. As a result, the self-
consistent DMFT equations take a particularly simple form.
However, the DMFT approach can also be extended to the Keldysh contour, which

includes both imaginary and real times. With this, the formalism becomes applicable to
systems out of equilibrium [5]. But even in thermal equilibrium, it can be desirable to
determine results on the real-time axis since they provide direct access to real-frequency
spectra using a standard Fourier transform. In Matsubara representation, this requires
an analytic continuation, e.g., using a Padé approxiamtion [10] or the maximum entropy
method [84], which is computationally more challenging and more prone to errors.
On the other hand, the main disadvantage of non-equilibrium DMFT is that the self-

consistent equations must be solved in the time domain, where the two-time correlation
functions are not diagonal. Consequently, simple multiplications in frequency space turn
into convolutions on the Keldysh contour, and the procedure becomes computationally
more expensive. However, thanks to causality, the resulting self-consistent equations
may be reduced to Volterra integral equations, which can be solved numerically using
an efficient time-stepping procedure [80].
In the Keldysh formalism, the impurity action for the Hubbard model reads as

Simp =

∫
C
dtdt′

∑
σ

c̄σ(t)G−1
σ (t, t′)cσ(t

′)− U

∫
C
dt n↑(t)n↓(t), (2.11)
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Figure 2.4.: Graphical representation of the Keldysh contour in the complex-time plane.
It consists of a forward and a backward branch on the real-time axis, as well as an
imaginary (Matsubara) branch.

where C denotes the full Keldysh contour with its imaginary and real time branches
(see Fig. 2.4). In this representation, the Matsubara component CM(τ) of an arbitrary
two-time correlation function C(t, t′) is equivalent to −iC(−iτ, 0), and the path integral
⟨...⟩Simp = Z−1

∫
D[c̄, c](eiSimp ...) with the partition function Z =

∫
D[c̄, c]eiSimp corre-

sponds to a contour-ordered expectation value. Again, the Weiss field can be written in
terms of a hybridization function ∆. In the time domain, the two quantities are related
by the equation

G−1
σ (t, t′) = (i∂t + µ)δC(t, t

′)−∆σ(t, t
′). (2.12)

The impurity Green’s function is defined as

Gimp
σ = −i⟨cσ(t)c̄σ(t′)⟩Simp , (2.13)

and enters the impurity Dyson equation

Gσ +Gimp
σ ∗ Σimp ∗ Gσ = Gimp

σ , (2.14)

where the operator ∗ indicates a convolution in the time domain.
In DMFT, the lattice self-energy is approximated by the local impurity self-energy

Σimp, such that the lattice Dyson equation reads as

[(i∂t + µ− ϵk)I− Σimp] ∗Gkσ = I. (2.15)

In this notation, the identity matrix I refers to a δ-function δC(t, t
′) on the time contour.

The local Green’s function can be calculated from the lattice Green’s function Gk(t, t
′)

by the sum

Gloc
σ (t, t′) =

1

N

∑
k

Gkσ(t, t
′). (2.16)
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2.1. Dynamical mean-field theory for fermions

As in standard DMFT, it is assumed that Gloc
σ (t, t′) can be identified with the Green’s

functionGimp
σ (t, t′) on the impurity. The formulas above constitute a set of self-consistent

equations and can be solved by the same iterative procedure as illustrated in Fig. 2.3 and
described in Sec. 2.1.3. However, solving the impurity and the lattice Dyson equation
(2.14) and (2.15) requires more computational effort, as they include convolutions instead
of simple multiplications. An efficient algorithm for this purpose is implemented, e.g., in
the open-source software package NESSi (Non-Equilibrium Systems Simulation Library)
[80].
However, it should be mentioned that there is more than one way to formulate the

self-consistency. For instance, it is possible to eliminate the Weiss field and express the
self-consistent equations only in terms of the hybridization function. In this case, the
impurity Dyson equation (2.14) is replaced by the relation

∆σ +G(1)
σ ∗∆σ = G(2)

σ , (2.17)

where

G(1)
σ (t, t′) =

1

N

∑
k

ϵkGkσ(t, t
′) (2.18)

G(2)
σ (t, t′) =

1

N

∑
k

[ϵk + ϵkGkσ(t, t
′)ϵk]. (2.19)

Just like the Dyson equation, Eq. (2.17) is a Volterra integral equation and can be solved
for ∆σ using the same techniques. The DMFT loop shown in Fig. 2.3 is modified as
depicted in Fig. 2.5. The algorithm can be summarized as follows:

1. Start from an initial guess for the self-energy Σimp.

2. Solve the lattice Dyson equation (2.15) for Gkσ and calculate G
(1)
σ and G

(2)
σ defined

in (2.18) and (2.19).

3. Determine the hybridization function ∆σ using Eq. (2.17) .

4. Solve the impurity problem and obtain the new impurity self-energy Σimp.

5. Repeat the procedure with the new self-energy starting from the second step until
convergence is reached.

Which formulation of the self-consistency scheme is most appropriate, has to be deter-
mined on a case-by-case basis. For instance, the second approach can be more convenient
if the impurity solver does not take the Weiss field but the hybridization function as an
input. Moreover, for some systems, the numerical solution of the impurity Dyson equa-
tion may be unstable or give rise to artifacts that are not present if the self-consistent
equations are rewritten in terms of the hybridization function. This behavior can even
be sensitive to seemingly small details, such as the lattice geometry.
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Figure 2.5.: Alternative to the standard DMFT loop shown in Fig. 2.3, where the self-
consistent equation for the Weiss field Gσ is replaced by a relation for the hybridization
function ∆σ.

2.2. Dynamical mean-field theory for bosons

As mentioned previously, DMFT was originally developed for fermionic lattice mod-
els and offers a computationally tractable method for analyzing systems with strongly
correlated electrons that becomes exact in the limit of infinite coordination numbers.
However, in the subsequent years, the formalism has been extended to bosonic degrees
of freedom, opening new avenues for the study of bosonic quantum many-body systems
with strong correlations. The core concept of bosonic DMFT (B-DMFT) remains anal-
ogous to its fermionic counterpart: a lattice problem is mapped to an auxiliary impurity
model coupled to a self-consistently determined environment, under the assumption of
a purely local self-energy. However, there are some challenges specific to bosonic many-
body systems. This is due to the fact that bosons are not subject to the Pauli exclusion
principle and thus may form a condensate. In particular, contributions from normal
and condensed particles behave differently in the limit of infinite coordination numbers.
Consequently, the derivation of the DMFT equations for fermions cannot be directly
translated to the bosonic version. First attempts to address these challenges by intro-
ducing a different scaling of the hopping amplitude for normal and condensed bosons
[12, 35] failed to reproduce the non-interacting limit, where DMFT should be exact [4].
However, soon after, Anders et al. successfully derived a B-DMFT formalism for the
Bose-Hubbard model that yields consistent results [3].
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2.2.1. The Bose-Hubbard model

In the folowing, we review the main ideas of B-DMFT for the Bose-Hubbard model,
which was the first system studied in this context. It is described by the Hamiltonian

Ĥ = −t
∑
⟨i,j⟩

b̂†i b̂j +
U

2

∑
i

n̂i(n̂i − 1)− µ
∑
i

n̂i, (2.20)

where ⟨...⟩ indicates the sum over nearest neighbor pairs, b̂†i and b̂j are bosonic creation

and annihilation operators, and n̂i = b̂†i b̂i denotes the number operator for site i. Ex-
perimentally, the Bose-Hubbard model has been realized using ultra-cold atoms in an
optical lattice [33, 34, 40, 39].
In thermal equilibrium, the system may exhibit three different phases: a normal phase

at high temperature, a superfluid phase at low temperature, and a Mott-insulating phase
at zero temperature [3]. The latter only exists for U ≫ zt, where z denotes the coordina-
tion number of the lattice. If the hopping dominates, there is a quantum phase transition
to the superfluid phase. The Mott-insulating phase is characterized by an integer number
of particles per site, a gapped excitation spectrum, and a vanishing compressibility [4].
The superfluid phase breaks the global U(1)-symmetry of the system and is indicated by
a non-zero expectation value of the bosonic operators [38]. For the two-dimensional and
three-dimensional cubic lattice, all of these phases are reproduced within B-DMFT. In
particular for the three-dimensional case, the results are in remarkably good agreement
with lattice QMC calculations [3].

2.2.2. The impurity model

Even though the Hamiltonian (2.20) shares the same structure as the fermionic Hubbard
model, it cannot be mapped to the same impurity problem. This is due to the fact
that, unlike fermions, bosonic particles may form a condensate. An impurity action
accommodating this behavior has been derived in [3], and reads as

Simp =

∫ β

0
dτ b̄(τ)(∂τ − µ)b(τ) +

U

2

∫ β

0
dτn(τ)(n(τ)− 1)

− 1

2

∫ β

0
dτ

∫ β

0
dτ ′b†(τ)∆(τ − τ ′)b(τ ′)− h†

∫ β

0
dτ b(τ)

(2.21)

with the complex fields b(τ) and b̄(τ), and the spinor b† = (b̄, b)T . The two effective fields
∆(τ) and h† include the interaction between the impurity site and the lattice and have
to be determined self-consistently. Their meaning is illustrated in Fig. 2.21. As shown
in the graphic, the hybridization function ∆(τ) describes the coupling of the impurity
site to the normal (“non-condensed”) bosons, while the static field h† accounts for the
interaction of the impurity site with the condensed particles on the surrounding lattice.
Analogous to the fermionic case, we can introduce a Weiss field G(τ), which is related

to the hybridization function by the equation

∆(iνn) = −iνnτz − µI+ G−1(iνn), (2.22)
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Figure 2.6.: Illustration of the B-DMFT approximation for the Bose-Hubbard model.
The full lattice problem is mapped to a single-site impurity model that couples to a bath
of normal and condensed bosons. Particles can hop between these two reservoirs and the
impurity site, leading to a change in the integer occupation. The coupling to the bath of
normal bosons is described by the hybridization function ∆(τ), while transitions from
and to the bath of condensed bosons are contained in the effective field h†. [Graphic
reproduced from [4].]

where τz denotes the z-component of the vector of Pauli matrices. However, both ∆(τ)
and G(τ) are 2× 2-matrices. The off-diagonal elements correspond to anomalous terms
describing the annihilation or creation of two particles. These contributions vanish in
the normal phase. The local self-energy is defined by the impurity Dyson equation

Σimp(iνn) =G−1(iνn)−Gimp
con

−1
(iνn)

=iνnτz + µI+∆(iνn)−Gimp
con

−1
(iνn),

(2.23)

where Gimp
con denotes the connected Green’s function of the impurity. Introducing the

order parameter
Φ = ⟨b(τ)⟩Simp , (2.24)

it is given by
Gimp

con = −⟨b(τ)b†(0)⟩Simp +ΦΦ†. (2.25)

The static field h† can be calculated from the hybridization function and the order
parameter and reads as

h† = [zt−∆11(iνn = 0)−∆12(iνn = 0)]Φ†. (2.26)

It is specific to the bosonic formalism, and does not have an analogue in fermionic
DMFT.
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Figure 2.7.: Graphical illustration of the B-DMFT algorithm for the Bose-Hubbard
model.

17



2. Preliminaries

2.2.3. The self-consistent equations

To establish a direct relation between the impurity action (2.21) and the lattice model,
we equate the impurity Green’s function with the local lattice Green’s function, i.e.,

Gimp
con = Gloc

con. (2.27)

Moreover, we replace the k-dependent self-energy by the local impurity self-energy Σimp,
so that the local lattice Green’s function is given by

Gloc
con =

1

N

∑
k

[iνnτz + (µ− ϵk)I−Σimp]
−1 . (2.28)

These conditions are analogous to fermionic DMFT. In addition, we assume that the
order parameter Φ computed from the impurity action matches the one for the lattice
model.
In summary, we have a closed set of self-consistent equations, consisting of Eq. (2.23)

to (2.28). The solution can be determined through an iterative procedure, illustrated in
Fig. 2.7. The algorithm involves the following steps:

1. Start from an initial guess for the effective fields ∆(τ) and h†.

2. Determine the connected impurity Green’s function Gimp
con and the order parameter

Φ from the impurity action (2.21).

3. Calculate the impurity self-energy using the Dyson equation (2.23).

4. Obtain the local lattice Green’s function from Eq. (2.28).

5. Compute a new hybridization function ∆(τ) using the self-consistency condition
(2.27) and Eq. (2.23).

6. Use equation (2.26) to update the static field h†.

7. Repeat this procedure from the second step until convergence is reached.

This brief overview reveals that the B-DMFT formalism for the Bose-Hubbard model
and the DMFT method for the fermionic Hubbard Hamiltonian share many similarities.
However, there are some key distinctions specific to B-DMFT: (i) the impurity model
contains an additional static field h† that is determined self-consistently from the con-
densate order parameter and the hybridization function; (ii) the hybridization function
also contains anomalous terms; and (iii) the self-consistent equations are formulated in
terms of connected correlation functions. Furthermore, it should be mentioned that the
B-DMFT approach developed in [3] is not restricted to complex bosonic variables. In
Ref. [1] it was adapted to real bosonic fields to investigate a scalar φ4 quantum field
theory.
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2.3. Quantum light-matter interactions

In this thesis, the interaction between light and matter is treated on the quantum level.
This is particularly important since we consider systems in thermal equilibrium, where
the average photon number is usually equal to zero. Consequently, the classical elec-
tromagnetic radiation field vanishes and does not affect the matter degrees of freedom.
However, this classical description does not include quantum fluctuations, which are
even present if the electromagnetic field is in a vacuum state.
The following subsections give a brief introduction to quantum light-matter interac-

tions. We start from the description of the free electromagnetic field in Sec. 2.3.1. Then
we turn to the interaction between light and matter in Sec. 2.3.2. We specifically focus
on the formulation in dipole gauge, which is particularly well suited for the systems
studied in this thesis. In Sec. 2.3.3, we conclude this chapter with a short discussion of
the static mean-field approximation for a general Hamiltonian with dipolar light-matter
coupling. We will see that fluctuations beyond mean-field must be taken into account
in order to capture photon-induced effects on the equilibrium state of the system.

2.3.1. Quantum description of the free radiation field in polarizable media

In free space, the fundamental quantities of classical electrodynamics are the electric field
E and the magnetic field B. They satisfy Maxwell’s equations, which, together with the
Lorentz force law, provide a full mathematical description of the theory of electricity,
magnetism, and classical optics. In this formalism, the electric field E contains both the
electrostatic field created by the charge density ρ (Gauss’s law), and the field induced
by a temporal change in the magnetic field B (Faraday’s law). These two contributions
can be separated by splitting the electric field E into a longitudinal component E∥ with
∇×E∥ = 0, and a transverse part E⊥ that is defined by the relation ∇·E⊥ = 0. In this
description, E∥ can be identified with the instantaneous field generated by the charge
density ρ, while E⊥ corresponds to the free radiation field. In most cases, the transverse
part is quantized, whereas the electric field energy corresponding to the longitudinal
contribution E∥ can be rewritten as an instantaneous Coulomb interaction between the
charged particles (see, e.g., [14]), and may thus be incorporated in the model for the
bare matter.
Alternatively, the classical theory of electromagnetism can be formulated in terms of

a vector potential A and a scalar potential ψ, where E = −∇ψ− ∂tA and B = ∇×A.
However, this representation is not unambiguous, since the electric and magnetic field
are invariant under a gauge transformation of the form A → A+∇f and ψ → ψ− ∂tf ,
where f denotes an arbitrary twice continuously differentiable function of position and
time. A common way to fix A is the so-called Coulomb or radiation gauge, which is
defined by the relation ∇·A = 0. With this, the vector potential is purely transverse and
therefore only enters E⊥ = −∂tA. On the other hand, ψ only contributes to E∥ = −∇ψ,
since ∇×∇ · ψ = 0.

In a polarizable medium with permittivity ε(r), the electric field E can be replaced
by the electric displacement field D = ε0εE. The latter already incorporates the polar-
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ization density of the medium that is generated by the bound charges in the presence of
an external electric field E. With this, Gauss’s law turns into ∇·D = ρf, where ρf corre-
sponds to the free charges embedded in the medium. Analogous to E, the displacement
field can be split into a longitudinal component D∥, which is related to the field created
by the free charge density ρf, and a transverse component D⊥ that is linked to the free
radiation field. The Coulomb gauge condition can be generalized to ∇ · [ε(r)A(r)] = 0.
If this is supplemented by the relation ∇× [ε(r)∇ψ(r)] = 0, the transverse displacement
field can be expressed only in terms of A, while the longitudinal component is purely
given by ψ.
In the absence of free charges or currents, D∥ vanishes, so that (in the generalized

Coulomb gauge) ψ = 0, and D = −ε0ε∂tA. Moreover, D and A both satisfy a ho-
mogeneous wave equation, which can be derived from macroscopic Maxwell’s equations.
Based on this representation Glauber and Lewenstein developed a quantization proce-
dure, where D and A play the role of two conjugate variables [30]. The corresponding

quantum fields can be described in terms of bosonic operators âq and â†q that annihilate
or create a photon in mode q. The electric field operator and the vector potential can
be expanded in these modes and read as

Ê(r) =
∑
q

√
ωq

2ε0ε(r)V
[ϕq(r)âq +H.c.] (2.29)

and

Â(r) =
∑
q

i√
2ε0ε(r)ωqV

[ϕq(r)âq −H.c.] , (2.30)

where V denotes the volume of the system, ωq represents the dispersion relation of
light and the mode functions ϕq(r) define the spatial structure and the polarization
direction of the corresponding mode. The particular shape of ϕq(r) depends on the
electromagnetic environment. In free space, for instance, the electromagnetic field can
be expanded in plane waves, i.e., ϕ(r) ∼ eiq·r, where q denotes the wave vector that can
take any continuous value. This changes if the electromagnetic environment is modified,
e.g., by a waveguide or a cavity, or in the presence of a metal surface, where the boundary
conditions impose a different spatial structure on the modes and restrict the wave vectors
to certain values. In general, however, the mode functions must satisfy the generalized
eigenvalue equation [30, 63]

ω2
qµ0ε0ε(r)ϕq(r) =

1√
ε(r)

∇×∇×
√
ε(r)ϕq(r) (2.31)

and the normalization condition

1

V

∫
d3r ϕ̄q(r) · ϕq′(r) = δq,q′ . (2.32)

With this, the Hamiltonian for the free electromagnetic radiation field

Ĥfield =
1

2

∫
d3r

[
ε0ε(r)Ê(r)2 +

1

µ0
(∇× Â(r))2

]
(2.33)
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can be written in a diagonal form

Ĥfield =
∑
q

ωqâ
†
qâq, (2.34)

i.e., the quantum description of the free electromagnetic field is analogous to the one for
a collection of non-interacting harmonic oscillators.

2.3.2. Light-matter Hamiltonian in dipole gauge

In the previous subsection, we have discussed the quantum description of the electro-
magnetic radiation field in the absence of (free) matter. Now we turn to combined
light-matter systems, where charged particles and photons interact with each other. In
general, there is no unambiguous way to express the coupling between light and mat-
ter. This is due to the fact that the electromagnetic field is invariant under a gauge
transformation. In quantum physics, gauge transformations can be expressed in terms
of a unitary operator Ŵ that transforms the Hamiltonian as ŴĤŴ†. Similar to the
classical case, two Hamiltonians related by a gauge transformation correspond to the
same system and, thus, give rise to the same physical predictions. The only difference
between the individual descriptions is that they correspond to a different separation of
light and matter degrees of freedom (i.e., only the interpretation of the corresponding
operators changes) [15, 63]. However, this mixing of light and matter becomes relevant if
the Hilbert space of a system is truncated. In that case, the result depends on the gauge
of the original Hamiltonian, and the resulting (projected) Hamiltonians are no longer
gauge equivalent. As a result, they may lead to dramatically different physical predic-
tions [63, 16]. This raises the question of which gauge should be chosen as a starting
point in order to obtain the most accurate approximation.
A common way to include the coupling between light and matter in the Hamiltonian

is minimal substitution. In this scheme, the momentum operator is shifted by the term
−qÂ, where q denotes the electric charge of the respective particle. In a dielectric
medium, the resulting Hamiltonian corresponds to the generalized Coulomb gauge that
is characterized by the condition ∇ · [ε(r)A(r)] = 0. For a solid interacting with the
electromagnetic field, this yields

ĤC = Ĥel + Ĥfield (2.35)

where Ĥfield denotes the Hamiltonian of the free electromagnetic field, and the electronic
part in second quantization reads as

Ĥel =

∫
d3r

∑
σ

Ψ̂†
σ(r)

(−i∇+ eÂ(r))2

2m
Ψ̂σ(r) + Ĥlatt + Ĥint. (2.36)

Here e denotes the elementary charge, the field operators Ψ̂σ(r)
† (Ψ̂σ(r)) create (an-

nihilate) an electron at position r, Ĥlatt is an arbitrary periodic lattice potential due
to the atomic cores, and Ĥint represents the electrostatic Coulomb interaction between
different electrons.
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In this thesis, we focus on materials consisting of localized dipoles or tight-binding
models, where the electrons are strongly bound to individual atoms. For these kinds of
systems, it can be helpful to expand the electronic field operators in Wannier orbitals
wRn(r), which are strongly localized around the lattice site R, i.e.,

Ψ̂σ(r) =
∑
α

wα(r)ĉασ, (2.37)

where the multiindex α = (R, n) includes the atomic position R and the band index
n, and ĉασ represents the corresponding annihilation operator for an electron with spin
σ. Up to this point, the Hamiltonian is still invariant under a gauge transformation.
However, this changes if we perform a projection on a subset of bands n. This brings
us back to the question of whether the Coulomb gauge Hamiltonian is the best choice
for a truncation of the Hilbert space. In general, the answer depends on the system and
the types of states that are considered. It has been shown for similar systems that the
Coulomb gauge does not necessarily yield the most accurate results. Instead, for localized
dipoles or tight-binding models, the dipole gauge Hamiltonian seems particularly well
suited for a projection on a subset of matter states [16, 63].
The dipole gauge version of Hamiltonian (2.35) can be obtained by performing a

multicenter Power-Zienau-Woolley transformation. Details of the derivation can be taken
from Ref. [63]. Here, we only highlight the most important points. The transformation
leaves the vector potential Â invariant and shifts the electric field operator by a term
proportional to the polarization density of the material. Moreover, the matter states are
modified according to

ŴΨ̂σ(r)Ŵ† ≈
∑
α

e−ieχ(r,Rα)wα(r)ĉασ, (2.38)

where χ(r, r′) denotes the line integral of the vector potential along a straight path

χ(r, r′) =

∫ r′

r
dsÂ(s). (2.39)

This has the following consequences: (i) up to small magnetic corrections, which will be
neglected throughout this thesis, the vector potential is removed from the kinetic part
of the electronic Hamiltonian (first term in Eq. (2.36)). (ii) The shift of the electric field
in the free field Hamiltonian (2.33) gives rise to two additional terms: a linear coupling
between the electric radiation field and the polarization density, as well as a term that
is quadratic in the polarization density. (iii) Pairs of electron creation and annihilation
operators at sites Rα and Rα′ are dressed by a phase factor e−ieχα,α′ , where

χα,α′ = χ(Rα,Rα′). (2.40)

This is analogous to the so-called Peierls substitution that is commonly used in semi-
classical tight-binding models [72].
With this, the Hamiltonian in dipole gauge is given by

Ĥ = Ĥkin + Ĥ ′
latt + Ĥ ′

int + ĤEP + ĤPP + Ĥfield, (2.41)
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where the kinetic term reads as

Ĥkin =
∑
α,α′

∑
σ

tkinα,α′ ĉ†ασ ĉα′σe
−ieχα,α′ (2.42)

with

tkinαα′ =

∫
d3r w̄α(r)

(−i∇)2

2m
wα′(r). (2.43)

The particular shape of the transformed lattice and electron-electron interaction Hamil-
tonian Ĥ ′

latt and Ĥ
′
int depends on their original form. In general, matrix elements between

pairs of operators ĉ†ασ and ĉα′σ are decorated with a Peierls phase factor e−ieχα,α′ . For a
system consisting of N unit cells, the linear coupling between the electric field and the
dipolar transitions of the solid takes the form

ĤEP =
∑
σ

∑
α,α′

∑
q

√
ωq

2

[
γαα

′
q âq +H.c.

]
ĉ†ασ ĉα′σe

−ieχα,α′ (2.44)

with

γαα
′

q =

√
e2D2

αα′

ε0εV
ϕq(Rαα′), (2.45)

where
Rαα′ = (Rα +Rα′)/2 (2.46)

denotes the midpoint between site Rα and Rα′ , and

Dαα′ =

∫
d3r w̄α(r)rwα′(r) (2.47)

are the dipole matrix elements for transitions between orbital α and α′. With this
notation, the self-interaction term of the polarization density reads as

ĤPP =
∑
σ1

∑
σ2

∑
α,α′

∑
β,β′

∑
q

γ̄αα
′

q γββ
′

q

2
ĉ†ασ1

ĉα′σ1e
ieχα,α′ ĉ†βσ2

ĉβ′σ2e
−ieχβ,β′ . (2.48)

The last term in Eq. (2.41) corresponds to the free electromagnetic field and is given by
Eq. (2.33) or (2.34).

In this thesis, we consider two types of systems. In Sec. 3.2 and Ch. 4, we focus
on solids consisting of localized dipoles, i.e., we assume that all dipole matrix elements
between different sites vanish. Moreover, the models do not contain tunneling between
different sites. In this case, there are no Peierls phase factors, since the line integral
χα,α′ = 0 for equal sites α = α′. The complementary case is considered in Ch. 5, where
we study a single-band Hubbard model that does not feature any dipolar transitions,
i.e., Dαα′ = 0. As a result, ĤEP and ĤPP vanish. However, the electrons may hop
between different lattice sites. With this, the light-matter interaction only enters via the
Peierls phase.
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2.3.3. Mean-field decoupling of light and matter

A common method to gain first insights into the equilibrium state of a system is the static
mean-field approximation. In this formalism, the interaction between two operators Â
and B̂ is decoupled using the substitution ÂB̂ → AB̂ + ÂB − AB, where A = ⟨Â⟩ and
B = ⟨B̂⟩. This amounts to neglecting quantum fluctuations of the form (Â−A)(B̂−B).
For a system of localized dipoles, where the Peierls phase factors are equal to one, this
approximation can be used to decouple the light-matter interaction.
We consider a general Hamiltonian of the form

Ĥ = Ĥmat + ĤEP + ĤPP + Ĥfield (2.49)

with a free field Hamiltonian Ĥfield given by (2.34) and a matter Hamiltonian Ĥmat that
describes the isolated dipoles as well as possible interactions between them. For the
dipolar transitions, we define the local operators p̂Rnn′σ = ĉ†Rnσ ĉRn′σ. Introducing the
multiindex r = (Rnn′σ) that contains the lattice site, the band indices n and n′, and
the spin index σ, the linear light-matter coupling can be written as

ĤEP =
∑
r

∑
q

√
ωq

2

(
γqrâ

†
q +H.c.

)
p̂r. (2.50)

Using the same notation, the dipole-dipole interaction reads as

ĤPP =
∑
r,r′

γ̄qrγqr′

2
p̂rp̂r′ . (2.51)

We perform a mean-field decoupling of the photon operators â
(†)
q and the dipole op-

erators p̂r. With this, ĤEP can be split into three contributions

ĤEP → Ĥmf,mat
EP (āq, aq) + Ĥmf,field

EP (pr) + fEP (āq, aq, pr). (2.52)

The first term only contains matter operators. The electromagnetic field just enters via
the expectation value aq = ⟨âq⟩ and its complex conjugate. It is given by

Ĥmf,mat
EP (āq, aq) =

∑
r

∑
q

√
ωq

2
(γqrāq + c.c.) p̂r. (2.53)

In the second part, the field is described by quantum mechanical operators, whereas the
dipoles are replaced by their quantum average pr = ⟨p̂r⟩, i.e.,

Ĥmf,field
EP (pr) =

∑
r

∑
q

√
ωq

2

(
γqrâ

†
q +H.c.

)
pr. (2.54)

The last term

fEP (āq, aq, pr) = −
∑
r

∑
q

√
ωq

2
(γqrāq + c.c.) pr (2.55)
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is a function of āq, aq and pr and does not include any operators.
Similarly, the dipole-dipole interaction can be decoupled, which yields

ĤPP → Ĥmf
PP + fPP (pr) (2.56)

with the mean-field Hamiltonian

Ĥmf
PP =

∑
r,r′

γ̄qrγqr′prp̂r′ (2.57)

and a function

fPP (pr) = −
∑
r,r′

γ̄qrγqr′

2
prpr′ (2.58)

of the expectation value pr.
With this, the total Hamiltonian can be replaced by

Ĥ → Ĥmf
field(pr) + Ĥmf

mat(āq, aq) + f(āq, aq, pr), (2.59)

where
Ĥmf

field(pr) = Ĥfield + Ĥmf,field
EP (pr) (2.60)

contains all terms depending on photon operators. On the other hand,

Ĥmf
mat(āq, aq) = Ĥmat + Ĥmf,mat

EP (āq, aq) + Ĥmf
PP (2.61)

only includes matter operators, whereas the field is treated semi-classically. Moreover,
there is the function

f(āq, aq, pr) = fEP (āq, aq, pr) + fPP (pr). (2.62)

We now proceed by calculating the semi-classical equations of motion for the photon
operators using the mean-field Hamiltonian (2.60) for the electromagnetic field. This
yields

ȧq = i
〈[
Ĥmf

field, âq

]〉
= −iωqaq − i

∑
r

√
ωq

2
γqrpr. (2.63)

In the static case, the time derivative vanishes, and the solution reads as

aq =−
∑
r

γqr√
2ωq

pr (2.64)

āq =−
∑
r

γ̄qr√
2ωq

pr. (2.65)

With this, we can eliminate the expectation values aq and āq in the mean-field Hamil-
tonian (2.61) for the matter. In particular, we find that

Ĥmf,mat
EP = −Ĥmf

PP , (2.66)
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i.e., the linear light-matter coupling and the self-interaction term of the polarization
density exactly cancel each other. As a result, the static mean-field Hamiltonian of the
material is identical to the Hamiltonian of the bare matter

Ĥmf
mat = Ĥmat. (2.67)

Similarly,
fEP (āq, aq, pr) = −fPP (pr), (2.68)

and thus
f(āq, aq, pr) = 0. (2.69)

This is a crucial result, as it proves that the static mean-field approximation does not
capture any light-induced effects on systems of the type discussed above. Instead, it pre-
dicts a complete decoupling of light and matter. Moreover, it highlights the importance
of the dipolar self-interaction that leads to a perfect cancellation of the linear light-matter
coupling within the static mean-field formalism. This fact has been discussed previously,
e.g., in the context of the superradiant phase transition [15, 59]. However, the static
mean-field theory constitutes a semi-classical approach and does not take into account
quantum fluctuations. Therefore, an important goal of this thesis is to go beyond this
approximation and to investigate whether it is possible to manipulate the equilibrium
properties of matter by exploiting the true quantum nature of light.

2.4. Ferroelectric phase transition in a minimal model of
interacting dipoles

Ferroelectricity is a state of matter characterized by a spontaneous electric polariza-
tion that can be reverted with an external electric field. The prefix “ferro” does not
refer to the chemical element iron but originates from the analogous phenomenon of
ferromagnetism, where the material acquires a magnetic dipole moment [52].
A minimal model of a solid that may undergo a transition to a ferroelectric state

will be studied in Sec. 3.2 and Ch. 4. It consists of N two-level systems (TLS) with
a single dipolar transition, and the individual atoms or molecules interact via a static
dipole-dipole interaction. The energy levels of the isolated TLS are separated by a gap
∆, so that the corresponding Hamiltonian can be written as Ĥ0 =

∆
2

∑
r(ĉ

†
er ĉer− ĉ†gr ĉgr),

where the operator ĉ†ir (ĉir) creates (annihilates) an electron in state i ∈ {g, e} at site r.
Note that we suppress the spin index, as it only gives rise to an additional sum but does
not change the physics. Introducing the pseudo-spin operators

σ̂ν,r = (ĉ†er, ĉ
†
gr)τν

(
ĉer
ĉgr

)
, (2.70)

where τν with ν ∈ {x, y, z} denotes the ν-component of the vector of Pauli matrices, the
Hamiltonian can be rewritten as

Ĥ0 =
∆

2

∑
r

σ̂z,r. (2.71)
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In this notation, the electric polarization operator of the TLS at site r is given by
σ̂x,r = ĉ†er ĉgr + ĉ†gr ĉer. We add an attractive dipole-dipole coupling of the form

Ĥint = −α
2

∑
r,r′

fr,r′ σ̂x,rσ̂x,r′ , (2.72)

where fr,r′ defines the spatial structure of the interaction. We assume that fr,r′ only
depends on the distance between site r and r′, and that it is normalized as∑

δr

fr,r′+δr = 1. (2.73)

For instance, we consider an all-to-all interaction of the form fr,r′ =
1
N in Sec. 3.2, and

study a two-dimensional square lattice with a nearest-neighbor interaction

fr,r′ =

{
1
4 , r, r′ nearest neighbors

0 , otherwise

in Ch. 4. In the latter case, the total Hamiltonian

Ĥ = Ĥ0 + Ĥint (2.74)

is equivalent to a two-dimensional transverse-field Ising model, which was first introduced
by De Gennes to describe potassium-dihydrogen-phosphate-type ferroelectrics [17]. It
has been solved exactly by Zhang in 2021 using a mapping to a three-dimensional Ising
model without transverse field [90].
Here, we briefly discuss the static mean-field approximation for the model, which

already gives first insights into the equilibrium phases of the system. We start from
a static mean-field decoupling of the dipole-dipole interaction using the substitution
σ̂x,rσ̂x,r′ → σ̂x,rσx + σxσ̂x,r′ − σ2x (also see Sec. 2.3.3), where we have assumed that the
electric polarization σx = ⟨σ̂x,r⟩ is homogenous over the entire solid. Since the last term
does not contain any operators, it does not enter the equations of motion for the system;
therefore, it will be omitted in the following. Using the normalization condition (2.73)
for fr,r′ , the mean-field Hamiltonian reads as

Ĥmf = Ĥ0 + Ĥmf
int (2.75)

with
Ĥmf

int = −ασx
∑
r

σ̂x,r. (2.76)

The expectation value σx corresponds to the electric polarization of the material.
Hence, it also represents the order parameter for the ferroelectric phase transition. In
the normal (disordered) phase, σx vanishes, and the system is paraelectric. But as soon
as the system enters the ordered phase and becomes ferroelectric, the solid acquires a
non-vanishing electric dipole moment, and σx takes a finite value different from zero. In
the next step, we derive a self-consistent equation for the order parameter that allows
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us to determine the phase diagram for the system. For that purpose, we introduce an
additional external static field h that couples to the total polarization of the solid. With
this, the mean-field Hamiltonian can be written as

Ĥmf[h] = Ĥmf − h
∑
r

σ̂x,r =
∑
r

Ĥmf
r [h] (2.77)

with the single-site mean-field Hamiltonian

Ĥmf
r [h] =

∆

2
σ̂z,r − ασxσ̂x,r − hσ̂x,r. (2.78)

The latter can be diagonalized, and has eigenvalues

E±[h] = ±
√
(∆/2)2 + (ασx + h)2. (2.79)

Moreover, we define the partition function

Zr[h] = tr
{
e−βĤmf

r [h]
}
= e−βE+[h] + e−βE−[h]. (2.80)

The order parameter for h = 0 can then be calculated by taking the derivative

σx =
1

β

∂

∂h
lnZr[h]

∣∣∣∣
h=0

, (2.81)

which yields the self-consistent equation

σx = tanh
[
β
√

(∆/2)2 + (ασx)2
] α√

(∆/2)2 + (ασx)2
σx. (2.82)

Independent of the parameters β, ∆ and α, there is always the trivial solution σx = 0;
however, this solution becomes unstable in the ferroelectric regime. In this case, both
sides of Eq. (2.82) can be divided by σx, and we obtain

1 = tanh
[
β
√
(∆/2)2 + (ασx)2

] α√
(∆/2)2 + (ασx)2

. (2.83)

If Eq. (2.83) is solvable, there are two solutions with opposite sign corresponding to two
opposing polarization directions. As the system picks one of them in the ferroelectric
state, the phase transition is accompanied by a spontaneous symmetry breaking.
Fig. 2.8(a) displays the results for the order parameter as a function of tempera-

ture (T = 1/β) at various values of α, where ∆ sets the unit of energy. The curves
have been determined numerically using a fixed-point iteration. Note that even in the
symmetry-broken phase, we only plot one solution, as the negative solution is com-
pletely symmetrical to the positive one. At low temperatures, σx > 0 and the system is
ferroelectric. As T is increased, the order parameter continuously drops to zero, which
indicates a second-order phase transition to the paraelectric state. For increasing dipole-
dipole interaction strength α, the critical point is shifted to higher temperatures, i.e.,
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Figure 2.8.: Mean-field results for the ferroelectric phase transition in the model de-
scribed by Hamiltonian (2.74). The unit of energy is given by the level splitting ∆. (a)
Positive solution for the order parameter as a function of temperature at various values
of the static dipole-dipole interaction strength α. (b) Phase diagram in the α-T -plane.
The blue-shaded region indicates the ferroelectric (FE) regime, whereas the red-shaded
area corresponds to the paraelectric (PE) state. The dark red line at zero temperature
marks the quantum-paraelectric (QPE) phase. Moreover, the black dashed line indicates
the boundary between the ferroelectric and paraelectric state for a system with vanish-
ing level splitting ∆. In this case, there is no quantum-paraelectric regime. [Graphic
adapted from Ref. [61].]

29



2. Preliminaries

the ferroelectric phase is stabilized. This can also be seen in Fig. 2.8(b), where the phase
diagram in the T -α-plane is shown.
It is also interesting to note that, even at zero temperature, the dipole-dipole coupling

α has to overcome a certain critical value to induce ferroelectricity in the system. This
can also be deduced from Eq. (2.83). In the limit β → ∞, i.e., in the zero-temperature
limit, the right-hand side of (2.83) reaches its maximum with respect to β and goes
to α√

(∆/2)2+(ασx)2
. Consequently, a valid non-zero solution for σx only exists if 1 ≤

α√
(∆/2)2+(ασx)2

. In particular, this means that the phase transition is only possible for

α ≥ ∆/2 even at T = 0. In this case, the ferroelectric state is not destabilized by
thermal fluctuations. Instead, the transition is inhibited due to the microscopic splitting
of the energy levels. Therefore, this is a quantum effect, and the corresponding regime is
referred to as the quantum-paraelectric phase. For ∆ = 0, this phase does not exist. As
indicated by the dashed line in Fig. 2.8(b), the phase boundary for vanishing ∆ is given
by a straight line with slope α. Again, this can be derived from Eq. (2.83): Setting ∆
to zero yields 1 = tanh [βα|σx|] /|σx|. Near the phase transition, the order parameter
σx goes to zero. With this, tanh [βα|σx|] ≈ βα|σx| and the equation can be solved for
T = 1/β and reads as T = α. The quantum paraelectric state can also be understood
from a different point of view: If the energy gap ∆ vanishes, the model is equivalent to the
Ising model and the phase transition is always possible for a given critical temperature
Tc > 0. This case can be considered as a classical version of the system. For ∆ > 0,
however, there is tunneling between the “classical” configurations, which decreases the
tendency to order. If α is small, the ferroelectric state can be suppressed even down to
zero temperature.

It should be mentioned, however, that the Hamiltonian considered above does not rep-
resent a microscopic model for any real material. In fact, the phenomenon of ferroelec-
tricity is caused by the interplay of many degrees of freedom and is usually accompanied
by a change in the crystal structure. In general, there are two major mechanisms that
may give rise to the spontaneous electric polarization of a solid. If the transition is of the
displacive type, the formation of the permanent dipole moment is due to an asymmet-
rical shift of the equilibrium ion positions in the crystal lattice. For instance, this is the
case in barium titanate (BaTiO3). In an order-disorder ferroelectric, however, each unit
cell already has a non-vanishing dipole moment, even above the critical temperature.
However, the dipoles point in random directions, such that the average polarization van-
ishes. Below the critical temperature, the dipoles are aligned, and the solid becomes
ferroelectric. An example of such a system is potassium dihydrogen phosphate (KDP)
[88].
Another interesting material that has been studied recently in the context of quantum

light-matter interactions is SrTiO3 (STO) [69, 58]. According to classical physics, it
may undergo a ferroelectric phase transition if it is cooled down below a certain critical
temperature. However, experiments have shown that the unperturbed material remains
paraelectric even in the low-temperature regime. This behavior is caused by quantum
fluctuations that freeze the ferroelectric mode and prevent it from softening to zero
frequency. Nevertheless, it has been observed that at low temperatures, the material
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can be easily pushed to a metastable ferroelectric state, for instance by applying strain,
through isotope substitution or using classical ultrashort laser pulses [71, 64]. This
confirms that the material is already at the verge of a ferroelectric phase transition and,
therefore, constitutes a quantum paraelectric at T = 0. With this, STO exhibits the
same phases as the minimal model discussed above. Therefore, we will again refer to
STO in Sec. 3.2 and Ch. 4 even though the system of interacting TLS does not represent
a valid microscopic description of the material.
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3. Collective theory for an interacting solid
in a single-mode cavity

As discussed in Sec. 2.3.3, a static mean-field description cannot capture any light-
induced effects in solids with a purely linear, dipolar coupling to the electromagnetic
field. Therefore, we aim to analyze fluctuations beyond the static mean-field limit.
As a starting point, we consider a material that only couples to a single cavity mode.
Similar single-mode settings have been studied previously in a multitude of theoretical
publications and constitute a promising platform to control the properties of periodic
electronic systems [58, 46, 47, 81, 62]. Experimentally, they can be realized, for instance,
by a Fabry-Pérot cavity or a split-ring resonator [65]. In the latter case, it is even possible
to confine the electromagnetic field to a volume much smaller than the wavelength λ =
Ω/c, where Ω denotes the resonance frequency of the cavity. This allows large light-
matter coupling strengths to be achieved, but also restricts the amount of matter that
fits inside the cavity. However, if the resonator is in the µm regime, it may still contain
a macroscopic number of atoms N ∼ 1010.
For the single-mode setting, there are two important energy scales to quantify the

coupling between light and matter. On the one hand, there is the single-particle coupling
g1, which corresponds to the interaction between each individual transition dipole and
the photon mode. Since g21 ∼ 1

V , it can be enhanced by decreasing the volume of the
resonator. Small mode volumes even make it possible to enter the ultrastrong coupling
regime, where g21 becomes comparable to the bare energy scales in matter [50]. However,
typical experimental setups only involve a small number of emitters, and, thus, are not
applicable to macroscopic solids.

On the other hand, there is the collective coupling g2n = Ng21 that determines the
hybridization between a collective excitation of the material and the cavity mode. It is
proportional to the density n = N

V , and, therefore, remains finite even in the thermody-
namic limit, where N → ∞. Nevertheless, the collective coupling strength g2n can easily
be of the order of 1eV if the density is high, and become comparable to or larger than
other fundamental energy scales in the system. Therefore, it seems reasonable to ask
whether it is possible to influence the equilibrium state of a macroscopic solid even when
the single-particle coupling g21 is weak.
There are different ways to answer this question. One possible approach is to consider

a Hamiltonian that describes the coupling of the quantized collective matter excitation to
the cavity mode, and directly analyze the hybrid light-matter response. For instance, this
has been done in Ref. [58], where the collective Hamiltonian for infrared-active phonons
in SrTiO3 has been studied. In this chapter, we follow a different route: Starting from
a microscopic Hamiltonian, we derive a collective theory, and obtain the response of the
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3. Collective theory for an interacting solid in a single-mode cavity

hybrid light-matter system in terms of the response for the bare matter. This allows
us to analyze how the cavity mode affects the collective behavior of the material. In
particular, we find that in finite systems even the static susceptibility can be modified by
the light-matter interaction. However, this effect vanishes in the thermodynamic limit,
which implies that it is impossible to influence the equilibrium state of a macroscopic
solid with a single cavity mode.
All results and derivations presented in this chapter can also be found in Ref. [60]. In

Sec. 3.1, we review the derivation of the collective theory for a general matter Hamil-
tonian that couples to a single cavity mode. Sec. 3.2 contains the results for a specific
model of interacting dipoles.

3.1. Collective theory for a generic matter Hamiltonian

3.1.1. Model Hamiltonian

We consider a generic material that consists of N polarizable units (atoms or molecules).
The Hamiltonian Ĥmat describes the isolated matter. It may also contain direct inter-
actions between the individual units, such as electrostatic dipole-dipole interactions or
electron-lattice interactions. For each unit r of the solid, we assume a dipolar transition
operator edp̂r with the elementary charge e, a length scale d, and a dimensionless opera-
tor p̂r. The latter may either correspond to electronic transition dipoles as in Sec. 2.3.2,
or to the displacement of ions within a unit cell. Moreover, we introduce the total dipole
operator P̂ =

∑
r p̂r, which couples to a single cavity mode of frequency Ω. We de-

note the photon creation and annihilation operators by â and â† and introduce the field
quadrature X̂ = (â† + â)/

√
2. The mode is assumed to be homogenous over the entire

system. With this, the electric field operator is given by Ê =
√

Ω
V ε0ε

X̂, where ε is the

electric permittivity of the surrounding medium and V represents the cavity volume.
Hence, the total Hamiltonian of the system reads as

Ĥ = Ĥmat + ĤEd + Ĥdd +Ωa†a, ĤEd =
√
Ωg1X̂P̂ , Ĥdd =

g21
2
P̂ 2 (3.1)

with the single-particle coupling g1 =
√
d2e2/ε0εV .

3.1.2. Light-induced interaction

In the next step, we derive an effective description of the system that only depends
on the matter degrees of freedom. For that purpose, we use the imaginary-time path
integral formalism. We represent the cavity mode by the complex bosonic fields a(τ) and
ā(τ), and introduce the Grassmann variables c(τ) and c̄(τ) for the matter part. With
this, the full action reads as

S = Smat[c̄, c] + SEd[c̄, c; ā, a] + Sdd[c̄, c] + Sfield[ā, a], (3.2)
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3.1. Collective theory for a generic matter Hamiltonian

where Smat corresponds to the isolated solid and

Sfield[ā, a] =

∫ β

0
dτ ā(τ)(∂τ +Ω)a(τ), (3.3)

is the action of the free electromagnetic radiation field. The light-matter coupling terms
are given by

Sdd + SEd =
g21
2

∫ β

0
dτP (τ)2 + g1

√
Ω

2

∫ β

0
dτ

(
a(τ) + ā(τ)

)
P (τ), (3.4)

with the collective dipole moment P (τ) =
∑

r pr(τ).
Since (3.2) is quadratic in the photon-fields, they can be readily integrated out. This

yields an effective action

Seff[c̄, c] = Smat[c̄, c] + Sind[c̄, c] (3.5)

that only depends on the matter degrees of freedom. The effect of the light-matter
coupling is fully contained in the cavity-induced interaction Sind, which is defined by the
relation

e−Sind = e−Sdd

∫
D[ā, a]e−(Sfield+SEd). (3.6)

Solving the Gaussian path integral gives

Sind =
1

2

∫ β

0
dτ

∫ β

0
dτ ′P (τ)

1

N
Vind(τ − τ ′)P (τ ′), (3.7)

with

Vind(τ) =
g2nΩ

2

[
D0(τ) +D0(β − τ)

]
+ g2nδ(τ). (3.8)

Note that we have already symmetrized the interaction. Moreover, we have introduced
the collective coupling strength g2n = Ng21. The free photon propagator is given by

D0(τ) = −⟨a(τ)ā(0)⟩Sfield
= − e−τΩ

1− e−βΩ
. (3.9)

In Matsubara representation, it reads as

D0(iνm) =
1

iνm − Ω
. (3.10)

and therefore,

Vind(iνm) = g2n
ν2m

ν2m +Ω2
. (3.11)

As can be seen from this expression, the zero frequency component of the induced
interaction vanishes. This is in accordance with the static mean-field approximation
discussed in Sec. 2.3.3 that amounts to ignoring all other components. Our goal is, to
take account of all these contributions and investigate their effect on the equilibrium
state of the system.
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3. Collective theory for an interacting solid in a single-mode cavity

3.1.3. Hubbard-Stratonovich representation

In order to derive the collective theory, we re-express the effective action (3.5) in terms
of a single collective variable. For that purpose, we introduce a real bosonic Hubbard-
Stratonovich field φ(τ) and decouple the cavity-induced interaction (3.7). The matrix
Vind is positive definite; therefore, we can use the identity

e−Sind =
1

ZV

∫
D[φ]e

− 1
2

∫ β
0 dτ

∫ β
0 dτ ′φ(τ)V −1

ind (τ−τ ′)φ(τ ′)−i
∫ β
0 dτ

∑
r

φ(τ)√
N

pr(τ), (3.12)

with an irrelevant constant ZV that will be omitted in the following. Hence, the effective
action (3.5) is equivalent to the action

SHS[c̄, c;φ] =Smat +
1

2

∫ β

0
dτ

∫ β

0
dτ ′φ(τ)V −1

ind (τ − τ ′)φ(τ ′)

+ i

∫ β

0
dτ

∑
r

φ(τ)√
N
pr(τ).

(3.13)

Based on this result, we can already derive an exact relation between the interacting
φ-propagator

W (τ) = ⟨φ(τ)φ(0)⟩conS (3.14)

and the matter susceptibility. The latter can be calculated from the generating function

Z[ξ] =

∫
D[c̄, c]

∫
D[φ]e−SHSe

i√
N

∫ β
0 dτξ(τ)

∑
r pr (3.15)

by taking the second derivative

χ(τ − τ ′) ≡ 1

N

∑
r,r′

⟨pr(τ)pr′(τ ′)⟩conS = − δ

δξ(τ)

δ

δξ(τ ′)
logZ[ξ]

∣∣∣
ξ=0

. (3.16)

On the other hand, we can substitute the integration variable φ with φ̃ = φ − ξ in
Eq. (3.15). This removes the linear source term but shifts the variable ξ to the quadratic
part of the action. The generating function then reads as

Z[ξ] =

∫
D[c̄, c]

∫
D[φ̃]e

−
(
Smat+

1
2

∫ β
0 dτ

∫ β
0 dτ ′(φ̃(τ)+ξ(τ))V −1

ind (τ−τ ′)(φ̃(τ ′)+ξ(τ ′))+ i√
N

∫ β
0 dτφ̃(τ)P (τ)

)
.

(3.17)

Taking the derivative of this expression now yields

δ

δξ(τ)

δ

δξ(τ ′)
logZ[ξ]

∣∣∣
ξ=0

= −V −1
ind (τ − τ ′)+

+

∫ β

0
dτ1

∫ β

0
dτ2V

−1
ind (τ − τ1)W (τ1 − τ2)V

−1
ind (τ2 − τ ′).

(3.18)
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3.1. Collective theory for a generic matter Hamiltonian

Thus, in Matsubara representation, we find the relation

χ(iνm) = Vind(iνm)−1 − Vind(iνm)−1W (iνm)Vind(iνm)−1 (3.19)

Now we turn back to the Hubbard-Stratonovich action (3.13). We want to integrate
out the matter degrees of freedom. For that purpose, we introduce the function

Gmat[y] = − 1

N
log

∫
D[c̄, c]e−

(
Smat+i

∑
r

∫ β
0 dτpr(τ)y(τ)

)
, (3.20)

such that ∫
D[c̄, c]e

−
(
Smat+

i√
N

∑
r

∫ β
0 dτpr(τ)φ(τ)

)
= e−NGmat[φ/

√
N ] (3.21)

It also represents the generating function for the connected collective correlation func-
tions of the bare material, i.e.,

δ

δy(τ1)
· · · δ

δy(τn)
Gmat[y]

∣∣∣
y=0

= −(−i)n
N

∑
r1,...,rn

⟨pr1(τ1) · · · prn(τn)⟩con

≡ χ
(n)
mat(τ1, ..., τn).

(3.22)

(In the following, we use the shorthand notation χ
(2)
mat = χmat for the second order

correlation function.) Thus, we can expand the function in a Taylor series

Gmat[y] =
∑

n=2,4,...

1

n!

∫ β

0
dτ1 · · · dτn y(τ1) · · · y(τn)χ(n)

mat(τ1, ..., τn), (3.23)

where the zeroth order term is just an irrelevant constant and, therefore, has been
omitted. Furthermore, we assume that the action Smat is invariant under inversions (i.e.
reversing the sign of pr); as a result, only even orders contribute. Note that this is only
true if there is no spontaneous symmetry breaking. For instance, if the solid underwent
a transition to a ferroelectric phase, this condition would no longer be fulfilled. Thus,
in systems where inversion symmetry can be broken, the theory is only valid within the
normal phase. With this, the Hubbard-Stratonovich action (3.13) is equivalent to

S[φ] =
1

2

∫ β

0
dτ

∫ β

0
dτ ′φ(τ)V −1

ind (τ − τ ′)φ(τ ′) +NGmat[φ/
√
N ]. (3.24)

The first term and the quadratic term in NGmat[φ/
√
N ] can be combined, such that the

final result is given by

S[φ] =
1

2

∫ β

0
dτ

∫ β

0
dτ ′φ(τ)W−1

0 (τ − τ ′)φ(τ ′) +

∞∑
n=4,6,...

N1−n
2 S(n), (3.25)

S(n) =
1

n!

∫ β

0
dτ1...

∫ β

0
dτn χ

(n)
mat(τ1, ..., τn)φ(τ1)...φ(τn), (3.26)
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Figure 3.1.: Diagrammatic representation of the self-energy Π. The lines correspond
to the non-interacting φ-propagator, while the n-point interaction vertices are given

by χ
(n)
mat/N

n−2
n , where χ

(n)
mat denotes the nth-order connected correlation function of the

matter. [Graphic reproduced from Ref. [60].]

where

W−1
0 = V −1

ind + χmat ⇒ W0 =
Vind

1 + Vindχmat
. (3.27)

This action only depends on a single collective variable φ. The material specific prop-

erties are fully contained in the collective correlation functions χ
(n)
mat, which give rise to

n-point interactions of the auxiliary Hubbard-Stratonovich field φ. The effect of the
cavity mode only enters the quadratic term.

3.1.4. Perturbation series

Based on Eq. (3.25), we derive a diagrammatic expansion for the full propagatorW of the
Hubbard-Stratonovich field. The latter can be written in terms of the bare propagator
W0 defined in (3.27) and a self-energy Π that contains the corrections, i.e.,

W−1 =W−1
0 −Π. (3.28)

With this, the matter susceptibility (3.19) becomes

χ = V −1
ind − V −1

ind

1

V −1
ind + χmat −Π

V −1
ind =

χmat −Π

1 + (χmat −Π)Vind
. (3.29)

Our goal is to analyze the effect of the light-matter interaction on a system in equilib-
rium; therefore, we consider the static response of the system, i.e., we focus on the zero
frequency component. As mentioned previously, the induced interaction Vind(iν0) = 0,
and hence,

χ(iν0) = χmat(iν0)−Π(iν0). (3.30)

We can see from this expression that the static self-energy also constitutes the correction
to the static susceptibility.
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3.1. Collective theory for a generic matter Hamiltonian

To gain a better understanding of these corrections, we consider the diagrammatic
expansion of Π. The lowest order diagrams are shown in Fig. 3.1. Here the lines corre-
spond to the bare Hubbard-Stratonovich propagator W0 and the polygons represent the

nth order non-linear response functions χ
(n)
mat of the matter. Moreover, as indicated in

the graphic, each interaction vertex scales as 1/Nn/2−1. We can distinguish two limiting
cases: (i) If the number of dipoles N is small, the interaction vertices are of order one,
and the series is controlled by the number of lines W0. The latter are proportional to
the collective coupling g2n = Ng21, which is of the order g21 for small N . Typically, since
g21 ∼ 1/V , this is a rather small quantity; therefore, the leading diagram is the Hartree
diagram (first diagram in Fig. 3.1). (ii) For a large number of particles (N ≫ 1) and
fixed collective coupling g2n (which can take values comparable to or greater than the
energy scales of matter), the series is no longer controlled by the interaction lines W0.
However, the vertices are suppressed by the prefactor 1/Nn/2−1. Again, the Hartree
diagram represents the leading diagram.
Let us also briefly discuss the extreme case in which N → ∞ but the density N/V

(and thus g2n) is fixed. This is nothing but the thermodynamic limit. In this case, even
the Hartree diagram vanishes, and thus Π = 0. Consequently, the static response of the
material is not modified due to the light-matter interaction.The corresponding frequency
dependent susceptibility (3.29) is given by

χ =
χmat

1 + χmatVind
. (3.31)

This expression coincides with the standard RPA (random phase approximation) equa-
tion that can be obtained within a heuristic mean-field treatment.

3.1.5. Hartree diagram

We now proceed by analyzing the Hartree diagram (first diagram in Fig. 3.1), which
represents the leading order correction to the susceptibility in most regimes. Using
standard diagrammatic rules, the corresponding mathematical expression reads as

ΠH(τ1, τ2) = − 1

2N

∫ β

0
dτ3dτ4 χ

(4)
mat(τ1, τ2, τ3, τ4)W0(τ3, τ4). (3.32)

We are particularly interested in the static component (iν0) of the self-energy, as it
influences the equilibrium properties of the system. It is given by

Πstat =
1

β

∫ β

0
dτ1dτ2ΠH(τ1, τ2)

=− 1

2Nβ

∫ β

0
dτ1dτ2dτ3dτ4 χ

(4)
mat(τ1, τ2, τ2, τ3)W0(τ3 − τ4),

(3.33)

where the fourth order correlation function χ
(4)
mat can be calculated from the fourth

derivative of the generating function Gmat[y] (cf. Eq. (3.22)). It is possible to replace the
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3. Collective theory for an interacting solid in a single-mode cavity

τ -integrated derivatives by derivatives with respect to a static field h using the relation∫ β

0
dτ1

δ

δy(τ1)
log

∫
D[c̄, c]e−

(
Smat+i

∑
r

∫ β
0 dτpr(τ)y(τ)

)
= i

∂

∂h
log

∫
D[c̄, c]e−Smat(h)

(3.34)

with Smat(h) = Smat + h
∑

r

∫ β
0 dτpr(τ). This yields the following expression

Πstat = − 1

2Nβ

∫ β

0
dτ3dτ4W0(τ3 − τ4)(i)

2×

× ∂2

∂h2
δ2

δy(τ3)δy(τ4)

(−1

N

)
log

∫
D[c̄, c]e−

(
Smat(h)+i

∑
r

∫ β
0 dτpr(τ)y(τ)

)∣∣∣y=0
h=0

.

(3.35)

The remaining derivatives with respect to the source field y(τ) then give the second
order correlation function for the bare material with an additional source field h (but
without cavity)

δ2

δy(τ3)δy(τ4)

(−1

N

)
log

∫
D[c̄, c]e−

(
Smat(h)+i

∑
r

∫ β
0 dτpr(τ)y(τ)

)∣∣∣
y=0

=
1

N

∑
r,r′

⟨pr(τ3)pr′(τ4)⟩conh ≡ χh(τ3 − τ4),
(3.36)

where ⟨· · · ⟩h = ⟨· · · ⟩Smat(h) denotes the expectation value in the presence of the field h.
In summary, we obtain

Πstat =
1

2Nβ

∂2

∂h2

∫ β

0
dτ3dτ4W0(τ3 − τ4)χh(τ3 − τ4)

∣∣∣
h=0

. (3.37)

Using time-translation invariance and the symmetry W0(τ) = W0(β − τ), this can be
rewritten as

Πstat =
1

2N

∂2

∂h2

∫ β

0
dτ W0(β − τ)χh(τ)

∣∣∣
h=0

. (3.38)

Transforming the equation above to Matsubara space then yields

Πstat =
1

2Nβ

∑
m

W0(iνm)
∂2χh(iνm)

∂h2

∣∣∣
h=0

. (3.39)

From this expression, we can already deduce two important points: (i) In contrast to
the macroscopic response (thermodynamic limit), the static correction of the suscepti-
bility at finite N depends on all frequencies iνm. This is due to the nonlinearities of the

matter response contained in ∂2χh(iνm)
∂h2 , which mix different Matsubara components. As

a result, the light-matter coupling gives rise to a non-vanishing contribution. Note that
the importance of nonlinearities for cavity-induced effects has already been highlighted
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3.2. Minimal model with all-to-all interaction

for other systems, e.g., in [6]. (ii) The cavity correction becomes small if the photon
frequency Ω is large compared to the energy scales of the matter and in the limit of
high temperatures (i.e., β → 0). This can be explained by the following considerations:
Above some large energy scale Emax that is entirely set by the material, the matter
response χh goes to zero, i.e., for νm = 2πm/β ≫ Emax χh(iνm) → 0. Apart from that,
the induced interaction Vind is small for Matsubara frequencies νm ≪ Ω. As a result,
the effect of the cavity is small if Ω ≫ Emax and βEmax ≪ 1.

3.2. Minimal model with all-to-all interaction

To illustrate the collective theory, we analyze the 1/N correction for a simple model
Hamiltonian. A similar system has also been studied in Ref. [15] in a wide range of
parameters. We assume that the matter part consists of N two-level systems (TLS) with
eigenstates |gr⟩ and |er⟩ that are separated by an energy gap ∆. Analogous to Sec. 2.4,
we represent the TLS by pseudo-spin operators σ̂ν,r with ν ∈ {x, y, z} (see Eq. (2.70)).
With this the Hamiltonian for the non-interacting emitters is given by Ĥat =

∆
2

∑
r σ̂z,r.

The eigenstates are of opposite parity, so that the transitions between |gr⟩ and |er⟩ are
associated with an electric dipole moment. Thus, the Pauli operator σ̂x,r corresponds
to the dipolar transitions, and represents the dimensionless operator p̂r introduced in
Sec. 3.1.1. In addition, we include a static all-to-all dipole-dipole interaction between
the individual two-level systems, so that the matter Hamiltonian reads as

Ĥmat =
∆

2

N∑
r=1

σ̂z,r −
α

2N

∑
r,r′

σ̂x,rσ̂x,r′ . (3.40)

The mean-field phase diagram of this model has already been discussed in Sec. 2.4
and is shown in Fig. 2.8. In the limit N → ∞, the system exhibits a second-order phase
transition to a ferroelectric state driven by the dipole-dipole interaction α. In this phase,
the dipolar moments align, and the solid acquires a macroscopic electric polarization.
For ∆ > 0 and small α, the system remains paraelectric even down to zero temperature.
This is due to quantum fluctuations that suppress the ferroelectric ordering; therefore,
the low-temperature regime is also referred to as the quantum-paraelectric phase. As
mentioned previously, the collective theory is only valid in a system that is invariant
under inversions (see Sec. 3.1.3). Since this symmetry is broken in the ferroelectric
phase, we study the effect of the cavity mode only in the paraelectric and quantum-
paraelectric regimes.

3.2.1. Imaginary-time action

In principle, we could directly apply the collective theory derived in Sec. 3.1 to the model
Hamiltonian (3.40). For that purpose, we would have to determine the susceptibility of
the bare material and the corresponding cavity corrections. However, we slightly adapt
the approach to the present system. This allows us to carry out most calculations
analytically.
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3. Collective theory for an interacting solid in a single-mode cavity

As in the original formalism, the photon fields can be integrated out, which yields an
effective action

Seff[c̄, c] =
∑
r

Sat[c̄, c]− SV [c̄, c]. (3.41)

Here, we have combined the direct dipole-dipole interaction and the photon-mediated
interaction in a single term

SV =
1

2N

∫ β

0
dτ

∫ β

0
dτ ′P (τ)V (τ − τ ′)P (τ ′), (3.42)

with V (τ) = αδ(τ)−Vind(τ). Note that the sign has been chosen such that V is positive
if the single-particle coupling g21 is small. With this the first term Sat corresponds to
the non-interacting dipoles. We can now decouple the combined interaction SV using a
Hubbard-Stratonovich transformation

eSV =
1

ZV

∫
D[φ]e

− 1
2

∫ β
0 dτ

∫ β
0 dτ ′φ(τ)V −1(τ−τ ′)φ(τ ′)−

∫ β
0 dτ

∑
r

φ(τ)√
N

pr(τ). (3.43)

This is analogous to the approach discussed in Sec. 3.1.3 for the induced interaction.
However, we do not include a factor i in the linear coupling term, because the action SV
has opposite sign to Sind. Relation (3.19) changes accordingly and now reads as

χ(iνm) = −V (iνm)−1 + V (iνm)−1W (iνm)V (iνm)−1. (3.44)

In the next step, we integrate out the matter degrees of freedom. Again, this is analo-
gous to the derivation discussed in Sec. 3.1.3, apart from two modifications: (i) Since the
interaction V already includes the direct dipole-dipole interactions of the matter and Sat
only describes the non-interacting atoms, χ

(n)
mat is replaced by the atomic susceptibilities

χ
(n)
at , and (ii) to account for the factor i in the linear coupling term, we have to use
NGat[−iφ/

√
N ] instead of NGmat[φ/

√
N ]. This finally yields

S[φ] =
1

2

∫ β

0
dτ

∫ β

0
dτ ′φ(τ)V −1(τ − τ ′)φ(τ ′) +NGat[−iφ/

√
N ]. (3.45)

Using the Taylor expansion of Gat, we obtain

S[φ] =
1

2

∫ β

0
dτ

∫ β

0
dτ ′φ(τ)W−1

0 (τ − τ ′)φ(τ ′) +
∑

n=4,6,...

(−1)
n
2N1−n

2 S(n), (3.46)

S(n) =
1

n!

∫ β

0
dτ1...

∫ β

0
dτn χ

(n)
at (τ1, ...τn)φ(τ1)...φ(τn), (3.47)

where

W−1
0 = V −1 − χat ⇒ W0 =

V

1− χatV
. (3.48)

Note that the sign of the terms of order n = 2, 6, 10, ... has been reversed due to the
additional i factor.
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3.2. Minimal model with all-to-all interaction

3.2.2. Mean-field theory

Based on the action (3.46), we can now consider the susceptibility to different orders of
approximation. The mean-field description is obtained by keeping only the leading term
in 1/N , i.e., setting W =W0. Substituting this into Eq. (3.44) yields

χmf =
1

V

[ 1

1− χatV
− 1

]
=

χat

1− χatV
. (3.49)

Since the light-induced part of the interaction V vanishes at iνm = 0, the static contri-
bution is given by

χmf(0) =
χat(0)

1− χat(0)α
. (3.50)

This expression diverges if

1− χat(0)α = 0, (3.51)

which indicates a second-order phase transition. The latter corresponds to the ferroelec-
tric phase transition discussed earlier.
The atomic susceptibility can be calculated analytically and reads as

χat(τ) =
1

Z
tr
(
e−(β−τ)Ĥat σ̂xe

−τĤat σ̂x
)
=
e(β−τ)∆/2e−τ∆/2 + e−(β−τ)∆/2eτ∆/2

eβ∆/2 + e−β∆/2

=
cosh((β − 2τ)∆/2)

cosh(β∆/2)
.

(3.52)

Transforming this into Matsubara space gives∫ β

0
dτeiνmτχat(τ) = tanh

(β∆
2

)[ 1

iνm +∆
− 1

iνm −∆

]
= tanh

(β∆
2

) 2∆

∆2 + ν2m
, (3.53)

such that χat(0) = tanh
(
β∆
2

)
2
∆ . Therefore, the condition (3.51) can only be satisfied

if α exceeds a critical value of at least ∆/2 even at zero temperature. Otherwise, the
system remains in a paraelectric or quantum-paraelectric state. This is in accordance
with the results discussed in Sec. 2.4.

3.2.3. Static Hartree diagram

We now consider the leading-order correction for the static susceptibility. As in Sec. 3.1.4,
we introduce a self-energy Π, such that the full Hubbard-Stratonovich propagator is given
by W−1 = W−1

0 − Π. The bare propagator W0 is defined in Eq. (3.48). Inserting this
into Eq. (3.44) yields the susceptibility

χ(iνm) =
χat(iνm) + Π(iνm)

1− (χat(iνm) + Π(iνm))V (iνm)
. (3.54)
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3. Collective theory for an interacting solid in a single-mode cavity

At zero frequency, the cavity-mediated part of the interaction vanishes; hence, the static
response is given by

χ(0) =
χat(0) + Π(0)

1− (χat(0) + Π(0))α
. (3.55)

The atomic susceptibility has already been calculated in the previous section (see
Eq. (3.53)). To obtain the static self-energy, we evaluate the expression for the Hartree
diagram

Πstat =
1

2Nβ

∑
m

W0(iνm)
∂2χh(iνm)

∂h2

∣∣∣
h=0

(3.56)

derived in Sec. 3.1.5. The bare propagatorW0 can directly be calculated from Eq. (3.48).
The response function χh corresponds to the isolated atoms in the presence of an external
static field h, i.e., we have to calculate the susceptibility χh(τ) = ⟨σ̂x(τ)σ̂x(0)⟩h − ⟨σ̂x⟩2h
for the Hamiltonian

Ĥh =
∆

2
σ̂z + hσ̂x. (3.57)

The latter has two eigenstates |±⟩ with energy E± = ±
√
∆2 + 4h2/2 ≡ ±Eh/2. Using

the matrix elements |v|2 ≡ |⟨+|σx|−⟩|2 = ∆2/E2
h and |u|2 ≡ |⟨+|σx|+⟩|2 = |⟨−|σx|−⟩|2 =

1− |v|2, we obtain

χh(τ) = (1− |v|2)
[
1− tanh

(βEh

2

)2]
+ |v|2 cosh((

β
2 − τ)Eh)

cosh(βEh/2)
(3.58)

=
4h2

E2
h

[
1− tanh

(βEh

2

)2]
+

∆2

E2
h

cosh((β2 − τ)Eh)

cosh(βEh/2)
. (3.59)

In Matsubara representation, this reads as

χh(iνm) = δm,0β(1− |v|2)
[
1− tanh

(βEh

2

)2]
+ |v|2 tanh

(βEh

2

) 2Eh

E2
h + ν2m

(3.60)

= δm,0β
4h2

E2
h

[
1− tanh

(βEh

2

)2]
+

∆2

Eh
tanh

(βEh

2

) 2

E2
h + ν2m

. (3.61)

To determine the derivative ∂2

∂h2χh(iνm), we use the substitution ∂2h|h=0 = 2∂h2 |h=0.
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3.2. Minimal model with all-to-all interaction

With this we have

∂2

∂h2
χh(iνm)|h=0 =2∂h2

{∆2

Eh
tanh

(βEh

2

) 2

E2
h + ν2m

+ βδm,0
4h2

E2
h

[
1− tanh2

(βEh

2

)]}
h=0

=
4

Eh

∂

∂Eh

{∆2

Eh
tanh

(βEh

2

) 2

E2
h + ν2m

}
h=0

+ δm,0
8β

∆2

[
1− tanh2

(β∆
2

)]
=− 8

∆
tanh

(β∆
2

) ν2m + 3∆2

(∆2 + ν2m)2
+ 2β cosh−2

(β∆
2

) 2

∆2 + ν2m

+ δm,0
8β

∆2

[
1− tanh2

(β∆
2

)]
.

(3.62)

The Matsubara sum in (3.56) can now be evaluated numerically. Since |χh(iνm)| ∼ ν−2
m

for large m, it is expected to converge.

3.2.4. Dielectric constant

Before we turn to the results, we briefly derive the relation between the static susceptibil-
ity χ(0) and the dielectric constant ε. In classical electrodynamics, the latter quantifies
the response of the macroscopic polarization density P⃗ (r⃗) of a material to an external
classical electric field E⃗ext(r⃗). For a homogeneous and isotropic medium, it is defined by
the relation

P⃗ = (ε− 1)ε0E⃗ext. (3.63)

Similarly, for our microscopic model, the static susceptibility χ(0) describes the response
of ⟨P̂ ⟩/N to an external field h that couples to the dipole operator P̂ , i.e.,

⟨P̂ ⟩
N

= χ(0)h. (3.64)

For a material of volume V , we can determine the polarization density from the micro-
scopic dipole moments using the equation

|P⃗ | =
∑

r⟨p̂r⟩ed
V

, (3.65)

and, hence,

|P⃗ | = ⟨P̂ ⟩
V
ed. (3.66)

With Eq. (3.63) and (3.64) this yields

(ε− 1)ε0|E⃗ext| = χ(0)hed
N

V
. (3.67)
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3. Collective theory for an interacting solid in a single-mode cavity

Assuming that the polarization density and the external electric field are uniform over the
entire system, the interaction energy in the macroscopic (classical) description is given by
−|P⃗ ||E⃗ext|V . For the microscopic model, the expectation value of the interaction energy
is given by −h⟨P̂ ⟩. Equating these two expressions results in the relation |E⃗ext|ed = h,
and, thus

ε = 1 + g2nχ(0), (3.68)

where the light-matter interaction strength is defined as g2n = (ed)2

V ε0
N .

3.2.5. Results and discussion

We now analyze how the static response of the interacting model is modified when it cou-
ples to the cavity mode. For that purpose, we consider the leading order 1/N -correction
in the paraelectric and quantum-paraelectric regime. As discussed in Sec. 3.1.4, we do
not expect any light-induced effects in the thermodynamic limit; therefore, we focus
on finite systems, where the Hartree diagram gives a non-vanishing contribution to the
static susceptibility. This also allows us to compare the analytic results from the 1/N -
theory to data from exact diagonalization. In the following, we set the unit of energy to
the level-splitting ∆, and the cavity frequency is given by Ω = 1 unless stated otherwise.
The main panel of Fig. 3.2 illustrates the inverse static susceptibility for a system

of five emitters at α = 0.2. In mean-field approximation, this value corresponds to
the quantum-paraelectric regime. The blue and the red curve show the results for a
collective light-matter coupling of g2n = 0 and g2n = 1, respectively. Moreover, the
black dashed line indicates the mean-field solution χ∞, which becomes exact in the
thermodynamic limit (N → ∞). As discussed previously, the latter does not depend on
the light-matter coupling strength, as the cavity corrections vanish in this limit. The
solid lines correspond to the analytic solution obtained from the evaluation of the Hartree
diagram, while the dots represent numerical data determined from exact diagonalization.
As can be seen from the graphic, the coupling to the cavity mode does have an effect
on the static response of the finite system. Without light-matter coupling (blue curve
for g2n = 0), finite-size fluctuations lead to a reduction of the static susceptibility (an
increase in the inverse susceptibility) as compared to the thermodynamic limit. If the
material is coupled to the cavity mode, however, the static response is enhanced (see
red curve for g2n = 1) and can even exceed the solution for N → ∞. Furthermore, it
should be mentioned that the analytical and exact diagonalization results are in good
agreement even for this small number of dipoles. The inset in Fig. 3.2 shows how the
deviation of the static susceptibility from χ∞ depends on the system size N at T = 0.01
(vertical grey line in the main panel). As expected, it converges to the mean-field result
as 1/N .
To further analyze the effect of the light-matter interaction, we fix the temperature

to T = 0.01 and consider the static susceptibility as a function of g2n. This is displayed
in Fig. 3.3(a) for N = 1, N = 5 and N = 16 at α = 0.2. Again, the N = ∞ result
is indicated by the black dashed line and does not depend on the coupling strength g2n.
For finite N , however, the static response grows with increasing g2n, and, at some point,
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Figure 3.2.: Static susceptibility for the interacting model with ∆ = 1 and Ω = 1 in
the (quantum-)paraelectric regime (α = 0.2). Main panel: Inverse static susceptibility
χ(0) as a function of temperature for N = 5 atoms with (g2n = 1) and without (g2n = 0)
light-matter coupling. The black dashed line corresponds to the mean-field solution
(N → ∞). Inset: Difference between the mean-field susceptibility χ∞ and the static
susceptibility χ(0) as a function of N at g2n = 0. The temperature is fixed at T = 0.01
(see vertical gray line in the main panel). In both panels, symbols correspond to results
obtained from exact diagonalization (ED), whereas solid lines have been calculated from
the leading 1/N -theory (Hartree). [Graphic adapted from Ref. [60].]
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Figure 3.3.: (a) Low-temperature results for the static susceptibility of the interacting
model as a function of the collective light-matter coupling g2n in the quantum-paraelectric
regime (α = 0.2, ∆ = 1, Ω = 1). The horizontal black dashed line shows the mean-field
result (N → ∞). Dots indicate numerical results obtained from exact diagonalization
(ED) for a system withN = 1 (green) andN = 5 (red) emitters. Calculations forN = 16
represented by the blue squares have been carried out using the Lanczos method. The
solid curves result from a direct evaluation of the Hartree diagram for the self-energy.
(b) χ(0)/χ∞ as a function of g2n at low temperature for various values of α. All results
have been obtained from the Hartree approximation for the self-energy. For each curve,
N has been chosen such that the relative deviation of χ(0) from the mean-field result at
g2n = 0 is around 1%. [Graphic adapted from Ref. [60].]
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Figure 3.4.: g2∗ as a function of α at low temperature (T = 0.01). This quantity
represents the value of the collective light-matter coupling that is required to compensate
for the finite-size reduction of the static susceptibility (i.e., it is given by the crossing
point of the static susceptibility χ(0) and the mean-field solution χ∞). [Graphic adapted
from Ref. [60].]

even surpasses the mean-field result. Moreover, comparing the individual curves shows
that the correction to χ∞ becomes larger as N is decreased.

Thus far, all results have been obtained for a fixed value of the all-to-all interaction
strength α = 0.2. In the next step, we investigate how the cavity effect is influenced if the
system approaches the transition to the ferroelectric state at αc = 0.5. As mentioned
previously, the susceptibility χ∞ diverges at this value; therefore, we also expect an
effect on the static response of the finite system if it is close to the critical point. In
Fig. 3.3(b), we plot the ratio χ(0)/χ∞ as a function of g2n for α = 0.2, 0.4, 0.49, 0.499;
the corresponding absolute values of χ∞ are 3.33, 10.0, 100.0, and 1000.0. Therefore,
approaching the critical value αc, requires an increasingly large number of emitters N .
Otherwise, the leading 1/N -correction becomes inaccurate. For this reason, we choose

the value for each α such that the relative 1/N -correction |χ∞−χ(0)
χ∞

| is already small

(≈ 1%) at g2n = 0. Again, it can be seen from the figure that the static response for the
finite system is enhanced by the light-matter coupling. At fixed g2n, the effect is most
significant for α = 0.2 and becomes weaker as α approaches the critical value.
The results depicted in Fig. 3.4 confirm this finding. Here, we plot the value g2n = g2∗,

at which the cavity-induced enhancement exactly cancels the finite-size reduction of
the susceptibility, as a function of alpha. For instance, the value for α = 0.2 can be
extracted from Fig. 3.3(b) and corresponds to the crossing point of the red curve for
the finite system and the black dashed line for the thermodynamic limit (g2∗ ≈ 0.6). It
is interesting to note that g2∗ does not depend on the system size N within the 1/N -
theory. It is clearly visible, that the value g2∗ increases as α approaches its critical value.
Consequently, a larger light-matter interaction is required to compensate the finite-size
effect if the system is brought closer to the critical regime . This might be due to the
fact that, close to criticality, finite-size fluctuations become more and more significant.
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Figure 3.5.: (a) Dielectric constant for the interacting model with α = 0.328 and
g2n = 4024 as a function of T . The curve has been obtained from a mean-field calculation.
If the transition frequency is set to 5 THz (∆ = 3.3meV), the results match experimental
data for STO taken from [69], which are indicated by the dots. The vertical black dashed
line marks the onset of the quantum-paraelectric regime of STO at approximately 4 K.(b)
Relative deviation of the static susceptibility from the mean-field limit for the parameters
estimated for STO. The upper panel shows the solution without cavity coupling, and
the lower panel illustrates the results for various cavity frequencies Ω. For a three-
dimensional block of material, the volume of the system is given by L3 = Na3, where
a = 3.9 Å denotes the lattice constant of STO. The lower (upper) horizontal axis shows
the system size using the length scale L (the number of atoms N). The blue (red) dashed
line corresponds to the polaronic approximation for Ω = 1 (Ω = 100). [Graphic adapted
from Ref. [60].]
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Comparison to STO

Thus far, we have freely chosen the parameters of the Hamiltonian. Therefore, all
considerations have been on a purely qualitative level. In the next step, we try to
relate our model to a real quantum-paraelectric material. An interesting candidate
is the perovskite SrTiO3 (STO) [69], which has already been mentioned in Sec. 2.4.
While classical calculations for STO predict the existence of a ferroelectric state at low
temperatures, the material remains paraelectric even at T → 0. This is due to nuclear
quantum fluctuations, which suppress the phase transition. However, it is possible to
induce ferroelectricity for instance, through strain, isotope substitution or strong laser
pumping [71, 64]. This is analogous to the parameter α in the present model, which
drives the phase transition and even makes it possible to overcome the effect of quantum
fluctuations in the quantum-paraelectric regime.
Needless to say, our simplistic Hamiltonian cannot be considered as a microscopic

model for STO. But on a macroscopic level, it shows the same phenomenology. This al-
lows us to determine the model parameters in such a way that the temperature-dependent
bulk dielectric constant ε(T ) of STO is reproduced. For the model Hamiltonian, the lat-
ter is given by

ε(T ) = 1 + g2nχ∞(iνm = 0, T ). (3.69)

(see Sec. 3.2.4). Here, we use the mean-field susceptibility χ∞ because it corresponds
to the macroscopic solid. Consequently, the result is the same inside and outside the
cavity. Performing a least-square fit of Eq. (3.69) to experimental data for STO taken
from Ref. [69], yields the following parameters: ∆ = 3.3 meV (5 THz), α = 0.328∆ and
g2n = 4024∆. The corresponding curve as well as the experimental data are displayed in
Fig. 3.5(a). This approach is analogous to the mean-field fit used in Ref. [69] and [8],
even though it is based on a different atomic model (anharmonic oscillator).
Using the parameters determined above, we calculate the relative deviation of the

static susceptibility for a finite system from the thermodynamic limit in the low-tem-
perature regime. The volume of the system is given by L3 = Na3, where a = 3.9Å
denotes the lattice constant of STO [82]. Fig. 3.5(b) shows the result. Here, the lower
and upper horizontal axis indicate the length scale L in µm, and the number of dipoles
N , respectively. The upper panel corresponds to the system without coupling to the
cavity (g2n = 0) and, thus, only shows the finite-size reduction of the static response.
In the lower panel, the collective light-matter coupling is set to g2n = 4024, which leads
to an enhancement of the susceptibility. This effect is significantly stronger than the
finite-size reduction at g2n = 0. Moreover, it can be seen that both with and without the
cavity, the correction of the susceptibility for the finite system to the thermodynamic
limit decays as 1/N (note that the N -axis is scaled logarithmically). It is expected that
the leading-order correction constitutes a reasonable approximation as long as it takes
a small value itself. For the given parameters, this condition is fulfilled down to very
small system sizes of 10nm. This implies that the cavity-induced effect on the static
susceptibility becomes experimentally observable only for very small cavities.
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3. Collective theory for an interacting solid in a single-mode cavity

Polaronic interpretation

A possible explanation for the cavity-induced enhancement of the susceptibility is a
mechanism similar to the phenomenon of dynamical localization [81]. Due to the light-
matter interaction, the cavity mode and the matter degrees of freedom form hybrid
light-matter objects, which are also referred to as polarons. This can lead to an effective
reduction of the parameter ∆, and hence, suppress the quantum fluctuations that stabi-
lize the paraelectric state. As a result, the tendency to order is enhanced and the system
is pushed closer to the ferroelectric phase transition. This is indicated by an increase in
the static susceptibility.
To analyze this effect for the present model, we perform the standard Lang-Firsov

transformation

Ŵ = e
g1√
2Ω

P̂ (â†−â)
. (3.70)

Under this transformation, the photon operators are shifted as Ŵ âŴ † = â− g1/
√
2ΩP̂ ,

such that the previous light-matter Hamiltonian Ωâ†â + ĤEd + Ĥdd now takes the free
field form Ωâ†â. The light-matter coupling enters the transformed matter Hamiltonian
Ŵ ĤmatŴ

†. In summary, the new Hamiltonian reads as

Ĥ ′ = Ŵ ĤŴ † = Ωâ†â− α

2N

∑
r,r′

σ̂x,rσ̂x,r′ +
∑
r

ĥ′r, (3.71)

where

ĥ′r =
∆

2
e

g1√
2Ω

σ̂x,r(â†−â)
σ̂z,re

− g1√
2Ω

σ̂x,r(â†−â)
, (3.72)

i.e., the light-matter interaction gives rise to photon emission and absorption in the tun-
neling. Projecting this Hamiltonian to the zero-photon sector then yields the polaronic
picture, in which ĥ′r is approximated as

ĥ′r ≈
∆̃

2
σ̂z,r (3.73)

with the renormalized tunneling

∆̃ = ∆e−g21/2Ω = ∆e−
1
N
g21/2Ω. (3.74)

Thus, the “polaronic” susceptibility χpol can be calculated from the expression for a
system without cavity, where the parameter ∆ is replaced by ∆̃. Similar to the 1/N -
theory, the cavity effect decreases as 1/N in this simple polaronic picture. However, the
effect of the cavity is strongly overestimated. This can be seen in Fig. 3.5, where the
results for χpol at Ω = 1 and Ω = 100 are indicated by the dashed lines. There are two
possible reasons for this deviation. Firstly, the projection to the polaronic Hamiltonian
is only expected to be accurate in the limit of large cavity frequencies Ω ≫ ∆, and
secondly, we have only projected the single-atom Hamiltonian ĥr to the zero-photon
subspace, and therefore do not take into account light-induced interactions between
the polarons at different sites. Hence, our results imply that it is essential to include
collective effects in order to understand the cavity-induced localization mechanism. An
explanation on the level of individual atoms does not suffice.
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3.3. Conclusion

Let us close this chapter with a brief summary of the most important results. First of all,
it should be mentioned that our analysis is based on a model, where the coupling between
light and matter is linear, and that we have focused on a regime, where the collective
light-matter coupling g2n can be large but the single-particle coupling g21 is relatively
small. Moreover, we have restricted our considerations to a single electromagnetic mode.
This allowed us to derive a collective theory, in which the response of the combined

light-matter system is expressed in terms of the response functions for the isolated ma-
terial. The cavity correction has been expanded in 1/N using standard diagrammatic
techniques. From this general formalism, it can be seen that all light-induced effects on
the static susceptibility vanish in the thermodynamic limit. For finite systems, however,
even the static properties can be modified by the cavity mode. In this case, nonlinear-
ities, which enter the theory via the nonlinear response functions of the bare material,
are crucial for the cavity-induced effect. This observation has already been made for
other coupled light-matter systems, where the interaction with the electromagnetic field
affects the equilibrium state of a solid in a non-trivial way [6, 58].
In Sec. 3.2, we have applied the collective theory to a specific model of interacting

dipoles. More precisely, we have calculated the leading 1/N -correction to the static
response of a small cluster of emitters. Our analysis has shown that the interaction
with the cavity mode enhances the static susceptibility of the system. This finding is in
accordance with data from exact diagonalization. However, it is not possible to reproduce
the results from a simple polaronic interpretation, where the increase in susceptibility
is explained by an effective modification of the model parameters. This implies that
collective effects, which are not included in the polaronic picture, are important to fully
describe the behavior of the system. As mentioned previously, the results presented in
this chapter are qualitative and should not be understood as quantitative predictions for
any real material. Nevertheless, a phenomenological comparison to the perovskite STO
is possible and suggests that measurable effects are only obtained for small clusters of
matter and small cavity volumes.
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photon-mediated ferroelectric phase
transition

In the previous chapter, we have developed a collective theory in order to investigate,
how a single cavity mode influences the equilibrium state of a coupled light-matter
system. The diagrammatic approach allowed us to include fluctuations beyond the
mean-field approximation. This is crucial, because standard mean-field theory does not
capture any photon-induced effects on the static properties of a collection of localized
dipoles (see Sec. 2.3.3). In the course of this analysis, we have already encountered some
important aspects that are required to engineer a system in equilibrium with quantum
light. In particular, we have seen that for the single-mode setting, all contributions
beyond the mean-field approximation vanish in the thermodynamic limit. Consequently,
it is not possible to manipulate the equilibrium state of a macroscopic solid with just
one electromagnetic mode if the single-particle coupling is finite. However, it has been
shown previously that this statement is not necessarily true if the material couples to
a continuum of modes, where the effect of all modes adds up [6]. In this case, the
outcome depends on the specific setting. In free space or in an extended coplanar cavity,
for instance, only a small range of modes efficiently couples to the matter degrees of
freedom, such that the overall effect is negligible. This constraint can be overcome
if the electromagnetic field is strongly confined to a small volume, which leads to an
enhancement of the coupling even to degrees of freedom in the solid that would not be
affected otherwise. Therefore, we now consider a setting where a macroscopic material
couples to a surface plasmon polariton (SPP) mode in the proximity of a dielectric-metal
interface. The SPPs may propagate freely along the metal surface but are strongly
localized near the interface.
As in Sec. 3.2, we study a solid that consists of a collection of interacting dipoles. How-

ever, we now consider a two-dimensional layer inside a hetero-structure. Similar to the
real material SrTiO3 [69], this minimal model may undergo a paraelectric-to-ferroelectric
phase transition and features a quantum-paraelectric phase at zero temperature (also
see Sec. 2.4). Our goal is to investigate how this phase transition is influenced by the
SPP mode. The interplay of a continuum of electromagnetic modes and ferroelectric-
ity has already been studied in Ref. [6]. But in contrast to our approach, the authors
do not start from a microscopic description of the material; instead, they express the
Hamiltonian in terms of collective degrees of freedom.
The system under consideration constitutes a complex quantum many-body problem

that cannot be solved exactly. Therefore, we apply dynamical mean-field theory (DMFT)
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Figure 4.1.: Schematic sketch of the setting. The graphic shows a two-dimensional slice
in the x-z plane. We consider a two-dimensional material consisting of a collection of
dipoles (orange dots) with dipole moment p arranged on a square lattice. The material is
embedded in a dielectric medium and is located near a metal surface. The latter supports
an SPP mode propagating in z-direction. The green lines represent the corresponding
electric field lines. [Graphic reprinted from Ref. [61].]

to obtain an approximate solution. The central idea of this approach is to reduce a lattice
model to a self-consistent impurity model (see Sec. 2.1 and 2.2). For the light-matter
system, we follow similar steps as in extended DMFT [7] and first map the model to an
auxiliary problem with bosonic degrees of freedom. The corresponding impurity model
then represents a generalized spin-boson model that can be solved using bosonic DMFT
[3].
The remainder of this chapter is structured as follows: In Sec. 4.1 we introduce the

model Hamiltonian as well as the corresponding imaginary-time action. Sec. 4.2 contains
a description of the DMFT formalism and its numerical implementation. The results are
discussed in Sec. 4.3, and in Sec. 4.4 we conclude with a summary of the most important
findings. The content of this chapter has been published previously in Ref. [61].

4.1. Model

We consider a hetero-structure consisting of a dielectric-metal interface and a two-
dimensional material that is embedded in the dielectric region. A schematic sketch
of the setting is displayed in Fig. 4.1. As shown in the graphic, the two-dimensional ma-
terial (orange dots) is placed at a distance x0 parallel to the metal surface. It consists of
N dipoles, which are arranged on a square lattice with lattice parameter a. The dipolar
moments are parallel to the z-axis. If they align, the material acquires a non-vanishing
electric polarization and becomes ferroelectric. The metal surface is located in the y-z
plane. It supports a propagating surface plasmon mode that hybridizes with the bare
electromagnetic field in the surrounding medium and forms a so-called surface plasmon
polariton (SPP) mode. The corresponding evanescent electromagnetic field leaks into
the dielectric region, and may interact with the two-dimensional material. Since the
field is strongly confined to the dielectric-metal interface, the light-matter interaction is
enhanced as compared to free space. This is in stark contrast to the modes traveling
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along a coplanar cavity, which are extended over the full cavity volume, and therefore,
would have a negligible effect on the material.

4.1.1. Hamiltonian description

The goal of this project is to investigate the effect of the SPP mode on the two-
dimensional material. Therefore, we do not start from a full microscopic description
of the entire hetero-structure. Instead, we focus on the material of interest and the
quantized SPP mode. The dielectric-metal interface is treated classically. It does not
directly enter the Hamiltonian. However, it shapes the electromagnetic environment of
the system and therefore determines the structure of the SPP mode. With this, the
Hamiltonian can be split into four terms

Ĥ = Ĥmat + Ĥfield + ĤEP + ĤPP . (4.1)

The individual contributions will be discussed in greater detail in the following.

Material

The matter Hamiltonian Ĥmat describes a collection of N interacting dipoles on a square
lattice with lattice constant a, and is given by

Ĥmat = Ĥ0 + Ĥnn, (4.2)

where Ĥ0 corresponds to the isolated dipoles and Ĥnn is a static nearest-neighbor inter-
action. As in Sec. 2.4 and 3.2, the dipoles are approximated as simple two-level systems
(TLS), which can be represented by pseudo-spin operators. Here, we slightly change
the notation and replace the subscripts x, y, z for the Pauli matrices by the superscripts
1, 2, 3 in order to avoid confusion with the spatial coordinates of the system. (Note that
the dipole moments point in z-direction, but the dipolar transitions correspond to the
Pauli operator σ̂x,r in the old notation.) With this, each TLS is associated with an
in-plane dipole moment p̂r = edσ̂1rez, where e denotes the elementary charge, and the
transition matrix element d enters the light-matter coupling below. Again, we denote
the level splitting by ∆, such that the noninteracting Hamiltonian reads as

Ĥ0 =
∆

2

∑
r

σ̂3r . (4.3)

The dipole-dipole interaction is given by

Ĥnn = −α
4

∑
⟨r,r′⟩

σ̂1r σ̂
1
r′ , (4.4)

where ⟨...⟩ denotes the sum over nearest neighbor pairs, and the parameter α determines
the strength of the direct interaction.
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This Hamiltonian can, for instance, be considered as a two-level approximation for a
crystal, where each unit cell is occupied by an ion that moves in an effective double-
well potential. In this picture, the two levels correspond to the lowest symmetric and
antisymmetric energy eigenstates for the isolated site. If the associated electronic wave
functions hybridize, they form an asymmetric orbital, which gives rise to a non-vanishing
average electric dipole moment. The dipole-dipole interaction then originates from the
electrostatic Coulomb interaction, which can be partially screened, as well as the poten-
tial energy of the lattice distortion.
In Sec. 2.4, we have discussed the mean-field phase diagram for a material of this

type. As shown in Fig. 2.8(b), it exhibits a paraelectric-to-ferroelectric phase transi-
tion that is driven by the dipole-dipole interaction α. At zero temperature, there is a
quantum-paraelectric state due to the finite level splitting ∆, which gives rise to quan-
tum fluctuations that destabilize the ferroelectric ordering. For the nearest-neighbor
interaction, the approximation does not reproduce the exact behavior of the system.
But nevertheless, it provides a qualitatively correct description of the overall structure
of the phase diagram.
Below, we set the model parameters, such that the static dielectric response of SrTiO3

(STO) is reproduced. For that purpose, we follow the same approach as in Sec. 3.2.5.
However, it should be stressed again that the present Hamiltonian cannot be considered
as a microscopic model for the real material. The comparison to STO is on a purely
phenomenological level, and there is no direct relation between the parameters of our
model and any microscopic quantities of the STO crystal. Here, we do not aim to
present an ab-initio calculation for any real material. Instead, we want to (i) exemplify
how DMFT can be applied to systems with quantum light-matter interactions and (ii)
demonstrate that the present setting constitutes a promising platform to manipulate the
ferroelectric phase transition.

SPP mode

The structure of the SPP mode is determined by the dielectric-metal interface. As
mentioned previously, the metal and the dielectric are treated classically. We follow
the same approach as in Ref. [21], and start from a macroscopic description, where the
material is characterized by its dielectric function ε(ω). Based on this classical model, we
solve Maxwell’s equations, expand the transverse electromagnetic field in normal modes
and quantize the theory. A detailed derivation can be found in App. A.1.
Since the dipolar moments are always parallel to the z-axis, they can only couple to the

transverse magnetic (TM) SPP mode. The corresponding quantized electric radiation
field may again be expanded in multiple modes and can be written as

Ê(r) =
∑
q

√
ωq

2ε0ε(x, ωq)Na3
[
uq(x)e

iq·ρâq +H.c.
]
, (4.5)

where q = (qy, qz)
T is a two-dimensional wave vector, ρ = (y, z)T represents the spatial

coordinate in the y-z-plane, âq (â†q) is the annihilation (creation) operator for a photon in
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Figure 4.2.: Dispersion relation of the SPP mode for various values of the electric
permittivity εd in the dielectric region. The permittivity of the metal is given by a
Drude response. For q → 0, the dispersion relation can be approximated by a linear
function with slope c/

√
εd (dotted lines). For q → ∞, it converges to a constant value

of ωp/
√
1 + εd (dashed lines). The unit of length has been set to the lattice constant

a = 3.9Å. [Graphic adapted from Ref. [61].]

mode q, and ωq denotes the dispersion relation of the SPP mode. The spatial structure
of the modes is determined by the mode functions uq(x)e

iq·ρ. They form an orthogonal
basis and satisfy the transversality condition ∇ · uq(r)e

iq·ρ = 0. The expressions for
uq(x) can be found in App. A.1. They decay exponentially as eQmx and e−Qdx in the
metallic and dielectric regions, respectively. Both decay constants approach the value
Qm, Qd ∼ |q| for large wave vectors |q|. As a result, the distance x0 between the two-
dimensional material and the metal surface controls the range of SPP momenta that
couple to the dipoles.
The corresponding free field Hamiltonian reads as

Ĥfield =
∑
q

ωqâ
†
qâq. (4.6)

Henceforth, we assume that the dielectric function in the metallic region is given by a
simple Drude response

εm(ω) = 1−
(ωp

ω

)2
, (4.7)

where ωp denotes the plasma frequency of the metal. If the permittivity in the dielectric
region εd is independent of frequency, the dispersion relation ωq increases linearly at
small q with a slope of c/

√
εd, and converges to a constant value of ωp/

√
1 + εd in the

limit q → ∞. This is illustrated in Fig. 4.2 for three different values of εd.
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In the following, we set εd = 1, such that the dispersion relation of the SPP mode can
be solved analytically for ωq, which yields

ωq =

√√√√ω2
p

2
+ q2c2 −

√
ω4
p

4
+ q4c4. (4.8)

Light-matter coupling

The light-matter interaction is formulated in dipole gauge (see Sec. 2.3.2) and consists
of two terms. The first one describes a linear coupling between the electric field of the
SPP mode and the dipole moments p̂r = edσ̂1rez of the emitters and is given by

ĤEP =
∑
r,q

√
ωq

2N

[
gqe

iq·Rr âq +H.c.
]
σ̂1r (4.9)

with the coupling constants

gq =
1√

ε0εda3
uq(x0) · edez. (4.10)

The two-dimensional vectors Rr represent the lattice vectors for the respective sites r,
and thus correspond to the positions ρ at which the electric field (4.5) is evaluated. The
second term is a dipole-dipole interaction of the form

ĤPP =
∑
r,r′

∑
q

|gq|2
2N

e−iq·(Rr−Rr′ )σ̂1r σ̂
1
r′ , (4.11)

Although it does not directly depend on the photon operators, this contribution vanishes
if the light-matter coupling is set to zero. Moreover, it ensures that the total Hamiltonian
is positive definite. This can be verified by rewriting the field dependent terms Ĥfield +
ĤEP + ĤPP in a diagonal form

∑
q ωq b̂

†
q b̂q using the shifted field operators b̂q = âq +πq

with πq =
∑

r
gq√
ωq2N

eiq·Rr σ̂1r .

4.1.2. Imaginary-time action

Above, we have described the combined light-matter system by a Hamiltonian that
contains photon and matter operators. Now we want to find an effective representation
in which the photon degrees of freedom do not enter explicitly. We follow the same steps
as for the single mode model discussed in the previous chapter (see Sec. 3.1.2). Here, we
only sketch the procedure and leave a detailed derivation to App. A.2. We start from
the imaginary time action

S = Smat + SPP + SEP + Sfield. (4.12)

Analogous to the Hamiltonian (4.1) it has been split into four parts, corresponding to
the isolated matter, the two light-matter coupling terms, and the free electromagnetic
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field, respectively. We trace out the photon degrees of freedom, which yields the effective
action

Seff = Smat + Sind, (4.13)

where the effect of the SPP mode is fully contained in Sind. The latter is obtained from
the path integral

e−Sind=e−SPP

∫
D[ā, a]e−(SEP+Sfield), (4.14)

which yields a photon-induced retarded dipole-dipole interaction of the form

Sind = −1

2

β∫
0

dτ dτ ′
∑
r,r′

σ1r (τ)W
ind
r,r′ (τ − τ ′)σ1r′(τ

′). (4.15)

In k-space and Matsubara representation, the interaction vertex reads as

W ind
k (iνn) = −|gk|2 + |gk|2

ω2
k

ν2n + ω2
k

, (4.16)

where the first part originates from the direct interaction SPP , and the second term
arises from integrating out the SPP mode.
An analytic continuation to real frequencies using the substitution iνn → ω+ i0 shows

that W ind
k vanishes at ω = 0. Consequently, the effect of the light-matter interaction

cannot be captured within the static mean-field approximation, which has already been
discussed in Sec. 2.3.3. However, this perfect cancellation at zero frequency only appears
if ĤPP and ĤEP are consistent, i.e., if the light-matter Hamiltonian is positive-definite.

4.2. Dynamical mean-field formalism

In Sec. 2.1 and 2.2, we have already introduced the basic ideas of dynamical mean-field
theory (DMFT) for fermions and bosons. The central principle of this technique is to
replace a lattice model by an impurity that is embedded in an effective environment. In
this picture, the interplay between the impurity and all other lattice sites is incorporated
in the parameters of the impurity model. Moreover, it is assumed that the self-energy
of the system is purely local. With this approximation, the parameters of the effective
impurity problem can be related to the corresponding lattice quantities by a set of
self-consistent equations. In the following, we apply the bosonic DMFT (B-DMFT)
formalism to the system under consideration. For that purpose, we first introduce an
equivalent representation with bosonic degrees of freedom.

4.2.1. Bosonic representation of the model

As shown in Sec. 4.1.2 and App. A.2, the SPP mode induces an effective coupling between
the individual dipoles. We combine it with the static nearest-neighbor interaction that
is already contained in Smat. With this, the effective action (4.13) can be rewritten
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as Seff = S0 + Sint, where S0 corresponds to the isolated emitters, and the combined
interaction Sint is given by

Sint = −1

2

β∫
0

dτ dτ ′
∑
r,r′

σ1r (τ)Wr,r′(τ − τ ′)σ1r′(τ
′) (4.17)

with

Wk(iνn) =
α

2
[cos(ky) + cos(kz)]− |gk|2

ν2n
ν2n + ω2

k

. (4.18)

In this expression, the first part originates from the direct interaction Hamiltonian (4.4),
and the second contribution corresponds to the retarded photon-mediated interaction
(4.15).
This combined dipole-dipole term can be decoupled using a Hubbard-Stratonovich

transformation. For that purpose, we introduce a bosonic auxiliary field φr(τ) for each
lattice site r, and define a new action SHS such that

e−Seff =

∫
D[φ]e−SHS , (4.19)

i.e., the original action is reproduced if the auxiliary fields are integrated out. Apart from
an irrelevant constant, which will be omitted in the following, the Hubbard-Stratonovich
action is given by

SHS = S0 + Sφφ + Sφσ, (4.20)

with a quadratic contribution

Sφφ =
1

2

β∫
0

dτ dτ ′
∑
r,r′

φr(τ)[W
−1]r,r′(τ − τ ′)φr′(τ

′), (4.21)

and a local linear coupling between the dipole moments and the auxiliary fields

Sφσ = −
∑
r

β∫
0

dτφr(τ)σ
1
r (τ). (4.22)

Essentially, this model can be considered as a bosonic field theory on a lattice with
an anharmonic self-interaction. The latter arises from the coupling of the fields φr

and the pseudo-spin variables σ1r . In contrast to the dipole-dipole interaction in the
original action Seff, this anharmonicity is purely local; therefore, we can directly map
the Hubbard-Stratonovich action to a local impurity problem.

4.2.2. Impurity action and self-consistent equations

We use the so-called cavity method [29, 7] to map the bosonic lattice model defined by
(4.20) to a local impurity problem. In this approach, one particular lattice site r = c
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(the “cavity site”) is singled out, and all degrees of freedom corresponding to other sites
are integrated out. Then a cumulant expansion up to second order is performed. A
detailed derivation can be found in App. A.3.1. The resulting impurity action contains
a quadratic and a linear term in φc(τ), and reads as

Simp
HS = Sc

0 + Simp
φφ + Simp

φσ , (4.23)

Simp
φσ = −

β∫
0

dτφc(τ)[σ
1
c (τ)− h(τ)], (4.24)

Simp
φφ =

1

2

β∫
0

dτ dτ ′φc(τ)W−1(τ − τ ′)φc(τ
′), (4.25)

where Sc
0 denotes the action of a single isolated dipole. The theory contains two effective

quantities that incorporate the interaction with the surrounding lattice. Firstly, we have
the retarded Weiss field W, which is also encountered in fermionic DMFT, and secondly,
there is the static field h, which couples linearly to the Hubbard-Stratonovich field φc(τ).
The inclusion of h is required because the field φc(τ) may take a non-vanishing value
owing to its bosonic nature [3].
For a given W and h, we can calculate the local expectation value ⟨φc(τ)⟩Simp

HS
and the

local connected correlation function

Uc,c(τ) = ⟨φc(τ)φc(0)⟩conSimp
HS

(4.26)

from the impurity action. Subsequently, the self-energy of the impurity can be computed
from the Dyson equation

Πloc = W−1 − U−1
c,c . (4.27)

Moreover, the lattice Green’s function

Ur,r′(τ) = ⟨φr(τ)φr′(0)⟩conSHS
(4.28)

is obtained from the Dyson equation in momentum space

Uk =Wk[1−ΠkWk]
−1, (4.29)

where Πk denotes the k-dependent self-energy. The local lattice Green’s function is
given by the momentum sum Ur,r =

1
N

∑
k Uk. In DMFT, we neglect the k-dependence

of Πk, and replace it with the local impurity self-energy Πloc. Thus, the local correlation
function is given by

Uc,c =
1

N

∑
k

Wk[1−ΠlocWk]
−1. (4.30)

The resulting Uc,c and the self-energy Πloc can be used to calculate the Weiss field W
from Eq. (4.27). The solution must be consistent with the Weiss field introduced in the
impurity model. Furthermore, we assume that ⟨φr(τ)⟩SHS

= ϕ for all sites r, and that it
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is identical to the expectation value ⟨φc(τ)⟩Simp
HS

obtained from the impurity action. The

static field h is then given by

h =
[
W−1

mf −W−1
0

]
ϕ (4.31)

with
W−1

0 = W−1(iνn=0). (4.32)

The formulas above form a closed set of self-consistent equations. Further details on the
derivation are provided in App. A.3.2.

4.2.3. Impurity model

The impurity problem (4.23) describes a two-level system that couples to a continuum
of modes with propagator W, and hence, represents a generalized spin-boson model. For
practical reasons, we integrate out the bosonic auxiliary fields from the impurity model,
which yields the action of a single spin variable with a retarded interaction. In this way,
we reduce the number of degrees of freedom the impurity solver must handle. The new
impurity action reads as

Simp = Sc
0 + Simp

int,1 + Simp
int,2 (4.33)

with the linear contribution

Simp
int,1 = b

β∫
0

dτσ1c (τ), (4.34)

and the retarded interaction term

Simp
int,2 = −1

2

β∫
0

dτ

β∫
0

dτ ′ σ1c (τ)W(τ − τ ′)σ1c (τ
′) (4.35)

(see App. A.3.3). We solve this model using the strong-coupling expansion described in
Ref. [48, 49]. It is based on a skeleton expansion of the partition function in terms of
the retarded propagator. Alternatively, we could also perform a standard hybridization
expansion and apply the continuous-time quantum Monte-Carlo method [87, 31]. But
even the diagrammatic approach allows us to obtain converged results by increasing the
perturbation order.
The local propagator Uc,c for the auxiliary field cannot be determined directly from the

new impurity model defined by (4.33). Instead, we calculate the connected correlation
function

χc,c(τ) = ⟨T σ1c (τ)σ1c (0)⟩conSimp , (4.36)

which is related to the Green’s function by the equation

Uc,c = W +Wχc,cW. (4.37)
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Inserting this into Eq. (4.27), we obtain

Πloc = [1 + χc,cW]−1 χc,c. (4.38)

Moreover, the static field b = W0h can be calculated from the expectation value ⟨σ1r (τ)⟩ =
⟨σ1⟩ and reads as

b = [W0 −Wmf] ⟨σ1⟩. (4.39)

With this, we again have a closed set of self-consistent equations.

4.2.4. Numerical implementation

To solve the self-consistent DMFT equations, we employ an iterative approach. The basic
steps of the algorithm are illustrated in Fig. 4.3. It comprises two major components:
the impurity solver and the set of self-consistent equations.
The impurity solver determines the local expectation values ⟨σ1⟩ and ⟨σ3⟩ as well as the

local correlation function χc,c(τ) from the impurity action. It operates in the imaginary-
time domain and is based on a strong-coupling expansion similar to the one introduced
in Ref. [48, 49]. The parameters of the impurity action are provided as an input, with
one notable particularity regarding the Weiss field. In general, it can be written as
W(τ) = W ′(τ) + w0δ(τ), where W ′(τ) represents the regular part, and w0δ(τ) is an
instantaneous contribution, corresponding to a frequency-independent part in Matsubara
representation. However, for the present impurity model, the instantaneous term can
be omitted due to (σ1c )

2 = I, which merely results in a constant energy shift. Therefore,
the impurity solver only takes the regular part W ′(τ) as an input.

The self-consistent equations allow us tp compute the Weiss fieldW and the static field
b from the local correlation function χc,c and the expectation value ⟨σ1⟩. We perform
these calculations in Matsubara space since all quantities are diagonal in this repre-
sentation. Consequently, a Fourier transform is necessary when transitioning from the
impurity solver to the self-consistent equations, and vice versa. However, the inverse
transform from Matsubara space to the imaginary-time domain requires additional at-
tention. This is due to the numerical cutoff in the frequency summations, which may
truncate the Weiss field even before its regular part converges to zero. To address this
issue, we employ the analytical approximation

W(iνn) ∼ w0 +
w2

(iνn)2
(4.40)

for the high-frequency tail of W(iνn), where w0 and w2 are constants, which depend on
the light-matter coupling strength, the parameters of the material, and the expectation
value ⟨σ3⟩. The corresponding expressions and a detailed derivation can be found in
App. A.4. At large Matsubara frequencies, the function

f(iνn) = w0 +
w2

(iνn)2 − δ2
(4.41)

with the regulator δ ≪ 1 exhibits the same behavior as the Weiss field. More precisely,
the difference W(iνn)− f(iνn) decays at least as fast as 1/ν4n for large νn, which ensures
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Figure 4.3.: Illustration of the DMFT loop. [Graphic adapted from [61].]
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a smooth result when computing the numerical inverse Fourier transform. To obtain the
full solution for W(τ), we can then add the imaginary-time representation of f , which
is known analytically. However, as discussed previously, we are only concerned with de-
termining the regular part W ′(τ). Therefore, we exclude the instantaneous contribution
from f(τ), and calculate

W ′(τ) = F−1 {W(iνn)− f(iνn)}+ f ′(τ), (4.42)

with

f ′(τ) = F−1 {f(iνn)− w0} =
w2

2δ

cosh[δ(τ − β/2)]

sinh[δβ/2]
. (4.43)

In summary, the DMFT loop consists of the following steps:

1. Start from an initial guess for W ′(τ) and b.

2. Solve the impurity problem for the given input parameters to obtain χc,c(τ), ⟨σ1⟩
and ⟨σ3⟩.

3. Fourier transform χc,c(τ) to Matsubara representation.

4. Insert χc,c(iνn) and ⟨σ1⟩ into the self-consistent DMFT equations and determine
the new Weiss field W(iνn) and the new static field b.

5. Calculate the inverse Fourier transform W ′(τ) from W(iνn) and ⟨σ3⟩ using the tail
correction as described above.

6. Test whether W ′(τ) has converged. If this is not the case, pass the new W ′(τ) and
b to the impurity solver and restart the procedure from step 2.

4.3. Results and discussion

In the following, we analyze the results of the DMFT calculation, and investigate how
the equilibrium state of the material is influenced by the SPP mode. For that purpose,
we first discuss the choice of parameters for the system, and explain how the strength
of the light-matter coupling is controlled (see Sec. 4.3.1). Then we consider the effect in
the paraelectric and ferroelectric regime in Sec. 4.3.2 and 4.3.3, and finally, we discuss
the DMFT phase diagram in Sec. 4.3.4.

4.3.1. Model parameters and light-induced interaction

To set the model parameters, we follow the same approach as in Sec. 3.2.5 and Ref. [60]
and relate the macroscopic electric response of the system to the dielectric function of
the real material SrTiO3 (STO). As mentioned previously, STO is paraelectric at high
temperatures and becomes a quantum paraelectric in the low-temperature regime [69].
However, ferroelectricity can be induced through various mechanisms, such as external
strain or strong laser pumping [71, 64]. Analogously, in the current model, the phase
transition is driven by the direct interaction α.

67



4. Dynamical mean-field study of a photon-mediated ferroelectric phase transition

0
10
20
30
40
50
60
70
80
90

−1 −0.5 0 0.5 1

(b)

−0.3

−0.2

−0.1

0

0.1

0.2

0.3

q y

0
10
20
30
40
50
60
70
80
90

|gq|2 x0 = 5 (a)

−0.6 −0.4 −0.2 0 0.2 0.4 0.6

qz

−0.3

−0.2

−0.1

0

0.1

0.2

0.3

q y

|gq|2 x0 = 6

|g q
|2

qz

x0 = 4.5
x0 = 5.0
x0 = 5.5

Figure 4.4.: Light-matter coupling as a function of the mode vector q. (a) Color plot of
|gq|2 for x0 = 5 and x0 = 6. (b) |gq|2 at various values of x0 for the modes propagating
in the z-direction. For both figures, g2 = 4024, where the unit of energy has been set
to ∆. The unit of length is given by the lattice parameter a. [Graphic adapted from
Ref. [61].]
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In mean-field approximation the matter Hamiltonian discussed in this chapter and the
one considered in Ch. 3 are equivalent, and therefore exhibit the same RPA response
χmf =

χat

1−αχat
with the atomic static susceptibility 2 tanh(∆/2T )/∆. To quantify the

strength of the light-matter coupling in the present model, we introduce the parameter

g2 =
e2d2

εdε0a3
, (4.44)

where d denotes the matrix element for the dipolar transitions, and a represents the
lattice constant. This is analogous to the collective coupling g2n for the single-mode
model studied in Ch. 3. Therefore, the dielectric function for the system can again be
calculated from ε(T ) = 1+ g2χmf, and thus, the parameters of the present model can be
extracted from the same fit as in Sec. 3.2.5 (see Fig. 3.5(a)), which yields ∆ = 3.3meV,
g2 = 4024∆, and α = 0.328∆. In the following, we fix the light-matter coupling strength
g2 but vary the parameter α in order to control the phase transition. Moreover, we set
the unit of energy to ∆ and use the lattice parameter a = 3.9 Å of STO as a length scale.
The dispersion relation of the SPP mode is mostly determined by the plasma frequency,
which we set to ωp =

√
2.

The q-dependent coupling constants can be rewritten in terms of g2, which yields
|gq|2 = g2[uq(x0) · ez]2. Fig. 4.4(a) shows the strength of the coupling as a function
of the two-dimensional wave vector q for x0 = 5 and x0 = 6. Generally, only a small
range of momenta gives a significant contribution to the interaction. Moreover, it is
clearly visible that this range decreases by increasing the distance x0 from 5 to 6, and
that the magnitude of the interaction strength becomes smaller. This is also illustrated
in Fig. 4.4(b), where the coupling strength |gq|2 for modes traveling along the z-axis is
plotted as a function of qz for three different values of x0. The reason for this behavior
is the exponential decay of the mode functions (see paragraph on the SPP mode in
Sec. 4.1.1). In the following, we use this property to tune the strength of the coupling
between the SPP mode and the material.

4.3.2. Paraelectric regime

In the normal phase, the order parameter ⟨σ1⟩ vanishes. Therefore, we examine its static
linear response to an external electric field. To determine the static susceptibility χ(0),
we add the term Ĥext = −Bext

∑
r σ̂

1
r to the matter Hamiltonian and include it in the

self-consistent DMFT iteration. This amounts to an extra term Sext = −Bext

∫ β
0 dτσ

1
c (τ)

in the impurity action. If the external field is sufficiently small, such that the system
is still in the linear response regime, the linear susceptibility is approximately given by
χ(0) ≈ ⟨σ1⟩/Bext.

Fig. 4.5 displays the results for α = 0.2. According to mean-field theory, the material
remains paraelectric down to zero temperature in this regime. (See mean-field phase
diagram in Fig. 2.8(b).) Fig. 4.5(a) shows the inverse static susceptibility as a function
of temperature for three values of the distance x0. The symbols correspond to outcomes
from two different diagrammatic impurity solvers: data points marked by empty circles
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the TCA solution of the impurity model, respectively. [Graphic adapted from Ref. [61].]

are results obtained from a one-crossing approximation (OCA), while filled circles repre-
sent outcomes from a two-crossing approximation (TCA). The close agreement between
the solutions of the two orders of approximation indicates convergence. Due to the expo-
nential decay of the light-matter interaction with the distance x0 from the metal surface,
the coupling to the SPP mode vanishes at x0 = ∞ (red dots). Hence, the corresponding
data show the response of the bare material. Even in this case, the static susceptibil-
ity deviates from the corresponding mean-field result represented by the black curve.
Fluctuations beyond mean-field reduce the tendency to order, leading to a decrease in
the static response. If the material approaches the metal surface, the coupling to the
SPP mode increases, giving rise to a non-vanishing effect on the system’s equilibrium
properties. Notably, the static susceptibility is enhanced.
This behavior can also be seen in Fig. 4.5, where the inverse susceptibility χ(0)−1

is shown as a function of the distance x0 at various temperatures. The increase in
susceptibility with growing x0 is most pronounced at low temperatures. Moreover, it is
interesting to note that the deviation between TCA and OCA results becomes more and
more significant as the distance x0 is decreased (i.e., as the interaction with the SPP
mode is enhanced). This implies that the impurity model approaches the strong-coupling
regime, where higher orders in the diagrammatic expansion become more important.

4.3.3. Ferroelectric regime

In the ferroelectric phase, the solid acquires a non-vanishing average electric polarization,
which is proportional to the order parameter ⟨σ1⟩. In our model, the transition to the
ferroelectric state is only possible if the parameter α exceeds a certain critical value. To
investigate the effect of the SPP mode in the ferroelectric state, we therefore set α = 1.
In Fig. 4.6, we show the order parameter as a function of the distance x0 at T = 0.1 and
T = 0.3. As can be seen in the graphic, ⟨σ1⟩ increases if the distance is decreased, which
implies that the ferroelectric ordering is enhanced as the coupling to the SPP mode
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and x0 = 1.5. The critical temperature Tc for the ferroelectric phase transition can be
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becomes stronger. This is consistent with the observations for the paraelectric regime.
At lower temperature (T = 0.1), the overall effect is stronger, i.e., the enhancement is
more pronounced if the system is closer to the phase transition.

4.3.4. Phase diagram

The analysis of the paraelectric and ferroelectric regimes has revealed that the surface
plasmon polariton (SPP) mode significantly influences the equilibrium properties of the
solid. We now investigate how this affects the phase diagram of the material. In order to
obtain the boundary between the normal and disordered phase, we determine the critical
temperature at various values of α for each distance x0. For a second-order phase
transition, this value can be extracted from the order parameter, which continuously
drops to zero at the critical point. However, in contrast to mean-field theory, DMFT
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predicts a first-order phase transition. This can be seen in the inset of Fig. 4.7, where
the order parameter (green data points) is plotted as a function of temperature for
α = 1.4 and x0 = 1.5. It exhibits a discontinuous jump around T ≈ 1, which indicates
a first-order transition. Consequently, there is a small region of coexistence, where both
the ferroelectric and the paraelectric phase can be stabilized. A similar observation has
been made previously for the DMFT solution of the standard lattice φ4 theory. For
this model, DMFT also predicts a first-order instead of a second-order transition. But
nevertheless, it has been demonstrated that the DMFT results inside the ordered and
disordered phase, as well as the estimated critical temperature are in excellent agreement
with lattice quantum Monte-Carlo calculations [1, 2].
Due to the first-order nature of the phase transition in DMFT, it is not possible to

extract a definite critical temperature from the order parameter. Therefore, we consider
the divergence of the static susceptibility and use it as an estimate for the lower bound
of the coexistence region and the critical temperature. This is illustrated in the inset
of Fig. 4.7, where the inverse static susceptibility χ(0)−1 is plotted as a function of
temperature (orange) for α = 1.4 and x0=1.5. The orange circles represent the DMFT
results in the paraelectric regime. The zero crossing of the inverse susceptibility, which
indicates the divergence, is extracted from a linear fit to the data (dashed orange line).
As can be seen from the graphic, it is indeed close to the point where the order parameter
(green symbols) jumps to zero.
The results are shown in the main panel of Fig. 4.7. Here, we plot the critical points in

the α-T plane. The red curve corresponds to a distance of x0 = ∞, where the material
is not coupled to the SPP mode, whereas the blue curve indicates the phase boundary
for a distance of x0 = 1.5, where the interaction with the SPP mode has a sizable effect.
Again, the filled symbols correspond to a TCA solution of the impurity model, while the
empty symbols represent results obtained from an OCA calculation. It is clearly visible
that the phase transition is shifted to higher temperatures due to the interaction with
the SPP mode. This is in agreement with the enhancement of the order parameter in
the symmetry-broken phase and the increase in susceptibility in the normal phase, which
both imply that the ferroelectric state is stabilized by the photon-mediated interaction.

4.4. Conclusion

From our results, we can draw two general conclusions: first, they prove that DMFT
is an appropriate technique to study macroscopic systems with quantum light-matter
interactions. In particular, this formalism captures effects that remain elusive within
a static mean-field approximation. And second, the results suggest that multi-layered
structures constitute a promising platform to engineer material properties through the
vacuum fluctuations of polaritonic degrees of freedom.
As an example, we have considered a minimal model of a two-dimensional solid that

exhibits a paraelectric-to-ferroelectric phase transition. The solid couples to an SPP
mode that is supported by a dielectric-metal interface. In this setting, the strength of the
coupling can be tuned by changing the distance between the two-dimensional material
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and the metal surface. We have seen that the light-matter interaction gives rise to an
enhancement of the static electric susceptibility in the paraelectric regime. Moreover,
in the ferroelectric phase, the order parameter grows if the coupling to the SPP mode
increases. Both effects are most significant in the proximity of the phase transition,
which leads to a stabilization of ferroelectricity over a larger range of parameters.
On a phenomenological level, this behavior can be explained as follows: the SPP

mode mediates a retarded all-to-all interaction in the solid. This interaction vanishes
at zero frequency, so that a simple static mean-field approximation does not predict
any photon-induced effects on the equilibrium properties of the system. However, the
SPP mode may influence electromagnetically active modes at ω ̸= 0. These components
renormalize the static response of the material due to an anharmonic mixing of different
modes, and thus give rise to a non-vanishing effect even at ω = 0. The importance of
these nonlinear interactions has already been highlighted in Ref. [6]. In addition, they
are relevant to the cavity correction for the single-mode model discussed in Ch. 3 (see
Sec. 3.1.5).
In the future, it would be interesting to compare the results obtained from DMFT

to other approaches. However, it is challenging to find suitable techniques even for the
minimal model studied in this chapter. In contrast to many methods commonly used in
quantum optics, the DMFT formalism does not make use of a Markov approximation but
includes the full frequency-dependent photon-mediated interaction. Moreover, it takes
into account both rotating and counter-rotating terms of the light-matter interaction,
which is particularly relevant in the strong coupling regime. A possible alternative to
DMFT would be a lattice quantum Monte Carlo simulation. Efficient algorithms to solve
spin-boson models exist [86]. However, a sign problem may arise if the light-induced
interactionWr,r′(τ) changes sign in the imaginary-time domain. This is expected for the
present model because the zero-frequency component of Wr,r′ vanishes, and therefore∫
dτ Wr,r′(τ) = 0. Moreover, for one-dimensional systems, it would be conceivable to

use a matrix product state (MPS) algorithm. In general, DMFT performs best at higher
dimensions, i.e., for systems with large coordination numbers. But a comparison of the
results might still be interesting because the long-range nature of the photon-mediated
interaction might partly compensate for the low dimension of the system. When using
an MPS algorithm, it may be challenging to deal with a continuum of electromagnetic
modes. To tackle this problem, one might follow a similar route as it has been done for
systems with electron-phonon interactions [44, 41]

In summary, DMFT appears to be a suitable and useful approximate method for
macroscopic solids with photon-induced interactions. The formalism could be extended
to more complex models, ultimately enabling a realistic description of strongly corre-
lated electron systems with quantum light-matter interactions. In the next chapter, we
discuss a possible diagrammatic extension of DMFT that allows us to deal with itinerant
electrons coupled to the electromagnetic field via Peierls phases.
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Up to this point, we have focused on solids consisting of localized dipoles, where the
interaction between light and matter is described by a linear coupling between the po-
larization density and the electric field. In this case, it is possible to map the model to
an auxiliary problem with bosonic degrees of freedom that only contains on-site inter-
actions. Consequently, the light-matter coupling can be directly included in the DMFT
formalism. However, this approach is not applicable to materials with itinerant elec-
trons, where the interaction with the electromagnetic field is introduced via the Peierls
substitution. The latter describes a highly non-linear coupling between light and matter.
But even if the electron-photon interaction is truncated beyond the linear order, the field
couples to the current operator. As a result, all interaction terms involve two different
sites, such that the light-matter coupling cannot be easily mapped to a local interaction.
In this chapter, we therefore introduce a diagrammatic extension of DMFT that enables
us to include non-local self-energy contributions originating from the Peierls phase fac-
tors. As in Ch. 4, we examine a two-dimensional solid coupled to an SPP mode of a
dielectric-metal interface. However, our focus shifts to a quantum material described by
a single-band Hubbard Hamiltonian.
In general, quantum materials are particularly sensitive to small external perturba-

tions and thus provide an interesting platform for the optical control of matter with
quantum light. The Hubbard model has been studied previously in this context. For
instance, theoretical calculations for a one-dimensional Hubbard chain revealed that the
coupling to a single cavity mode leads to a renormalization of the effective spin exchange
interactions [46, 81]. Moreover, it has been shown that a large electron-electron inter-
action may create electronic transitions that couple strongly to the cavity mode. This
leads to the formation of Mott polaritons, which modifies the optical conductivity of
the coupled light-matter system [47]. Therefore, it seems reasonable to expect that, also
for the setting studied in this chapter, light-induced effects may alter the equilibrium
properties of the solid.
Apart from these theoretical findings, recent experiments have shown that it is possi-

ble to manipulate the metal-to-insulator transition in the correlated solid-state material
1T-TaS2 using a cryogenic tunable terahertz cavity [42]. As mentioned in Sec. 2.1.1,
the Hubbard model may also undergo a metal-to-insulator transition driven by the local
electron-electron interaction. The metallic and the insulating state of 1T-TaS2 corre-
spond to a nearly commensurate and a commensurate charge density wave and thus are
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Figure 5.1.: Cross-section of the system. The material of interest is marked in green. It
is positioned in close proximity to a dielectric-metal interface supporting an SPP mode.

different from the phases in the Hubbard model. Nevertheless, the phase transitions in
both systems are of first order, and the mechanisms leading to a shift of the critical
regime in 1T-TaS2 might also apply to the Mott metal-insulator transition of the Hub-
bard model. In Ref [42], two possible scenarios are suggested to explain this observation:
(i) the cavity-induced effect on the free energy is stronger in the metallic phase than in
the insulating phase. Depending on the sign of the renormalization, this may lead to a
stabilization or destabilization of the metallic phase. (ii) The electromagnetic environ-
ment created by the cavity alters the heat flow between the thermal reservoir of photons
and the sample through a thermal Purcell effect [22]. This may effectively change the
temperature of the material and, in turn, modify the phase transition. It is conceivable,
that similar effects also occur for the two-dimensional Hubbard model that couples to an
SPP mode. We take this as a further motivation to extend the DMFT formalism to the
present system. Our investigation suggests that the electron-photon interaction leads to
a stabilization of the metallic phase and a decrease of the Mott-insulating regime.
This chapter is organized as follows: At first, we introduce the model Hamiltonian in

Sec. 5.1. Then, we explain in Sec. 5.2 how the light-matter interaction is included in the
standard DMFT formalism. Sec. 5.3 contains a brief discussion of the current results,
and in Sec. 5.4, we close the chapter with a conclusion and an outlook on possible future
research related to the project.

5.1. Model

We consider a setting similar to the one discussed in Ch. 4. Fig. 5.1 shows a schematic
sketch of the present model. Again, we study a two-dimensional material (2D) that
couples to a surface plasmon polariton (SPP) mode of a dielectric-metal interface. How-
ever, while the solid discussed in Ch. 4 exhibits a ferroelectric phase transition, we now
examine a material with strongly correlated electrons that may undergo a Mott metal-
insulator transition. The 2D material is embedded in the dielectric region at a uniform
distance x0 from the metal surface. The latter defines the y-z-plane of our coordinate
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system. The metal supports a surface plasmon mode, which hybridizes with the elec-
tromagnetic field in the surrounding medium. This gives rise to an SPP mode that
propagates along the interface and decays exponentially with the distance x. Due to
the spatial confinement of the corresponding field, the light-matter interaction close to
the dielectric-metal interface is enhanced as compared to free space. If the spacing x0 is
small enough, this may lead to a strong coupling between the 2D solid and the radiation
field of the SPP mode.

5.1.1. Full Hamiltonian

We follow the same route as in Ch. 4 and do not start from a microscopic description
of all the system’s components. Instead, we focus on the 2D material and the quantized
SPP mode. The dielectric-metal interface is only considered as the electromagnetic
environment that determines the spatial structure and the dispersion relation of the SPP
mode. It is described by the electric permittivity εd and εm of the dielectric and the
metal and imposes additional interface conditions on the electromagnetic field. Hence,
the SPP mode is nothing but the quantized version of the electromagnetic radiation in
the presence of a dielectric-metal interface. (See App. A.1 for more details.)
We describe the bare material by the single-band Hubbard Hamiltonian (2.1) intro-

duced in Sec. 2.1.1. Moreover, we set µ = U/2 to fix the average electron density to
nσ = 1

2 , such that the system may undergo a transition to a Mott-insulating phase at
large electron-electron interactions U . We introduce the coupling to the SPP mode us-
ing a representation in dipole gauge (see Sec. 2.3.2). With this, the Hamiltonian for the
system can be written as

Ĥ = Ĥlm + ĤU + Ĥfield, (5.1)

where
ĤU = U

∑
j

n̂j↑n̂j↓ (5.2)

denotes the local electron-electron interaction and

Ĥfield =
∑
q

ωqâ
†
qâq (5.3)

corresponds to the free radiation field of the SPP. As in Ch. 4, we set εd = 1 and assume
a simple Drude response for the metal, so that the dispersion relation is given by

ωq =

√√√√ω2
p

2
+ q2c2 −

√
ω4
p

4
+ q4c4 (5.4)

with the plasma frequency ωp.
The present matter Hamiltonian does not contain any dipolar transitions. Therefore,

all light-matter coupling terms related to the polarization density vanish. However,
the Hubbard model allows for hopping between neighboring lattice sites. Thus, the
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corresponding matrix elements have to be dressed with Peierls phase factors, and the
kinetic contribution in the presence of the SPP mode reads as

Ĥlm = −
∑
i,j,σ

tije
ieχij ĉ†iσ ĉjσ. (5.5)

We consider a square lattice with lattice parameter a and nearest-neighbor hopping;
hence, the hopping matrix elements are given by

tij =

{
t , |Ri −Rj | = a

0 , otherwise,
(5.6)

where Rm denotes the position vector of lattice site m.
Moreover, we assume that the electromagnetic field only varies slowly within the range

of one lattice spacing a. Therefore, the Peierls phases can be approximated as

χij =

∫ Rj

Ri

dr Â(r) ≈ Rji · Âij (5.7)

with the distance vector Rji = Rj − Ri and the vector potential Âij = Â(
Ri+Rj

2 ) at
the center of the bond between site i and j. For the SPP mode, the quantized vector
potential can be written as

Â(r) =
∑
q

eqAq(â
†
−q + âq)e

iq·ρ, (5.8)

where q = (qy, qz)
T is a two-dimensional mode vector, the operator â†q (âq) creates

(annihilates) a photon in mode q, eq = ē−q denotes the polarization vector of the mode,
and Aq = A−q ∈ R represents the corresponding amplitude. The two-dimensional vector
ρ = (y, z)T only contains the y- and z-coordinates of position r. In addition, it should
be mentioned that the amplitude Aq decays exponentially with x. More details on the
derivation of Eq. (5.8) and explicit expressions for the parameters can be taken from
App. B.1.

5.1.2. Expansion and truncation of the light-matter interaction

The Hamiltonian (5.5) describes a highly non-linear coupling between light and matter.
Expanding the Peierls phase factors in a Taylor series, the equation can be rewritten as

Ĥlm = Ĥhop +
∞∑
n=1

Ĥ
(n)
lm , (5.9)

where Ĥ
(n)
lm denotes the contribution of nth order in the photon operators. The zeroth-

order term Ĥhop corresponds to the kinetic part of the Hubbard model. In k-space it is
diagonal and reads as

Ĥhop =
∑
kσ

ϵkĉ
†
kσ ĉkσ (5.10)
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with the electron dispersion

ϵk = −2t[cos(kya) + cos(kza)] (5.11)

for the square lattice. With this, the full Hamiltonian of the system is given by

Ĥ = Ĥmat +

∞∑
n=1

Ĥ
(n)
lm + Ĥfield, (5.12)

where Ĥmat = Ĥhop+ĤU corresponds to the bare matter Hamiltonian, which is described
by the Hubbard model (2.1). Henceforth, we neglect all light-matter interaction terms

beyond the second order and only take into account Ĥ
(1)
lm and Ĥ

(2)
lm .

The linear contribution to the interaction reads as

Ĥ
(1)
lm =−

∑
i,j,σ

∑
q

ietijRji · Âij ĉ
†
iσ ĉjσ

=
∑
i,j,σ

∑
q

vqij ĉ
†
iσ ĉjσ(â

†
−q + âq)

(5.13)

with the coupling constants

vqij = γq(Rij)e
iq·(Ri+Rj)/2. (5.14)

The factor
γq(Rij) = ietijAqRij · eq (5.15)

only depends on the difference Rij = Ri − Rj and thus can be Fourier transformed,
which yields

γq,k =
∑
R

e−ik·Rγq(R)

=− eAqeq · vk
(5.16)

with the group velocity vk = ∇kϵk. Using this definition, the linear coupling term can
be rewritten as

Ĥ
(1)
lm =

∑
k,q,σ

γq,k+q/2ĉ
†
k+qσ ĉkσ(â

†
−q + âq). (5.17)

The second-order light-matter interaction is given by

Ĥ
(2)
lm =

1

2

∑
i,j,σ

tije
2(Rji · Âij)

2ĉ†iσ ĉjσ

=
1

2

∑
i,j,σ

∑
q1,q2

ṽq1q2ij ĉ†iσ ĉjσ(â
†
−q1 + âq1)(â

†
−q2 + âq2),

(5.18)

where
ṽq1q2ij = γ̃q1q2(Rij)e

i(q1+q2)·(Ri+Rj)/2. (5.19)
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Again, the coupling constant contains a factor that only depends on the distance Rij .
It reads as

γ̃q1q2(Rij) = e2tijAq1Aq2(eq1 ·Rij)(eq2 ·Rij) (5.20)

and can be transformed to k-space, which gives

γ̃q1,q2,k =
∑
R

e−ik·Rγ̃q1q2(R)

=− e2(Aq1eq1 · ∇k)(Aq2eq2 · ∇k)ϵk.

(5.21)

With this, the second-order light-matter Hamiltonian can be recast into the form

Ĥ
(2)
lm =

1

2

∑
q1,q2,k

∑
σ

γ̃q1,q2,k+(q1+q2)/2ĉ
†
k+q1+q2σ

ĉkσ(â
†
−q1 + âq1)(â

†
−q2 + âq2). (5.22)

A detailed calculation of the Fourier transforms is given in App. B.2.

5.2. DMFT formalism

We aim to integrate the interaction with the SPP mode into the DMFT formalism using
diagrammatic perturbation theory. For that purpose, we supplement the local self-energy
of the impurity model by a number of k-dependent terms from a diagrammatic series.
Incorporating the light-matter interaction does not change the structure of the single-site
impurity problem. This is due to the fact that DMFT only includes diagrams with the
same site index at all internal and external vertices. The light-matter coupling constants
vqij and ṽ

q1q2
ij , however, vanish for i ̸= j, such that any diagram involving the SPP mode

depends on at least two different lattice sites. Therefore, we separate the self-energy
into a part Σmat that only contains U interaction lines and a contribution ΣSPP that
accounts for the additional electron-photon coupling.
With this definition, DMFT provides a local approximation for Σmat, while ΣSPP

can be estimated from the leading order diagrams of the perturbation series. Fig. 5.2
illustrates the two self-energy contributions. Note that we have boldified the electronic
Green’s function lines, i.e., they correspond to the fully interacting system. The basic
idea of this approach is similar to the GW+DMFT approximation described in [7],
where the local and non-local contributions of the Coulomb interaction are separated
in a similar manner. We implement the DMFT algorithm using the NESSi library [80],
which is designed for non-equilibrium Green’s functions. Therefore, the equations below
are expressed in the Keldysh formalism.

5.2.1. Self-energy contribution of the SPP mode

As a first approximation, we only take into account the leading-order diagrams con-
tributing to the skeleton expansion of ΣSPP, which are highlighted by the green box
in Fig. 5.2. In general, the lowest-order terms resulting from the linear light-matter
interaction are given by a Hartree-like and a Fock-like diagram (upper two diagrams in
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5.2. DMFT formalism

Figure 5.2.: Separation of the electron self-energy. While Σmat only contains U -
interaction lines (dashed lines), ΣSPP also includes photon propagators (wavy lines).
The bold solid lines correspond to the fully interacting Green’s function. Blue dots rep-
resent interaction vertices for the linear light-matter coupling (vqij or γq,k+q/2 and c.c.),
and red squares indicate interaction vertices for the second-order term of the light-matter
Hamiltonian (ṽq1q2ij or γ̃q1,q2,k+(q1+q2)).
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5. DMFT study of the Mott transition in a system with electron-photon interactions

the green box). In position representation, the Hartree-term is given by the following
expression

ΣH
ijσ(t, t

′) = δC(t, t
′)i

∫
C
dt̄

∑
lmq

vqijD
0
q(t, t̄)v

−q
lmGlmσ(t̄, t̄), (5.23)

where
Gijσ(t, t

′) = −i⟨TC ĉiσ(t)ĉ†jσ(t′)⟩ (5.24)

denotes the fully interacting electron Green’s function and

D0(t, t′) = −i⟨TC âq(t)â†q(t′)⟩ − i⟨TC â−q(t
′)â†−q(t)⟩ (5.25)

represents the free photon propagator. However, due to the geometry of the lattice, the
Green’s function is invariant under an exchange of the position indices, i.e., Glmσ(t̄, t̄) =
Gmlσ(t̄, t̄). Moreover, the light-matter coupling constants satisfy the relation v−q

lm =

−v−q
ml . Consequently, the Hartree-like contribution to the self-energy can be rewritten

as

ΣH
ijσ(t, t

′) = −δC(t, t′)i
∫
C
dt̄

∑
lmq

vqijD
0
q(t, t̄)v

−q
mlGmlσ(t̄, t̄) = −ΣH

ijσ(t, t
′) (5.26)

and therefore equals zero. The Fock-like term gives rise to a non-vanishing contribution
and reads as

Σ
(1)
kσ(t, t

′) = i
∑
q

|γq,k−q/2|2Gk−qσ(t, t
′)D0

q(t, t
′). (5.27)

Now, we turn to the lowest-order diagram originating from the second-order light-
matter interaction (lower diagram in the green box). The corresponding self-energy

is proportional to a delta-function in time and thus can be written as Σ
(2)
k (t, t′) =

δC(t, t
′)sk(t), where

sk(t) = i
1

2

∑
q

γ̃q,−q,kD
0
q(t, t). (5.28)

This contribution can be interpreted as a photon-induced correction to the electron
dispersion ϵk.

5.2.2. Impurity problem

As mentioned previously, the electron-photon interaction does not alter the structure of
the single-site impurity action, which is given by

Simp =

∫
C
dtdt′

∑
σ

c̄σ(t)G−1(t, t′)cσ(t
′)− U

∫
C
dt n↑(t)n↓(t), (5.29)

where the Weiss field can be expressed in terms of the hybridization function ∆ as

G−1(t, t′) = (i∂t + µ)δC(t, t
′)−∆(t, t′). (5.30)
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5.2. DMFT formalism

The Green’s function of the impurity is defined as

Gimp
σ = −i⟨cσ(t)c̄σ(t′)⟩Simp (5.31)

with ⟨...⟩Simp = Z−1
∫
D[c̄, c](eiSimp ...) and the partition function Z =

∫
D[c̄, c]eiSimp . It

is related to the Weiss field and the self-energy Σimp by the Dyson equation

Gimp
σ = G +Gimp

σ ∗ Σimp ∗ G, (5.32)

where the operator ∗ indicates a convolution in time. (See Sec. 2.1.4 for a brief intro-
duction to DMFT on the Keldysh contour.)
We solve the impurity problem using iterative perturbation theory (IPT). In this ap-

proach, the self-energy is approximated by the two lowest-order terms of a diagrammatic
expansion in the interaction U and reads as

Σimp(t, t
′) ≈ sUδC(t, t

′) + ΣU (t, t
′), (5.33)

where, at half-filing,
sU = U⟨nσ⟩ = U/2, (5.34)

and
ΣU (t, t

′) = U2G(t, t′)G(t, t′)G(t′, t). (5.35)

At first view, this may seem like a crude approximation, and indeed, the calculation
should rather be understood as a first qualitative analysis of the system. However, it
should be mentioned that, at half-filling, the IPT method does not only give reasonable
results for small U , but also becomes exact if U is large compared to the bandwidth
of the non-interacting system. Hence, the IPT method can be considered as an in-
terpolation between the weak-coupling and strong-coupling limit [29]. Since the first
term in Eq. (5.33) is diagonal in time, it can be absorbed in the chemical potential
µ̃ = µ− sU , which vanishes for a half-filled system. Thus, the impurity Dyson equation
can be rewritten as

[(i∂t + µ̃)I−∆− ΣU ] ∗Gimp
σ = I. (5.36)

5.2.3. Self-consistency

Following the DMFT method, we assume that

Gimp
σ = Gloc

σ =
1

N

∑
k

Gkσ, (5.37)

where Gloc
σ denotes the local lattice Green’s function. Moreover, we approximate the

matter part of the self-energy with the local impurity self-energy, i.e.,

Σmat
kσ (t, t′) ≈ Σimp(t, t

′). (5.38)
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5. DMFT study of the Mott transition in a system with electron-photon interactions

Figure 5.3.: Algorithm flowchart of the DMFT loop for the Hubbard model with cou-
pling to the SPP mode.

With this approximation, we take into account all local diagrams of Σmat up to arbitrary
order in U . The self-energy contribution due to the SPP mode is estimated from the
lowest order diagrams introduced in Sec. 5.2.1 and thus reads as

ΣSPP
kσ (t, t′) ≈ δC(t, t

′)sk(t) + Σ
(1)
kσ(t, t

′). (5.39)

Therefore, the lattice Dyson equation can be written as[
(i∂t + µ̃− ηk)I− ΣU − Σ

(1)
kσ

]
∗Gkσ = I (5.40)

with the renormalized electron dispersion ηk = ϵk + sk.
For the system under consideration, we encountered numerical issues when solving

the impurity Dyson equation (5.32) for the Weiss field G if the material is in the Mott-
insulating phase. To avoid this problem, we express the self-consistency in terms of the
hybridization function ∆. In this formulation, the impurity Dyson equation is replaced
by the relation

∆ +G(1)
σ ∗∆ = G(2)

σ (5.41)

with

G(1)
σ =

1

N

∑
k

(ηkI+ΣGW
k ) ∗Gkσ (5.42)

G(2)
σ =

1

N

∑
k

[ΣGW
k + (ηkI+ΣGW

k ) ∗Gkσ ∗ (ηkI+ΣGW
k )] (5.43)
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Even for the square lattice, Eq. (5.41) can be solved numerically and yields convergent
results in the metallic and Mott-insulating regime. A derivation of the expression is
given in App. B.3.
The algorithm to solve the self-consistent DMFT equations is illustrated by the flowchart

in Fig. 5.3. It consists of the following steps:

1. Start from an initial guess for the hybridization function ∆ and pass it to the IPT
impurity solver. Initialize the lattice Green’s function Gkσ.

2. IPT impurity solver: Determine G using Eq. (5.30) and calculate the IPT self-
energy ΣU from Eq. (5.35).

3. Contribution of the SPP mode: Calculate the self-energy Σ
(1)
kσ defined in Eq. (5.27).

4. Lattice problem: Solve the Dyson equation (5.40) for Gkσ and determine G
(1)
σ and

G
(2)
σ using Eq. (5.42) and (5.43).

5. Update the hybridization function ∆ by solving Eq. (5.41).

6. If the result has not converged yet, repeat the procedure starting from step 2.

5.3. Results and discussion

This section provides a brief overview of the current findings. We first discuss in Sec. 5.3.1
how the strength of the electron-photon coupling can be influenced and specify the choice
of parameters. In Sec. 5.3.2, we consider the DMFT results and analyze how the Mott
metal-insulator transition is affected by the self-energy contribution from the SPP mode.

5.3.1. Coupling strength and parameters

The strength of the electron-photon interaction is determined by the vertices γq,k−q/2

and γ̃q,−q,k defined in Eq. (5.16) and (5.21). These vertices control how much each mode
q of the electromagnetic field contributes to the self-energy at a given lattice vector k.
Evaluating the corresponding expression for the linear coupling to the SPP mode yields

|γq,k−q/2|2 =
2

N

g2

ωq
t2e−2Qdx0N 2

q

(
Qd

q2

)2

×

× {qy sin[(ky − qy/2)a] + qz sin[(kz − qz/2)a]}2 ,
(5.44)

where the normalization factor Nq and the q-dependent decay constant Qd are defined
in App. A.1, q = |q|, and the dispersion relation ωq is given by Eq. (5.4). Moreover, we
have introduced the energy scale

g2 =
e2a2

ε0εda3
, (5.45)

which determines the overall coupling strength. Note that this parameter exhibits a
similar structure as the collective coupling defined in Sec. 3.2 and Ch. 4. Again, the
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5. DMFT study of the Mott transition in a system with electron-photon interactions

numerator has the dimension of a dipole moment squared, while the denominator scales
as the size of a single unit cell a3. However, the dipole moment in the numerator depends
on the lattice constant a, such that g2 is not proportional to the density N/V = 1/a3 but
only scales as 1/a. The coupling constant for the second-order light-matter interaction
reads as

γ̃q,−q,k =− 1

N

g2

ωq
te−2Qdx0N 2

q

(
Qd

q2

)2

×

×
[
q2y cos(kya) + q2z cos(kza)

]
.

(5.46)

Below, we fix the hopping matrix element to t = 0.03 eV, which serves as our unit of
energy. This value is comparable to the nearest-neighbor hopping amplitudes calculated
for real quasi-two-dimensional organic molecular crystals [67]. Moreover, we define the
unit of length as the lattice parameter a = 10−9 m, consistent with typical values
observed in real organic materials (see, e.g., footnote 32 in [18]). As a result, the speed
of light is calculated as c = 6577.6× 103 (noting that we have set ℏ = 1) and g2 ≈ 600.

Both |γq,k−q/2|2 and γ̃q,−q,k vanish as q → ∞; consequently, only a finite range of q-
vectors contributes to the interaction. The coupling decays exponentially as the distance
x0 between the two-dimensional material and the metal surface is increased. Further-
more, the interaction strength can be modified by changing the plasma frequency ωp.
This is illustrated in Fig. 5.4 and 5.5, where N |γq,k−q/2|2 and Nγ̃q,−q,k are plotted as a
function of q at three different k-points for ωp = 2 and ωp = 1. It is clearly visible that
a decrease in the plasma frequency leads to an enhancement of the linear light-matter
interaction constant |γq,k−q/2|2. The same applies to the magnitude of the second-order
coupling strength γ̃q,−q,k.

This behavior can be explained as follows: for c≫ ωq, Qd ≈ Qm ∼ q and N 2
q ∼ aq/2.

As a result, the decay constants and the normalization factor are independent of the
SPP dispersion ωq, and the light-matter coupling strengths are proportional to 1/ωq.
In addition, ωq is approximately given by ωp/

√
2 except for q ≪ 1, where it takes a

smaller value (see App. A.1 for more details). Hence, |γq,k−q/2|2 and γ̃q,−q,k are almost
inversely proportional to the plasma frequency for most modes q. In the following, we
use this behavior to control the interaction between the SPP mode and the material.
The distance x0 is set to 2.5.

5.3.2. Mott metal-insulator transition

To investigate the effect of the SPP mode on the Mott metal-insulator transition, we
consider two quantities. On the one hand, we determine the local Matsubara Green’s
function Gloc

σ (τ) = −iGloc
σ (−iτ, 0) at τ = β/2, which provides an estimate for the local

density of states at the Fermi level. (See App. B.4.1 for further explanations.) In the
metallic regime, Gloc

σ (β/2) takes a finite value due to the quasiparticle peak appearing in
the density of states at ω = 0 (i.e., at the Fermi energy). Conversely, the Mott-insulating
state is characterized by an energy gap. Consequently, there is no spectral weight at
zero frequency, and Gloc

σ (β/2) vanishes.
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Figure 5.4.: Coupling constant N |γq,k−q/2|2 for the linear light-matter interaction as
a function of the mode vector q at a given crystal momentum k. For panels (a), (c),
and (e), the plasma frequency has been set to ωp = 2.0, while (b), (d), and (f) show the
results for ωp = 1.0. The k-values correspond to the high symmetry points Γ = (0, 0)T

(panel (a) and (b)), X = (π, 0)T (panel (c) and (d)), and M = (π, π)T (panel (e) and
(f)). The unit of energy is equal to the hopping matrix element t, whereas the unit of
length is given by the lattice parameter a. The distance x0 has been set to 2.5.
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Figure 5.5.: Coupling constant Nγ̃q,−q,k for the second-order light-matter interaction
as a function of the mode vector q at a given crystal momentum k. For panels (a), (c),
and (e), the plasma frequency has been set to ωp = 2.0, while (b), (d), and (f) show the
results for ωp = 1.0. The k-values correspond to the high-symmetry points Γ = (0, 0)T

(panel (a) and (b)), X = (π, 0)T (panel (c) and (d)), and M = (π, π)T (panel (e) and
(f)). The unit of energy is equal to the hopping matrix element t, whereas the unit of
length is given by the lattice parameter a. The distance x0 has been set to 2.5.
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On the other hand, we calculate the double occupancy

D = ⟨n̂j↑n̂j↓⟩ =
1

4
− i

U

[∫
C
dt̄ΣU (t, t̄)G

loc
σ (t̄, t)

]<
. (5.47)

(A derivation of this formula is given in App. B.4.2.) In the non-interacting limit, D
takes a value of 1/4 owing to the fact that at half filling, each site may take one of the
four possible states |↑⟩ (one electron with spin up), |↓⟩ (one electron with spin down),
|↑↓⟩ (doubly occupied site), or |0⟩ (empty site) with equal probability. As U is increased,
however, the cost in energy for doubly occupied sites becomes larger, which leads to a
reduction of D.

Fig. 5.6 displays the DMFT results at three different inverse temperatures β for N =
10 × 10. The data illustrated by the green triangles correspond to a system without
coupling to the SPP mode (g2 = 0). Panels (a), (c), and (e) clearly show a phase
transition from a metal with Gloc

σ (β/2) < 0 to a Mott insulator with Gloc
σ (β/2) = 0.

At β = 10 and β = 20, there is a region where both phases coexist, which indicates
a first-order phase transition. The two solutions have been obtained by increasing or
decreasing U and using the result from the previous U value as an initial guess for
the DMFT iteration. Similarly, the double occupancy in panel (d) and (f) exhibits a
discontinuous jump and a coexistence region near the phase transition. The curves for
β = 5 (panel (a) and (b)) are almost continuous. This is in agreement with previous
DMFT calculations, which predict that the region of coexistence becomes smaller as the
temperature is increased (β is decreased) until it shrinks to a single critical point, where
the transition is of second order. Above this temperature, there is no insulating state
due to thermal activations across the Mott-Hubbard gap [29].
Moreover, it can be seen that the critical interaction U decreases with increasing

temperature. This behavior can be attributed to the higher entropy of the insulating
DMFT solution compared to the metallic regime, which leads to a stronger reduction
of the free energy with rising T . However, DMFT does not take into account spin
fluctuations, which may counteract this effect. In fact, it has been shown for the two-
dimensional square lattice that anti-ferromagnetic correlations reverse the slope of the
critical line Uc(T ) and might even inhibit a transition to the metallic phase at T = 0 [77].
Nevertheless, the DMFT calculation provides a reasonable estimate for the behavior of
the system and thus offers a qualitative understanding of the photon-induced effect on
the Mott metal-insulator transition.
The red crosses and the blue dots in Fig. 5.6 represent results for a non-vanishing

light-matter interaction (g2 = 600) and a plasma frequency of ωp = 2 and ωp = 1,
respectively. For all β = 1/T , the phase transition shifts to higher values of U as ωp

is reduced. This indicates that the metallic state is stabilized as the coupling to the
SPP mode is enhanced. The nature of the phase transition is not affected. There is
still a coexistence region near the critical interaction Uc, which becomes smaller as β is
decreased (T is increased). In addition, DMFT still predicts that the Mott-insulating
phase will be entropically stabilized if the temperature is increased.

A possible explanation for this behavior is the effective renormalization of the hop-
ping matrix elements due to the second-order light-matter interaction. As mentioned
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Figure 5.6.: DMFT results for the local Matsubara Green’s function at τ = β/2 (panels
(a), (c), and (e)), and the double occupancy D (panels (b), (d), and (f)) as a function
of U at various inverse temperatures β. All calculations have been performed for a
lattice of N = 10 × 10 sites. The green triangles correspond to the bare material with
vanishing light-matter coupling, while the blue dots and the red crosses correspond to
an interacting system, where the plasma frequency of the metal region has been set to
ωp = 1 and ωp = 2, respectively. In both cases, the distance x0 is fixed to 2.5 and
g2 = 600. The unit of energy is given by the hopping parameter t, and the unit of length
has been set to the lattice constant a.
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previously, the corresponding self-energy contribution sk can be absorbed in the effective
electron dispersion ηk = ϵk + sk. For the model under consideration, sk can be written
as sk = −2∆t[cos(kya) + cos(kxa)], so that ηk = −2(t + ∆t)[cos(kya) + cos(kxa)] and
thus takes the same form as the non-interacting electron dispersion with a renormalized
hopping amplitude teff = t+∆t. The change ∆t in the hopping amplitude is given by

∆t = −1

4

1

N

∑
q

D0
q(β)

g2

ωq
te−2Qdx0N 2

q

(
Qd

q2

)2

q2y

= −1

4

1

N

∑
q

D0
q(β)

g2

ωq
te−2Qdx0N 2

q

(
Qd

q2

)2

q2z ,

(5.48)

where D0
q(β) = − cosh(βωq/2)/ sinh(βωq/2) denotes the Matsubara component of the

bare photon propagator at τ = β.
The upper panel of Fig. 5.7 displays the effective electron dispersion ηk at β = 10

for ωp = 1 and ωp = 2. Moreover, the dashed gray line indicates the non-interacting
electron dispersion ϵk. As can be seen in the graphic, the interaction with the SPP
mode gives rise to a positive renormalization of the hopping amplitude, which becomes
larger as the plasma frequency is decreased. This is also shown in the lower left panel of
Fig. 5.7, where ∆t is plotted as a function of ωp for three different inverse temperatures
β. The effective change in t is largest at low plasma frequencies, where the coupling to
the SPP mode is strongest, and decreases as ωp is increased, such that the light-matter
interaction becomes weaker.
The lower right panel in Fig. 5.7 illustrates the temperature dependence of ∆t. In

general, the effect is more significant at smaller values of ωp, i.e., if the electron-photon
coupling is strong. The blue curve for ωp = 1 indicates that the light-induced renor-
malization of the hopping matrix elements is most pronounced at high temperatures
(small β), which can be attributed to an increase in the thermal photon fluctuations.
These results imply that the second-order contribution of the coupling to the SPP mode
effectively increases the hopping amplitude, giving rise to a stronger delocalization of
the electrons. As a result, the transition to the Mott-insulating state is suppressed, and
the material remains metallic up to larger values of the Hubbard interaction U .
This effect can also be translated into an effective change in U . We define a modified

electron-electron interaction Ueff = Ut/(t + ∆t) to account for the change ∆t of the
hopping matrix elements due to the second-order light-matter interaction. Fig. 5.8 shows
the DMFT results for the double occupancy as a function of Ueff. In this representation,
the data for a system without light-matter interaction (green triangles) and the outcomes
for the coupled light-matter system (blue dots and red crosses) are very close. However,
they do not collapse into a single curve. The remaining deviation can be attributed to
the first-order term of the electron-photon interaction. As can be seen in the graphic,
this contribution also leads to a slight stabilization of the metallic phase.
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Figure 5.7.: Renormalization of the hopping amplitude due to the self-energy contri-
bution sk of the second-order light-matter interaction term. Upper panel: renormalized
electron dispersion ηk = ϵk + sk at β = 10 for ωp = 1, 2. The gray dashed line in-
dicates the bare non-interacting electron dispersion. Lower left panel: photon-induced
change ∆t of the hopping matrix elements as a function of the plasma frequency ωp for
β = 1, 10, 20. Lower right panel: ∆t as a function of the inverse temperature β = 1/T
for ωp = 1, 2.
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Figure 5.8.: Double occupancy as a function of the effective Hubbard interaction Ueff =
Ut/(t + ∆t), where ∆t denotes the effective change in the electron dispersion due to
the self-energy contribution sk of the second-order light-matter coupling term. The
calculation has been performed for a lattice of N = 10 × 10 sites, and the distance has
been fixed to x0 = 2.5, where the unit of length is given by the lattice parameter a. The
unit of energy has been set to the hopping amplitude t.
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5.4. Conclusion and outlook

Our results suggest that the Mott metal-insulator transition of the half-filled 2D Hubbard
model can be affected by the vacuum fluctuations of the electromagnetic field near a
dielectric-metal interface. The current setting allows us to control the intensity of the
light-matter interaction through various parameters and thereby tune the strength of the
photon-induced effect. Specifically, we have altered the plasma frequency of the metallic
region, which leads to a nearly homogeneous scaling of the light-matter coupling across
most mode vectors q. Our calculations indicate that the interaction with the SPP mode
stabilizes the metallic phase, shifting the transition to the Mott-insulating state to higher
values of the Hubbard interaction U .
The underlying physical mechanism is yet to be understood and requires further anal-

ysis. An important aspect could be the effective enhancement of the hopping amplitude
due to the second-order light-matter interaction, which leads to a stronger delocalization
of electrons and thus favors the metallic over the Mott-insulating phase. Moreover, it is
conceivable that the free energy Fm of the metallic phase is influenced more strongly by
the electromagnetic field than the free energy Fi of the Mott insulator. This has been
discussed as a possible scenario for the cavity-induced shift of the metal-to-insulator
transition in 1T-TeS2 [42]. In particular, a reduction of Fm relative to Fi would cause a
stabilization of the metallic state over a larger range of parameters.
To verify whether this mechanism is also relevant to the present model, it might be in-

sightful to compute the free energy of the system. In addition, this analysis would allow
us to identify the true critical point of the phase transition, where the free energy con-
tributions of the two phases intersect. Furthermore, it might be interesting to calculate
and analyze the spectral function of the material. Given that the DMFT algorithm is
already implemented in the complex time domain, this would only require an additional
time evolution on the real-time axis and a Fourier transform of the resulting retarded
electron Green’s function.
The aforementioned steps are all based on the current approximation scheme. Once

this formalism has been fully leveraged, more refined techniques might provide further
insights into the physical behavior of the system and help validate previous findings. For
instance, the impurity problem could be solved with a method that goes beyond IPT.
Possible approaches include the one-crossing or two-crossing approximation [20] or the
CT-QMC method [87, 31], which is, however, limited to the imaginary-time domain.
Moreover, it might be worthwhile to extend the number of diagrams incorporated in

the self-energy contribution of the SPP mode. One possible approach is to substitute

the free photon propagators D0
q in sk and Σ

(1)
kσ with a renormalized propagator Dq that

includes polarization diagrams consisting of matter operators. This approach would
account for the feedback of the material on the SPP mode. Even if the polarization
diagrams were treated approximately, e.g., by neglecting vertex corrections, this would
allow incorporating self-energy diagrams up to infinite order inD0

q. However, it should be
noted that the approximation scheme requires a slight modification of the DMFT loop,
as the photon propagator Dq has to be determined self-consistently. This is analogous
to the GW+DMFT formalism, where the screened Coulomb interaction is determined
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in a similar manner [7].
Once a comprehensive framework for the system under consideration has been devel-

oped, the formalism can be applied to more realistic models. In terms of the material, it
might be interesting to consider quasi-two-dimensional organic charge-transfer salts of
the κ-(BEDT-TTF)2X family. These compounds may undergo a Mott metal-insulator
transition driven by chemical substitution, pressure, or temperature [18, 11] and are
effectively described by a frustrated half-filled Hubbard model on a square lattice with
next-nearest-neighbor hopping along one diagonal of the square plaquettes [67]. Thus,
the DMFT formalism would only need slight adaption to account for the broken particle-
hole symmetry.
Furthermore, it is important to note that we deliberately selected unrealistically low

values for the plasma frequency of the metal supporting the surface plasmon mode. This
choice was made for demonstrative purposes, as it enables us to push the strength of the
light-matter coupling into a regime where the effect of the SPP mode becomes significant.
In typical metals, ωp ranges between 5 eV and 15 eV [56], corresponding to 167 to 500
in units of the hopping amplitude t for the present model. Therefore, the parameter
regime studied in this chapter may not be accessible in experiments. To address this
challenge, the SPP mode could be substituted with a surface phonon polariton (SPhP)
mode. SPhPs can exhibit frequencies on the order of 10−2 eV [57, 91], which would
permit exploring the parameter regime where photon-induced effects are measurable.
In summary, our results suggest that multilayered structures offer a promising platform

for engineering the equilibrium properties of 2D quantum materials through the vacuum
fluctuations of the electromagnetic field. The approximation scheme presented in this
chapter can be readily extended and might even prove relevant to future experiments.

95





6. Conclusion

In the course of this thesis, we have analyzed several models with quantum light-matter
interactions and investigated how the vacuum fluctuations of the electromagnetic field
affect the equilibrium properties of the system. For that purpose, we introduced a col-
lective theory for single-mode models and adapted the standard dynamical mean-field
approach to systems with dipolar or Peierls phase coupling. Our theoretical consider-
ations predict that the coupling between light and matter may give rise to non-trivial
effects that go beyond a simple static mean-field picture. We have shown that it is
possible to modify the response of a microscopic system with a single cavity mode and
to influence phase transitions in macroscopic solids by coupling them to a continuum of
electromagnetic modes. This was demonstrated for a paraelectric-to-ferroelectric phase
transition in Ch. 4 and a Mott metal-insulator transition in Ch. 5.
For macroscopic materials with linear light-matter interaction, the combined effect of

multiple modes can be crucial. As discussed in Ch. 3, this is due to the fact that the
radiative corrections of a single mode to the mean-field matter response vanish in the
thermodynamic limit if the single-particle coupling strength is finite. To achieve a signif-
icant effect, it is therefore essential that a sufficiently large fraction of the photon modes
contributes to the interaction. We thus considered a setting where the electromagnetic
field near a dielectric-metal interface hybridizes with matter excitations of the metal and
forms surface plasmon polaritons (SPPs).
The SPPs are strongly confined to the interface, leading not only to an enhancement

of the light-matter interaction, but also enabling control of the coupling strength by
changing the distance between the material of interest and the metal surface. Moreover,
in solids with Peierls phase coupling, the strength of the light-matter interaction heavily
depends on the plasma frequency of the metal region. Therefore, similar multi-layered
structures might be of interest for experimental studies, as they provide means to control
the interplay of light and matter through various parameters.
The collective theory presented in Ch. 3 is quite general and only relies on a linear

interaction between the cavity mode and the matter degrees of freedom. Thus, the
formalism should also be applicable to other order parameters, such as incommensurate
charge density waves or exciton condensates, which couple linearly to the electromagnetic
radiation field. In addition, it might be interesting to analyze the dynamic response of
systems out of equilibrium within this theoretical framework.
Furthermore, we have seen in Ch. 4 and 5 that dynamical mean-field theory (DMFT)

is a versatile method that can be readily adapted to coupled light-matter systems. In
particular, DMFT offers the capability to treat a continuum of electromagnetic modes
with arbitrary spatial structure and dispersion, without requiring further simplifications
such as a Markov or rotating wave approximation. Hence, the formalism could be applied
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to more complex geometries than the translationally invariant hetero-structure studied
in this thesis. Moreover, it should be mentioned that the electromagnetic environment
can affect the longitudinal part of the electromagnetic field and thereby alter the elec-
trostatic Coulomb interaction. Up to this point, we have not considered this factor.
However, within the DMFT framework for dipolar coupling, this effect could be readily
incorporated into the effective dipole-dipole interaction.
In the future, it might be interesting to combine the mapping procedure presented in

Ch. 4 with the diagrammatic treatment of the Peierls phase factors discussed in Ch. 5.
This would permit the study of more general systems with dipolar transitions and itiner-
ant electrons that couple to the electromagnetic field, potentially allowing for predictions
on the behavior of real materials. Moreover, it might be illuminating to benchmark the
DMFT formalism for coupled light-matter systems against other theoretical techniques
and to test it in real experiments to further assess its strengths and limitations. If DMFT
proves to provide reliable physical predictions, it could become a valuable theoretical tool
in the emergent field of “cavity quantum materials” and ultimately help to engineer the
properties of real solids with quantum light.
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A. Appendix to Ch. 4

A.1. Quantization of the SPP mode

As mentioned in the main text, we start from a classical treatment of the dielectric-metal
interface, which defines the electromagnetic environment for the SPP mode. To derive
a classical description for the SPP mode in terms of its electric and magnetic field, we
solve the macroscopic Maxwell’s equations closely following Ref. [21]. In the end, we
quantize the resulting electromagnetic field to obtain a non-classical description for the
SPP mode.
Assuming that the relative permeability µ = 1 in both the metallic and the dielectric

region, the materials are fully characterized by their electric permittivity ε. In the
absence of free charges and currents, Maxwell’s equations read as

∇ ·D = 0, (A.1)

∇ ·H = 0, (A.2)

∇×E = −µ0
∂H

∂t
, (A.3)

∇×H = ε0ε
∂E

∂t
. (A.4)

We first solve the equations using an ansatz of the form F = F(x)ei(qz−ωt) for all fields,
which corresponds to a mode traveling along the z-axis. Later, we obtain the full solution
by summing up all possible directions of propagation. Apart from that, we focus on the
transverse magnetic (TM) mode with Ey = Hx = Hz = 0. This yields

iqHy(x) =iωε0ε(x, ω)Ex(x) (A.5)

∂xHy(x) =− iωε0ε(x, ω)Ez(x) (A.6)

for the x and z component of Eq. (A.4) and

iqEx(x)− ∂xEz(x) = µ0iωHy(x) (A.7)

for the y component of Eq. (A.3).
Eliminating Hy(x) from Eq. (A.5) and (A.6), we obtain

Ez(x) = − i

q
∂xEx(x). (A.8)

With this result, we can substitute Ez(x) in Eq. (A.7). Moreover, we replace Hy(x) using
Eq. (A.5), which gives

0 = ∂2xEx(x)−Q2Ex(x), (A.9)
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with

Q(x) =

√
q2 −

(ω
c

)2
ε(x, ω). (A.10)

The solution of Eq. (A.9) reads as

Ex(x) =
{
Ame

Qmx , x < 0

Ade
−Qdx , x > 0

(A.11)

where Qm and Qd refer to Q(x) evaluated for the dielectric function εm or εd in the
metal (x < 0) or the dielectric (x > 0), respectively.

The tangential components of H and E are continuous at the interface; therefore,
using (A.5) and the solution (A.11) to obtain Hy, we get

Am =
εd
εm
Ad. (A.12)

Moreover, calculating Ez from (A.8) and (A.11), the continuity condition for E yields

QmAm = −QdAd. (A.13)

Combining these two expressions gives the dispersion relation

Qm

εm
= −Qd

εd
, (A.14)

which can be solved for

q =
ω

c

√
εmεd
εm + εd

. (A.15)

Let us briefly analyze the result for a constant permittivity εd in the dielectric region
and a Drude response

εm(ω) = 1−
(ωp

ω

)2
(A.16)

in the metallic part of the system. In this case, Eq. (A.15) cannot be solved analytically
for the frequency; therefore, we consider the asymptotic behavior of ω(q). In the limit
of small ω, we can Taylor expand 1/εm in powers of ω. Since it vanishes up to second
order, we can neglect this contribution for ω ≪ 0, which yields ω ≈ qc/

√
εd. Moreover,

for propagating modes, the wave number q has to be real; thus, the argument of the
square root has to be positive, which yields the condition ω < ωp/

√
εd + 1. At this point,

Eq. (A.15) diverges, i.e., the frequency ω approaches this value as q → ∞. In Fig. 4.2 in
the main text, we plot the dispersion relation at three different permittivities εd. The
asymptotic results for ω ≪ 1 and q → ∞ are indicated by the dotted and dashed lines,
respectively.
For all DMFT calculations, we set εd = 1. In this case, the dispersion relation can be

solved analytically for the frequency. There is only one physical solution, which is given
by

ωq =

√√√√ω2
p

2
+ q2c2 −

√
ω4
p

4
+ q4c4. (A.17)
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A.2. Photon-induced interaction

To quantize the electromagnetic field, we introduce the bosonic operators â†q (âq),
which create (annihilate) a photon with wave vector q = (qy, qz)

T = q(sin(φ), cos(φ))T ,
where φ ∈ [0, 2π) denotes the angle to the z-axis. With this definition, we include all
possible directions of propagation for the TM SPP mode, and the electric field operator
can be expanded as follows

Ê(r) =
∑
q

√
ωq

2ε0ε(x, ωq)Na3
[uq(x)e

iq·ρâq +H.c.], (A.18)

where a denotes the lattice constant, such that the total volume of the system is given by
V = Na3. Moreover, we have defined the two-dimensional position vector ρ = (y, z)T ,
and the mode functions

uq(x) = Nq



eQmx

 1

i(Qm/q) sin(φ)

i(Qm/q) cos(φ)

 , x < 0

e−Qdx

 1

−i(Qd/q) sin(φ)

−i(Qd/q) cos(φ)

 , x > 0

. (A.19)

The normalization factors Nq are calculated from the condition
∫
V d

3r|uq(x)|2 = Na3,
which yields

Nq =
√
a

{
1

2Qm

[
1 +

(
Qm

q

)2
]
+

1

2Qd

[
1 +

(
Qd

q

)2
]}− 1

2

. (A.20)

In free space, where the electromagnetic field can be expanded in simple plane waves,
i.e., uq(x) ∼ eiqxx, this factor would be proportional to 1√

Na3
and thus would vanish in

the thermodynamic limit. This proves that the spatial confinement of the SPP mode to
the dielectric-metal interface due to the exponential decay of the mode functions gives
rise to an enhancement of the light-matter interaction as compared to the vacuum case.

A.2. Photon-induced interaction

In the following, we derive an expression for the photon-induced interaction. We start
from the full imaginary-time action

S = Smat + SPP + SEP + Sfield, (A.21)

where the free SPP mode is described by

Sfield =

β∫
0

dτ āq(τ) [∂τ + ωq] aq(τ) (A.22)
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and the linear coupling between light and matter is given by

SEP =

β∫
0

dτ
∑
r,q

√
ωq

2N

[
gqe

iq·Rraq(τ) + c.c.
]
σ1r (τ). (A.23)

Integrating out the bosonic fields aq(τ) and āq(τ) yields an induced interaction Sind,
which is defined by the relation

e−Sind=e−SPP

∫
D[ā, a]e−(SEP+Sfield). (A.24)

Note that we have also included the dipolar self-interaction in the definition because it
originates from the light-matter coupling as well.
The Gaussian path integral in Eq. (A.24) can be solved analytically and evaluates to

Sind = −1

2

β∫
0

dτ

β∫
0

dτ ′
∑
r,r′

σ1r (τ)W
ind
r,r′ (τ − τ ′)σ1r′(τ

′), (A.25)

where

W ind
r,r′ (τ) = −

∑
q

|gq|2
N

e−iq·(Rr−Rr′ )
[
1 + ωqD

0
q(τ)

]
. (A.26)

Here D0
q(τ) represents the photon propagator in free space and is given by

D0
q(τ) = −⟨aq(τ)āq(0)⟩Sfield

= − e−τωq

1− e−βωq
. (A.27)

In Matsubara representation it reads as

D0
q(iνm) =

1

iνm − ωq
. (A.28)

The induced interaction W ind
r,r′ only depends on the distance Rr −Rr′ ; therefore, we

can perform a lattice Fourier transform of the form

fk =
∑
r

fre
ik·Rr . (A.29)

This yields

Wk(iνn) = −
∑

G∈LR

|gk+G|2 ν2n
ν2n + ω2

k+G

, (A.30)

where LR denotes the set of reciprocal lattice vectors. However, as can be seen in Fig. 4.4
in the main text, the coupling constants |gq|2 strongly decay at large q; thus, we assume
that they vanish outside the first Brillouin zone, i.e., |gk+G|2 → 0 for G ̸= 0, such that
the induced interaction can be simplified as

Wk(iνn) = −|gk|2
ν2n

ν2n + ω2
k

. (A.31)

This is the expression we use in the main text.
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A.3. Derivation of the DMFT equations

A.3.1. Mapping the lattice action to an impurity problem

We derive the impurity problem from the full Hubbard-Stratonovich action

SHS = S0 + Sφφ + Sφσ (A.32)

with the quadratic term

Sφφ =
1

2

β∫
0

dτ

β∫
0

dτ ′
∑
r,r′

φr(τ)[W
−1]r,r′(τ − τ ′)φr′(τ

′) (A.33)

and the local linear interaction

Sφσ = −
∑
r

β∫
0

dτφr(τ)σ
1
r (τ) (A.34)

(see Sec. 4.2.1 in the main text). The action for the isolated emitters can be written as
the sum

S0 =
∑
r

Sr
0 , (A.35)

where Sr
0 describes a single dipole at site r.

We aim to reduce this lattice problem to a model that describes a single impurity in
an effective environment. For that purpose, we use the so-called cavity method [29, 7]
and single out one site c, which is referred to as “the cavity site”. Then we split the
action into three parts: The first one includes all onsite terms and reads as

Sc = Sc
0 + Sc

φφ + Sc
φσ (A.36)

with

Sc
φφ =

1

2

β∫
0

dτ

β∫
0

dτ ′φc(τ)[W
−1]c,c(τ − τ ′)φc(τ

′) (A.37)

and

Sc
φσ = −

β∫
0

dτφc(τ)σ
1
c (τ). (A.38)

The second one describes a lattice, where site c is missing, i.e., there is a cavity at site
c. It is given by

S(c) =
∑
r ̸=c

Sr
0 + S(c)

φφ + S(c)
φσ (A.39)
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with

S(c)
φφ =

1

2

β∫
0

dτ

β∫
0

dτ ′
∑
r ̸=c

∑
r′ ̸=c

φr(τ)[W
−1]r,r′(τ − τ ′)φr′(τ

′) (A.40)

and

S(c)
φσ = −

∑
r ̸=c

β∫
0

dτφr(τ)σ
1
r (τ). (A.41)

And finally, there is the contribution

∆S =
∑
r ̸=c

β∫
0

dτφr(τ)tr(τ) (A.42)

with

tr(τ) =

β∫
0

dτ ′[W−1]r,c(τ − τ ′)φc(τ
′), (A.43)

describing the interaction of the cavity site with the rest of the lattice.
Based on this description, we formally integrate out all degrees of freedom that do not

correspond to the cavity site. This yields an effective action Shyb that incorporates the
interaction of the impurity at site c with the surrounding lattice. We denote the matter
fields by ξr and ξ̄r, such that the corresponding path integral is given by∫

D[φr ̸=c]

∫
D[ξr ̸=cξ̄r ̸=c]e

−SHS

= e−Sc

∫
D[φr ̸=c]

∫
D[ξr ̸=cξ̄r ̸=c]e

−(S(c)+∆S) = e−(Sc+Shyb).

(A.44)

The effective action Shyb can be expressed in terms of a cumulant expansion

Shyb = −
∞∑
n=1

(−1)n

n!

∑
r1...rn ̸=0

β∫
0

dτ1...

β∫
0

dτntrn(τ1)...trn(τn)Kr1...rn(τ1...τn) (A.45)

with the connected correlation functions

Kr1...rn(τ1...τn) = ⟨φr1(τ1)...φrn(τn)⟩conS(c) . (A.46)

As indicated by the subscript S(c), the time-ordered expectation values are evaluated for
the action (A.39).
In DMFT, all terms beyond second order are truncated, such that

Shyb = Shyb
1 + Shyb

2 , (A.47)
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where the first-order contribution reads as

Shyb
1 =

β∫
0

dτφc(τ)h(τ) (A.48)

with

h(τ) =
∑
r ̸=c

β∫
0

dτ ′[W−1]c,r(τ − τ ′)⟨T φr(τ
′)⟩S(c) , (A.49)

and the second-order term is given by

Shyb
2 = −

β∫
0

dτ

β∫
0

dτ ′φc(τ)∆hyb(τ − τ ′)φc(τ
′) (A.50)

with the hybridization function

∆hyb(τ) =
∑
r ̸=c

∑
r′ ̸=c

β∫
0

dτ1

β∫
0

dτ2[W
−1]c,r(τ − τ1)U

(c)
r,r′(τ1 − τ2)[W

−1]r′,c(τ2) (A.51)

and the propagator

U
(c)
r,r′(τ) = ⟨T φr(τ)φr′(0)⟩conS(c) . (A.52)

In summary, we obtain the approximate impurity action

Simp
HS = Sc

0 + Simp
φφ + Simp

φσ (A.53)

with a linear term

Simp
φσ = Sc

φσ + Shyb
1 = −

β∫
0

dτφc(τ)[σ
1
c (τ)− h(τ)] (A.54)

and a quadratic contribution

Simp
φφ = Sc

φφ + Shyb
2 =

1

2

β∫
0

dτ

β∫
0

dτ ′φc(τ)W−1(τ − τ ′)φc(τ
′), (A.55)

where the Weiss field
W−1(τ) = [W−1]c,c(τ)−∆hyb(τ) (A.56)

incorporates the onsite interaction [W−1]c,c(τ) as well as the hybridization function.
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A.3.2. Derivation of the self-consistency conditions

The impurity problem derived in the previous section contains two effective fields h(τ)
and W(τ), which cannot be calculated analytically. However, assuming a local self-
energy, we can express these fields in terms of the corresponding lattice quantities.
Let us first consider the Weiss field W(τ) defined in Eq. (A.56). It depends on the

hybridization function (A.51), which is calculated from the propagator U
(c)
r,r′ for the lattice

with a cavity at site c. The latter can be written in terms of the propagator

Ur,r′(τ − τ ′) = ⟨φr(τ)φr′(τ
′)⟩conSHS

(A.57)

for the full lattice by removing the connection between site c and all other points r,
which yields

U
(c)
r,r′(iνn) = Ur,r′(iνn)−

Urc(iνn)Ucr′(iνn)

Ucc(iνn)
. (A.58)

Note that the second term is divided by Uc,c(iνn) in order to avoid double counting.
Inserting this expression into Eq. (A.51) and performing a lattice Fourier transform, we
obtain

∆hyb =
1

N

∑
k

E2
kUk −

(
1
N

∑
kEkUk

)2
1
N

∑
k Uk

(A.59)

with
Ek =W−1

k − [W−1]c,c. (A.60)

Introducing the self-energy Πk, the propagator for the full lattice is given by the Dyson
equation

U−1
k =W−1

k −Πk. (A.61)

In DMFT, the self-energy is assumed to be purely local, i.e., independent of k. Thus,
we can define the local quantity

F−1 = [W−1]c,c −Πloc, (A.62)

where Πloc denotes the self-energy, and rewrite the Dyson equation as

U−1
k = F−1 + Ek. (A.63)

Therefore,

1

N

∑
k

EkUk =
1

N

∑
k

Ek

F−1 + Ek
=

1

N

∑
k

(
Ek + F−1

F−1 + Ek
− F−1

F−1 + Ek

)
=1− F−1 1

N

∑
k

Uk

(A.64)
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and

1

N

∑
k

E2
kUk =

1

N

∑
k

Ek
Ek

F−1 + Ek
=

1

N

∑
k

Ek

(
1− F−1

F−1 + Ek

)
=

1

N

∑
k

Ek︸ ︷︷ ︸
=0

−F−1 1

N

∑
k

EkUk = −F−1 +
(
F−1

)2 1

N

∑
k

Uk
, (A.65)

such that

∆hyb = F−1 −
[
1

N

∑
k

Uk

]−1

= F−1 − [Uc,c]
−1. (A.66)

Inserting this expression into Eq. (A.56), we finally obtain

W−1(iνn) = [W−1]c,c(iνn)−∆(iνn)

= [W−1]c,c(iνn)− F−1(iνn) + [Uc,c]
−1(iνn)

= [Uc,c]
−1(iνn) + Πloc(iνn).

(A.67)

With this, we have rewritten the Weiss field only in terms of quantities that correspond
to the full lattice without a cavity at site c.
Now we turn to the field h(τ) and relate it to the Weiss field W(τ). For that purpose,

we calculate the derivative δ lnZ
δφc(τ)

in two different ways: First, we evaluate the partition
function Z for the full lattice action SHS, which yields

δ lnZ
δφc(τ)

= ⟨σ1c (τ)⟩ −
∑
r

β∫
0

dτ ′[W−1]cr(τ − τ ′)⟨φr(τ
′)⟩. (A.68)

Second, we express Z in terms of the impurity action Simp
HS and obtain

δ lnZ
δφc(τ)

= ⟨σ1c (τ)⟩ − h(τ)−
β∫

0

dτ ′W−1(τ − τ ′)⟨φc(τ
′)⟩. (A.69)

We assume that the expectation value ⟨φr(τ)⟩ is uniform over the entire lattice and does
not depend on τ , i.e. ⟨φr(τ)⟩ = ϕ ∀ r, τ . Moreover, we introduce the shorthand notation

W−1
0 = W−1(iνn = 0), (A.70)

and
W−1

mf =W−1
k=0(iνn = 0). (A.71)

Then, equating (A.68) and (A.69) and solving for h, finally yields

h =
[
W−1

mf −W−1
0

]
ϕ. (A.72)
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A.3.3. Eliminating the auxiliary field from the impurity problem

In the following, we re-express the impurity problem only in terms of the pseudo-spin
variable σ1c . This is the type of action the impurity solver is designed for. To obtain
a suitable representation, we trace out the auxiliary field φc from Simp

HS . The resulting
Gaussian path integral ∫

D[φc]e
−Simp

HS = e−Simp
(A.73)

can be evaluated analytically and yields

Simp = Sc
0 −

1

2

β∫
0

dτ

β∫
0

dτ ′[σ1c (τ)− h]W(τ − τ ′)[σ1c (τ
′)− h]. (A.74)

This can be rewritten as

Simp = Sc
0 + Simp

int,1 + Simp
int,2 + const. (A.75)

with the linear term

Simp
int,1 = b

β∫
0

dτσ1c (τ) (A.76)

and the quadratic contribution

Simp
int,2 = −1

2

β∫
0

dτ

β∫
0

dτ ′ σ1c (τ)W(τ − τ ′)σ1c (τ
′), (A.77)

where the field b is given by

b = W0

[
W−1

mf −W−1
0

]
ϕ. (A.78)

It is not possible to directly calculate expectation values and correlation functions of
φc from the new action (A.75); therefore, we relate these quantities to the pseudo-spin
variable σ1c . To eliminate ϕ, we use the condition

〈
δSHS

δφr(τ)

〉
SHS

∣∣∣∣∣
φr(τ)=ϕ

=
∑
r′

β∫
0

dτ ′[W−1]r,r′(τ − τ ′)ϕ− ⟨σ1r (τ)⟩SHS

∣∣∣∣∣
φr(τ)=ϕ

= 0, (A.79)

which must be satisfied because ϕ is a stationary path. We can read from this equation
that the expectation value

⟨σ1r (τ)⟩SHS

∣∣∣∣∣
φr(τ)=ϕ

= ⟨σ1⟩ (A.80)
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must also be independent of r and τ , and thus

ϕ =Wmf ⟨σ1⟩. (A.81)

With this identity and Eq. (A.78), the field b is given by

b = [W0 −Wmf ] ⟨σ1⟩. (A.82)

In the next step, we aim to find a relation between the local correlation function

χc,c = ⟨Tσ1c (τ)σ1c (τ ′)⟩con (A.83)

and the propagator Uc,c. The latter can be calculated from the generating functional

G[J ] = ln

〈
exp

[∫ β

0
dτ J(τ)φc(τ)

]〉
Simp
HS

(A.84)

by taking the derivative

δ2G[J ]
δJ(τ)δJ(τ ′)

∣∣∣∣
J=0

= Uc,c(τ − τ ′). (A.85)

Moreover, integrating out φc from the expression for G[J ], we obtain

δ2G[J ]
δJ(τ)δJ(τ ′)

∣∣∣∣
J=0

= W(τ − τ ′) +

β∫
0

dτ1

β∫
0

dτ2W(τ − τ1)χc,c(τ1 − τ2)W(τ2 − τ ′), (A.86)

and hence
Uc,c(iνn) = W(iνn) +W(iνn)χc,c(iνn)W(iνn). (A.87)

Inserting this into Eq. (A.67), yields

Πloc = (1 + χc,cW)−1 χc,c, (A.88)

so that finally all relevant quantities on the impurity can be directly calculated from the
new action (A.75).

A.4. Tail correction

A.4.1. High-frequency behavior of the Weiss field

In the following, we analyze the high-frequency behavior of the Weiss field. For that
purpose, we consider an expansion in the inverse Matsubara frequency and neglect all
terms beyond second order, i.e., we assume that for iνn → ∞ the Weiss field can be
written as

W ∼ w0 +
w2

(iνn)2
. (A.89)
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Moreover, we use the ansatzes

χc,c ∼
c2

(iνn)2
(A.90)

for the local dipole-dipole correlation function and

Wk ∼ wk
0 +

wk
2

(iνn)2
(A.91)

for the interaction matrix. The coefficients c2, w
k
0 , and wk

2 are derived in App. A.4.2
and A.4.3. Here we focus on the Weiss field and express w0 and w2 in terms of these
parameters.
We start from the self-energy Πloc, which is given by Eq. (4.38). Inserting (A.89) and

(A.90), yields the asymptotic behavior

Πloc = χc,c − χc,cWχc,c + χc,cWχc,cWχc,c − · · · ∼ c2
(iνn)2

+O((iνn)
−4). (A.92)

With this result and the ansatz (A.91), we obtain

Uk = Wk +WkΠlocWk +WkΠlocWkΠlocWk + · · · ∼ wk
0 +

wk
2 + (wk

0 )
2c2

(iνn)2
+O((iνn)

−4)

(A.93)
from the Dyson equation (4.29), such that

Uc,c ∼
1

N

∑
k

wk
0 +

1
N

∑
k w

k
2 + 1

N

∑
k(w

k
0 )

2c2

(iνn)2
+O((iνn)

−4). (A.94)

Therefore, we can see from Eq. (4.27) that the Weiss field decays as

W =Uc,c − Uc,cΠlocUc,c + Uc,cΠlocUc,cΠlocUc,c − ...

∼m
(1)
0 +

m
(1)
2 +

[
m

(2)
0 −

(
m

(1)
0

)2
]
c2

(iνn)2
+O((iνn)

−4),

(A.95)

where we have defined the parameters

m
(1)
0 =

1

N

∑
k

wk
0 (A.96)

m
(2)
0 =

1

N

∑
k

(
wk
0

)2
(A.97)

m
(1)
2 =

1

N

∑
k

wk
2 . (A.98)

Hence, the coefficients for the high-frequency tail of the Weiss field are given by

w0 = m
(1)
0 (A.99)

and

w2 = m
(1)
2 +

[
m

(2)
0 −

(
m

(1)
0

)2
]
c2. (A.100)
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A.4.2. High-frequency behavior of the local dipole-dipole correlation
function

In the previous section, we have used Eq. (A.90) as an ansatz for the asymptotic behavior
of the local dipole-dipole correlation function χc,c at large Matsubara frequencies. We
now derive an expression for the coefficient c2 using the spectral representation of χc,c.
The spectral function is defined by the relation

A(ω) = − 1

π
Im {χc,c(ω)} . (A.101)

In Matsubara space, the local dipole-dipole correlation function can be expressed in
terms of A(ω), which yields

χc,c(iνn) =

β∫
0

dωA(ω)

[
1

iνn − ω
− 1

iνn + ω

]

=

β∫
0

dωA(ω)
2ω

(iνn)2
1

1− (ω/iνn)2

=
1

(iνn)2

β∫
0

2ωA(ω) +O((iνn)
−4).

(A.102)

To get from the second to the third line, we have performed a Taylor expansion in
1/(iνn). For iνn → ∞, the leading contribution is given by the term ∼ (iνn)

−2; thus,
the ansatz (A.90) is justified and the coefficient c2 is given by

c2 =

β∫
0

dω2ωA(ω). (A.103)

We can also write the imaginary-time representation of χc,c in terms of the spectral
function. It reads as

χc,c(τ) =

β∫
0

dωA(ω)
cosh[ω(τ − β/2)]

sinh[ωβ/2]
. (A.104)

Taking the derivative with respect to τ , we obtain

∂τχc,c(τ) =

β∫
0

dωA(ω)ω
sinh[ω(τ − β/2)]

sinh[ωβ/2]
, (A.105)

and hence

∂τχc,c(τ)

∣∣∣∣
τ=0

= −
β∫

0

dωωA(ω). (A.106)
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Combining this result with Eq. (A.103), allows us to eliminate the spectral function,
which yields

c2 = −2∂τχc,c(τ)

∣∣∣∣
τ=0

. (A.107)

Next, we derive an explicit expression for the derivative ∂τχc,c(τ). For that purpose,
we recall that

∂τχc,c(τ) = ∂τ ⟨T σ̂1c (τ)σ̂1c (0)⟩. (A.108)

For τ > 0, this can be rewritten as

∂τχc,c(τ) = ⟨[∂τ σ̂1c (τ)]σ̂1c (0)⟩, (A.109)

where ∂τ σ̂
1
c (τ) is given by the Heisenberg equation of motion

∂τ σ̂
1
c (τ) =

[
Ĥ, σ̂1c (τ)

]
=

∑
r

∆

2
[σ̂3r (τ), σ̂

1
c (τ)] = ∆iσ̂2c (τ). (A.110)

Hence, we finally obtain

∂τχc,c(τ)

∣∣∣∣
τ=0

= ∆i⟨σ̂2c σ̂1c ⟩ = ∆⟨σ̂3c ⟩ = ∆⟨σ3⟩, (A.111)

and thus
c2 = −2∆⟨σ3⟩. (A.112)

A.4.3. High-frequency behavior of the dipole-dipole interaction matrix

The high-frequency behavior of the dipole-dipole interaction matrix is approximately
given by Eq. (A.91). To determine the coefficients wk

0 and wk
2 , we perform a Taylor

expansion of Wk(iνn) in the inverse Matsubara frequency, which yields

Wk(iνn) =
α

2
[cos(ky) + cos(kz)]− |gk|2

ν2n
ν2n + ω2

k

=
α

2
[cos(ky) + cos(kz)]− |gk|2

1

1 + (ωk/νn)2

=
α

2
[cos(ky) + cos(kz)]− |gk|2 −

|gk|2ω2
k

(iνn)2
+O((iνn)

−4),

(A.113)

and therefore

wk
0 =

α

2
[cos(ky) + cos(kz)]− |gk|2, (A.114)

wk
2 =− |gk|2ω2

k. (A.115)
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B.1. Vector potential for the quantized SPP mode

In general, the electromagnetic vector potential depends on the gauge of the electromag-
netic field. Here, we assume a generalized Coulomb gauge, i.e., we set ∇ · [ε(r)A] = 0.
With this choice of gauge, the vector potential is directly related to the transverse elec-
tric displacement field D⊥ = −ε0ε∂tA. In App. A.1, we have calculated the electric
field E corresponding to the transverse electric displacement field in the presence of a
dielectric-metal interface, representing a surface plasmon polariton (SPP) mode. Using
the same mode expansion and photon operators, the quantized vector potential in the
dielectric region reads as

Â(r) =
∑
q

i√
2ε0εdωqNa3

[uq(x)e
iq·ρâq −H.c.], (B.1)

where the mode functions uq(x) are defined in (A.19), and the SPP dispersion ωq is
given by (A.17).
In Ch. 5, we slightly change the notation. Due to the relations ωq = ω−q and uq =

ū−q, the above expression can be rewritten as

Â(r) =
∑
q

uq(x)√
2ε0εdωqNa3

i(âq − â†−q)e
iq·ρ. (B.2)

Moreover, we redefine the photon creation and annihilation operators as â†q → iâ†q and
âq → −iâq, such that

Â(r) =
∑
q

uq(x)√
2ε0εdωqNa3

(âq + â†−q)e
iq·ρ. (B.3)

Note that this substitution only adds a complex phase to the operators and does not
alter the canonical commutation relations; thus, the physics remains unaffected.
Apart from these modifications, we separate the mode functions into a polarization

vector eq and a scalar function uq(x), i.e.,

uq(x) = equq(x) (B.4)

with the complex unit vector

eq =

[
1 +

(
Qd

q

)2
]− 1

2

 1
−i(Qd/q)qy/q
−i(Qd/q)qz/q

 , (B.5)
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which satisfies the symmetry eq = ē−q, and

uq(x) = Nqe
−Qdx

[
1 +

(
Qd

q

)2
]+ 1

2

, (B.6)

where Nq and Qd are given by Eq. (A.20) and (A.10), respectively. Introducing the
x-dependent amplitude

Aq =
uq(x)√

2ε0εdωqNa3
(B.7)

with Aq = A−q ∈ R, the vector potential finally takes the simple form

Â(r) =
∑
q

eqAq(â
†
−q + âq)e

iq·ρ. (B.8)

B.2. Lattice Fourier transform of the light-matter Hamiltonian

B.2.1. Linear light-matter interaction

The linear term of the light-matter interaction is given by

Ĥ
(1)
lm =

∑
i,j,σ

∑
q

vqij ĉ
†
iσ ĉjσ(â

†
−q + âq) (B.9)

with the coupling constants

vqij = γq(Rij)e
iq·(Ri+Rj)/2, (B.10)

where
γq(Rij) = ietijAqRij · eq (B.11)

only depends on the difference Rij = Ri−Rj . The two quantities satisfy the symmetry
relations

γq(Rij) = −γq(Rji) = −γ̄−q(Rij) = γ̄−q(Rji) (B.12)

and
vqij = −vqji = −v̄−q

ij = v̄−q
ji . (B.13)

We first calculate the lattice Fourier transform of γq(Rij), which yields

γq,k =
∑
R

e−ik·Rγq(R)

=− eAq(eq · ∇k)
∑
R

tRe
−ik·R

=− eAq(eq · ∇k)ϵk

=− eAqeq · vk.

(B.14)
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In the second line, we have introduced the notation tRij = tij . Moreover, we have
used the fact that the lattice Fourier transform of the hopping matrix elements tij is
nothing but the non-interacting electronic dispersion relation to obtain the third line.
The vector vk in the last line denotes the group velocity of the non-interacting electrons
and is defined as vk = ∇kϵk.

In the next step, we transform the linear light-matter Hamiltonian to k-space. We
start with inserting (B.10) into (B.9) and perform a lattice Fourier transform of the
electron creation and annihilation operators, which gives

Ĥ
(1)
lm =

∑
i,j,σ

∑
q

γq(Rij)e
iq·(Ri+Rj)/2ĉ†iσ ĉjσ(â

†
−q + âq)

=
∑
i,j,σ

∑
q

γq(Rij)e
iq·(Ri+Rj)/2

1√
N

∑
k1

ĉ†k1σ
e−ik1·Ri×

× 1√
N

∑
k2

ĉk2σe
ik2·Rj (â†−q + âq).

(B.15)

Then, we use the substitution Ri = Rj + S and obtain

Ĥ
(1)
lm =

∑
Rj ,S,σ

1

N

∑
q,k1,k2

γq(S)e
iq·(2Rj+S)/2ĉ†k1σ

e−ik1·(Rj+S)ĉk2σe
ik2·Rj (â†−q + âq)

=
∑
S,σ

∑
q,k1,k2

γq(S)e
iq·S/2e−ik1·S ĉ†k1σ

ĉk2σ(â
†
−q + âq)δk1,q+k2

=
∑
S,σ

∑
q,k

γq(S)e
−i(k+q/2)·S ĉ†k+qσ ĉkσ(â

†
−q + âq).

(B.16)

Note that we have assumed here that only q-vectors within the first Brillouin zone of
the material contribute. Otherwise, the δ-function in the second line would have to be
replaced by a sum

∑
G∈LR

δk1,q+G+k2 , where LR denotes the reciprocal lattice of the
solid. However, a truncation of the q-modes is justified for the present model since the
coupling strength is exponentially suppressed for large q (see Sec. 5.3.1). With this
simplification and the definition of the lattice Fourier transform of γq(R), we finally get

Ĥ
(1)
lm =

∑
k,q,σ

γq,k+q/2ĉ
†
k+qσ ĉkσ(â

†
−q + âq). (B.17)

B.2.2. Second-order light-matter interaction

The second-order term of the light-matter Hamiltonian reads as

Ĥ
(2)
lm =

1

2

∑
i,j,σ

∑
q1,q2

ṽq1q2ij ĉ†iσ ĉjσ(â
†
−q1 + âq1)(â

†
−q2 + âq2), (B.18)

where
ṽq1q2ij = γ̃q1q2(Rij)e

i(q1+q2)·(Ri+Rj)/2 (B.19)
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with
γ̃q1q2(Rij) = e2tijAq1Aq2(eq1 ·Rij)(eq2 ·Rij). (B.20)

The factor γ̃q1q2(Rij) only depends on the difference Rij = Ri − Rj . Thus, we can
perform a lattice Fourier transform, which yields

γ̃q1,q2,k =
∑
R

e−ik·Rγ̃q1q2(R)

=
∑
R

e−ik·Re2tRAq1Aq2(eq1 ·R)(eq2 ·R)

=− e2(Aq1eq1 · ∇k)(Aq2eq2 · ∇k)
∑
R

e−ik·RtR

=− e2(Aq1eq1 · ∇k)(Aq2eq2 · ∇k)ϵk.

(B.21)

As in the previous subsection, we have used the definition tRij = tij and the fact that
the non-interacting electron dispersion ϵk can be identified with the Fourier transform
of the hopping amplitudes.
To determine the k-space representation of the second-order light-matter interaction,

we substitute Eq. (B.19) into the Hamiltonian (B.18). Moreover, we perform a lattice
Fourier transform of the electron operators. From this, we obtain

Ĥ
(2)
lm =

1

2

∑
i,j,σ

∑
q1,q2

γ̃q1q2(Rij)e
i(q1+q2)·(Ri+Rj)/2ĉ†iσ ĉjσ(â

†
−q1 + âq1)(â

†
−q2 + âq2)

=
1

2

∑
i,j,σ

∑
q1,q2

γ̃q1q2(Rij)e
i(q1+q2)·(Ri+Rj)/2

1√
N

∑
k1

e−ik1·Ri ĉ†k1σ
×

× 1√
N

∑
k2

eik2·Rj ĉk2σ(â
†
−q1 + âq1)(â

†
−q2 + âq2).

(B.22)

Then, we introduce a lattice vector S with Ri = Rj + S and substitute the sum over
Ri with a sum over S, which yields

Ĥ
(2)
lm =

1

2

∑
S,Rj ,σ

∑
q1,q2

1

N

∑
k1,k2

γ̃q1q2(S)e
i(q1+q2)·(2Rj+S)/2e−ik1·(Rj+S)ĉ†k1σ

×

× eik2·Rj ĉk2σ(â
†
−q1 + âq1)(â

†
−q2 + âq2)

=
1

2

∑
S,σ

∑
q1,q2

∑
k1,k2

γ̃q1q2(S)e
i(q1+q2)·S/2e−ik1·S ĉ†k1σ

eik2·Rj ĉk2σ×

× (â†−q1 + âq1)(â
†
−q2 + âq2)δk1,k2+q1+q2

=
1

2

∑
S,σ

∑
q1,q2,k

γ̃q1q2(S)e
−i(k+(q1+q2)/2)·S ĉ†k+q1+q2σ

ĉkσ×

× (â†−q1 + âq1)(â
†
−q2 + âq2).

(B.23)

Again, we assume that the coupling to q-modes beyond the first Brillouin zone of the
solid is strongly suppressed, such that the sums over q1 and q2 can be considered to
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run over vectors within the same range as the sums over k1 and k2. (Otherwise, the
δ-function in the second step would have to be replaced by a δ-comb.) To get the final
result, we use the definition of γ̃q1,q2,k and obtain

Ĥ
(2)
lm =

1

2

∑
q1,q2,k

∑
σ

γ̃q1,q2,k+(q1+q2)/2ĉ
†
k+q1+q2σ

ĉkσ(â
†
−q1 + âq1)(â

†
−q2 + âq2). (B.24)

B.3. Self-consistent equation for the hybridization function

In the following, we derive the self-consistent equation (5.41) that describes the relation
between the lattice Green’s function and the hybridization function of the impurity
model. We start from the impurity Dyson equation

[(i∂t + µ̃)I−∆− ΣU ] ∗Gimp
σ = I (B.25)

and the lattice Dyson equation[
(i∂t + µ̃− ηk)I− ΣU − Σ

(1)
kσ

]
∗Gkσ = I. (B.26)

Moreover, we define the quantities

Z−1 = (i∂t + µ̃)I− ΣU (B.27)

and
Yk = ηkI+Σ

(1)
k . (B.28)

With this, (B.25) can be rewritten as

[Z−1 −∆] ∗Gimp
σ = I (B.29)

⇔ [I− Z ∗∆] ∗Gimp
σ = Z (B.30)

⇔Gimp
σ = Z + Z ∗∆ ∗Gimp

σ (B.31)

⇔Gimp
σ = Z +Gimp

σ ∗∆ ∗ Z, (B.32)

where the last equality is obtained by multiplying both sides of the equation with Gimp
σ ∗

Z−1 from the left and Gimp
σ

−1 ∗ Z from the right. Similarly, (B.26) becomes

[Z−1 − Yk] ∗Gkσ = I (B.33)

⇔ [I− Z ∗ Yk] ∗Gkσ = Z (B.34)

⇔Gkσ = Z + Z ∗ Yk ∗Gkσ (B.35)

⇔Gkσ = Z +Gkσ ∗ Yk ∗ Z, (B.36)

where we have multiplied both sides of (B.35) with Gk ∗Z−1 from the left and G−1
k ∗Z

from the right to obtain the last line.
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The local lattice Green’s function is given by

Gloc
σ =

1

N

∑
k

Gkσ. (B.37)

Furthermore, we introduce the quantities

G(1)
σ =

1

N

∑
k

Yk ∗Gkσ (B.38)

G(2)
σ =

1

N

∑
k

[Yk + Yk ∗Gkσ ∗ Yk]. (B.39)

Due to the particle-hole symmetry of the system,
∑

k ϵk = 0 and
∑

k sk = 0. With

ηk = ϵk + sk we thus obtain
∑

k ηk = 0, i.e., the definition of G
(2)
σ is identical with

Eq. (5.43) in the main text. We sum both sides of Eq. (B.35) over k and normalize the
result by N , which yields

Gloc
σ = Z + Z ∗G(1)

σ . (B.40)

Moreover, we multiply both sides of Eq. (B.36) from the left by Yk, sum over k, and
divide by N . The resulting expression reads as

G(1)
σ = G(2)

σ ∗ Z. (B.41)

The self-consistency condition Gimp
σ = Gloc

σ allows us to eliminate Gimp
σ in (B.32) using

(B.40). From this, we obtain

Z ∗G(1)
σ = Z ∗∆ ∗ Z + Z ∗G(1)

σ ∗∆ ∗ Z. (B.42)

Then we substitute G
(1)
σ on the left-hand side of the above expression using Eq. (B.41),

which yields
Z ∗G(2)

σ ∗ Z = Z ∗∆ ∗ Z + Z ∗G(1)
σ ∗∆ ∗ Z. (B.43)

Finally, we multiply both sides of the equation from the left and the right with Z−1 and
get the self-consistent equation

G(2)
σ = ∆+G(1)

σ ∗∆. (B.44)

B.4. Physical quantities indicating the Mott metal-insulator
transition

B.4.1. Interpretation of G(β/2)

In Sec. 5.3, we use the local Matsubara Green’s function at τ = β/2 to detect the Mott
metal-insulator transition. Below, we briefly discuss how this quantity can be inter-
preted. For that purpose, we consider a general fermionic Matsubara Green’s function

G(τ) =
1

β

∑
iωn

G(iωn)e
−iωnτ . (B.45)
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The corresponding imaginary-frequency representation can be written in terms of the
spectral function A(ω) = − Im{Gret(ω)}/π with the retarded Greens function Gret and
reads as

G(iωn) =

∫ +∞

−∞
dω

A(ω)

iωn − ω
. (B.46)

Substituting this into Eq. (B.45) yields

G(τ) =

∫ +∞

−∞
dω A(ω)F (ω, τ), (B.47)

where we have defined the function

F (ω, τ) =
1

β

∑
iωn

e−iωnτ 1

iωn − ω
. (B.48)

The Matsubara sum can be replaced by the complex contour integral

F (ω, τ) =
1

2πiβ

∮
f(z, ω, τ)h(z)dz, (B.49)

with

f(z, ω, τ) = e−iωnτ 1

iωn − ω
(B.50)

and
h(z) = β(1− nF (z)), (B.51)

where

nF (z) =
1

eβz + 1
(B.52)

denotes the Fermi distribution. The function h(z) exhibits poles at the fermionic Mat-
subara frequencies, which must be encircled by the contour. Moreover, h(z) controls
the convergence in the left half-plane, such that the integrand of (B.49) vanishes for
|z| → ∞. In addition, f(z, ω, τ) has a single pole at z = ω. Therefore, the contour
integral evaluates to

F (ω, τ) = − 1

β
Res [f(z = ω, ω, τ)h(z = ω)] = −eω(β−τ)nF (ω), (B.53)

where Res [f(z = ω, ω, τ)h(z = ω)] denotes the residue of the integrand at z = ω.
We now turn to the case, where τ = β/2. At this imaginary time,

−F (ω, τ = β/2) = [2 cosh(βω/2)]−1. (B.54)

As illustrated in Fig. B.1, this function features a single peak at ω = 0. The width of
the peak depends on the inverse temperature β. However, it is relatively narrow for all
values shown in the graphic. Therefore, the quantity

−G(β/2) =
∫ +∞

−∞
dω A(ω)[−F (ω, β/2)] (B.55)

119



B. Appendix to Ch. 5

−5.0 −2.5 0.0 2.5 5.0

ω

0.0

0.1

0.2

0.3

0.4

0.5

−
F

(ω
,τ

=
β
/
2)

β = 5

β = 10

β = 20

Figure B.1.: −F (ω, τ) at τ = β/2 for three different inverse temperatures β = 1/T .

provides an estimate for the magnitude of the spectral function at ω = 0. This general
relation also applies to the local Green’s function Gloc

σ (β/2) and thus helps to detect
the Mott metal-insulator transition. For the Mott-insulating phase, the local spectral
function has no spectral weight at zero frequency (i.e., the local density of states vanishes
at the Fermi level) due to a finite energy gap. As a result, Gloc

σ (β/2) vanishes. Conversely,
the metallic regime is characterized by a quasiparticle peak at zero frequency, such that
Gloc

σ (β/2) ̸= 0.

B.4.2. Calculation of the double occupancy from the impurity self-energy

In this section, we derive an expression for the double occupancy D = ⟨n̂i↑n̂i↓⟩. For that
purpose, we first describe how to find a general relation between the self-energy and the
interaction Hamiltonian of a system. We consider an arbitrary fermionic lattice Green’s
function

Gijσ(t, t
′) = −iΘC(t, t

′)⟨ĉiσ(t)ĉ†jσ(t′)⟩+ iΘC(t, t
′)⟨ĉ†jσ(t′)ĉiσ(t)⟩, (B.56)

where ΘC(t, t
′) denotes the Heaviside function on the Keldysh contour. We calculate the

time derivative of Gijσ(t, t
′), which yields

i∂tGijσ(t, t
′) = δC(t, t

′)⟨ĉiσ(t)ĉ†jσ(t) + ĉ†jσ(t)ĉiσ(t)︸ ︷︷ ︸
δij

⟩ − i⟨TC [i∂tĉiσ(t)]︸ ︷︷ ︸
−[Ĥ(t),ĉiσ(t)]

ĉ†jσ(t
′)⟩. (B.57)

The Kronecker delta in the first term is obtained due to the fermionic anti-commutation
relation, and the derivative of the operator in the second term can be rewritten in terms
of the Hamiltonian of the system using the Heisenberg equation of motion. We assume
that the Hamiltonian can be split into two parts

Ĥ = Ĥ0 + Ĥint, (B.58)
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where
Ĥ0 =

∑
a,b,σ

habĉ
†
aσ ĉbσ (B.59)

denotes the (non-interacting) quadratic contribution, and Ĥint accounts for the interac-
tions. Using the relation

[ĉ†αĉβ, ĉγ ] = −δγαĉβ, (B.60)

the commutator between Ĥ0 and ĉiσ(t) evaluates to

[Ĥ0(t), ĉiσ(t)] = −
∑
b,σ

hibĉbσ(t), (B.61)

and thus

i⟨TC [Ĥ0(t), ĉiσ(t)]ĉ
†
jσ(t

′)⟩ =
∑
b,σ

hib(−i)⟨TC ĉbσ(t)ĉ†jσ(t′)⟩

=
∑
b,σ

hibGbjσ(t, t
′).

(B.62)

With this, Eq. (B.57) can be rewritten as

i∂tGijσ(t, t
′) = δC(t, t

′)δij +
∑
b,σ

hibGbjσ(t, t
′) + i⟨TC [Ĥint(t), ĉiσ(t)]ĉ

†
jσ(t

′)⟩. (B.63)

Comparing the expression above to the Dyson equation

i∂tGijσ(t, t
′) = δC(t, t

′)δij +
∑
b,σ

hibGbjσ(t, t
′) +

∫
C
dt̄

∑
bσ

Σib(t, t̄)Gbjσ(t̄, t
′), (B.64)

we obtain the general formula

⟨TC [Ĥint(t), ĉiσ(t)]ĉ
†
jσ(t

′)⟩ = −i
∫
C
dt̄

∑
bσ

Σib(t, t̄)Gbjσ(t̄, t
′). (B.65)

For the Hubbard interaction

ĤU = U
∑
j

n̂j↑n̂j↓, (B.66)

the lesser component of the right-hand side of Eq. (B.65) at t = t′ yields

−⟨ĉ†i↑(t)[ĤU (t), ĉiσ(t)]⟩ = U⟨n̂i↑n̂i↓⟩. (B.67)

On the other hand, this is equal to

−⟨ĉ†i↑(t)[ĤU (t), ĉiσ(t)]⟩ = −i
[∫

C
dt̄

∑
bσ

Σmat
ib (t, t̄)Gbjσ(t̄, t)

]<

, (B.68)
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where the self-energy contribution due to the Hubbard interaction is approximately given
by

Σmat
ij (t, t′) ≈ δij [δC(t, t

′)sU +ΣU (t, t
′)] (B.69)

within our DMFT formalism. Thus, we find

U⟨n̂i↑n̂i↓⟩ =− i

[∫
C
dt̄

∑
bσ

δib[δC(t, t̄)sU +ΣU (t, t̄)]Gbjσ(t̄, t)

]<

=sU (t)⟨n̂σ⟩ − i

[∫
C
dt̄ΣU (t, t̄)G

loc
σ (t̄, t)

]
=
U

4
− i

[∫
C
dt̄ΣU (t, t̄)G

loc
σ (t̄, t)

]<
,

(B.70)

where we have used that ⟨n̂σ⟩ = 1/2 for a half-filled system. Therefore, the double
occupancy is given by

D = ⟨n̂i↑n̂i↓⟩ =
1

4
− i

U

[∫
C
dt̄ΣU (t, t̄)G

loc
σ (t̄, t)

]<
. (B.71)
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tinuation method based on a high-accuracy symbolic computation algorithm”. In:
Phys. Rev. B 61 (8 Feb. 2000), pp. 5147–5157. doi: 10.1103/PhysRevB.61.5147.
url: https://link.aps.org/doi/10.1103/PhysRevB.61.5147.

[11] M. Buzzi et al. “Phase Diagram for Light-Induced Superconductivity in
κ−(ET)2−X”. In: Phys. Rev. Lett. 127 (19 Nov. 2021), p. 197002. doi: 10.1103/
PhysRevLett.127.197002. url: https://link.aps.org/doi/10.1103/PhysRev
Lett.127.197002.

[12] Krzysztof Byczuk and Dieter Vollhardt. “Correlated bosons on a lattice: Dynamical
mean-field theory for Bose-Einstein condensed and normal phases”. In: Phys. Rev.
B 77 (23 June 2008), p. 235106. doi: 10.1103/PhysRevB.77.235106. url: https:
//link.aps.org/doi/10.1103/PhysRevB.77.235106.

[13] Changfeng Chen, Ariel Reich, and L. M. Falicov. “Surface properties of a heavy-
fermion system: An exact many-body solution to a periodic-cluster Hubbard
model”. In: Phys. Rev. B 38 (18 Dec. 1988), pp. 12823–12833. doi: 10.1103/
PhysRevB.38.12823. url: https://link.aps.org/doi/10.1103/PhysRevB.38.
12823.

[14] Claude Cohen-Tannoudji, Jacques Dupont-Roc, and Gilbert Grynberg. “Classical
Electrodynamics: The Fundamental Equations and the Dynamical Variables”. In:
Photons and Atoms. John Wiley & Sons, Ltd, 1997. Chap. 1, pp. 5–77. doi: https:
//doi.org/10.1002/9783527618422.ch1. eprint: https://onlinelibrary.wil
ey.com/doi/pdf/10.1002/9783527618422.ch1. url: https://onlinelibrary.
wiley.com/doi/abs/10.1002/9783527618422.ch1.

[15] Daniele De Bernardis, Tuomas Jaako, and Peter Rabl. “Cavity quantum electro-
dynamics in the nonperturbative regime”. In: Phys. Rev. A 97 (4 Apr. 2018),
p. 043820. doi: 10.1103/PhysRevA.97.043820. url: https://link.aps.org/
doi/10.1103/PhysRevA.97.043820.

[16] Daniele De Bernardis et al. “Breakdown of gauge invariance in ultrastrong-coupling
cavity QED”. In: Phys. Rev. A 98 (5 Nov. 2018), p. 053819. doi: 10.1103/PhysRev
A.98.053819. url: https://link.aps.org/doi/10.1103/PhysRevA.98.053819.

[17] P.G. de Gennes. “Collective motions of hydrogen bonds”. In: Solid State Com-
munications 1.6 (1963), pp. 132–137. issn: 0038-1098. doi: https://doi.org/
10.1016/0038-1098(63)90212-6. url: https://www.sciencedirect.com/
science/article/pii/0038109863902126.

[18] Michael Dumm et al. “Bandwidth-controlled Mott transition in
κ−(BEDT−TTF)2Cu[N(CN)2]BrxCl1−x: Optical studies of correlated carriers”.
In: Phys. Rev. B 79 (19 May 2009), p. 195106. doi: 10.1103/PhysRevB.79.
195106. url: https://link.aps.org/doi/10.1103/PhysRevB.79.195106.

124

https://doi.org/10.1103/PhysRevB.61.5147
https://link.aps.org/doi/10.1103/PhysRevB.61.5147
https://doi.org/10.1103/PhysRevLett.127.197002
https://doi.org/10.1103/PhysRevLett.127.197002
https://link.aps.org/doi/10.1103/PhysRevLett.127.197002
https://link.aps.org/doi/10.1103/PhysRevLett.127.197002
https://doi.org/10.1103/PhysRevB.77.235106
https://link.aps.org/doi/10.1103/PhysRevB.77.235106
https://link.aps.org/doi/10.1103/PhysRevB.77.235106
https://doi.org/10.1103/PhysRevB.38.12823
https://doi.org/10.1103/PhysRevB.38.12823
https://link.aps.org/doi/10.1103/PhysRevB.38.12823
https://link.aps.org/doi/10.1103/PhysRevB.38.12823
https://doi.org/https://doi.org/10.1002/9783527618422.ch1
https://doi.org/https://doi.org/10.1002/9783527618422.ch1
https://onlinelibrary.wiley.com/doi/pdf/10.1002/9783527618422.ch1
https://onlinelibrary.wiley.com/doi/pdf/10.1002/9783527618422.ch1
https://onlinelibrary.wiley.com/doi/abs/10.1002/9783527618422.ch1
https://onlinelibrary.wiley.com/doi/abs/10.1002/9783527618422.ch1
https://doi.org/10.1103/PhysRevA.97.043820
https://link.aps.org/doi/10.1103/PhysRevA.97.043820
https://link.aps.org/doi/10.1103/PhysRevA.97.043820
https://doi.org/10.1103/PhysRevA.98.053819
https://doi.org/10.1103/PhysRevA.98.053819
https://link.aps.org/doi/10.1103/PhysRevA.98.053819
https://doi.org/https://doi.org/10.1016/0038-1098(63)90212-6
https://doi.org/https://doi.org/10.1016/0038-1098(63)90212-6
https://www.sciencedirect.com/science/article/pii/0038109863902126
https://www.sciencedirect.com/science/article/pii/0038109863902126
https://doi.org/10.1103/PhysRevB.79.195106
https://doi.org/10.1103/PhysRevB.79.195106
https://link.aps.org/doi/10.1103/PhysRevB.79.195106


[19] N. Dupius and S. Pairault. “A strong-coupling expansion for the Hubbard model”.
In: International Journal of Modern Physics B 14.24 (2000), pp. 2529–2560. doi:
10.1142/S0217979200002430. url: https://doi.org/10.1142/S021797920000
2430.

[20] Martin Eckstein and Philipp Werner. “Nonequilibrium dynamical mean-field calcu-
lations based on the noncrossing approximation and its generalizations”. In: Phys.
Rev. B 82 (11 Sept. 2010), p. 115115. doi: 10.1103/PhysRevB.82.115115. url:
https://link.aps.org/doi/10.1103/PhysRevB.82.115115.

[21] E. N. Economou. “Surface Plasmons in Thin Films”. In: Phys. Rev. 182 (2 June
1969), pp. 539–554. doi: 10.1103/PhysRev.182.539. url: https://link.aps.
org/doi/10.1103/PhysRev.182.539.

[22] Francesca Fassioli et al. Controlling radiative heat flow through cavity electrody-
namics. 2024. arXiv: 2403.00851 [physics.optics].

[23] Johannes Flick et al. “Atoms and molecules in cavities, from weak to strong
coupling in quantum-electrodynamics (QED) chemistry”. In: Proceedings of the
National Academy of Sciences 114.12 (2017), pp. 3026–3034. doi: 10 . 1073 /

pnas.1615509114. eprint: https://www.pnas.org/doi/pdf/10.1073/pnas.
1615509114. url: https://www.pnas.org/doi/abs/10.1073/pnas.1615509114.

[24] J. K. Freericks. “Strong-coupling expansions for the attractive Holstein and Hub-
bard models”. In: Phys. Rev. B 48 (6 Aug. 1993), pp. 3881–3891. doi: 10.1103/
PhysRevB.48.3881. url: https://link.aps.org/doi/10.1103/PhysRevB.48.
3881.

[25] Jacopo Fregoni, Francisco J. Garcia-Vidal, and Johannes Feist. “Theoretical Chal-
lenges in Polaritonic Chemistry”. In: ACS Photonics 9.4 (2022), pp. 1096–1107.
doi: 10.1021/acsphotonics.1c01749. eprint: https://doi.org/10.1021/
acsphotonics . 1c01749. url: https : / / doi . org / 10 . 1021 / acsphotonics .
1c01749.

[26] Hongmin Gao et al. “Photoinduced Electron Pairing in a Driven Cavity”. In: Phys.
Rev. Lett. 125 (5 July 2020), p. 053602. doi: 10.1103/PhysRevLett.125.053602.
url: https://link.aps.org/doi/10.1103/PhysRevLett.125.053602.

[27] Antoine Georges and Gabriel Kotliar. “Hubbard model in infinite dimensions”. In:
Phys. Rev. B 45 (12 Mar. 1992), pp. 6479–6483. doi: 10.1103/PhysRevB.45.6479.
url: https://link.aps.org/doi/10.1103/PhysRevB.45.6479.

[28] Antoine Georges and Werner Krauth. “Numerical solution of the d=∞ Hubbard
model: Evidence for a Mott transition”. In: Phys. Rev. Lett. 69 (8 Aug. 1992),
pp. 1240–1243. doi: 10.1103/PhysRevLett.69.1240. url: https://link.aps.
org/doi/10.1103/PhysRevLett.69.1240.

[29] Antoine Georges et al. “Dynamical mean-field theory of strongly correlated fermion
systems and the limit of infinite dimensions”. In: Rev. Mod. Phys. 68 (1 Jan. 1996),
pp. 13–125. doi: 10.1103/RevModPhys.68.13. url: https://link.aps.org/
doi/10.1103/RevModPhys.68.13.

125

https://doi.org/10.1142/S0217979200002430
https://doi.org/10.1142/S0217979200002430
https://doi.org/10.1142/S0217979200002430
https://doi.org/10.1103/PhysRevB.82.115115
https://link.aps.org/doi/10.1103/PhysRevB.82.115115
https://doi.org/10.1103/PhysRev.182.539
https://link.aps.org/doi/10.1103/PhysRev.182.539
https://link.aps.org/doi/10.1103/PhysRev.182.539
https://arxiv.org/abs/2403.00851
https://doi.org/10.1073/pnas.1615509114
https://doi.org/10.1073/pnas.1615509114
https://www.pnas.org/doi/pdf/10.1073/pnas.1615509114
https://www.pnas.org/doi/pdf/10.1073/pnas.1615509114
https://www.pnas.org/doi/abs/10.1073/pnas.1615509114
https://doi.org/10.1103/PhysRevB.48.3881
https://doi.org/10.1103/PhysRevB.48.3881
https://link.aps.org/doi/10.1103/PhysRevB.48.3881
https://link.aps.org/doi/10.1103/PhysRevB.48.3881
https://doi.org/10.1021/acsphotonics.1c01749
 https://doi.org/10.1021/acsphotonics.1c01749
 https://doi.org/10.1021/acsphotonics.1c01749
https://doi.org/10.1021/acsphotonics.1c01749
https://doi.org/10.1021/acsphotonics.1c01749
https://doi.org/10.1103/PhysRevLett.125.053602
https://link.aps.org/doi/10.1103/PhysRevLett.125.053602
https://doi.org/10.1103/PhysRevB.45.6479
https://link.aps.org/doi/10.1103/PhysRevB.45.6479
https://doi.org/10.1103/PhysRevLett.69.1240
https://link.aps.org/doi/10.1103/PhysRevLett.69.1240
https://link.aps.org/doi/10.1103/PhysRevLett.69.1240
https://doi.org/10.1103/RevModPhys.68.13
https://link.aps.org/doi/10.1103/RevModPhys.68.13
https://link.aps.org/doi/10.1103/RevModPhys.68.13


Bibliography

[30] Roy J. Glauber and M. Lewenstein. “Quantum optics of dielectric media”. In:
Phys. Rev. A 43 (1 Jan. 1991), pp. 467–491. doi: 10.1103/PhysRevA.43.467.
url: https://link.aps.org/doi/10.1103/PhysRevA.43.467.

[31] Emanuel Gull et al. “Continuous-time Monte Carlo methods for quantum impurity
models”. In: Rev. Mod. Phys. 83 (2 May 2011), pp. 349–404. doi: 10 . 1103 /
RevModPhys.83.349. url: https://link.aps.org/doi/10.1103/RevModPhys.
83.349.

[32] Martin C. Gutzwiller. “Effect of Correlation on the Ferromagnetism of Transition
Metals”. In: Phys. Rev. Lett. 10 (5 Mar. 1963), pp. 159–162. doi: 10.1103/PhysRev
Lett.10.159. url: https://link.aps.org/doi/10.1103/PhysRevLett.10.159.
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