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Zusammenfassung

Der Einsatz von Bildgebungsinstrumenten ist für unser Verständnis des Universums

von entscheidender Bedeutung. Bildgebende Systeme liefern wichtige wissenschaftliche

Daten über alles, von Galaxien und Sternen, die mit riesigen Teleskopen untersucht

werden, bis hin zu Mikro- und Nanostrukturen, die mit Mikroskopen untersucht wer-

den. Eine ideale Sonde für die zerstörungsfreie Bildgebung ist die Röntgenstrahlung,

wenn das untersuchte Objekt etwa 100 Nanometer groß ist. Im Vergleich zu opti-

schen Abbildungslinsen ist der Prozess der Herstellung von Röntgenabbildungslinsen

wesentlich komplexer. Daher wurden
”
linsenlose“ Methoden entwickelt, die auf den

kohärenten Eigenschaften der Strahlung beruhen. Mit der dritten Generation von

Synchrotronquellen wurden leistungsstarke und hochkohärente Röntgenstrahlen all-

gemein verfügbar. Neue bildgebende Verfahren wie die kohärente Röntgendiffraktion

(CXDI) nutzen sie.

Die moderne Nanotechnologie eröffnet eine Vielzahl von Anwendungsmöglichkeiten

in verschiedenen Bereichen der Physik, Chemie, Biologie und Technik. Im Vergleich

zu Massenmaterial im Makromaßstab weist Materie im Nanomaßstab andere physika-

lische und chemische Eigenschaften auf. Der anhaltende Trend der Halbleiterindustrie

zur Reduzierung funktionaler Komponenten stellt neue Probleme für die Wachstums-

und Charakterisierungstechniken dar. Diese Arbeit gliedert sich in zwei große Analy-

sen. Ein Teil der Arbeit befasst sich mit der Entdeckung des piezoelektrischen Effekts

von Hafnium-Zirkonium-Oxid (HZO) auf einzelnen Halbleiter-Nanodrähten (NWs).

Ihre effektiven Dehnungsrelaxationseigenschaften haben in den letzten Jahrzehnten

viel Aufmerksamkeit auf sie gelenkt.

Da die Dehnung einen wesentlichen Einfluss auf das Verhalten von NW hat, kann

man die durch die angelegten Spannungen induzierte Dehnungswirkung anhand der

Veränderungen in den entsprechenden Beugungsmustern sichtbar machen. Darüber

hinaus werden im Rahmen dieser Arbeit dreidimensionale Computergestützte Technik

(CAE)-Modellierungen und simulationsbasierte Studien mittels COMSOL Multiphy-

sics der mehrschichtigen Probenstruktur durchgeführt, um die ideale Reaktion des

piezoelektrischen Materials unter verschiedenen Spannungszyklen für verschiedene

physikalische Konfigurationen zu verstehen.

Der zweite Teil zielt auf die Implementierung der Winkel-Röntgen-Kreuzkorrelationsanalyse

(AXCCA) zur Bestimmung und zum Verständnis der Mesokristallstrukturen über die



Korrelation zwischen den Intensitäten der experimentell gewonnenen Beugungspeaks

an ihren entsprechenden Transfervektoren. Dies ermöglichte uns die Analyse der Win-

kelanisotropie der untersuchten Strukturen sowie das Verständnis der strukturellen

Orientierungsordnung. Die mathematische Validierung der Korrelationspeaks ergab

die strukturellen Details, die schließlich mit den tatsächlichen Kristallstrukturen

verglichen wurden, was die Anwendung und Genauigkeit dieser AXCCA-Methode

bestätigte.

Die Arbeit an diesen beiden Projekten ist Teil meiner Forschung am Forschungszen-

trum DESY. Die P23- und P10-Strahlrohre des PETRA III-Synchrotrons sowie das

NanoMax-Strahlrohr von MAXIV in Lund, Schweden, wurden für experimentelle

Studien genutzt.
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Abstract

The use of imaging tools is critical to our Comprehension of the Universe. Imaging

systems offer vital scientific data on anything from galaxies and stars, examined by

massive Telescopes, to micro- and nanostructures, examined by Microscopes. An

ideal probe for non-destructive imaging is an X-ray when the object being studied

is roughly 100 nanometers in size. Compared to optical image-forming lenses, the

process of producing X-ray image-forming lenses is far more complex. As a result,

”lensless” methods that depend on radiation’s coherent qualities were created. The

third generation of synchrotron sources made powerful and highly coherent X-ray

beams widely available. New imaging techniques like coherent X-ray diffractive

imaging (CXDI) employ them.

A vast range of potential applications in several fields of physics, chemistry, biology,

and engineering are made conceivable by modern nanotechnology. Compared to

bulk material at the macroscale, matter exhibits distinct physical and chemical

characteristics at the nanoscale. The semiconductor industry’s ongoing trend of

functional component reduction presents new growth and characterization technique

problems. This thesis is divided into two broad analyses. One part of the thesis

focused on revealing the piezoelectric effect of Hafnium Zirconium Oxide (HZO) on

single semiconductor nanowires (NWs). Their effective strain relaxation qualities

have drawn a lot of attention to them over the past few decades.

Furthermore, since strain has a substantial impact on NW response, one can visualize

the induced strain effect from the applied voltages via the changes in the corresponding

diffraction patterns. Moreover, 3-dimensional Computer-aided engineering (CAE)

modeling and simulation-based studies via COMSOL Multiphysics of the multi-layer

sample structure are performed as a part of the thesis in order to understand the

ideal response of the piezoelectric material under different voltage cycles for various

physical configurations.

The second part targets the implementation of the Angular X-ray Cross Correlation

Analysis (AXCCA) for the determination and understanding of the mesocrystal

structures via the correlation between the intensities of the experimentally retrieved

diffraction peaks at their corresponding transfer vectors. This allowed us to ana-

lyze the angular anisotropy of the structures under investigation along with the

understanding of structural orientation order. The mathematical validation of the



correlation peaks revealed the structural details, which were finally compared with

the actual crystal structures, confirming the application and accuracy of this AXCCA

method.

The work is conducted on these two projects as a part of my research at the

DESY research center. The PETRA III synchrotron’s P23 and P10 beamlines as

well as MAXIV’s NanoMax beamline in Lund, Sweden, were used for conducting

experimental studies.
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1 Introduction

Condensed matter

The beginning of the serious study of solid-state physics was marked by the discovery

of X-ray diffraction by crystals and the publication of several basic calculations

of crystal characteristics and electron properties in crystals [1]. Building on this

foundational knowledge, solid-state physics has emerged as a field that largely focuses

on the characteristics of solids, especially at the atomic and molecular levels. As a

vital component within condensed matter physics, this field examines the physical

characteristics of condensed phases of matter and is thus considered an essential

subject of research [2]. In solid-state physics, the primary focus is on how atoms

and molecules behave when in close proximity to one another. This line of study

extends to understanding how an object’s atomic-scale characteristics influence its

larger-scale properties [3]. Key to these investigations is the understanding of lattice

patterns, symmetry, and crystal defects, which are integral to the arrangement

of atoms in crystalline solids [4]. Additionally, solid-state physics involves the

analysis of the electronic structure of solids. This analysis is crucial for explaining

how charges are propagated within metals, semiconductors, and insulators, dealing

with complex concepts like electronic states, band gaps, and energy bands. This

field also encompasses the investigation of lattice dynamics, which includes thermal

conductivity, heat capacity, and phonons—quantized modes of lattice vibrations [5].

Magnetism and piezoelectricity

In parallel, the examination of magnetism in materials forms a significant part of

solid-state physics, covering aspects such as ferromagnetism, antiferromagnetic, and

superparamagnetic properties [6, 7]. The field also delves into the investigation of

materials exhibiting superconductivity, where materials demonstrate zero electrical

resistance and the expulsion of magnetic fields when cooled below a certain critical
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1 Introduction

temperature. Complementing these studies is the examination of how materials

interact with electromagnetic radiation, a field that includes phenomena such as

absorption, reflection, and photoluminescence [7]. Furthermore, solid-state physics

explores the physics of substances and structures at the nanoscale, where the influence

of quantum mechanics becomes notably evident [7]. This exploration is pivotal

for the creation of novel materials and technologies, with applications spanning

semiconductors, solar cells, and magnetic storage media, all rooted in the principles

of solid-state physics [1].

Solid-state physics

The fields of materials science, chemistry, electrical engineering, and nanotechnology

are all included in the realm of solid-state physics. This interconnection allows the

concepts of this to be applied across a wide spectrum of technical advancements and

real-world challenges, ranging from the development of renewable energy technologies

to the intricacies of electronic gadgets [8]. At the heart of solid-state physics lie

a few fundamental physical concepts that are crucial for a deep understanding

of the field. These concepts include lattice vibrations, electronic band theory,

and crystal formations. In the world of crystals, atoms are arranged in a highly

ordered, repeating pattern known as a crystal lattice. This lattice structure is

characterized by different geometries and symmetries, leading to various lattice types

such as cubic, tetragonal, orthorhombic, hexagonal, and trigonal, which are among

the most common. The unit cell, the smallest repeating unit in a crystal lattice,

plays a vital role in defining the overall symmetry and structure of the crystal.

However, real crystals are not perfect and often contain defects such as dislocations,

interstitials, and vacancies, which significantly impact the physical properties of the

materials [9]. It is essential to investigate at the atomic level to understand their

structural arrangement, analyze their lattice structure, study the deformations at the

atomic scale, and investigate their anisotropic nature. X-ray-based non-destructive

techniques allowed us to perform such analysis across different sample types with

precision and accuracy. Observing changes across the diffraction patterns due to

the variations in the properties/structure of these crystals is an efficient method for

in-depth investigation.

In the realm of this, electron energy levels in solids are spread out into bands.

These energy bands are pivotal in determining the electrical properties of a material.

2



The conduction band, being the lowest unoccupied energy band, and the valence

band, the highest occupied energy band, play key roles in influencing a material’s

electrical conductivity. The nature of these bands, and particularly the energy gap

between them known as the band gap, dictates whether a material behaves as an

insulator, a conductor, or a semiconductor. In metals, the bands overlap, while in

semiconductors, the band gaps are relatively small, and in insulators, these gaps are

significantly larger [5]. The electrical properties of semiconductors can be notably

altered by doping, which introduces impurities that create new energy levels within

the band gap [9]. Further delving into the intricacies of solid-state, lattice vibrations

within solids are quantified as phonons. These phonons, conceptualized as quasi-

particles, represent collective excitations within the atomic lattice and are central

to understanding many thermal properties of solids. They significantly contribute

to the heat capacity of materials, and the study of this aspect at low temperatures

has been foundational in developing the quantum theory of solids. The thermal

conductivity of a material is also greatly influenced by these lattice vibrations. In

most semiconductors and insulators, phonons act as the primary carriers of heat.

However, as temperatures increase, the simple harmonic approximation of lattice

vibrations becomes inadequate, leading to more complex anharmonic phenomena

such as thermal expansion [10].

Thesis outline

This present thesis is divided into two broad aspects. The chapters are also pre-

sented in accordance with the research areas. The first research segment focuses on

piezoelectric properties and the induced strain response from the applied voltage

cycles, while the second research segment focuses on the analysis of the crystal

structure using the Angular X-ray Cross-Correlation Analysis (AXCCA) technique.

The thesis begins with an introductory chapter that sets the stage for the subsequent

discussions. It provides a broad overview of the study’s objectives and significance,

laying the groundwork for a thorough examination of various scientific phenomena.

Chapter 2, ’X-rays and Synchrotron Sources’ delves into the topic of X-rays and

their sources. Beginning with a historical overview, it follows the evolution of X-ray

technology, from traditional X-ray tubes to advanced synchrotron sources. The

discussion covers the evolution of synchrotron facilities through various generations,

highlighting their distinct capabilities and contributions to scientific research. It

also delves into the fundamental principles of free-electron lasers for X-rays, shed-
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1 Introduction

ding light on the innovative concepts that drive their functionality. A significant

portion of the thesis is devoted to investigating the complex interactions of X-rays

and matter, which is covered in Chapter 3, ’X-Ray Matter Interaction’. It starts

by elucidating the interactions between individual electrons before progressing to

more complex systems involving atoms and molecules. The chapter also looks at

phenomena like X-ray diffraction by crystals and the fundamental principles that

govern X-ray diffraction processes. It also studies the behavior of X-rays as they

pass through different materials, providing insights into their interaction mechanisms.

Transitioning to semiconductor nanowires, the thesis delves into their development

and growth methods in Chapter 4,’ Semiconductor nanowires’. An in-depth discus-

sion of semiconductor nanowire growth and fabrication processes is provided in this

chapter, which dives into the complexities of these materials. This chapter offers

insights into nanowire crystal composition, ranging from the use of catalysts such as

Au in Molecular Beam Epitaxy (MBE) to the novel catalyst-free Metalorganic Vapor

Phase Epitaxy (MOVPE). It also carefully looks at methods used to detect strain

in these nanostructures, providing insight into the dynamic relationship between

structure and function in semiconductor materials. As we go on to Chapter 5, the

focus shifts to piezoelectric technology and its historical development and underlying

theories. A thorough introduction to the piezoelectric effect is provided in this

chapter, with a distinction made between its direct and indirect effects. Moreover, it

investigates the complex roles that ferroelectric characteristics play in piezoelectricity,

going into detail in particular research that sheds light on its uses in nanostructured

devices. The final section of the chapter delves into more sophisticated techniques

like the Finite Element Method (FEM), adding to the discussion of computational

methods in piezoelectric research, which is later adopted in the thesis. In Chapter

6, conducted studies and their outcomes are thoroughly described, drawing readers

into the experimental results. This chapter provides a comprehensive view of the

research process, covering everything from sample design and modeling to experimen-

tal methods at the NanoMax beamline at MAXIV and PETRA III. Conclusions are

obtained by carefully synthesizing a variety of simulations and evaluations on sample

structures with applied voltage and misfit strain to nanowire samples under compa-

rable conditions using COMSOL Multiphysics. By combining simulation frameworks,

the chapter promotes a deeper comprehension of the sample investigations that are

the subject of the study. Chapter 7 includes with a discussion of Angular X-ray

Cross-Correlation Analysis (AXCCA), including its theoretical foundations and its

experimental utilization for the analysis of meso-crystal structures. This section

provides information about the experimental setups, methods, and lattice structure of

4



the analyzed samples. It also provides insight into the analytical approaches used in

structural characterization along with the mathematical modeling so as to determine

the structural parameters of the samples. The chapter improves our knowledge

of material properties at the nanoscale by examining the structural parameters of

materials using AXCCA, opening the door for developments in a variety of scientific

fields. The ’appendix’ contains supplemental material that enhances the primary

discussion by providing further context and perspectives for the research that is

discussed throughout the thesis. These chapters work together to create a continuous

understanding that deepens our comprehension of a range of scientific phenomena

and how they may affect current and upcoming studies as well as technological

advancement.
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2 X-rays and Synchrotron Sources

2.1 Historical Perspective

This chapter is adapted from [11]. From the naked eye, it is impossible to locate

the position of the atoms in the unit cell of the crystals. However, it is crucial to

determine the structure of the crystals and their lattice parameters to dictate what

kind of property the material is going to have. Therefore, we need some kind of

agent that can pass through the crystal and give critical structural information from

within the crystal. One can fulfill this requirement by using X-rays as the potential

agent to penetrate through the sample. The X-rays were discovered by German

physicist W.C. Röntgen in 1895. He discovered a novel type of rays, bearing striking

similarities to conventional light, particularly in electromagnetic radiations. However,

there are some essential differences between X-rays and ordinary light. X-rays are

much more penetrating than ordinary light and these X-ray waves are much shorter

wavelengths than the light rays. [11]

Figure 2.1: The electromagnetic spectrum. Adapted from [12]
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2.1 Historical Perspective

Figure 2.2: An electromagnetic wave consisting of electric and magnetic oscillating
fields. Adapted from [13]

Figure 2.1 highlights the electromagnetic spectrum, which shows the possible types

of radiations along with their wavelength values. Normally, the wavelength of the

X-rays we use in the study of the crystals is about 0.5 to 2.5 Å. On the other hand, the

wavelength of visible light is about 6000 Å. Consequently, due to their significantly

greater penetrative ability compared to visible light, X-rays have become an essential

tool for studying the structure of crystals.

X-rays are electromagnetic waves, which means they are associated with both

electrical and magnetic fields. For instance, if the direction of propagation of X-rays

is in the x-direction, then in the y-direction we can have the electric field component,

and the magnetic field would then be associated along the z-direction. In the study

of crystal structures using X-rays, the primary interest lies in how the electric

component of the electromagnetic waves interacts with the electrons in the crystal

lattice. In an assumed X-ray wave propagating along the x-direction, the electric

and magnetic fields are oriented perpendicular to each other within the yz-plane.

For the wave to be considered unpolarized, the electric field’s orientation could vary

randomly within this plane. However, if the electric field consistently lies within a

specific direction in the yz-plane, the wave is described as polarized. [14]

7



2 X-rays and Synchrotron Sources

2.2 Conventional X-ray tube

Reliability of the X-ray tube Röntgen utilized was a challenging task. Thus, when

W.D. Coolidge of the General Electric Research Laboratories in New York created

a new tube in 1912 that generated electrons from a burning filament and then

accelerated them toward a metal anode that was cooled by water, it was a huge

practical advancement (see Fig. 2.3). Now, the high voltage and the current could

be adjusted separately, and the cooling efficiency was the sole factor limiting the

intensity. It turns out that this kind of equipment has a maximum output of about 1

kW. While there were only minor technological advancements, the Coolidge tube

remained the industry standard for X-ray tubes for many years. It was discovered

early, that heat could be dispersed over a much larger volume by spinning the

anode than in a standard tube, increasing the total power accordingly, but it wasn’t

until the 1960s that so-called rotating anode generators were made commercially

available. The challenge of creating a high-vacuum seal on the spinning shaft—which

requires the cooling water to go in and out—was one of the technical obstacles to be

solved. [15]

Figure 2.3: Major components of an X-ray tube assembly. Adapted with changes
from [16]

Two separate components make up the X-ray spectrum produced when electrons

impinge on a metal anode. Since the electrons in the metal are slowing down and

finally stopping, there is a continuous portion. As a result, this radiation is called

bremsstrahlung radiation (from the German word bremsen, which means brake),

and the high voltage that is given to the tube determines its maximum energy. A

brittle line spectrum is superimposed on this enormous spectrum. A vacancy can

8



2.2 Conventional X-ray tube

also be created in an atom by the incident electron removing an atomic electron

from one of the inner shells during a collision. The energy differential between the

two shells may be represented by an X-ray that is created when an electron relaxes

from an outer shell into the void. This radiation is fluorescent. When doing studies

that need a monochromatic beam, the Kα line—which is many orders of magnitude

more intense than the bremsstrahlung spectrum—is frequently used (refer to Fig.

2.4). Only a very tiny portion of the photons released into the solid angle of 4π,

however, may be used in a beam that needs a few squared milliradians of angular

divergence. Furthermore, because the line source cannot be constantly tuned, it is

not possible to select or scan the ideal wavelength for the experiment. As we will

see in the upcoming sections, X-rays produced by synchrotron sources are far more

brilliant than those from the conventional laboratory sources and do not have these

disadvantages [17].

X-rays are normally produced by allowing a beam of highly energetic electrons to

strike a metal target. In the synchrotron, electrons are accelerated to almost the

speed of light and their kinetic energy is converted into electromagnetic radiation to

create X-rays. The general steps in the procedure are as follows:

• Electrons are given high energy and speed when they are accelerated in a linear

accelerator, also known as linac.

• The synchrotron ring is where the accelerated electrons are then introduced

and retained on a circular path by the use of induced magnetic fields.

• The magnets known as wigglers or undulators that the electrons pass through

as they round the ring distort their trajectory and push them to proceed in a

nearly sinusoidal fashion.

• As the electrons are bent along their path by these magnetic fields, they emit

synchrotron radiation, which is a broad spectrum of electromagnetic radiation

that indeed includes X-rays.

• The X-ray radiation generated is then filtered and collimated to produce a

high-intensity, high-quality beam.

Overall, the synchrotron is an effective instrument for producing X-rays with great

control and accuracy, allowing researchers to examine the atomic and molecular

structure of matter in unprecedented depth. Additionally, due to the impact of

9



2 X-rays and Synchrotron Sources

Figure 2.4: A general representation of X-ray intensity vs wavelength plot, to highlight
the characteristic intensity peaks. Adapted with changes from [18]

the electrons on the target, the same can undergo a considerable level of heating.

Therefore, it must be kept cool down to avoid the melting of the material by passing

liquid nitrogen through the target. The recently developed synchrotron sources are

designed to deliver X-rays with high quality properties, often characterized by high

brightness, small angular divergence and small source size. One can quantify the

quality of X-ray by the commonly used quantity ‘brilliance’, which is mathematically

given as

brilliance =
(photons/second)

((solid angle(m rad2)))(source area(mm2))(0.1% bandwidth))
(2.1)

Quantitatively, the higher the brilliance of the beam, the greater the number of

photons one has for imaging. In an X-ray intensity vs. wavelength plot, white

radiation appears as a continuous distribution of intensities across a broad range

of wavelengths. This is in contrast to the characteristic X-ray radiation produced

when the electrons in an atom are excited and then release energy in the form of

X-rays with specific wavelengths. The characteristic X-ray radiation appears as sharp

10



2.2 Conventional X-ray tube

Figure 2.5: Energetic electron interactions with the target material’s atomic nucleus
produce bremsstrahlung radiation. Adapted from [19]

lines or peaks in the intensity vs. wavelength plot. It is characteristic of the target

that has been used for the experiment. Therefore, characteristic radiations change

according to the target. It is different for different target materials. In Fig.2.4, a

short, sharp peak is called the Kβ wavelength, and the high-intensity peak is known

as the Kα wavelength. The kα line represents the transition of an electron from the

second-lowest energy shell (L shell) to the lowest energy shell (K shell), while the Kβ

line represents a transition from a higher energy shell (typically the M shell) to the

K shell. [20]

The short wavelength limit (SWL) in X-ray intensity vs. wavelength is determined

by the characteristic energy of the X-ray photons being emitted. X-rays with shorter

wavelengths have higher energies and, correspondingly, higher frequencies. The

shortest-wavelength X-rays that can be produced are typically generated by highly

energetic processes such as nuclear transitions or interactions between high-energy

particles and matter. These X-rays have energies in the range of several kilo electron

volts (keV) to several mega electron volts (MeV). The specific short wavelength limit

in X-ray intensity vs. wavelength depends on the particular X-ray source and the

experimental conditions used to generate and detect the X-rays. In general, X-ray

wavelengths shorter than about 0.1 nanometers (nm) are considered to be in the

”hard X-ray”, while X-rays with longer wavelengths are considered to be the ”soft

11



2 X-rays and Synchrotron Sources

X-rays”.

2.3 Synchrotron sources

2.3.1 Facilities for first-generation storage rings

This chapter is adapted from [21]. At present, the principal sources of intense X-ray

radiation are the storage rings. The synchrotron’s X-rays are not only very brilliant,

but also extremely stable in terms of energy, intensity, size, and beam location.

Photon energy ranges across a broad range, from infrared to hard X-rays. Beams

from storage rings are typically linearly polarized in the ring plane, while elliptically

polarized beams can also be produced by including additional devices. [22]

In the 1940s, synchrotron radiation was initially detected as a parasitic radiation in

particle accelerators intended for high-energy physics investigations. The observation

was conducted in three distinct research laboratories: Cornell Electron Synchrotron,

USA; Lebedev Institute, Russia; and General Electric Research Laboratory, USA.

Bending magnets (Fig. 2.6) were used in these studies to retain the particles in the

accelerating ring and control their trajectory. The energy of the particle Eγ in the

storage ring is one of the many variables that affect the parameters of synchrotron

radiation

Eγ = γmc2, (2.2)

where γ is the Lorentz factor and mc2 is the particle’s rest mass energy

γ =
1√

1− (v
c
)2

=
1√

1− βv
2
, (2.3)

where βv = v/c, v is the particle speed, and c is the vacuum speed of light.

Up to 1 GeV, the first accelerators, which appeared in the 1930s, kept the beam

energy relatively modest. Over the course of the following three decades, the particle

beam energy threshold was raised to 100 GeV.
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2.3 Synchrotron sources

Figure 2.6: High energy collider schematic view. Adapted with changes from [21]
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The Large Hadron Collider (LHC) is one of the modern particle colliders that can

sustain electron beam energies up to enormous energies of 6.5 TeV and collision

energies of 13.6 TeV. Nevertheless, synchrotron accelerators, which run in typical

regimes with electron beam energies up to 8 GeV, are devoted to the study of

condensed matter, biology, and chemistry. Since the average Lorentz factor in this

instance is seen at synchrotron accelerators and falls between 2·103 < γ < 16·103, the
electron beam is regarded as ultra-relativistic. When relativistic particles accelerate or

are periodically accelerated in a magnetic field, synchrotron radiation is produced [23].

Particles at synchrotron accelerators lose energy and release electromagnetic waves

as a result of centripetal acceleration. Radiation is released in a narrow cone

perpendicular to the particle’s path if it is traveling at relativistic speeds θ ∝ 1
γ
.

The experiments may make use of this synchrotron radiation, which is already

generated in a particle accelerator [24, 25]. The creation of the first-generation

facilities was the next significant advancement, even if the number of synchrotrons

was increasing. The invention specifically affected the electron storage ring, the

foundation of all synchrotron sources in use nowadays (refer to Fig. 2.13).

2.3.2 Storage rings of the second generation. Sources of

synchrotron radiation specifically

The second-generation facilities are synchrotron radiation sources that are specifically

designed to maintain the viability of the particles and produce a stable X-ray radiation

beam. These facilities consist of several main components, including an electron gun,

LINAC (linear accelerator), a booster ring, a storage ring, a radio frequency section,

bending magnets, and beamlines [26].

The source of electrons, which are often produced by thermionic emission from a

hot filament, is the electron gun. Since an electron supply must be consistent, the

electron gun operates in a continuous regime. A linear accelerator (LINAC) is used

to accelerate the electrons to around 100 MeV. It is possible for electrons to be lost

in the machine as a result of collisions with gas particles in the storage ring that are

still there after creating a vacuum. Following its acquisition, the electron current is

sent from the LINAC to a booster ring in order to accelerate it even more (Fig. 2.7).

The electrons in the primary storage can continue to accelerate until they reach the
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Figure 2.7: A schematic depiction of the storage ring showing the location of the
accelerator, the radio frequency (RF) system, the insertion device (ID),
the beamline, and the bending magnet (BM) [27].

required energy. To maintain the designated storage ring current, the booster ring

occasionally injects itself into the storage ring.

The majority of synchrotron sources are storage rings, as shown in Fig. 2.7, where

particles produce X-ray beams each time they pass through sections equipped with

magnetic devices. The identical electron bunches are used by several experimental

sites, spread out throughout the synchrotron ring. Radiofrequency (RF) accelerators

control the spacing between the electronic bunches. Furthermore, the electron energy

used for synchrotron radiation is recovered using RF accelerators. The time interval

between consecutive X-ray pulses in RF accelerators can be as short as 1 ns due to

the frequency of field oscillations, which ranges from several MHz to 1 GHz.

An array of magnets [27] along the ring provides the electrons with a confined

channel and a stable trajectory. Commonly used magnet types include quadrupole

magnets (which focus the electron beam and compensate for Coulomb repulsion

between the electrons), bending magnets (which cause the electrons to change

their path and eventually maintain a circular orbit), and sextupole magnets (which

correct for chromatic aberrations that arise from the focusing by the quadrupoles).

Second-generation facilities frequently included bending magnets, which resulted in

a curved electron beam trajectory and a wide radiation cone surrounding the bend.
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Nevertheless, if the electrons deviate from the optimal reference orbit, dipole-bending

magnets by themselves (Fig.2.7) are unable to keep the electrons in a closed orbit.

Since then, the optimum orbit has been returned by concentrating a pair of vertical

and horizontal quadrupole magnets. The magnetic lattice is the configuration of

many types of magnets.

The synchrotron facility’s primary elements are being completed by the beamline.

The beamline’s beam-defining apertures are positioned at the start to determine

the angular acceptance of the synchrotron radiation. In this way, radiation removes

the synchrotron radiation spectrum’s low-energy tail, which is highly absorbed by

matter and potentially harmful to optical components.

Before the beam is made available to researchers at the experimental hutch, it is first

monochromatized (if needed) and focused in the optics hutch. Electron bunch energy

was maintained between 0.7 and 5 GeV in second-generation facilities. Specialized

synchrotron facilities include the following: Photon Factory at the KEK (Ko Energy-

kasokuki Kenkyukiko) laboratory, Japan; BESSY (Berlin Electron Storage Ring

Society for Synchrotron Radiation); Stanford Synchrotron Radiation Laboratory at

SLAC (Stanford Linear Accelerator Center), USA; National Synchrotron Light Source

at the Brookhaven National Laboratory, USA; Tantalus, University of Wisconsin-

Madison, USA; and HASYLAB (Hamburger Synchrotronstrahlungslabor) at DESY,

Germany. By creating specialized synchrotron sources, brilliance might be raised to

1015.

2.3.3 Facilities for third-generation storage rings

The next stage of the modernization process for third-generation synchrotron facilities

focused on improving the brightness and coherence of the source. The following

facilities are examples of third-generation storage rings: APS (Advanced Photon

Source) in Chicago, USA; ESRF (European Synchrotron Radiation Facility) in

Grenoble, France; SPRING-8 in Japan; and PETRA III in Hamburg, Germany.

The photon beam’s coherent properties and brilliance were significantly enhanced

with the addition of specialized equipment, including wigglers and undulators. The

production of wiggler radiation occurs when a magnetic structure is periodically

positioned in a high magnetic field. The particle travels through the structure at this

kind of radiation source, experiencing a harmonic oscillation with a high oscillation
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amplitude and, thus, a wider spectrum. Due to the wider radiation cone, even if

one acquires more power from such a source, the brilliance will be reduced. Fig. 2.8

also illustrates the production of undulator radiation in the case of a magnetic field.

Because of the reduced magnetic field near this kind of radiation source, the particle

undergoes a harmonic oscillation with a small undulation amplitude. The radiation

cone will be substantially smaller in this instance. By adding such a structure to

the electron storage ring, higher intensity and tiny angular divergence synchrotron

radiation might be produced.

The brightness of third-generation synchrotrons, which generally depend on undula-

tors, may reach up to 1021. Additionally, the X-ray radiation’s coherence qualities

are enhanced. Only 1% of the beam, meanwhile, is coherent enough to be applied

in coherence-based applications. Therefore, in order to fully benefit from the X-ray

beam without the need for extensive spatial radiation filtering, sources with a greater

degree of coherence are urgently required [28].

Undulator radiation

Figure 2.8: Radiation from insertion device: an undulator.

This chapter is adapted from [15]. Using a synchrotron to create X-ray beams is far

more effective than having the electrons circle in a strictly circular arc. A standard

storage ring is composed of straight portions that are separated by circular arc

segments. A mechanism that compels an electron to oscillate in the horizontal plane

as it moves through any one of these straight portions can be set up. To achieve this,

a series of magnets form an array that alternates from top to bottom in a field. An

insertion device can be built so that the radiation from one oscillation’s electrons is

in phase with the radiation from the subsequent oscillations. This suggests that in

order to calculate the intensity, the radiated wave amplitudes are added first, and

the total is then squared. An undulator is an insertion device that functions in this

manner; Fig. 2.8 shows a schematic of one such device.
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The execution of small angular oscillations on a scale determined by 1/γ by electrons

passing an undulator is a prerequisite for the coherent addition of amplitudes. Because

an undulator has a finite number of periods, the coherent addition of amplitudes

implies a quasi-monochromatic spectrum (with harmonics). The variations in the

maximum angles of the electron oscillations in the horizontal plane—K is around 20

for a wiggler and 1 for an undulator—cause variations in these devices’ performances.

As a result, the radiation cone of an undulator is compressed with respect to the

natural opening angle of synchrotron radiation, 1/γ, by a factor of around 1/
√
N ,

where N is the number of periods, usually in the range of 100.

The undulator parameters

The undulator spatial period, λu, and γ are the fundamental parameters for undulator

radiation. Furthermore, a means of characterizing the oscillations’ amplitude is

required. The maximum angular divergence from the undulator axis turns out to

be more convenient to utilize, though the amplitude itself could be the cause. This

maximum angle is equal to the natural opening angle for synchrotron radiation, 1γ,

times a dimensionless number, of order unity, represented by the symbol K. Therefore,

to characterize the undulator, we will also utilize the parameter K created in this

manner, in addition to λu, and γ. In terms of the maximal magnetic field B0 in the

undulator, K is easily found as follows:

K =
eB0

mcku
(2.4)

where ku = 2·π
λu

The fundamental wavelength, λ1

Here we now construct an equation for the fundamental wavelength λ1 in the

undulator spectrum. Determining the relationship between λ1 and the undulator

period λu is a simple one.

Point A is where the electron is at emitter time t′ = 0. At t′ = T ′, the electron

is one undulation downstream. Then, the signal from A is at location cT ′, and

cT ′ − λu must be one wavelength λ1 (or a multiple of that) in order to be coherent.

T ′ = Sλu/v or cT ′ = (S/βe)λu is the result of the electron path length between A
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2.3 Synchrotron sources

Figure 2.9: When the wavefront that the electron emits at A is one wavelength
λ1 ahead of the wavefront that the electron emits at B, constructive
interference takes place. Thus, this is the basic wavelength that the
undulator emits. Adapted with changes from [17]

and B being a factor S greater than the period λu.

λ1(θ = 0) = λu(
S

βe

− 1) =
λu

2γ2
(1 +

K2

2
) (2.5)

where S = 1+γ−2K2

4

λ1(θ = 0) = λu(
S

βe

− cosθ) =
λu

2γ2
(1 +

K2

2
+ γθ2) (2.6)

It’s also crucial to remember that the first-order wavelength λ1, which is radiated,

may be tuned by modifying the magnetic field through adjustments to the space

between the poles.

2.3.4 Facilities of the fourth generation

These days, fourth-generation facilities are built, with several straight sections that

are specifically designed to create high-brilliance undulator radiation (see examples

in Fig. 2.10).

The next generation of X-ray storage rings can have two to three orders of magnitude

higher brightness thanks to a novel conceptual approach, which is the construction

of a multi-bend achromat lattice of the synchrotron storage ring (see in Fig. 2.11)

[30,31].

19



2 X-rays and Synchrotron Sources

Figure 2.10: Synchrotron sources of the fourth generation that meet the given speci-
fications. Adapted with changes from [21]

Figure 2.11: Diagram illustrates how the pathways taken by the brown lines determine
the synchrotron radiation released as electrons go through the magnets.
Adapted from [29].
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One further characteristic that sets apart these 4th generation facilities is the ex-

tremely tiny size of the primary X-ray source (an electron bunch), which results in

extremely coherent X-ray emission (up to 90% [32]). The characteristics that corre-

spond to the dimensions parameters of the source are the electron beam emittance in

the horizontal direction ϵe,x and the vertical direction ϵe,x, respectively. The typical

electron beam emittance values at 4th generation storage rings are less than 350 pm

rad in both spatial and horizontal directions.

The 3 GeV synchrotron source MAX IV (Lund, Sweden) was the first storage ring

built employing multi-bend achromat technology. It recently achieved its intended

specifications of horizontal emittance of around 200–330 pm rad (depending on

insertion device gap settings) [36]. The horizontal emittance of the Brazilian SIRIUS

3 GeV project, which is now in the operation stage, is anticipated to be between

150 and 250 pm rad [36]. The EBS ESRF facility, which has attained a horizontal

emittance of 133 pm rad, has completed the upgrading of the high-energy ESRF 6

GeV storage ring. Other facilities throughout the world, such as APS-U, SPring-8,

ALS, Soleil, Diamond, and others, are either in the planning or building stages.

The high-energy 6 GeV storage ring PETRA III at DESY in Hamburg is scheduled

to be upgraded to PETRA IV (Fig. 2.10). This storage ring is intended to achieve

the lowest emittance in the world for hard X-rays, which is around 20 pm rad in

the horizontal direction [35]. Furthermore, this facility will retain the very high

brightness of the source. The investigation of multifunctional hybrid materials,

electronic transport phenomena, and electrochemical processes in charge storage

materials under working conditions, as well as materials under extreme conditions of

pressure and temperature with highest resolution and sensitivity, could be greatly

aided by next-generation synchrotron sources, particularly the PETRA IV facility

[37]. A further benefit of this synchrotron facility is the short pulse length and

tightly defined temporal structure. As demonstrated in recent years using nuclear

resonance scattering, X-ray photon correlation spectroscopy, pump-probe X-ray

spectroscopy and diffraction, and time-of-flight spectroscopy of electrons and ions,

such pulsed synchrotron radiation sources are ideal facilities for performing time-

resolved experiments.

The whole beam can theoretically be captured and concentrated because the X-ray

source will be extremely coherent up to 10 keV; the only factor limiting performance
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Figure 2.12: Peak brightness of XFELs (red) and average brightness of storage rings
(blue) have increased historically and are expected to do so in the future.
Adapted with changes from [33]
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Figure 2.13: (a) Diagrammatic representation of the fourth generation synchrotron
radiation source [34] (b) Comparison of PETRA IV (blue, green, and
red curves) with PETRA III (black curves) storage rings’ luminosities.
The reference [35] was used to create this figure.

is optic quality. These brightness enhancements will also be seen in experiments with

high energy resolution or at higher X-ray energies. Optics must be able to withstand

increased X-ray intensities, be made smaller to better accommodate aberrations, and

be able to fully use the potential of 4th generation sources. The greatest benefit from

the record emittance and spectrum brightness of 4th generation synchrotron sources

will go to X-ray microscopy methods. All X-ray analytical techniques will be greatly

impacted by diffraction-limited focusing of the complete undulator beam since all of

them may then be effectively exploited as contrast mechanisms in scanning microscopy.

This will provide quantitative access to the local structure and characteristics of the

materials under study on a nanoscale through the use of an ”X-ray microscope.”

2.4 Free-electron lasers for X-rays

Femtosecond lasers that function in the visible and near-infrared have been accessible

for a number of years. They made it possible to study several phenomena, such

as the creation of excitons or the vibration of molecules, that have characteristic

periods less than a picosecond. However, the strength of a laser is determined by

the wavelengths it uses, and its spatial resolution is restricted to a few hundred
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nanometers. Conversely, structural data obtained using X-ray technology is at the

atomic level. However, it is difficult to produce concentrated, strong, and perfectly

coherent X-ray pulses from synchrotron storage facilities that have short durations

(few femtoseconds). The development of the so-called X-ray free-electron laser

(XFEL), which can function in both X-ray and far ultraviolet modes, has solved this

problem.

With the development of XFELs, coherence could be increased to 95%, and peak

brightness could be increased by ten times, reaching 1035. LCLS at SLAC (1962) [38],

which operated in hard X-rays, were the first FELs to demonstrate the SASE concept,

and FLASH (2005) at Hamburg [39], which operated in the extreme ultraviolet photon

range. Numerous more SASE XFELs quickly began operating, including SACLA

(SPring-8 Angstrom Compact free electron LAser, 2011) [40], PAL-XFEL (Pohang

Accelerator Laboratory,2016) [41], Swiss FEL (2016) [42], and European XFEL

(2017) [43].

XFELs, which generate incredibly brilliant and brief X-ray radiation pulses, are based

on a completely novel idea that Madey first proposed in 1971 [44]. The operational

source was shown in the infrared spectrum in 1977 [45]. Building FELs in the X-ray

range that provide incredibly short pulse durations is now possible thanks to the

improved Self-Amplified Spontaneous Emission (SASE) process, which was proposed

in 1980 [46] and in 1984 [47,48] . The fundamental idea [44], [46] relies on the fact

that an initial radiation field is amplified when an electron beam passes through a

long undulator magnet.

2.4.1 The XFEL machine’s fundamental idea

Electron beam

Since XFEL machines need high-quality injection electron beams with a low emit-

tance to optimize FEL production, photocathode RF guns are often utilized. The

shot noise signal generated by the photo-injector is represented by the electron

beam of the starting condition. The resultant electron signal has quantum random

fluctuations (Poisson process) as a result of extraction by a laser beam. The random

variations observed in the beam current are indicative of simultaneous intensity

modulation of the beam current at all frequencies, including the frequency set in
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Figure 2.14: Examples of free-electron lasers with a specified electron beam energy
parameter that produce soft and hard X-rays. A comparison of the peak
brightness of the FELs is displayed in the bottom right plot. Adapted
with changes from [15].
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the undulator. The process of radiation begins when the electron beam reaches

the undulator due to the existence of beam modulation at frequencies around the

resonance frequency. Given that every potential harmonic appears in the shot noise

beam, it is assumed that the input current has a homogenous spectral distribution.

Transversely coherent fraction of radiation (XFEL) typically has an amplification

bandwidth of around 0.1% because its spectrum is concentrated inside the narrow

band, ∆λ.

Afterwards extraction, the bunch is guided into the linac and accelerates by use of

an electron radio frequency (RF) guns. The linac, which consists of a lengthy series

of superconducting accelerating modules, beam-focusing magnets, and diagnostic

apparatus, accelerates electrons to energies ranging from a few to tens of GeV. After

going through the undulators, electron bunches flowed down to the beamlines. [21]

Research at XFELs

Figure 2.15: Comparison of Pulse Duration and Light Source Brilliance: (a) shows
the peak brilliance from various light sources, with FELs such as FLASH
showing noticeably higher brilliance. (b) Comparison of the duration of
pulses and displays XFELs that have shorter pulses and produce more
photons than conventional undulator sources. Adapted from [49].

26



2.4 Free-electron lasers for X-rays

XFELs were built with the primary objectives of imaging single molecules and getting

molecular movies in mind. Preserving diffraction patterns before the samples are

destroyed by a Coulomb explosion is the foundation of the imaging idea at the FEL.

The main components that allow for single-particle X-ray diffractive imaging are the

high pulse rate, the short duration of the pulse itself, and its transverse coherence [50].

This technique involves averaging the weak diffraction signal from individual biological

particles throughout several observations. Hundreds of thousands of coherent X-ray

pulses contact with replicas of the target sample that are orientated differently in

these specialized imaging studies conducted at XFEL sources to establish the target

sample’s three-dimensional structure with the utmost resolution.

Another use for the ultrashort XFEL pulses is in the conduct of pump-probe

experiments, in which a sample is first pumped by a standard infrared laser, and then

the dynamics are evaluated by the probe pulse after a little delay. The dynamics of

plasma-matter interactions, ultrafast phase transitions, and laser-induced molecular

dynamics are all shown by these kinds of experiments [51, 52]. It is possible to study

topological phases of matter (like skyrmions) or extremely non-trivial configurations

of the electronic or spin system using time-resolved small-angle x-ray scattering in

pump probe experiments at XFELs. These configurations frequently result in exotic

and previously unimaginable material properties [53].

By utilizing higher-order photon correlation techniques to utilize intentionally

damaged incoherent X-ray radiation at FELs, it is possible to determine the incoherent

source or irradiated sample [54–56]. Simultaneously, statistical features of the XFEL

beams may be examined by using higher-order photon correlation methods [54,57–59].

The results of these investigations open the way for utilizing the better coherence

properties, brief pulse duration, and repetition rate of XFELs.

Research at European XFELs

The European XFEL stimulates new physics research that hasn’t been done previ-

ously. It is challenging to investigate experimentally the dynamics and kinetics that

take place on sub-microsecond and ultrafast timescales. These investigations were

made possible by the creation of European XFEL, which allowed for the collection

of diffraction pattern series at repetition rates of up to several MHz. With the high

repetition rate of the EuXFEL pulsed source, it is possible to film chemical reactions,
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Figure 2.16: Diagram showing the instrumentation for EuXFEL. Adapted from [49].

investigate the properties of extreme states of matter, take three-dimensional images

of nanoscale objects, trace ultrafast energy transfers within molecules, and determine

the atomic structure of viruses.

The European XFEL facility has three distinct light sources (undulators SASE1–SASE3)

that provide X-ray radiation with the greatest qualities directed towards the equip-

ment in the facility’s experiment hall, opening up potential for novel experiments

(refer to Fig. 2.16). Advanced techniques like pump-probe can be used to conduct

research at a variety of sophisticated experiment stations in the hard X-ray range

(HED-2017, MID-2019, SPB, SFX, FXE) or soft X-rays (SQS, SCS) [60].

The High Energy Density Science (HED) and Materials Imaging Dynamics (MID)

end stations’ radiation source is represented by the configuration of SASE1 undulators.

The MID beamline [61] employs X-ray scattering, imaging [62], and pump-probe

methods to study soft and biological material (colloids, cells, and viruses), as well

as condensed matter physics (glass formation and magnetism studies). Using X-ray

photon correlation spectroscopy (XPCS), recent research using the MID instrument

revealed abnormal dynamics and intriguing behavior in soft matter [63–65]. They

also identified the heat diffusion transition regime caused by the ultrafast laser

contact with solids [66]. Pump-probe techniques made accessible at EuXFEL at the

MID station allowed for the possibility of these experiments.

With the capacity to create matter under severe pressure, temperature, or electric

field conditions, together with harsh X-ray FEL radiation, the HED instrument at the

EuXFEL offers a unique platform for investigations [67]. Under in-situ investigations
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and experiments at the beamline, which is outfitted with a high-precision X-ray

diffraction apparatus [68], offer insights into the structural phase transitions of

complex solids under high magnetic fields, as well as novel extreme-pressure phases

and solid-density plasmas. Recent investigations using the HED beamline have

demonstrated structural alterations in silicate melts at extremely high pressures [69],

the synthesis of novel materials at high pressures [69], and an unexpected cubic

symmetry in Si materials [70]. High-power XFEL facilities are beginning to enable

such material research under severe pressure and temperature conditions.

Conversely, within the soft X-ray division of the EuXFEL, scientific goals encompass

comprehending and managing complicated materials, exploring ultrafast magneti-

zation processes at the nanoscale, and observing chemical reactions in liquids in

real-time through the utilization of Resonant X-ray Emission Spectroscopy (XES),

CDI, and XPS. In ultrafast timeframes, phase transitions and unexpected transient

states of matter can be induced when combined with femtosecond laser pulses. The

kinetics of topological switching in the skyrmion phase were recorded in real-time

by recent research conducted at the SCS (Spectroscopy and Coherent Scattering)

using a single-shot infrared pump–X-ray probe [71]. The short X-ray pulse length

and reciprocal-space resolution provided with the SCS device allow for an unusual

sensitivity to the process.

The main uses of the SPB/SFX (Single Particles, Clusters and Biomolecules and

Serial Femtosecond Crystallography Instrument) devices are diffractive imaging

and atomic or near-atomic resolution structure determination of micrometer-scale

and smaller objects. The device suggests studying viruses, macromolecule crystals,

biological items, organelles, and cells. The main focus of the FXE (Femtosecond X-ray

experiments) instrument’s research is on dynamic analyses of chemical and biological

interactions occurring in liquids. Femtosecond time resolution investigations using

several techniques (X-ray diffuse scattering, wide-angle X-ray scattering, X-ray

emission, and absorption spectroscopies) are possible with an enabling laser pump

source.

As a function of photon energy, the left graph of Fig. 2.15 displays the peak

brightness of a variety of light sources, such as synchrotron light sources (SLS) and

free electron lasers (FELs) like FLASH and XFEL. The FLASH FEL shows a notable

rise in brightness, as indicated by 108. With XFELs offering extremely short pulse
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durations (2–100 femtoseconds) and a high number of photons (1013 photons per

pulse), undulator sources provide longer pulse durations (100 picoseconds) with

fewer photons (109 photons per pulse). The right graph compares these two types of

sources in terms of both pulse duration and photon count.
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3 X-Ray Matter Interaction

This chapter is adapted from [17]. The interaction of the electromagnetic field with

charged particles is the basis for the scattering of X-rays from matter. The material’s

electrons contribute significantly to the scattering process. This section introduces

wave propagation through a thin slab of material and summarizes the key physical

processes of x-ray-matter interaction.

3.1 One electron

One free electron will be the most basic scattering object to discuss. We will

determine the scattering length, which is a measure of an electron’s capacity to

scatter an X-ray. A schematic of a general scattering experiment is presented in Figure

3.1. Under such an experiment, the differential scattering cross-section (dσ/dΩ),

which is defined by
dσ

dΩ
=

ISC
Φ0∆Ω

(3.1)

The flux, Φ0, or simply the number of photons that travel through the unit area

per second, determines the strength of the incident beam. The incident beam is

dispersed after interacting with the scattering material. The number of scattered

photons recorded in a detector per second, ISC , is determined by placing the detector

R distances away from the object and subtending a solid angle ∆Ω. Therefore, once

the experiment’s specifics, such as the input beam’s flux and the detector’s size, have

been normalized, the differential cross-section serves as a measure of the scattering

process’s efficiency.

An equation for Φ0 may be found in terms of the incident beam’s electric field Ein

in the specific scenario of electromagnetic wave scattering. The flux Φ0 is defined as

density multiplied by the speed of light, c, and the density of photons is proportional
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Figure 3.1: Diagrammatic representation of the differential cross-section from a
general scattering experiment.

to |Ein|2/ℏω since the energy density is proportional to |Ein|2. The scattered beam’s

intensity, ISC , is subject to a similar argument. In this instance, the modulus squared

of the radiated electric field, |Erad|2, determines the density. To get an equation for

Isc, this number must be multiplied by the detector’s area, R2∆Ω, and c. Taking

these factors into account, the differential cross-section is provided by

dσ

dΩ
=

|Erad|2R2

|Ein|2
(3.2)

An electron put in the electric field of an incoming X-ray beam will be driven to

oscillate in a classical description of the scattering process. A source is a vibrating

electron that emits a spherical Erad ∝ ε
′
eikR/R wave.

Because of the limited speed at which the radiation propagates, the radiated field is

proportional to the electron’s charge, e, and to the acceleration, aX(t
′
), measured

at a time earlier (t
′
) than the observation time (t). Thus, it is anticipated that the
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3.1 One electron

radiated field will have the form

Erad(R, t) ∝ −e

R
aX(t

′
)sinΨ (3.3)

where, (t
′
= t − R/c). The energy density, proportional to |Erad|2, multiplied by

the surface area, proportional to R2, determines the total energy flow through a

spherical shell of radius R; so, as |Erad| ∝ R−1 increases, the total energy flow

becomes independent of R. An additional element of sinΨ has been incorporated

to accommodate the acceleration’s fluctuation with the observation angle. In order

to continue, we calculate the total acceleration by dividing the force acting on the

electron by its mass, which provides

aX(t
′
) =

−eE0e
iωt

′

m
=

−e

m
Eine

iω(R/c) =
−e

m
Eine

ikR (3.4)

where Ein is the electric field of the incident wave, Ein = E0e
iωt. Therefore, Eq. (3.3)

becomes
Erad(R, t)

Ein

∝ (
e2

m
)
eikR

R
sinΨ (3.5)

It is necessary to review the factor of sinΨ for an observation point at every

angle with regard to the polarization of the incident beam. Based on Fig. 3.1, if ε

represents the polarization of the incident field and ε
′
that of the radiated

field, then ε · ε′
= cos(90° + Ψ) = sin(Ψ). This method of expressing the

apparent acceleration’s trigonometric component has the benefit of being

applicable to all conceivable observation angles. It is evident that the

electric field ratio provided in Eq. (3.5) doesn’t have dimension. The

correct length may be determined by observing that the Coulomb energy,

expressed in SI units, at a distance of r from a point charge e is equal to

e2/(4πϵ0r. Furthermore, the energy has a dimensional form of mc2. The

fundamental length scale may be expressed as follows by equating these

two formulas for energy:

r0 =
e2

4πϵ0mc2
= 2.82× 10−5Å (3.6)

This is known as the electron’s classical radius, or Thomson scattering length.

Actually, −r0|ε · ε
′| is the scattering amplitude from a single electron. The fact that
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there is a 180◦ phase shift between the incident and dispersed waves is physically

represented by the factor of 1. Consequently, the radiated to incident electric field

ratio is
Erad(R, t)

Ein

= −r0
eikR

R
|ε · ε′| (3.7)

and Eq.3.7 can be written as follows and Thomson differential scattering cross-section

of an electromagnetic wave by a free electron is expressed by this equation

dσ

dΩ
= r20|ε · ε

′ |2. (3.8)

3.2 One atom

Figure 3.2: Scattering by an atom. The incident and dispersed wave wavevectors are
represented by the symbols k0 and kf . A wave scattered at the origin
and one at a point r have different phases, and this phase difference is
represented by k0 · r− kf · r. Adapted from [72].

This chapter is adapted from [17]. Initially, a purely classical description will

be employed, whereby a number density, ρ(r), specifies the electron distribution.

The contributions from various volume constituents of this charge distribution are

superimposed to form the scattered radiation field. As seen in Fig. 3.2, one must
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3.2 One atom

monitor the incident wave’s phase as it interacts with the volume elements at the

origin and point r in order to assess this superposition.

Two consecutive crests have a phase difference of 2π. When projected onto the

incident direction and wavelength, the phase difference between the two volume

components is equal to 2π multiplied by the ratio of r. All involved here is the scalar

product of vectors k and r. One of the main benefits of using the wavevector k

to characterize the incident wave is its simple way of representation. Between a

scattered wave from a volume element around the origin and one near r, there is a

phase difference of −kf · r. The phase difference is

∆ϕ(r) = k0 · r− kf · r = −q · r, (3.9)

where the incident and scattered fields’ wavevectors are denoted by k0 and kf ,

respectively, and the scattering vector q = kf − k0 is referred to as the wavevector

transfer. Given that the scattering events seen in Fig. 3.2 are elastic and that

|k0| = |kf |, we may calculate |q| = 2|k|sinθ = (4π/λ) sinθ from the scattering

triangle. As we will see, q is often given in units of Å1, and it is the appropriate

variable to characterize elastic scattering processes.

As a result, a volume element dr at r will add dr to the scattered field, which has a

q · r phase factor. The atom’s total scattering length is

−r0f
0(q) = −r0

∫
ρ(r)e−iq·rdr (3.10)

where, f 0(q) is the atomic form factor. As f(q) becomes closer to Z, the number of

electrons in the atom, in the limit q=0, all of the various volume elements scatter

in phase. With an increase in q from zero, the various volume elements begin to

scatter out of phase, which ultimately limits limq→∞ f(q) = 0. One may identify the

right-hand side of Eq. (3.10) as a Fourier transform. It should be evident that we

must evaluate Eq. (3.10) and multiply the result by its complex conjugate in order

to determine the scattered intensity.

Naturally, discrete energy levels and quantum mechanics regulate atomic electrons.

The electrons in the K shell, whose energies are similar to those of a typical X-ray
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photon, are the most closely bonded. Because these electrons are bonded, their

reaction to an external driving field is diminished if the energy of the X-ray photon

is significantly smaller than the binding energy of the K shell. While electrons in

less securely bonded shells (L, M, etc.) will be able to react to the driving field more

strongly, in general, we anticipate that an atom’s scattering length will be reduced

by a certain amount, commonly represented by the symbol f ’. It is possible to regard

the electrons as free and assume that f ’=0 at energies far higher than the binding

energy. Apart from modifying the actual scattering length, we anticipate that the

electron’s reaction will exhibit a phase lag in relation to the driving field, similar to

that of a forced harmonic oscillator. This is made possible by the addition of the

term f”, which stands for system dissipation. Therefore, by combining all the results,

the atomic form factor becomes

f(q, ℏω) = f 0(q) + f ′(ℏω) + if ′′(ℏω) (3.11)

where f ’ and f” represent the anomalous dispersion correction’s real and imaginary

components, respectively. To highlight that strongly bonded inner-shell electrons

dominate f ’ and f” behavior, we have represented them as functions of the X-ray

energy ℏω. As a result,f ’ and f” behavior cannot have any apparent dependency on

q. As one may anticipate from these preliminary words when the X-ray energy equals

one of the atom’s absorption edge energies, f ’ and f” take on their extreme values.

All the components in the decomposition (above equation) reach their extreme levels

when ω is near one of the resonance frequencies in the atom, resulting in a substantial

increase in total scattering. As a result, there is a noticeable change in the absorption

coefficient’s energy dependence close to the resonance, which is referred to as the

absorption edge. The atomic factor exhibits strong sensitivity to the electronic state

structure of the atom in this small energy range.

3.3 One molecule

This chapter is adapted from [17]. The scattering length for an electron and an

atom made up of electrons has been discussed so far. It follows that the scattering

length of a molecule will have a form factor, exactly like the scattering length of an
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atom. By assigning an index j to each atom in the molecule,

Fmol(q) =
∑
j

fj(q)e
iqrj (3.12)

where fj(q) is the atomic form factor of the jth molecule in the atom. It is possible

to estimate the locations of the atoms in the molecule if Fmol(q) can be determined

experimentally for a significant number of values of the scattering vector q. However,

even in the extremely strong X-ray beams produced by today’s synchrotron sources,

the scattering length of a single molecule is insufficient to create a quantifiable signal.

To do this, large-scale molecular samples that are either crystalline or non-crystalline

in nature must be constructed.

3.4 X-ray diffraction by crystals: a kinetic hypothesis

Crystal diffraction of coherent X-ray light is one of the most amazing phenomena

in X-ray research. The radiation scattered by various atoms interacts favorably in

some directions in this instance, and the ordered ensemble of atoms functions as a

three-dimensional (3D) diffraction lattice. Bragg peaks are the name for the strong

peaks that appear on the detector as a result of the scattering pattern. Max von

Laue made an experimental discovery of this phenomenon in 1912 [73] [74], and

William Bragg provided a theoretical explanation in 1913 [75].

The kinematical and dynamical theories are two theoretical stances that explain

how periodic structures affect the wave field. A significant simplification results from

the kinematic theory’s underlying assumption that the scattered radiation does not

undergo rescattering on the way to the detector. Because it holds true when the

intensity of the diffracted radiation is low compared to the intensity of the incident

wave, this approximation is sometimes referred to as the weak-scattering limit [76].

The numerous scattering and interference effects brought about by the coupling of

the transmitted and scattered waves in a crystal are taken into consideration by the

dynamical theory. When X-ray diffraction occurs on a large crystal, the dynamical

theory considers the consequences of multiple scattering, which becomes crucial.

Dynamical theory provides a comprehensive explanation of refraction, extinction,

and interference effects, in contrast to the kinematical approach. The impact of

multiple scattering only become substantial for reasonably big crystals (around
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microns) due to the poor interaction of X-rays with a medium. Given that the

majority of crystalline materials seen in nature are made up of small, flawless blocks

with a variety of orientations, the kinematic method is frequently adequate even in

this situation. Within the framework of kinematic theory, diffraction on each block

may be examined with an adjustment for the intensity loss that happens when the

incident beam traverses the block (also known as secondary extinction). When large,

perfect crystals of silicon and germanium were created artificially and used as the

raw materials for the semiconductor revolution, scholarly interest in the dynamical

theory began to expand quickly [77]. The dynamical theory of X-ray diffraction has

various applications in modern X-ray physics, prominent among them being X-ray

optics. We will go over the kinematic theory of X-ray diffraction using the example

of an ideal crystal. [72]

An infinite medium with translational symmetry made out of identical cells (single

or many atoms, molecules, etc.) is called an ideal crystal. These unit cells are

characterized by three linearly independent space vectors, a1, a2, a3, and are

positioned with an invariant translational symmetry. Next, each unit cell is moved

in relation to each other by a distance determined by a translation vector

Rn = n1a1 + n2a2 + n3a3, (3.13)

where the numbers n1, n2, and n3 are integers. The crystalline lattice is a regular

repeating pattern created by the periodic and systematic arrangement of atoms.

Standard works on crystallography, such as [78], provide the complete categorization

of all crystal structures, which include the 32 symmetry classes and 14 different types

of lattices known as Bravais lattices. Rn + rj gives the position of any atom in

the crystal if Rn are the lattice vectors that define the lattice and rj are the atoms’

positions with respect to any given lattice site. Consequently, the crystal’s scattering

amplitude factorizes into the product of two components, which we represent as

Fmol(q) =
∑
j

fj(q)e
iqrj

∑
j

eiqRn , (3.14)

where the first term is the unit cell structure factor and the second term is the sum

over lattice locations. Phase factors on the unit circle in the complex plane are all
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3.4 X-ray diffraction by crystals: a kinetic hypothesis

the terms in the lattice sum provided in Eq. (3.15).

q ·Rn = 2π × integer. (3.15)

In reciprocal space, the infinite periodicity function is represented by the Fourier

transform of the direct lattice. The sum of the δ-functions normalized by the unit

cell volume Vuc provides that. It gives the description of a reciprocal lattice, or

regular grid, with basis vectors.

b1 = 2π
a2 × a3

a1 · (a2 × a3)
;b2 = 2π

a3 × a1

a1 · (a2 × a3)
;b3 = 2π

a1 × a2

a1 · (a2 × a3)
. (3.16)

The reciprocal lattice vector is determined by the location of each node on this

grid.

Ghkl = hb1 + kb2 + lb3, (3.17)

where h,k,l are integers. When the scattering vector aligns with a reciprocal lattice

vector, the periodicity function therefore assumes nonzero values

q = Ghkl. (3.18)

The Laue condition for the observation of X-ray diffraction is expressed as Eq. (3.18).

In terms of physics, that is equivalent to the situation when the waves scattered by a

single unit cell are in phase with the waves scattered by neighboring cells. The entire

crystal experiences constructive interference as a result of translational symmetry,

which produces a vibrant intensity peak in the chosen direction.

An elegant and straightforward method for visualizing diffraction events in reciprocal

space is the Ewald construction, which is schematically depicted in Figure 3.3. The

incident k0 and diffracted kh wave vectors, when plotted in relation to the reciprocal

lattice, form a triangle, with the scattering vector q = kh − k0 representing the third

side. The vector k0 forms an angle of θB with the crystalline planes and points

to the reciprocal space origin. Starting at the same location as vector k0, vector

kh moves in the direction of the detector position. Then, a sphere of radius 2π/λ,

built around the wave vectors’ starting point, represents every possible position in

reciprocal space for a particular crystal orientation. That spherical cross-section of

the reciprocal space is called the Ewald sphere [78], according to the published study.
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3 X-Ray Matter Interaction

Figure 3.3: Graphical representation of the Bragg condition by the Ewald sphere
along with the reciprocal lattice of a crystal with the basis vectors
b1,b2,b3, and diffracting planes in real space, correspondingly marked
with dash lines. Adapted with changes from [72].

Figure 3.4: Scattering from a crystal of molecules. With position vectors Rn and a
lattice plane spacing of d, the molecules are arranged on a lattice [17].

It must be admitted that, in reality, the detector’s solid angle, which defines the

thickness of the sphere, and the incident radiation’s bandwidth are used to determine

the intensity of the measurement. When the Ewald sphere passes over a node in

reciprocal space with the vector Ghkl, constructive interference is discovered, which

fulfills the Laue condition.
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3.4 X-ray diffraction by crystals: a kinetic hypothesis

A collection of parallel, equally spaced planes in the crystal corresponding to each

node in reciprocal space designated by the reciprocal lattice vector Ghkl. As seen

here, the reciprocal lattice vector’s magnitude and the distance between the planes

dhkl are related

dhkl =
2π

|Ghkl|
. (3.19)

It is evident that one of the planes crosses the unit cell’s origin, and the next closest

one intercepts the crystallographic axes a1, a2, a3 at a1/h, a2/k, a3/l. In literature,

the numbers h,k,l also known as Miller indices, are frequently employed to indicate

the family of crystallographic planes. The direct lattice basis and these values may

be used to determine planar spacing. For instance, it follows simply from geometry

that, in the case of a cubic lattice

dhkl =
a√

h2 + k2 + l2
. (3.20)

The Laue condition for a family of reflections may be redefined as follows by using

the relation:

2dhklsinθB = nλ, (3.21)

where the order of the reflection is denoted by n = 1, 2, 3. Bragg’s law refers to this

way of expressing the diffraction condition.

The peak’s typical width narrows with increasing crystal size and vice versa. In-

strumental broadening is introduced into the peak width if the X-ray beam’s size is

equivalent to that of the sample or if the radiation is not entirely coherent with the

crystal’s size. When it comes to mosaic crystals, the Bragg peak’s structure is made

up of contributions from each tiny, perfect block, with the orientations distributed

around a mean value. The average size and the angular dispersion of the mosaic

blocks are then described by the linear growth of the peak width from the first level

of reflections to higher orders. The Williamson-Hall technique [79] is the equivalent

examination of the crystal’s mosaicity characteristics performed by Bragg diffraction.

In a limit, when the sample consists of a very large number of microcrystals oriented

randomly, the Bragg peaks turn into uniform rings. Since all possible crystal orien-

tations are evaluated simultaneously, the recorded diffraction data correspond to a

three-dimensional reciprocal lattice projected onto a one-dimensional space [80].
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Numerous applications of the kinematical theory may be found in imaging, and

crystallography. A notable instance of this is the structural analysis of X-ray

diffraction, which involves determining the maximum number of Bragg peaks as a

function of Miller indices in order to solve the three-dimensional structure of the

crystalline material. This approach determines the structure factor by using the

relative intensities and positions of the Bragg reflections. The positions of the Bragg

peaks provide information about the lattice symmetry and the lengths between the

crystallographic planes, while the relative intensities provide information about the

spatial arrangement of the atoms or molecules in the unit cell. But in order to fully

understand the structural element, phases of the reflections are also necessary, and

they cannot be quantified. With the development of sophisticated methodologies [81],

it is now possible to identify a unique solution, and the structure determination

procedure for a single crystal is now regular and heavily automated.

3.5 Principles of X-ray Diffraction:

Figure 3.5: Generation of spherical waves and their interference, resulting in con-
structive and destructive interference. Adapted with changes from [82]

This section is based on [82]. The purpose of having the beam of X-rays fall on the

material is to find out information at the atomic scale. Under most circumstances,

there will be no X-rays coming out from the material due to the destructive interfer-

ence scattering. In certain special cases, the part of incident radiation comes out
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from the material due to constructive interference of scattered radiation carrying all

the information regarding the crystallography of the material, and this process is

known as the process of diffraction. As the two waves propagate towards each other,

they start to overlap. At certain points where the peaks of the waves coincide, the

amplitudes of the waves add together, resulting in a larger amplitude. This is known

as constructive interference. In contrast, at certain points where the peaks of one

wave coincide with the troughs of the other wave, the amplitudes of the waves cancel

out, resulting in a smaller amplitude. This is known as destructive interference.

In Fig. 3.5, the blue lines indicate the peaks of the wave, which, when passed

through the pinholes, would eventually create spherical waves. Having such pinholes

at equal distances would eventually act as a diffraction grating. The 3D lattice can

be considered a three-dimensional diffraction grating. The atoms can be seen as

the obstacles that create these spherical waves when the X-ray beam strikes them.

These spherical waves will then superimpose with each other. This is the concept of

Young’s double-slit experiments.

Usually the intensity of the diffracted beam is much weaker than the incident beam;

approximately one or less than 1% of the intensity of the incident beam is obtained

as a diffracted beam from the material. Inside the material, we have a number of

atomic planes, with a number of atoms lying on each plane. So, whenever the X-ray

beam is incident on an atom, it interacts with the electrons in the outer shells of the

atoms, and due to this interaction, the incident ray will be scattered in all directions.

With this, one can also comment that atoms are nothing but the scattering centers.

By analyzing the diffracted beam, we can determine the locations of atoms, crystal

structure, type of unit cell, parameters of the material, etc.

Now here we consider the plane wave, traveling in a direction with a wave vector k

and with the wave vector length |k| = 2π/λ. Here, we can now have two possibilities.

Either the wave can travel through the lattice or it can get reflected from the other

lattice points (or atoms) and now travel in a different direction. The wave would get

reflected when the angle between the incident wave and the lattice place is θ, which

is known as the Bragg angle, giving us Bragg’s law. Thus, the lattice structure could

tell us where we will find these reflections, giving rise to different lattice structures.

At the same time, the atoms within the lattice would contribute to the intensity of

these reflections [82]. Bragg’s law is a fundamental principle in X-ray crystallography
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that describes how X-rays interact with a crystal lattice and produce a diffraction

pattern. The law states that when an X-ray beam strikes a crystal lattice at a

particular angle, the X-rays will be diffracted at specific angles that are determined

by the spacing between the lattice planes.

The Bragg equation relates the wavelength of the X-rays, the spacing between the

lattice planes, and the angle at which the X-rays are diffracted. One would achieve

a maximum in these reflected waves when the path length difference in the two

reflected waves is an integral multiple of the wavelength. Mathematically,

Path difference = nλ (3.22)

AO = BO = d sin θ (3.23)

where the path difference is given by AO+BO. Thus, the total path length difference is

2d sin θB, which should be equal to nλ for a peak intensity. When these conditions are

met, the diffracted X-ray beam will have a specific intensity and angle of diffraction

that can be measured and used to determine the structure of the crystal lattice.

3.6 X-rays through a material

This section is adapted from [17]. Let us assume a simple scenario where X-rays

are passing through a given material of a certain thickness (Fig. 3.6). Suppose the

absorbing material thickness is L, the intensity of the incident X-ray beam is I0 and

the intensity of the transmitted beam is IL. Naturally, the IL is less than I0.

The fractional change in intensity when an X-ray passes through the material is

given by:

−dI

I
= µdL, (3.24)

where, I is the intensity of the X-ray beam, dI is the fractional change in the

intensity, µ is the linear absorption coefficient, and dL is the distance traversed. Now
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Figure 3.6: X-ray absorption through a material of thickness L

integrating equation above would give:

IL = Ioe
−µLorIL = Ioe

−µL
ρ (3.25)

which is also known as the Lambert-Beer Law. Where ρ is the density of the material

and µ/ρ is the mass absorption coefficient. The higher the value of this coefficient,

the higher the absorption of the X-rays. Similarly, a thicker material will also cause

higher attenuation in the transmitted energy. Moreover, the absorption coefficient

can also be defined as:

µ =
ρ ·NA

M
· σa, (3.26)

where NA is the Avogadro’s number, M is the molar mass and σa is the absorption

cross-section,. If one has several materials in a single sample, then we can easily find

the mass absorption coefficient by

µ

ρ
=

µ

ρ 1

+
µ

ρ 2

+
µ

ρ 3

+ .... (3.27)

In the case of X-ray fluorescence spectroscopy, the X-rays are emitted by the sample

and have a broad range of wavelengths that include K-alpha, K-beta, and white

radiation. To isolate the K-alpha radiation, a crystal monochromator is used. The

crystal is positioned at a specific angle relative to the incident X-rays such that only
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Figure 3.7: Different configurations of a) single crystal arrangement, b) double
monochromator, c) 4 bounce arrangement. Adapted from [83]

the K-alpha radiation is diffracted by the crystal’s atomic planes, while the K-beta

and white radiation are not diffracted or are diffracted at a different angle.

This requires precise orientation of the crystal, which allows the diffraction of the

wavelengths, satisfying Bragg’s law at that angle. One of the commonly used

monochromators is the ‘double channel’ monochromator, which allows the right

orientation or direction of the diffracted monochromatic energy, but the beam height

is altered. One can use the single crystal as well, but that could lead to disorientation

of the diffraction beam. Another type of monochromator would include the use of

multiple crystals, which are complex in design but would allow aligning both the height

as well as the direction of the beam. In the case of a double-channel monochromator,

both the crystals are part of the same crystal structure, where a central channel

is cut to provide the two crystal surfaces for the beam diffractions. Moreover, in

this way, in a 4-bounce arrangement, two double-channel monochromators are used.

These configurations are shown in Fig. 3.7.

The K-alpha radiation that is diffracted by the crystal is then collected and directed

to the detector, resulting in a monochromatic signal at the wavelength corresponding

to the K-alpha radiation. By selectively filtering out the unwanted K-beta and white

radiation using the crystal monochromator, a monochromatic signal is achieved, which

allows for a more accurate determination of the sample’s elemental composition.

When a polychromatic X-ray beam is incident on the crystal, it is diffracted at

different angles depending on the individual wavelengths. The crystal is oriented

at a specific angle such that only the K-alpha radiation is diffracted in a way that

produces constructive interference. The K-beta and white radiation are either not

diffracted or diffracted at a different angle and are thus not recorded by the detector.

The diffracted K-alpha radiation then passes through a slit or collimator that further

narrows the range of angles and wavelengths that can pass through. The resulting
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collimated monochromatic beam of K-alpha radiation is then directed onto the

sample, and the emitted X-rays are detected and analyzed.
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4 Semiconductor nanowires

The fundamental structural characteristics of nanowires (NWs) and associated

heterostructures are covered in this chapter. The history and current uses of semi-

conductor NWs are covered in the introduction section. In this chapter, we also talk

about strain relaxation and typical development strategies in NWs.

4.1 Introduction

Isamu Akasaki, Hiroshi Amano, and Shuji Nakamura shared the 2014 Nobel Prize

in Physics ”for the invention of efficient blue light-emitting diodes which enabled

bright and energy-saving white light sources” [86]. It is an example of the enormous

advancements made in the previous several decades in the field of lighting devices

based on semiconductors. The whole visible light spectrum is emitted by the

phosphors, which are pumped by the incredibly effective blue light-emitting diodes

(LEDs). Band gap adjustment from the near-infrared to the deep ultraviolet spectral

Figure 4.1: (a) Binary semiconductor band gap diagram with matching visible light
emission spectrum [84]. The whole visible range is covered by compounds
in the form of InxGa1−xN (indicated by a thicker line). (b) The decrease
in the green-to-yellow light area is revealed by the external quantum
efficiency for ternary compounds such as InxGa1−xN [85].
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region is possible using ternary compounds, which are based on III-nitrides (see Fig.

4.1(a)). The term ”green gap” refers to a decline in external quantum efficiency

that occurs in planar LEDs in the green-yellow spectral range (see Fig. 4.1(b)).

This limitation arises from the difficulties in generating stressed planar structures

that are free of defects. The growth processes cause misfit dislocations to occur

at the interface where the mismatched layers that make up the electrical device

meet. The concentration of these faults has a major impact on charge carrier

movement. Consequently, switching to NWs is seen as a possible next step in

improving performance and lowering production costs for electrical products. Since

the NWs have a high surface-to-volume ratio, they are better at relaxing strain.

Quasi-one-dimensional crystals, or NWs, have been used in a variety of exciting

recent advances in photonics [87] [88] [89], photovoltaics [90] [49], electronics [91] [92],

and other domains [93]. The distinct functioning of NWs is caused by a number of

material properties, of which strain is a major one. The capacity of a compound to

efficiently relax under strain determines the possibilities for mixing compounds of

diverse lattice parameters and characteristics in the same NW. Mapping the strain

in these nano-objects is very important since the composition of a single NW (such

as a mismatched shell in core-shell structures) would have a significant impact on

the strain of an upright-standing NW device.

The III V semiconductors are the ones, which are prepared from the elements of

the group III and group V of the periodic table. The III-V nanowires are essential

for the modern technologies, considering heir applications in electronics and opto-

electronics industries, specifically in the development of transistors, LED systems,

diode units, photo detectors and solar cells. Such NWs posses higher electron mobility

properties and direct band gap nature, enabling efficient charge transport. Some of

the key properties include ’enhanced carrier mobility’, ’tunable emission control’ and

’stronger light matter interaction’. The group III elements include ’B’,Al’,Ga’ and

’N’. While group V elements include ’N’, ’P’, ’As’ and ’Sb’. Gallium Arsenide (GaAs)

Nanowires are one of the primary III V NW structures, which offers approximately

1.4eV direct bandgap properties. This NW can offer good emission properties in the

infrared region, and thus are good solutions for opto-electronic applications. Indium

Phosphide (InP) Nanowires are another type of direct bandgap III V NWs with

approximate band gap of 1.35eV. These NWs offer strong absorption and emission in

near infradred region and offer applications in telecommunications communication,
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solar cells and quantum dot domains. Indium Arsenide (InAs) Nanowires offer

very low direct bandgap of about 0.36eV with extremely high electron mobility,

making it highly suitable for high speed electronic applications. Coordinate band

hole III-V semiconductor nanowires, counting GaAs, InP, InAs, and GaN, display

interesting electronic and optical properties that make them profoundly appropriate

for a assortment of progressed applications in optoelectronics, high-speed gadgets,

and vitality collecting. Their development strategies, custom-made to optimize

quality and usefulness, are basic for saddling their full potential in both current and

future mechanical headways.

4.2 Development of nanowires (NW)

This section is adapted from [94]. Because of their size-dependent characteristics,

nanostructures have attracted a great deal of attention as quasi-one-dimensional

NWs. Top-down and bottom-up approaches to ”controlled NW development” include

the two main categories of methodologies covered by current methodologies.

Using a top-down method, the crystalline material, that is already present on the

substrate is etched in order to reduce the size of bigger microstructures and create

NWs. Adatoms put on the substrate are combined to create the NW by a bottom-up

method. Because it is more likely to result in nanostructures with fewer flaws, a more

homogenous chemical composition, and improved short- and long-range ordering,

the latter strategy is preferable to the top-down one. As a result, the majority of

synthesis methods take a bottom-up strategy.

The two common NW growth mechanisms used in this thesis’s projects are covered in

the following sections: selective area growth using metalorganic vapour phase epitaxy

(MOVPE), also referred to as metalorganic chemical vapour deposition (MOCVD),

and vapor-liquid-solid (VLS) with metal catalyst particle using molecular beam

epitaxy (MBE).
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4.2.1 Growth of MBE using Au-catalyst

Figure 4.2: (a)Schematic illustration comparing the selective area and catalyst parti-

cle aided. (b) NWs’ expansion [94].

When it comes to producing single-crystalline NWs in huge quantities, the VLS

technique works incredibly well. Wagner and Ellis first invented the process in

1964 [95], and several research groups have since modified it to enable the growth of

NWs from a wide range of materials, including III-V semiconductors. [96] [97]

The VLS method’s schematic depiction is displayed in Fig. 4.2(a). A gold or other

metal aerosol nanoparticle is first deposited onto the substrate to begin the process

(see Fig. 4.2(a)-I). The particles enter the liquid phase when the temperature rises.

The catalyst particle (II) allows the materials to diffuse through once they are

introduced in the vapor phase. Crystal planes of the NW begin to form between

the droplet and the substrate (III) as the concentration of material atoms exceeds

supersaturation. The NW growth is raising the metal particle IV. Adatoms, or

adsorbed atoms, are primarily responsible for the growth kinetics. They land straight

on the substrate and proceed to the droplet at the tip by traveling along the NW

walls. Furthermore, the III/V material grows planarly right on the substrate. The

final stage of the growth process is the cooling and crystallization of the Au particle.

With the catalyst particle at the top (V), the NWs remain perpendicular to the

substrate [94].
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4.2.2 Growth of catalyst-free MOVPE

Using a MOVPE technique, the InAs nanowire was produced on p-type Si (111)

substrates. As group III and group V precursors, respectively, trimethylindium

(TMIn), trimethylgallium (TMGa), trimethylantimony (TMSb), and arsine (AsH3)

were employed. To get rid of impurities and native oxide, all Si (111) substrates

were cleaned using the RCA (Radio Corporation of America) cleaning method and

diluted HF (1:50). The substrates were placed into the MOVPE chamber after

being dipped in hydrogen peroxide (H2O2) for 120 seconds, rinsed with DI water,

and dried with N2 to initiate the reoxidization process. Substrates were heated to

700 °C for 10 minutes before being cooled to 400 °C in an H2 environment. After

that, AsH3 was flown for 3 minutes to get the (111)B surface [98]. In general, the

formation of InAs NWs was achieved by adjusting the growth temperature between

550 °C and 650 °C, while maintaining a set 150-second growth period. The flow

rates of TMIn (2.9 × 105 moles/min) and AsH3 (4.5 × 103 moles/min) were also

maintained. Pinhole-containing SiOx layer on silicon substrate has been used for

both catalyst-free [99] and self-catalyzed nanowire growth processes. Typically, a

few nanometer-thick SiOx layer is used to create it. The SiOx layer might be the

native oxide layer of the Si substrate, several monolayers of oxidized Si, a thermal

oxide layer, or an oxide layer transformed by organic chemicals [100].

When the temperature in MOVPE rises over 500 °C, the thin oxide layer on Si(111)

turns extremely mobile and forms holes and clusters, according to B. Handl et al [101].

This indicates that more pinholes emerge in Si substrate with thin oxide when it

is subjected to higher temperatures—annealing in our instance, for example, [102].

The substrate lattice will become air-exposed when the SiOx layer is sufficiently thin,

allowing pinholes to pass through the oxide layer. The primary function of the SiOx

layer is to act as a nucleation site, immobilize indium atoms, and alter the size and

density distribution of indium droplets, also known as InAs islands, which aid in

the development of nanowires. By adjusting the length of time spent dipping in

H2O2, were able to manage the oxide thickness and produce a high yield of uniform

InAs nanowires. Reoxidation has the benefit of producing an oxide layer on the Si

substrate that is evenly covered. On the reoxidized Si substrate, InAs NWs with

identical NW growth conditions exhibit an optimal shape with highly uniform InAs

nanowires [103].
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4.2.3 Crystal composition of NW’s

Figure 4.3: Explanation of cubic closest packing breakdown. Adapted with changes
from [104].

Two popular crystal structures or polymorphs for III-V semiconductor NWs are

Wurtzite (WZ) and Zinc-Blende (ZB). These two polymorphs are called sphalerite,

or zincblende, and wurtzite. Zincblende is cubic in structure, but wurtzite has a

hexagonal structure. It is distinguished by the preservation of a 1:1 zinc-to-sulfur

ratio and single bonds between all of its atoms. Zincblende is characterized by a

face-centered cubic, or cubic closet packing, (CCP) structure. In the figure 4.3, this

crystal lattice structure is shown [104].

The hexagonal closest packing structure (hcp) of Wurtzite is typified by the presence

of 12 ions in each unit’s corners, which form a hexagonal prism (Fig. 4.4). In addition

to growing defect-free InAs NWs, it is now feasible to modify the crystal structure

of individual NWs by creating atomically sharp interfaces between the zinc blende

(Zb) and wurtzite (Wz) structures.

4.2.4 Measurements of strain in NW’s

The physical, chemical, and electrical characteristics of NWs may be investigated

using a variety of thorough characterisation methods, including high-resolution scan-

ning and transmission electron microscopy (SEM, TEM) [105], Raman spectroscopy

(RS) [106], and different x-ray diffraction (XRD) techniques. The Raman inelastic

scattering phenomenon, which occurs when the wavelength of scattered radiation

experiences a shift matching to the optical phonons in the crystal, provides the basis

for the RS technique [107]. A specialized spectrometer equipment and a concentrated

optical laser beam are needed for the RS. The technique’s implementation is quite
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Figure 4.4: The wurtzite HCP structure. Adapted with changes from [104].

straightforward, but it has drawbacks such as indirect strain measurement and low

resolution because of the large probe size [108].

Atomic resolution nanostructure characterization is made possible by methods based

on electron diffraction [93]. The SEM offers a thorough analysis of an NW’s surface.

SEM does not, however, offer any details on the strain field. The High Resolution

TEM (HRTEM) can provide the greatest spatial resolution images, down to individual

atomic locations inside the crystal. High-resolution strain maps of the NWs may

be obtained by combining geometrical phase analysis with the HRTEM [109]. The

primary drawback of electron scattering methods is their ability to analyze only very

thin materials, often less than 100 nm. As a result, in situations when the NW’s

initial state might change, a destructive sample preparation is required [110].

When compared to electrons, the high penetration depth of X-rays, for instance,

enables structural characterization of thick objects at the nanoscale without requiring

damaging sample preparation [111]. Contemporary third-generation synchrotron

radiation facilities (see [139] for an example) are excellent sources of X-rays for

characterizing NW structures. They produce coherent, brilliant, and steady X-ray

beams that can be concentrated down to less than 100 nm in diameter [112], [113].
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Figure 4.5: Effect of strain on the position of a Bragg peak. (a) Bragg reflection of
a perfect unstrained crystal. (b) When homogenous strain is present,
the Bragg peak shifts in relation to the unstrained condition. (c) An
inhomogeneous strain causes the Bragg peak to broaden [94].

Average strain profiles of ensembles of nanostructures may be obtained by reciprocal

space mapping. Although the resolution of scanning x-ray diffraction microscopy

(SXDM) is constrained by the size of the beam, it may yield strain information for

both ensembles of NWs [114], [115], [116] and individual nano-objects. With the

latter method, the local strain distribution is determined by directly assessing the

Bragg peak shifts at every position where the beam is positioned on the sample (refer

to Fig. 4.5).

The following equation results from differentiating Bragg’s law expression from Eq.

(3.20) in relation to the angle

δdhkl
δθ

= − λcosθB
2sin2θB

(4.1)

We are able to determine the relationship between the mechanical strain ε and the

locations of the Bragg reflections from strained crystals because of this equation

ε =
δdhkl
dhkl

= − δθ

tanθB
(4.2)
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5 A Synopsis of Piezoelectric

Technology

5.1 Introduction

Materials technology has exerted such a significant influence on the history of

human civilization that historians have designated separate historical periods by the

materials that were prominent throughout these eras (e.g., the Stone Age, the Bronze

Age, and the Iron Age). Today’s well-designed, man-made engineering materials that

outperform conventional materials, such as plastic and composites, are what define

the Synthetic Materials Age, also known as the Engineering Materials Age. However,

because they are often pre-processed and made to respond to a narrow range of

external stimuli, these engineering materials and structures have been referred to be

”dumb.” These reactions are often not ideal under any one set of circumstances, but

they are optimized to best meet the variety of scenarios that a material or structure

may encounter [117].

The Smart Materials Age will begin to develop at the beginning of the 21st century due

to the growth of various emergent technologies in recent years, including biotechnology,

biomimetics, nanotechnology, and information technology [36]. Nonliving devices

called ”smart materials” combine sensing, actuation, logic, and control to react

adaptively—typically in a repeated and helpful way—to changes in their state in the

environment to which they are exposed. For a range of technical applications, smart

materials are functional materials that are part of smart systems. They are capable

of both perceiving and acting. If appropriately developed, many existing engineering

materials may be used as actuator and sensor materials. These consist of conductive

polymers, optical fibers, shape memory alloys, piezoelectric ceramics, and polymers.

All of them are able to meet the unique criteria that the upcoming smart materials

systems may have.
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The general properties of piezoelectric materials are examined in this chapter. The

chapter begins with a brief overview of history, which is followed by an explanation

of the macroscopic and microscopic factors that support piezoelectricity. A broad

overview of terminology based on the ferroelectric material’s hysteresis behavior and

various aspects of material processing are then provided. An examination of the linear

mathematical theory of piezoelectric materials and the technological constraints on

their use rounded up the chapter.

5.2 A quick overview of history: Piezoelectricity

This chapter is adapted from [117]. The Greek verb piezein, which means to press, is

where the term piezoelectricity originates. The direct piezoelectric effect occurs when

stress is applied to a piezoelectric crystal. This produces an electric polarization

inside the material that is proportional to the strain’s magnitude and sign. The

opposite effect occurs when an elastic strain in the same material is produced by a

polarizing electric field (converse piezoelectric effect). Actually, humans have been

interacting with piezoelectricity for centuries. It is commonly known that early

humans created fire by mechanically impacting flint, a kind of quartz. Since flint

had excellent cutting qualities and could be used to make tools and weapons, it was

really the primary material used throughout the Stone Age. It was quite by chance

that the material’s ”lighter” quality was discovered when making tools. Prior to the

development of matches, the substance was still being utilized as a lighter, striking

iron later on. Nevertheless, a careful evaluation of the flint’s unique and practical

ability to start fires was not done.

Pierre and Jacques Curie conducted the first significant experimental study on

piezoelectricity in 1880 [118]. The earliest evidence of this effect was found in single

crystals, such as quartz. The final measurement of surface charges that emerged on

carefully prepared crystals—among them, tourmaline, quartz, topaz, cane sugar, and

Rochelle salt—that were put under mechanical stress was the focus of their investiga-

tions. However, the Curie brothers did not anticipate that crystals that showed the

direct piezoelectric effect—electricity generated by applied stress—would also show

the inverse piezoelectric effect, which is the result of applied stress responding to

an electric field. Lippmann arrived at this feature by mathematical deduction from

the basic principles of thermodynamics in 1881. The ”converse effect” was promptly
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experimentally verified by the Curies, who went on to acquire quantitative evidence of

the total reversibility of electro-elastic-mechanical deformation in piezoelectric crystal.

During World War I, the first significant application research on piezoelectricity

devices was conducted. P. Langevin and his French colleagues started working on

developing an ultrasonic submarine detector in 1917. Their transducer was housed

in a submersible enclosure and included a mosaic of thin quartz crystals adhered

between two steel plates, with a resonance frequency of around 50 kHz.

They succeeded in achieving their aim of sending out a high-frequency ”chirp”

underwater and timing the return echo by working on it after the conflict ended.

Nonetheless, no industrialized country disregarded the strategic significance of their

accomplishment, and ever since, sonar transducers, circuits, systems, and materials

have all continued to be developed. The popularity of sonar led to a flurry of work in

the creation of resonant and non-resonant piezoelectric devices of all types. It was at

this time that the majority of the traditional piezoelectric applications—such as signal

filters, phonograph pick-ups, accelerometers, ultrasonic transducers, bending element

actuators, microphones, and more—were developed and put into use. It’s crucial

to keep in mind, though, that the materials accessible at the time—single crystals

made of both natural and manmade materials—often restricted device performance

and most definitely constrained economic exploitation.

Isolated research groups working on improved capacitor materials in the US,

Japan, and the USSR during World War II found that some artificial polycrys-

talline anisotropic formations—like barium titanate, which is a polycrystalline—that

were created by sintering metallic oxide powders exhibited dielectric constants up to

100 times higher than those of common cut crystals. The materials did not exhibit

a macroscopic piezoelectric effect because of the thousands of small single crystals’

randomly dispersed and macroscopically averaged distribution. But scientists did

not realize until 1946 [119] that this kind of polycrystalline material—also referred

to as ceramic ferroelectrics—could be produced piezoelectric by the introduction of

an electric field, a procedure known as poling. Extensive research and development

into piezoelectric devices was sparked by the discovery of this conveniently made

piezoelectric material with astounding performance characteristics. The significant

finding of the lead zirconate titanate (PZT) solid solution, which had enhanced

piezoelectric characteristics, was published by Jaffe et al. in 1954 [120]. The main

characteristic of PZT is its phase diagram, which shows a barrier between a tetragonal
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and a rhombohedral phase with a zirconate concentration of around 52%. This

boundary is called the morphotropic phase boundary (MPB). This characteristic,

which is utilized in commercial compositions, makes apps easier to use in a variety

of contexts. The PZT’s general qualities have been examined by analyzing various

compositions and adding additional elements to the fundamental PZT.

Uniaxially drawn polyvinylidene fluoride (PVDF) was shown to have high piezoelec-

tricity and pyroelectricity in 1969 after being poled in an appropriate electrical field.

It is also known that, while not as strongly as PVDF, other plastics, such as nylon

or PVC, exhibit the piezoelectric effect. Numerous innovative materials have been

the subject of piezoelectric studies since the early 1980s. The future is bright for

composites made of ceramics and polymers, as well as grain-oriented glass ceramics,

which are composites made of a glassy phase and one or more crystalline phases.

5.3 Piezoelectric effect

Mechanical quantities like stress (σ) or strain (ϵ) and electrical values like electric

field (E), electric displacement (D), or polarization (P) are connected in crystals with

piezoelectric characteristics. We refer to this process as electromechanical coupling,

(refer to Appendix for more details)

5.3.1 Direct and Indirect impacts

As schematically shown in Fig. 5.1 [121], the piezoelectric effect, also known

as piezoelectricity, is the creation of electric charges on the surface of some non-

conducting materials in response to applied mechanical stress, or, on the other hand,

the creation of a mechanical strain in such materials when they are exposed to an

electric field. Because the mechanism of the piezoelectric effect is reversible, materials

that display the direct piezoelectric effect also display the converse piezoelectric

effect. Therefore, although the term ”piezoelectricity” frequently refers to the direct

piezoelectric effect of the internal creation of electrical charges as a result of an

applied mechanical force. Piezoelectricity is also used to refer to both direct and

converse effects.
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Figure 5.1: (a) When mechanical stress is applied, the direct piezoelectric effect
produces an electric charge; (b) the converse piezoelectric effect represents
the scenario in which strain occurs when an electric field is applied [121].

Direct Piezoelectricity may be defined as the induced polarization due to the applied

mechanical stress. This effect can be mathematically defined in a linear relation

such that the 3 components of the polarization (Pi) are linear combinations of the 9

components of the stress tensor (σjk). The polarization and the strain tensor are

related via the property of the material, known as the piezoelectric strain constant

(dijk), and mathematically given as: [122].

Pi = dijk · σjk. (5.1)

When the induced polarization is solely due to the applied mechanical stress, one

can define the electric displacement as a result of direct polarization, as follows:

Di = dijk · σjk, (5.2)

where i,j,k = 1,2,3. The piezoelectric strain tensor has a total of 27 components.

However, utilizing the symmetry of the stress tensor, one can reduce the (dijk) tensor

as well. When contracted, the jk indices of the (dijk) are contracted as per the strain

tensor. Eq(5.2) can be further written as:

Di = dil · σl, (5.3)
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where, i =1,2,3 and l = 1,2,....6, and the contracted tensor has now 18 components,

as a 3×6 matrix.

On the other side, the ”converse” piezoelectric effect is defined as the application of

the electric field, inducing mechanical strain within the piezoelectric material. In

this scenario, we have another linear relationship, with the same piezoelectric strain

constant, mathematically given as:

ϵjk = dijk · Ei, (5.4)

where i,j,k = 1,2,3 and the contracted tensor is further given as:

ϵl = dil · El. (5.5)

For instance, the d31 constant resembles the electric displacement in the ’3’ direction

(or ’z’ direction), caused by the stress applied in the ’1’ or ’x’ direction. Similarly, the

converse piezoelectric effect resembles the induced strain in the ’x’ direction due to

an electric field applied in the ’z’ direction. One can also comment on the directional

nature of the piezoelectric effect. Reversing the direction of the applied field also

reverses the direction of the induced mechanical deformation. [122]

In specific design scenarios, several types of piezoelectric constants are employed in

addition to the piezoelectric charge or strain constant. Together with the previously

described piezoelectric charge or strain coefficient (d), there are a total of four

piezoelectric constants. [123]. Partial derivatives determined under constant strain,

constant electrical field, constant electrical displacement, or constant stress are the

definitions of these piezoelectric constants. These states are referred to as ”open

circuit,” ”short circuit,” ”mechanically free,” and ”mechanically clamped,” in that

order. For further understanding of mathematical relations for piezoelectric materials,

refer Appendix.

5.3.2 Contribution of Ferroelectric Properties to Piezoelectricity.

Reviewing ferroelectric characteristics and their role in piezoelectricity is important

since the majority of high-performance piezoelectric materials are also ferroelectric

materials [122]. Certain materials exhibit ferroelectricity, which is the ability to
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Figure 5.2: Connection between materials that are dielectric, piezoelectric, pyroelec-
tric, and ferroelectric [122].

reverse their spontaneous electric polarization with the introduction of an external

electric field. Ferroelectrics are the core subset of dielectrics, as seen in Fig. 5.2.

Dielectrics are a large family. When put across the plates of a capacitor, dielectric

materials—basically electrical insulators—become polarized due to the peripheral

application of the electrical field. Although stress can result in a net separation of

positive and negative charges in a piezoelectric crystal with a non-centrosymmetric

crystal structure, piezoelectric materials are members of the dielectric group.

Because a temperature change can thermally alter the polarization magnitude in a

pyroelectric crystal, pyroelectric materials are those that can produce a temporary

voltage when heated or cooled. In contrast, polarization changes in a piezoelectric

crystal are caused by mechanical stimulation, which leads to the accumulation

of charges at the crystal’s surfaces. A subclass of pyroelectric materials used in

experiments is called ferroelectrics. Not all ferroelectric materials are pyroelectric,

just as not all pyroelectrics are piezoelectric. On the other hand, not all piezoelectric

materials are pyroelectric. It is established that the aforementioned classification

is controlled by crystal symmetry. Every crystalline material falls into one of the

32-point groupings known as crystallography. Ten ferroelectric point groups and

twenty piezoelectric point groups are present.

While an electric field may reverse the orientation of an electric dipole in ferroelectric

materials, it cannot be altered in piezoelectric, pyroelectric, or ferroelectric materials.

Consequently, the ability of ferroelectrics to reverse spontaneous polarization in the

opposite direction with a high enough applied electric field is what sets them apart.
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Figure 5.3: Ferroelectric materials: polarization against the hysteresis loop of the
electric field [122].

Moreover, as Fig. 5.3 illustrates, polarization depends on both the electric field and

the material’s past experiences, producing a hysteresis P–E (polarization-electric

field) loop. When the applied field is high enough, the polarization from point

A starts to grow steadily with the E-field and eventually becomes extreme. The

polarization then achieves a saturation level (saturation polarization, Ps) during

an extended and gradual stage. Normally, the saturated linear component and the

polarization axis coincide to estimate the Ps. After the E-field is removed, the

polarization does not return to its initial state; rather, it produces non-zero values,

or residual polarization, or Pr. An E-field applied to i+n in the opposite direction is

necessary to achieve a zero polarization condition. The coercive field, or EC , refers

to the strength of the applied electric field that reverses the direction of ferroelectric

polarization and is the name given to this E-field.

One crucial factor in determining whether a material is ferroelectric is the presence

of a P-E loop. Because the reaction of electric domains to an electric field is

similar to that of ferromagnetic material’s magnetic domains against a magnetic field,

ferroelectric materials exhibit such hysteretic behavior. It is important to note that

even in the presence of extremely strong external electrical fields, a polar material may

be piezo- or pyroelectric but not ferroelectric if the orientation of its dipoles cannot

be switched. One typical piezoelectric material that lacks ferroelectric characteristics

is single-crystalline quartz. In a similar way, ZnO is often non-ferroelectric but

piezoelectric.
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Figure 5.4: Graphic representations that demonstrate how the ferroelectric domain
aligns with the macroscopic stresses that occur when an electric field is
applied to a ferroelectric material during poling. (a) The Virgin State.
(b) State of saturation. (c) State of remnants [122].

Polarization occurs when a ferroelectric crystal cools below the Curie temperature.

A structural phase transition known as the ferroelectric phase transition occurs when

ion displacements cause lattice distortions and change the crystal’s symmetry. For a

particular crystal structure and composition, the amplitude of the ion displacements

along certain crystallographic axes in the materials varies. A depolarizing electric

field will result if the polarization spreads evenly over the whole crystal. The crystal

typically breaks into areas known as domains—a region in which the polarization is

uniform—in order to reduce the electrostatic energy related to this field. Domain

walls are the areas that divide two adjacent domains. Usually, their thickness

ranges from 10 to 100 Å. A domain is an area of a ferroelectric material where

the polarization is homogeneous in one direction. The total polarization in an

extreme condition, where (almost) all domains are aligned along the direction of

the applied electric field, is known as saturation polarization, or Ps. The remaining

polarization results from certain of these domains continuing in the same direction

even after the electric field is removed. Given that ferroelectric materials may

produce electric charges in response to mechanical stress, it is conceivable that they

might be employed as piezoelectric materials in a condition where they still exhibit

residual polarization. In simpler terms, if a ferroelectric material has not been

exposed to an electric field, then polycrystalline bulk materials should not exhibit a

piezoelectric response. This is because in the event that the domains are randomly

distributed in various directions, all of the charges will be dismissed together, leading

to zero change when the material as a whole experiences mechanical deformation.

Therefore, one of the properties of ferroelectric materials is piezoelectricity, and
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generally speaking, ferroelectric materials must be poled in order to be employed as

piezoelectric materials. For ferroelectric piezoelectric materials, electrical poling is

therefore an essential procedure.

When ferroelectric materials are poled, a high electric field is applied across them;

as a result, most of the domains lose their original polarization and align along the

direction of the electric field. The polling procedure is schematically depicted in

Fig. 5.4. An electric field is applied to the virgin materials, and it should be high

enough relative to the coercive field (EC to allow the domains to reorient almost in

the same direction). The expansion of the poled materials or tensile stresses occurs

during the poling process, as seen in Fig. 5.4(b), and this is essentially consistent

with the converse piezoelectric phenomena. Fig. 5.4(c) illustrates how, in order

to lessen mechanical stresses, certain domains reverse or shift in orientation when

the poling electrical field is removed, even if the majority of the domains remain

along the poling direction. The material has a macroscopic polarization following

the poling treatment, which is equivalent to the residual polarization Pr in the

previously described P-E loop. Thus, for piezoelectric materials, the poling process

is crucial. The following piezoelectric characteristics, particularly the piezoelectric

charge coefficient (d33, will be extremely low even for identical materials if they are

not fully poled). Furthermore, it is evident that non-ferroelectric materials cannot

be processed using the poling method. For this reason, ferroelectric materials are

first required for high-performance piezoelectric materials.

5.3.3 Piezoelectric Studies of HfZrO2 in Nanostructured Devices

For many years, HfO2 and ZrO2 material systems (refer to Figure 5.5) have been

researched and applied. HfO2, for example, is employed in CMOS technology as a

high-κ dielectric material for field-effect transistor (FET) gate insulators and dynamic

random access memory capacitor insulators. Oxide fuel cells employ ZrO2 doped

with Y, commonly referred to as yttria-stabilized zirconia. Ferroelectricity was,

however, found in Si-doped HfO2 and oxides solid solution Hf0.5Zr0.5O2 (HZO)

in 2011. Since then, as new applications are made possible by the ferroelectric

characteristics of these materials, the global community of researchers working on

HfO2 and ZrO2-based systems has continued to expand. [124] A new field of use

for ferroelectric Hf1–xZrxO2 has emerged recently. There is a fundamental limit to

how effectively the gate voltage may block the current flow through the channel of a
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Figure 5.5: Crystal phases of HfO2 and ZrO2 are arranged as follows: (a) mono-
clinic; (b) orthorhombic; (c) polar orthorhombic; (d) tetragonal; and (e)
cubic. Atoms of metal and oxygen make up the green and red spheres,
respectively. [124]

FET, an indispensable basic building element of today’s semiconductor industry. A

FET functions as a switch with clearly defined ”on” and ”off” states.

Systems of Hf1–xZrxO2 materials also show electrocaloric, pyroelectric, and piezo-

electric phenomena. The pyroelectric effect’s physical inverse is known as the

electrocaloric effect. They both connect the electrical and thermal domains and are

crossover effects, much like the direct and converse piezoelectric effects. The way

that the residual polarization changes as temperature changes is explained by the

pyroelectric phenomenon.

Piezoelectricity and antiferroelectricity in Hf1–xZrxO2

The twofold hysteresis loop seen in experiments is a manifestation of the antiferroelectric-

like behavior in Hf1–xZrxO2. For example, the Si-doped HfO2 and Hf1–xZrxO2

with x near to 1 exhibit the double hysteresis loop. This is most evident in pure

ZrO2. [125] The alternating configuration of the electric dipoles in a crystal is the

atomistic source of antiferroelectricity. In Hf1–xZrxO2, the antiferroelectric phase

is proposed to be the o-phase [53], but this phase happens at high pressure. The

O-phase, or orthorhombic phase, is a specific crystallographic phase characterized
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5.3 Piezoelectric effect

by an orthorhombic crystal structure. In materials science and solid-state physics,

the term ”O-phase” is often used to describe this particular arrangement of atoms

within a crystal lattice. The T-phase, or tetragonal phase, refers to a specific type

of crystallographic structure where the unit cell of a material is shaped like a rect-

angular prism, with two of its axes of equal length and the third axis of a different

length. This structure is particularly important in the context of ferroelectric and

piezoelectric materials. The P-O-phase, which stands for the ”pseudo-orthorhombic”

phase, is a term used to describe a specific crystallographic phase that is closely

related to the orthorhombic phase but may have some distortions or deviations that

make it not perfectly orthorhombic. Similar to perovskite antiferroelectrics, the

general explanation for the antiferroelectric-like behavior in this material system is

the electric field-driven phase shift from the paraelectric t-phase into the ferroelectric

p-o-phase [126]. Furthermore, the p-o-phase needs to be inducible from the t-phase

through the electric field. This implies that, in the first approximation, there needs

to be a surmountable energy difference between these two phases.

Applications for the piezoelectric Hf1–xZrxO2 material system include resonators,

actuators, sensors, transducers, and more. This material system attribute seems

to be the one that has received the least attention yet. Piezoelectric coefficients

for Si-doped HfO2 have recently been published [127], with d33 = 19.8pmV −1 and

d31 = 11.5pmV −1. Piezoelectric coefficient d33 = 10pmV −1 was observed for both

undoped and Mg-doped ZrO2 [128]. According to the authors of these studies, the

crystal volume shift that occurs during the electric field-induced transition from

the t-phase to the p-o-phase accounts for the piezoelectric activity in each of their

situations. In case of commonly used material lead zirconate titanate (PZT) has the

piezoelectric coefficients as d33 = 60− 130pmV −1 and d31 = −120pmV −1. [129]

5.3.4 Finite Element Method (FEM)

A numerical approach known as the finite element method (FEM) may be used

to solve problems that can be expressed as functional minimization or as partial

differential equations. An assembly of finite components is used to represent a domain

of interest. Finite element approximating functions are found in terms of the desired

nodal values of a physical field. An unknown nodal value discretized finite element

issue is derived from a continuous physical problem. A system of linear algebraic

equations has to be solved for a linear scenario. Nodal values can be used to retrieve
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values contained within finite elements. Two noteworthy aspects of the FEM are as

follows: 1) Even with basic approximating functions, piece-wise approximation of

physical fields on finite elements yields high precision (by increasing the number of

elements, we can reach any precision). 2) For a discretized issue, the locality of the

approximation results in systems of sparse equations. This aids in the resolution of

issues with a significant number of nodal unknowns [130].

The need of the FEM

Real world structures are complex in nature, and require analysis in a much more

refined manner. FEM analysis enables the users to discretize the structures into

smaller segments, making it possible to analyze complex interactions across smaller

elements. FEM analysis also allows us to well investigate heterogeneous structures

where different segments of the prototype exhibits different material properties.

This helps the users to understand the dynamic response of different materials

under different operating conditions. FEM analysis also enables the users to achieve

the study of non-linear behavior, which often involves nonlinearities due to large

deformations, material plasticity, and contact problems. FEM can well handle

such non-linear responses while working as iterative solution solver. The similar

level if democratization can be performed over the time scale, where the structural

response is then analyzed at each instant of the time frame, where the operating

conditions can be tuned differently for each time frame. Therefore, the use of FEM

in dynamic analysis is as a result of the complications and the protracted nature of

the real life engineering problems. The capability of ANSYS to handle geometries,

material composition, nonlinearity, time variation, and multiphysics is the key feature

that makes this software useful to engineers and researchers. Thus, the usage of

FEM allows for the better understanding of structures’ behaviour as well as the

development of more efficient, safer and more reliable engineering solutions.

The functioning of the FEM

The essential steps of the finite element solution approach are listed below to provide

a broad overview of how the finite element method works.

Discretize the continuum: Splitting a solution area into finite components is the

initial step. The preprocessing software usually creates the finite element mesh.
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Nodal coordinates and element connectivities compose the majority of the arrays

that make up the mesh description.

Select interpolation functions : To interpolate the field variables across the element,

interpolation functions are employed. Polynomials are frequently chosen to serve as

interpolation functions. The number of nodes allocated to each element determines

the polynomial’s degree.

Find the element properties : It is necessary to develop the matrix equation for the

finite element that links various parameters to the nodal values of the unknown

function. Several techniques can be applied to this problem; the variational approach

and the Galerkin method are the most practical.

Assemble the element equations: We must put together each element equation

in order to determine the global equation system for the entire solution region.

In simpler terms, all of the discretization-related local element equations need to

be combined. The assembly method takes advantage of element connectivities.

Boundary conditions, which are not taken into consideration in element equations,

should be enforced prior to solution.

Solve the global equation system: Typically, the finite element global equation system

is positive definite, symmetric, and sparse. There are direct and iterative approaches

to problem-solving. The solving process yields the nodal values of the requested

function.

Compute additional results : We frequently need to compute extra parameters. For

instance, strains and stresses—which are found when the global equation system is

solved—as well as displacements are important in mechanical difficulties. [130]

COMSOL Multiphysics and FEM

Based on the finite element approach, COMSOL Multiphysics is a general-purpose

simulation program for multi-field issues. By using the built-in interfaces or creating

user-defined physics, this program allows the combination of several physics. The

generic framework for the continuum mechanics-based study of solid bulk is provided
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by the Solid Mechanics module. As a result, this method requires that the created

mesh comply with the interface bounds and explicitly model the discontinuities in the

solution domain. This is conceivable by making use of COMSOL’s intriguing feature,

which gives users access to field variable definitions (such as stress and strain fields).

A number of internal variables and functions (such as path and domain integration

tools) in COMSOL Multiphysics are essential to carrying out the suggested FEM

study. These choices are mostly used to carry out the pre-processing (like level

set calculation) and post-processing tasks in addition to realizing the enrichment

idea [131].

There are some key features of COMSOL Multiphysics:

1. Multiphysics Modeling: The capacity of COMSOL to handle coupled or

multiphysics phenomena—in which two or more physical processes interact—sets

it apart. Accurately replicating real-world phenomena, such as piezoelectric effects,

fluid-structure interaction, or electromagnetic heating, requires this capacity.

2. User-Friendly Interface: Through the modeling process, from geometry creation

and physics setup to mesh generation, solution, and post-processing, it provides a

graphical user interface (GUI) that leads users through the experience.

3. Customizable and Extensible: Equations and expressions can be added

to COMSOL models by users to suit their own needs. Because of the software’s

versatility, user-defined physics may be added, or current models can be improved.

4. Wide Range of Application Areas: Applications for COMSOL Multiphysics

cover a wide range, such as fluid, thermal, chemical, acoustic, mechanical, and

electrical processes.

5. Module-Based Software: Numerous modules that focus on certain application

domains, including RF, wave optics, microfluidics, structural mechanics, and chemical

engineering, among others, may be added to the basic platform.
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6.1 Overwiew

For initial experimental analysis, I was involved in the experiment at NanoMax

beamline at MAXIV synchrotron in LUND, Sweden, and Coherence Application

beamline P10 at PETRA III, Hamburg, Germany. In MAXIV, we performed the

experiment on the Hafnium Zirconium oxide (HZO) samples, which are over the

InAs-substrate. However, at PETRA III, the experiment was performed on the InAs

III-V NW samples, which were covered by the HZO layer. In this work, we will

demonstrate that annealed HZO films formed on III-V semiconductor substrates and

NWs, particularly InAs, have a piezoelectric effect. The films were electrically driven

while also being observed in an X-ray beam. To determine the strain impact of the

HZO on the nanowires, the strain in oxide-covered III-V NWs will be measured, and

the change as a function of an applied voltage to the oxide was observed. This should

confirm the HZO - III-V NW system’s excellence as a platform for operando research

on strain variation. Optical and ultrafast dynamics observations were integrated

with X-ray measurements.

Figure 6.1: An overview of an automated stage, detectors, data collection system,

and other scientific equipment used in a high-precision material analysis

facility PETRA-III P10.
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Figure 6.2: Illustration of the samples that were used in the experiment: (a) four
nanowire samples with the labels NW1 to NW4, (b) an electrical connec-
tion diagram for the circuit board, (c) an image of a sample holder with
its exact measurements marked, and (d) a nanowire sample positioned
at the sample holder. Moreover, the actual dimensions of the sampler
holder are marked in Fig. 6.2(c) and our final prepared NW sample along
with the holder is shown in 6.2(d).

The NWs were fabricated at Lund University with a diameter of 100 nm and length

of 2 µm using metal-organic vapor phase epitaxy. After the growth, several NWs were

removed from the substrate and positioned on a (111) Si wafer. HZO was deposited

on the substrate using atomic layer deposition (ALD). The piezoelectric effect was

initially quantified using planar samples of HZO mounted on III-V substrates with a

top TiN electrode. The piezoelectric effects in an NW sample were then investigated

using InAs NWs coated with HZO and a TiN electrode. The HZO films were 10 nm

and 50 nm thick, while the NW was 100 nm in diameter (strongest coefficients at

10 nm, but easier to see in thicker films). Prior to the X-ray measurements, optical

absorption and electrical transport measurements of the film and NW were made
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concerning the voltage applied to the film. Electrical measurements were made as

the piezoelectric effect was created by applying a voltage across the film, in addition

to the X-ray observations. Before and after the X-ray tests, electrical measurements

were made. To examine the strain field of a single NW, a very spatially coherent

X-ray beam had to be focused on it down to micrometer size. The energy of the X-ray

photons was 13 keV. A six-circle diffractometer was required to do 3D measurements.

To demonstrate structural changes in NWs used in devices, we wanted to integrate

electron microscopy, electrical and optical device measurements, and X-ray coherent

scattering methods with X-ray nano-beams. As a function of applied voltage, we

aimed to connect the piezoelectric effect in annealed HZO films with simultaneous

strain measurements in oxide-covered III-V NWs.

Different samples were analyzed during this experimental analysis. The details of

the samples that were used in this thesis are highlighted in Fig. 6.2. In Fig. 6.2,

all the samples are mentioned and numbered accordingly. In Fig. 6.2(a), samples

are numbered ”NW1”, ”NW2”, ”NW3”, and ”NW4”. The chip design that is used

to mount the samples on it is shown in Fig. 6.2(b), which includes the connections

provided in order to supply the potential and ground signals.

6.2 Experimental studies at NanoMax

Figure 6.3: Represents the experimental geometry.

The initial analysis of the sample was first performed at NanoMax, MAXIV, Lund,

Sweden. The operating energy was 13 KeV while the data was recorded at the Merlin
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Figure 6.4: An overview of an automated stage, detectors, data collection system,
and other scientific equipment used in a high-precision material analysis
facility NanoMax, MAXIV.

detector with a pixel size of 55µm× 55µm. The experimental geometry is given in

Fig. 6.3.

Figure 6.5: Shows the side view of the proposed design of the sample under investi-
gation.

Fig. 6.3 graphically resembles the experimental setup during the analysis at NanoMax,

MAXIV. Whereas Fig. 6.4 shows the on-site experimental setup at the MAXIV site.

During the analysis of the dataset retrieved from the experiment at MAXIV, both

the X-ray diffraction and x-ray fluorescence maps were investigated. To understand

the sample better, Fig. 6.5 shows the side view sample under investigation. The

ideal sample shows the NW structure with an approximate thickness of 50–100 nm,

which is placed over the TiN layer of thickness 10 nm. The 20-nm-thick piezo HZO

layer covers the NW and Tungsten contact is finally provided at the top for applying
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potential cycles. The Si substrate has an approximate thickness of 60 nm, while the

voltage is given via the Tungsten contact. As visible from Fig. 6.5, the NW is not

covered by HZO from the side edges. This proposed sample design would also be our

reference while modeling and analyzing the sample using COMSOL (as mentioned

in later stages).

Figure 6.6: Diffraction pattern of nanowire observed at 0 V (a), the pattern at 1 V
with a current rating of 1.6 µA (b) and Diffraction pattern at 2 V with a
current rating of 14 µA (c).

The XRD results from the NW sample are shown in Fig. 6.6. The figure shows three

different voltage levels applied: 0 V, 1 V, and 2 V. Interestingly, a highly dominant

powder ring is observed, which could certainly minimize the peak from the NW itself.

The amorphous behavior of the diffraction peak (big ring in Fig. 6.6) could be from

the HZO material itself. We were only able to retrieve the HZO data in NanoMax.

Due to its complicated crystal structure, we conducted the experiment again at

PETRA III and obtained the data for InAs NW, whose crystal structure is much

simpler than that of HZO. However, understanding the induced strain dependence

over the applied voltage over the sample structure would require analyzing the change

in the diffraction peaks from the NW structure. Therefore, a dominating diffraction

ring would certainly make the analysis from the NW peaks much more complex.
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The highlighted red area in the diffraction map could possibly arise from the NW

response. However, as mentioned before, the diffraction results are highly complex

in nature due to the possible overlapping of the diffraction peaks from the NW and

HZO structures and the highly minimized peaks from the NW sample, as observed

in the figure. These results thus bring out the need to re-perform the experimental

study, and thus, the next analysis was performed at PETRA III. Choosing another

synchrotron facility for our next experimental analysis was essential, as this would

enable us to confirm the results retrieved at the NanoMax MAXIV. However, one of

the targets of choosing PETRA III was to re-conduct the experiment with the aim

of observing the NW response prominently.

6.3 Experimental studies at PETRA III

The experiment was conducted at P10 Coherence Application beamline, PETRA

III, Hamburg, Germany. The X-ray photon of energy 13.1 KeV hits the sample and

diffraction occurs at the detector, Eiger 4M, and the distance between the sample

and detector was 1.8 m. A highly spatially coherent X-ray beam focused on the

NW down to 1 µm in size. The retrieved data is then analyzed to understand the

strain variations in the InAs nanowire (NW) due to the piezoelectric effect of HZO

by applying a voltage across the sample. The diffraction patterns were recorded

in samples at different voltage cycles. These patterns are shown in Fig. 6.8. The

analysis shown specifically in Fig. 6.8 was performed over the NW4 sample (refer to

Fig. 6.2). Experimentally, two different cycles of the voltage variations were applied:

the first is the series of 0 V, 4 V, and 0 V, and the second is the sequential voltage

cycle of 0 V, 1 V, 2 V, 3 V, 4 V, and 5 V. Fig. 6.8 specifically highlights the diffraction

maps of the NW4 sample at cycles 0 V, 4 V, and 0 V. The ROI highlighted in each

pattern shows the 2D space across which the NW peak was visible, and the analysis

is performed across this ROI only. This ROI-based analysis enables data reduction

and faster computations. Moreover, based on preliminary visual analysis, one does

not observe voltage-dependent variations. In simpler terms, one does not observe

any evident back-forth change in diffraction peaks as the voltages range from 0 V to

4 V. This is further observed from the rocking curve retrieved from the diffraction

patterns at different voltage cycles. Fig. 6.9, showing the consolidated rocking curve

at different ω positions for NW4 at 0 V and 4 V cycles, further confirms that we do

not find reversible behavior in the intensity profile as we switch the voltage from 0 V

to 4 V and then back to 4 V. However, the rocking curve at each applied voltage
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Figure 6.7: Represents the diffraction maps at voltages 0V and 4V of sample ”NW4”.
The red box is a region of interest (ROI). The diffraction maps at
different voltage levels do not show any reversible or back-forth variations.
Potential issues can arise due to combined NWs response, resulting in
merged diffraction responses.

rather showed a combined response of the individual NW peaks, highlighting the

presence of multiple NWs, which also results in much more complex analysis due

to shared response from each of the individual peaks. The observed multi-peak

variations across different voltage cycles were not back-forth or reversible in nature

and thus did not conclude voltage-dependent changes.
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Figure 6.8: Represents the rocking curve for the diffraction patterns across the ROI.

78



6.3 Experimental studies at PETRA III

Figure 6.9: Represents the rocking curve for the diffraction patterns of NW4 across

the ROI.

79



6 Experimental Results

Figure 6.10: Represents the rocking curve for the diffraction patterns of NW4 at 0

V, 1 V, 2 V, 3 V, 4 V cycles across the ROI.

Figure 6.11: Shows the SEM image of the NW4, highlighting bunches of NWs and

justifying the multiple peaks observed across the diffraction pattern.

Similar observations are made for the second voltage cycle 0 V, 1 V, 2 V, 3 V, 4

V, and 5 V as well, as shown in Figs. 6.10 and 6.11. Though individual peaks were

observed to undergo changes at different voltages, the combined responses from the

NWs did not conclude back-forth variations. Moreover, to confirm the presence of

80



6.4 Sample Design and Modeling

multiple NWs, the SEM image of NW4 samples was recorded, as shown in Fig. 6.12.

The next immediate analysis that could enable us to investigate these results would

precisely involve individual peak analysis from the obtained results. This would

include splitting the rocking curve into multiple peaks and then analyzing the change

in each peak with voltage levels. However, without any previous understanding of

the response from individual NWs, it will be a challenging and complex task to

directly work on the analysis of the combined response from the bunches of NWs.

Therefore, a potential methodology to analyze this multi-NW scenario would involve

a precise understanding of the sample’s response in the case of a single NW-based

structure. Thus, considering the retrieved experimental results, it was essential

to quantify the variations in the strain/stress tensor from the voltage cycles, and

to achieve this, 3D Comsol modeling and FEM analysis were performed using the

COMSOL Multi-physics. The FEM analysis will allow us to understand the dynamic

behavioral response of our proposed sample in a more precise manner. With the

intent of understanding the effect of NW structure, the impact of voltage cycles on

the piezoelectric HZO material, and strain and stress variations with the applied

potential and misfit strain, the decision to work on the modeling and simulation of

the proposed multi-layer sample via FEM analysis was taken.

6.4 Sample Design and Modeling

In order to perform the analysis over COMSOL Multiphysics, it is important to

finalize the material parameters and other involved parameters. It is also essential

to consider the stress induced at the interface layers of the adjacent materials. Table

6.1 highlights the parameters for the different materials we used during the sample

modeling and analysis in this thesis.
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Table 6.1: Modeling parameters used for FEA Analysis

Material Property TiN Si InAs HZO

Lattice parameter(nm) 0.495 0.543 0.427 0.515

Young’s Modulus(Pa) 2.9×1011 1.7×1011 5.14×1010 1.31×1011

Poisson’s ratio 0.325 0.28 0.35 0.31

Thickness(nm) 10 60 80 20

In the context of structural mechanics or finite element analysis (FEA), the elasticity

matrix—also known as the stiffness matrix—is a mathematical representation that

shows how a material or structure deforms under applied forces. It captures a

structure’s geometrical features and material qualities, enabling engineers to forecast

how the structure will react to outside stresses. In addition to these parameters, we

would additionally utilize the elasticity matrix Cijkl

Cijkl[GPa] =



546 101 101 0 0 0

101 546 101 0 0 0

101 10 546 0 0 0

0 0 0 77 0 0

0 0 0 0 77 0

0 0 0 0 0 77


(6.1)

and the coupling matrix explains the interplay between several physical events

in a system. It frequently refers to the interplay of various forces and deforma-

tions, including mechanical, thermal, and electrical fields, in structural engineering.

Therefcoupling matrix Hijk for the HZO layer

Hijk[C/m
2] =

 0 0 0 0 17 0

0 0 0 17 0 0

−6.6 −6.6 23 0 0 0

 (6.2)
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Figure 6.12: 3D model structure showing the applied voltage (V) and ground signal.

Figure 6.13: 3D model structure showing the direction of the profiling while retrieving

1D results.

As per the structural design discussed above, the sample modeled has silicon (Si)

of 60 nm thickness in the z-axis. Then, over the Si, we have titanium nitride (TiN)

of 30 nm in the z-axis and at the center, we have placed InAs nanowire (NW) in a

hexagonal shape with 70 nm thickness in the z-axis, at the top of the TiN. Finally,

the HZO layer covers from the top the InAs NW and TiN layer, which can be seen

in Fig. 6.13. The x-axis and y-axis of all the layers are 1000 nm in dimension. Fig.

6.14 shows the overall model of the sample under investigation, modeled with the

COMSOL, as per the dimensions mentioned and material properties, as mentioned

in Table 6.1. In the figure, ’V’ resembles the applied voltage while ’Gnd’ resembles

the ground, provided to the substrate end. In addition to this, Fig. 6.14 shows the

direction across which the profiling is performed in subsequent results. In simpler

terms, the variations in the properties are retrieved in the direction from the substrate

to the applied HZO layer, as shown in Fig. 6.14.
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While performing the analysis, two analysis pipelines were performed. The first

analysis was performed with the applied voltage only, where only external voltage-

dependent results were investigated. In the second analysis pipeline, both misfit

strain and voltage cycles were applied. The misfit strain at each of the interfaces

was calculated and applied. The line profiles were retrieved in the direction from

the substrate to the HZO layer, along the z-axis. The line profile of the applied

electric potential, displacement field, strain tensor, and stress tensor are retrieved

and different components of the displacement field and stress/strain tensors are

analyzed.

For each of these two analysis pipelines, two further sub-analysis were performed.

One for the conventional 4-layer structural analysis, and the second using the actual

NW structure. This sub-level analysis enables us to understand the change in stress

and strain profiles while replacing the conventional layered configuration with that of

the NW structure. Table 6.2 briefly highlights the overall analysis performed using

COMSOL Multiphysics.

Table 6.2: FEA Analysis performed using COMSOL Multiphysics

Analysis type Analysis 1 Analysis 2 Analysis 3 Analysis 4

Structure type 4 layer model 4 layer model NW sample NW sample

Voltage applied True True True True

Misfit strain False True False True
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6.5 Analysis 1: 4 layer sample structure with only

applied voltage

Figure 6.14: 3D modeled structure for Analysis I.
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Figure 6.15: Analytical results showing the line profiling for Analysis I.

The first analysis was performed with only applied voltage across the rectangular,

layered structure. The model is shown in Fig. 6.15, where the profiling is done along

the direction from the substrate to the HZO layer, and the NW stricture is replaced

by a simpler layered design. The thickness of each of the layers is as follows: HZO

layer [20 nm], InAs [40 nm], TiN [30 nm] and Si [50 nm]. The intensity values in Fig.

6.15 show the ZZ component of the strain variations.

Fig 6.16 shows the results from the 3D model of the 4-layer structure. We performed

several analyses across different configurations and voltage cycles. The following

results were retrieved during the FEM analysis of the sample structure.

• Potential profile: Analyzing the variations in the potential across the individual
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materials. We aim to observe voltage variations across the HZO piezoelectric

layer only, as the output stress/strain response depends on the voltage-induced

variations across the piezoelectric material. This is achieved, as visible in the

line profile of the electric potential variations from Fig. 6.16.

• Displacement field: The displacement profile was extracted across two directions,

the z component and the x component, so as to observe the variations across

both perpendicular to the plane and parallel to the plane directions.

• Stress and strain components: From the 3D variations in strain and stress,

we analyzed the z component and the x component. All the line profiles are

extracted, passing through the approximate center of the sample along the z

direction.

For analysis 1, we observed significant voltage-induced variations. The voltage cycles

were applied as the DC voltage input at levels 0 V, 1 V, 2 V, 3 V, 4 V, and 5 V.

The higher magnitude of stress, strain, and displacement supports the idea of higher

piezoelectric response at higher applied voltages. Ensuring potential drop across

the HZO layer only helps us ensure maximum observable variations, as potential

change across non-piezoelectric material would not yield any stress/strain variations.

Interestingly, it is also important to ensure the sample has a rigid structure, while

also allowing the individual layers to undergo physical deformations at the nano-level.

To achieve this, we applied boundary conditions at two of the opposite edges of

the samples, ensuring necessary rigidity to the structure, and treating it as a rigid

structure.
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6.6 Analysis 2: 4 layer sample structure with applied

voltage and misfit strain

Figure 6.16: 3D modeled structure for Analysis II.

As the analysis I ends, we would now switch towards the analysis under the application

of both voltage and the misfit strain. This would bring a more realistic analysis,

as both the voltage and misfit strain would impact the behavioral response of the

sample in real-life situations. The magnitude of the misfit strain depends on the

lattice parameters of the interface layers, which are explicitly added during the

modeling. With initial observations from Fig. 6.17, we can certainly comment on

the much higher magnitude of the strain and stress tensors over the sample in the

case of added misfit strain.
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Figure 6.17: The analytical results showing the line profiling for Analysis II.

This increase in magnitude is evidently visible across the line profiles of the FEM

results as well. To ensure precise comparison, we maintained the same potential drop

for both the Analysis I and Analysis II scenarios, as shown in the potential profile in

Fig. 6.18. However, the z component of the displacement field variations at different

voltage cycles almost overlaps with each other. However, the proportional behavior

of response, that is, an increase in applied voltage proportionally increases the

magnitude of the displacement, is still maintained, which matches our expectations.

The possible overlapping of the profiles for different properties (displacement field,

strain tensor, and stress tensor) along the z component can be explained by the high

impact of the misfit strain. The added misfit strain component well dominates the

voltage-induced variations. Though proportional voltage-induced variations are still

maintained, their relative impact on the overall line profile is highly minimized due
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to the much stronger effect of the added misfit strain. This behavior is observed for

all analyzed properties across the z component.

Though the high value of properties can be explained with the addition of misfit

strain, it is highly important to quantitatively understand the results as well so

that the observed values lie in the expected range. However, this adjustment of the

stress values by introducing a correction parameter will be better discussed after the

completion of all 4 analyses.

6.7 Analysis 3: NW sample structure with applied

voltage only

After performing the analysis across the layered structure, the modeling and analysis

of the NW-based structure are performed. This model, as shown in Fig. 6.19,

correlates well to the actual structure of the sample under investigation. Analysis III

allows us to understand the change in the stress and strain tensor as we shift from

the layered structure to the NW-based samples. For analysis III, we applied the

voltage cycles such that potential variations are observed across the InAs (NW) and

HZO layers. This would allow us to observe the variations in the diffraction peaks

from the NW structures. Similar to analysis I, we clearly observed voltage-dependent

variations in the presence of the applied voltage only. Moreover, the overall behavior

of the profile for strain and stress tensors undergoes significant change as we switch

from the plane layer to the NW structure. This is evident by comparing the profiles

from Analysis I and Analysis III and can be justified by the impact of the hexagonal

NW shape, replacing the standard rectangular layer.
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Figure 6.18: 3D modeled structure and FEM results for Analysis III.
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6.7.1 Analysis 4: NW sample structure with applied voltage and

Misfit Strain

Figure 6.19: 3D modeled structure and FEM results for Analysis IV [ROI 1].
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Analysis IV, as shown in Fig. 6.20, brings out the most realistic investigation for

our study, as this corresponds to the actual dimensions and configuration and the

right use of voltage cycles with misfit parameters. We again observed a significant

increase in the overall magnitude of the displacement field, and stress/strain tensor,

similar to what we observe as we move from Analysis I to Analysis II. Continuing

this, we also observed the overlapping behavior of the variations at different voltage

cycles as we did for analysis II with both voltage and misfit strain. The justification

in this analysis IV would also be related to the high dominance from the misfit

strain-induced variations, minimizing the relative variations due to different voltage

cycles.
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Figure 6.20: 3D modeled structure and FEM results for Analysis V [ROI 2]

Interestingly, analysis IV has two sub-analyses as well. The red ROI over the 3D

model of the sample in Fig. 6.20 highlights the position across which the line profiling

is retrieved. We should keep a note that positive stress values are observed in this

ROI profile. This is essential as the net stress across the whole sample should cancel
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each other, in the absence of any external application of stress. To ascertain this

point, Fig 6.21 includes the same sample analysis, but rather at a different ROI

position. Negative stress values at a different ROI complement our expectation that

the overall stress tensor across the entire sample tends to cancel out each other. Now

returning to the quantitative examination of the stress values, the maximum stress

magnitude should be restricted within the order of 108 during the simulations in

order to support the real model expectations. This magnitude should not be higher

than we expect and we would thus we shall utilize a correction parameter to tune in

the results so that the stress values can be in the expected range.

Figure 6.21: Correction parameter determination for tuning stress values.

The determination of the ideal correction parameter involved iterative analysis.

While performing the iterative analysis, we selected a series of possible values for

the correction parameter, which would impact the applied misfit strain and tune the

stress tensor magnitudes while keeping the overall behavior intact. For a possible

value of the correction parameter, we select the configuration where the stress tensor

values are closer to the realistic values. As shown in Fig. 6.22, increasing the

correction parameter above 0.01, the stress values will shift to higher positive values
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(which is not desirable), and if we decrease it below 0.01, the stress values tend to

observe a limiting scenario where we don’t get any further drop even after reducing

the value of the parameter before 0.0001. Therefore, the adequate value of the

correction parameter is expected to be 0.01, providing a realistic drop in values at

which stress magnitudes is around 108N/m2.

6.8 Conclusion

The piezoelectric properties of a novel HfxZrx−1O2 based structure have been

discussed in this section. While the experimentation over the sample structure

was performed at MAXIV and PETRA III, the initial results showed concerns due

to the multi-peak NW response. This not only caused the smearing of individual

peaks but also dominated the reversible changes, one would expect while applying

voltage cycles. The simulations and 3D modeling was then performed in order to

determine the qualitative and quantitative behavior of the sample under investigation.

This involved the use of necessary boundary conditions, physical parameters, and

properties for each of the materials used within the sample structure. Several step-

wise analyses were performed with different configurations and voltage cycles. We

simulated different structures in layered and NW configurations, with and without

the impact of the interface, to understand the impact on the pressure response from

the piezoelectric layer. These simulation results will now be a reference for us while

we perform peak splitting from the experimental datasets. As the final step, the

variations in strain response due to the voltage cycles in simulations will allow us

to quantitatively compare with the experiment analysis. Further optimization of

the stress values was performed by the addition of a correction parameter, which

enabled us to keep the stress field within the expected range of values.
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7 Angular X-ray cross-correlation

analysis (AXCCA)

7.1 Basics of AXCCA

Z. Kam first presented this method for reconstructing a single-particle scattering

pattern from several patterns obtained from a system of disordered identical particles

in his groundbreaking publications [132]. Because there wasn’t enough equipment at

the time, it wasn’t developed further. Advances in instrumentation and computational

capacity have, however, led to something of a revival for AXCCA since the more

recent work by Wochner et al. [19]. In theoretical research [133], [134], the basic

concept of a single-particle scattering pattern recovery was thoroughly established.

As was shown for 2D [135] and 3D [136] particles, this single-particle scattering

pattern may also be utilized for iterative phase retrieval techniques to rebuild the

electron density within the particle. Figure 2.16 illustrates one such application of

AXCCA.

Angular X-ray cross-correlation analysis (AXCCA) is a methodology that enables

the structural analysis of the sample and quantitative assessment of the angular

anisotropy of the diffraction patterns that were obtained experimentally. It allows

the users to understand the orientation order of the structure and brings out better

correlation signals between the individual intensities at their respective transfer

vectors with the analysis of the averaged diffraction patterns. To start with the

concept of AXCCA, one may consider a two-point Cross-Correlation Function (CCF)

in order to investigate the correlations between intensities collected at different

locations on a 2D detector. Mathematically, it is defined as:

C(q1, q2,∆) =< (I ′(q1, φ)I
′(q2, φ+∆)) >φ, (7.1)
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Figure 7.1: A cross-correlation function’s definition. The CCF at this angle ∆ is
derived from intensities measured at two distinct locations, q1 and q2,
separated by the angle Δ. Adapted from [137]
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where φ is an angle along the arc for azimuthal coordinate, ∆ is a relative angle

between two locations, and < .... >φ indicates an average across the angle φ, ref Fig.

7.1. The normalized intensity, measured on the arc of radius q with respect to the

direct beam position, is represented by I ′(q1, φ). The variables in Fig. 7.1 are the

ones utilized in this definition. [137]

There are several approaches to normalizing the measured intensity I(q, φ) to its

mean value < I(q, φ) >φ.

I ′(q, φ) = I(q, φ)− < I(q, φ) >φ (7.2)

I ′(q, φ) = I(q, φ)/ < I(q, φ) >φ, (7.3)

I ′(q, φ) = [I(q, φ)− < I(q, φ) >φ]/ < I(q, φ) >φ . (7.4)

Eqs. 7.2, 7.3, and 7.4 qualitatively express the same CCF result; however, quan-

titatively, each of the three methods results in a different CCF value. While Eq.

7.2 gives a shifted value with a subtracted mean, Eq. 7.3 gives a scaled quantity

with a divided mean. However, since the ideal qualitative nature of the CCF doesn’t

depend on normalization, the distinctive characteristics found in the ideal scenario

of CCF are independent of normalization. On the contrary, in practical scenarios,

variations in the CCFs obtained for various normalized measured intensities are

observed and are affected by noise and other experimental factors, including detector

gaps and poor detector calibration. This makes proper handling of such parameters

an important aspect while performing statistical analysis using CCF.

The resultant CCF is mathematically expressed as a function of three primary

parameters: angular variable, ∆, q1, and q2. When the intensities dispersed at a

given relative angle Δ are correlated, the CCF function yields higher values, whereas

when they are uncorrelated or anticorrelated, the function gives us lower values. This

efficient property of CCF analysis brings numerous characteristic structural details

about the sample being examined.
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7 Angular X-ray cross-correlation analysis (AXCCA)

Considering the anisotropic behavior of the diffraction pattern, with the periodic

behavior of the scattered intensities along the azimuthal angle φ, one can consider

the Fourier-based understanding of the same period. Mathematically,

I(q, φ) =
∞∑

n=−∞

In(q)e
inφ, (7.5)

where the nth component is expressed as:

In(q) =
1

2π

∫ π

−π

I(q, φ)e−inφdφ, (7.6)

With the Fourier series expansion of the CCF function:

C(q1, q2,∆) =
∞∑

n=−∞

Cn(q1, q2)e
in∆, (7.7)

Where the nth component is given by:

Cn(q1, q2) =
1

2π

∫ π

−π

C(q1, q2,∆)e−inφd∆, (7.8)

CCF is a real-valued function in principle and thus gives us the same value for the

conjugate complex, expressed as:

C−n(q1, q2) = C∗
n(q1, q2), (7.9)

Moreover, CCF is an even function by nature. The individual Fourier components

Cn(q1, q2) carry essential information about the symmetry of the system under

analysis. Mathematically, n-fold symmetry in the retrieved diffraction pattern yields

n-fold components in the CCF Fourier spectrum and this allows us to retrieve

symmetries in the less ordered sample systems. These CCF components are related

to the components of the scattered intensity In(q). While following the convolution

theorem, we get:

Cn(q1, q2) = I∗n(q1) · In(q2), (7.10)

where the complex conjugation is indicated by ∗. These relationships may be used

to extract the single-particle scattered intensities from an ensemble-averaged CCF
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Figure 7.2: Generalized experimental setup showing the injected samples under
investigation. (b) Shows the individual 2D slices of the 3D reciprocal
space structure. The sample is rotated around the axis normal to the
incident beam in order to retrieve individual 2D patterns. The individual
2D patterns are thus analyzed and interpolated across the 3D space.
Adapted from [138].

as well as calculate the CCF from experimentally obtained intensities.

As mentioned before, the AXCCA involves the analysis of the two-point correlation

function, depending on the individual intensities measured at q1 and q2 with relative

angle ∆. The mathematical value of CCF due to correlation from these intensities is

given by:

C(q1, q2, δ) = ⟨I ′(q1)I ′(q2) · δ(
q1 · q2
|q1||q2|

− cos∆) (7.11)

The intensities in Eq 7.11 are the normalized intensities scaled to their mean values,

as mentioned before. The averaging is performed along the intensities observed at

the transfer vectors qi with the length | qi |. The overall process of the AXCCA

analysis experimentally can be graphically represented from the setup, as shown in

Fig. 7.2
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The CCF values between all possible combinations of intensities are retrieved over

many 2D diffraction patterns. Analysis over multiple patterns allows better statistics

and suppresses the random correlations that we wish to avoid in our results. This

also allows analysis across individual cuts of the 3D reciprocal space and enables

the investigation of all possible correlations within the sample. While considering

crystalline samples, AXCCA has been used to understand their scattering patterns

corresponding to diffraction peaks. [36]. In such case, the CCF at the characteristic

angular difference ∆ yields higher values when the transfer functions q1) and q2

correspond to the respective Bragg positions, such that q1 =| g1 | and q2 =| g2 |, ie:
reciprocal lattice vectors. This gives us the precise fit of the proposed structural

model and the experimental CCF peaks observed at the angle ∆, with lattice basis

vectors a1 and a2. Thus, it allows us to analyze the sample structure along with the

understanding of any deviations from the ideal model.

In the case of a system, made up of a few randomly oriented identical particles,

characteristics in a scattering pattern can be linked to distinct particles and their

interference with one another. Two kinds of correlations are present in the CCF

computed for such a pattern: one, between the features of a single particle and

the other between the features from different sets of particles. The first kind of

correlation is constant, arising from the same particle correlation, while the second

type of correlation depends on the relative orientation of the combination of different

particles within the sample. Increasing the statistics of the retrieved CCFs across

multiple orientations allows us to maintain systematic correlations, while random

inter-particle correlations are eliminated. Mathematically, it has been proven that

the ensemble-averaged CCF across multiple orientations tends to converge to the

single particle CCF itself [133]. Mathematically,

< C(q1, q2,∆) >M= C1(q1, q2,∆)asM → ∞ (7.12)

where < .... >M denotes ensemble averaging over M diffraction patterns are collected

from a system of the same particles but in different random angular orientations,

and C1(q1, q2,∆) is a CCF calculated for a scattering pattern from a single particle

calculated at transfer vectors q1 and q2. C(q1, q2,∆) is a CCF calculated for a

scattering pattern from a system containing a few randomly oriented identical

particles. Such ensemble averaging can be performed momentarily (when particles

in dispersion are randomized owing to thermal motion) or spatially (by gathering
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7.1 Basics of AXCCA

Figure 7.3: Recovery using AXCCA of a single-particle scattering pattern. (a, b)
Simulated scattering patterns (logarithmic scale) for an asymmetric clus-
ter (b) and a single pentagonal cluster (a); the clusters are displayed in
the insets. (c, d) Scattering patterns from a disordered system with N =
10 clusters arranged randomly in terms of orientation and location. (e,
f) Scattering patterns derived from M = 105 diffraction patterns, repre-
senting a single pentagonal (e) and asymmetric (f) cluster, respectively.
(g, h) Reconstructed structure of a single cluster utilizing the diffraction
patterns seen in (e) and (f) and an iterative phase retrieval approach.
Adapted from [133].
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scattering patterns from various parts of the sample). This kind of averaging is

frequently employed in applications and enhances the distinctive signal.

7.2 Analysis of structural parameters of Au

mesocrystals using angular X-ray cross-correlation

analysis

7.2.1 Sample and Experimentation

Development of Angular X-ray Cross-Correlation analysis and its application to

investigate the structural parameters of Au mesocrystals were analyzed with this

technique and were formed by the octahedral nanocrystals as a part of our experi-

mental analysis, as explained in this section. The gold mesocrystals were assembled

from octahedral nanoparticle building blocks (33 – 67 nm) that were synthesized

according to the literature [139]. The analysis is performed over five different samples

of sizes 72 nm, 58 nm, 46 nm, and 37 nm. At 58 nm edge length, we have two

polymer weights of 43 g/mol and 66 g/mol. These nanoparticles were functionalized

into ω-thiol-terminated polystyrene (weight: 22 k g/mol, 43 k g/mol, 66 k g/mol)

and transferred from water to toluene [140]. The self-assembly of the particles was

introduced using a gas-phase diffusion technique with ethanol as an antisolvent. The

antisolvent diffuses over the gas phase into the nanoparticle dispersion and gradually

destabilizes the particles leading to self-assembly. The samples analyzed in this

section are marked in Fig. 7.4 for visualization.

The X-ray diffraction (XRD) experiment was performed on gold (Au) mesocrystalline

grains with different octahedral sizes (33 – 67 nm) and polymer chain lengths (see

inset in Fig. 2). The experiment took place at in situ X-ray diffraction and imaging

beamline P23 of the PETRA III storage ring (DESY, Germany) (see Fig. 2 for the

schematic layout of the experimental setup). Monochromatic X-rays of 8.320 KeV

were focused down to 1 µm × 3 µm (V×H) by compound refractive lenses (CRLs)

made from beryllium (Be), totally covering smaller colloidal crystal grains. The

mesocrystal grains were put on a tungsten tip and were rotated around the vertical

axis in increments of 0.5° across a range of 0° to 180°. The 2D far-field diffraction

patterns were collected by the X-Spectrum Lambda 750K detector, which was 1.497
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cross-correlation analysis

Figure 7.4: Overview of the synthesis of the mesocrystal samples. a) Exemplary
TEM image of Au nano octahedra functionalized with ω-thiol-terminated
polystyrene. The scale bar is 50 nm. b) The nanoparticles are assembled
using a gas phase diffusion approach. The sketched setup depicts a
closed vial containing the antisolvent and a smaller one containing the
nanoparticle dispersion. The antisolvent diffuses over the gas phase
into the nanoparticle dispersion and gradually destabilizes the particles,
leading to self-assembly. c) The resulting mesocrystals are investigated
using SEM and feature a defined faceting of the superstructure. The
exemplary SEM image depicts mesocrystals being removed from the
solution. The scale bar is 10 µm. d) Individual mesocrystals can be
separated and attached to a polymer tip for diffraction measurements.
The scale bar is 2 µm.

m downstream from the sample, at each angular position. A series of two frames

of 1 s exposure each were measured at each angular position, resulting in a total

of 2 s exposure. The sample was cooled by a liquid nitrogen stream to minimize

radiation damage to the organic ligands (stabilizing nanocrystals), which might lead

to nanoparticle coalescence and the loss of superlattice organization.
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Figure 7.5: The experimental setup is depicted in a diagram. The Compound Refrac-
tive Lenses (CRL) concentrate an 8.3 keV monochromatic X-ray beam
from the source to the sample. A liquid nitrogen cryostat was used to
chill the sample. An X-ray Spectrum Lambda detector was positioned
downstream at a distance of 1.5 m from the sample to measure the far-
field diffraction patterns. Rotating the sample around the vertical axis
produces a 3D diffraction map. In the inset, a TEM image of octahedral
gold mesocrystals is shown. The blue boxes represent all the samples
that were analyzed and highlighted in this section.

7.2.2 Analytical methodology

As the first analysis step, the 3D reciprocal space maps of octahedral Au samples

were developed from the individual 2D scans, retrieved at different angles, as shown

in Fig. 7.5. Fig. 7.5 highlights the 3D maps from the four investigated sample

types. A 3D orthogonal grid was thus formed as the recorded 2D patterns were

interpolated, giving them a voxel size of 0.0015 nm−1. As the next step, the

radial profile was determined, statistically representing the structure factor and

form factor of nanoparticles composing the mesocrystalline grains, as shown in Fig.

7.6. Qualitatively, the radial profile highlights how the investigated sample scatters

incident radiation at a given q-value, resembling the structure factor of the sample.

Here, the scattered intensities at each q-value have been averaged over a range of q

= [0.1:0.5] nm−1 with a step size of 0.001 nm−1. Along with the structure factor, we

can also determine the single particle scattering behavior at a given q-value. This
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cross-correlation analysis

means that now we do not sum up the intensities, but we take a single expected

value for each q position for the same q-range. The structure factor, represented by

Fig. 7.6(a), is thus calculated by the angular averaging of the obtained 3D diffraction

pattern at each momentum transfer position. Here, the peaks show the experimental

Bragg peaks. On the contrary, Fig. 7.6(b) is constructed by acquiring the median of

the angular average values at all the individual q-values, leading to the form factor

curve.

The peaks across the radial profiles also provide us with the reference value of the

q-space for the calculation of the cross-correlation values. Let’s say the q1 expressing

the fixed value for sample O1 in the CCF calculation is shown in Fig. 7.6(a) with a

dotted line. The cross-correlation function for the O1 sample was thus computed

between the peak intensity at the q1 position, corresponding to the brightest intensity,

and the other momentum transfer values, q2 in the region from 0.1-0.5 nm−1 with

0.001 nm−1 increments. The same analytical process is followed for all samples across

all radial profiles accordingly. The reference q values for all samples are represented

as q1, q2, q3, q4 and q5.

As the proceeding step for the analysis part, Fig. 7.7 provides x-ray angular

cross-correlation maps for Au specimens obtained experimentally. Here, they are

represented by yellow spots that mark the correlation peaks appearing between

the two respective Bragg peaks. The correlation map which is displayed by this

cross-correlation gave the reading CCF(q1, q2, Δ). In the later step, the predicted

peak positions with respect to these correlation peak coordinates for the geometrical

model were determined.

By using the fitted geometrical model, the reciprocal and real space parameters

for the samples were determined and highlighted in Table 7.11, along with the

calculation of the uncertainties. Comparing the lattice parameter with the edge

length of each sample will enable us to draw the conclusions of the CCF-based

structural investigation. Looking at the case of O1, the experimental parameter (a

= 66.8 nm) clearly conforms with the grain size, which is 67 nm. In terms of each

calculated parameter, the corresponding uncertainty is attached to it. With an angle

between equal bond faces of 60°, the FCC (primitive) structure can be confirmed in

the reciprocal space and the BCC (primitive) in the real space structure when the

retrieved real space parameters are b1 = b2 = b3 = b = 0.11nm−1.
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Figure 7.6: 3D reciprocal space maps of octahedral Au samples O1 (a), O2 (b), O3
(c), O4 (d), and O5 (d) measured at P23 beamline.

Such calculation process was repeated for each explored sample and all the parame-

ters were derived along with their structure. In addition, the table also shows the

peak values of all samples in the first height (which is considered as q1 and depicted

as a dotted line Fig. 7.6(a)) between them.
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cross-correlation analysis

Figure 7.7: Structure factor (a) and form factor (b) for all samples measured at the
P23 beamline. The different colors correspond to samples O1–O5. The
first peak in all samples is indicated by vertical dotted lines. The curves
are shifted by a multiplication factor of 2 for better visibilities.
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Figure 7.8: Angular x-ray cross-correlation maps C(q1, q2, δ) of experimental data for
samples O1 (a), O2 (b), O3 (c), O4 (d) and O5 (e). Red dots represent
the best model that fits the data. These correlation maps are obtained
with the fixed momentum transfer q1 corresponding to the first peak in
Fig. 3 and varying momentum transfer q2 from 0.1 nm−1 to 0.5 nm−1

with a step size of 0.001 nm−1.
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cross-correlation analysis

Table 7.1: Real Space and Reciprocal Space parameters

Samples O1 1 O2 2 O3 O4 O5

b (nm−1) 0.11±0.01 0.13±0.01 0.13±0.01 0.17±0.02 0.20±0.02

Angle (degrees) 60±11.2 60±13.2 60±11.5 60±9.3 60±12.2

a (nm) 66.8±4 56±4.6 57.7±4.5 44.9±3.6 38.5±3.6

Angle (degrees) 109.5±4.6 109.5±5.4 109.5±4.7 109.5±3.8 109.5±5

First peak

q-values (nm−1)

0.11 0.14 0.13 0.17 0.20

In summary, the structural feature is revealed by the angular X-ray cross-correlation

analysis, and the lattice parameters were simultaneously established in the real and

reciprocal space. To start with, we find the 3D reciprocal space maps of all Au

mesocrystals for each of the samples, so that we get a complete picture of the whole

diffraction pattern. Then, the radial was performed which was on an intensity vs q

values basis, which in turn enabled us to identify the set of Braggs peaks obtained.

The initial peak from the radial profile is the reference peak for the correlation CCF

values. Firstly, cross-correlation maps were evaluated depending on the scattered

intensities, stored in two q-values (q1 and q2), which were separated by an angular

distance . The cross correlation between two Bragg peaks yields the CCF peaks in

the 2D maps. Secondly, the geometrical model fitting was used to effectively deduce

the real and reciprocal space parameters of the sample’s data. To assess the precision,

we did a Gaussian curve fitting for the values not only in real but also in reciprocal

space. The analysis was successfully performed with mesocrystals of different sizes,

and these calculated parameters were in good agreement with the corresponding

edge lengths.
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8 Appendix

8.1 Piezoelectric Supplementary Relations

The non-piezoelectric materials have independent mechanical and electrical be-

haviour. However, for piezoelectric materials, the electrical and mechanical be-

haviours are coupled, such that the stress, σ and strain, ϵ are related to each other,

and are also related to the electric field, E and electrical displacement D. Starting

from the fundamentals, for a piezoelectric material, the total net internal energy

density is the summation of the mechanical and electrical work done, while ignoring

the thermal effects. (for simplicity, we do not show the indices of the tensors in the

equations below. Mathematically, )

dU = EidDi − σij × dϵij (8.1)

Here, the internal energy U(ϵij, Dk is the thermodynamic potential. Using the

Legendre transformation, we can define three more thermodynamic potentials, as

follows:

H = U − EiDi (8.2)

F = U − σijϵij (8.3)

G = U − σijϵij − EkDk (8.4)

Where, H - enthalpy, F - Helmholtz free energy and G - Gibbs free energy in the

notation of gaseous thermodynamics theory. Now using the differential form of the

equation 5.7, 5.8 and 5.9, and utilizing relation from equation 5.6, one can find the
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following mathematical relations:

dH = σij · dϵij −DidEi (8.5)

dF = EidDi − ϵij · dσij (8.6)

dG = −ϵij · dσij −DidEi (8.7)

The H potential will lead to the stress formulation of the piezoelectric property,

while the G potential will lead to the strain formulation. The above equations will

also yield the stress and electric displacement as the derivative of H potential, as

follows:

σij(ϵ, E) = (
∂H

∂ϵij
)E (8.8)

Di(ϵ, E) = −(
∂H

∂Ei

)ϵ (8.9)

The subscript here resembles the constant parameter, while evaluating the varia-

tions of the other variable. Furthermore, derivative of the stress and displacement

parameters (equations 5.13 and 5.14) depends on the change in the strain and the

electric field accordingly. This gives us the electro-mechanically coupled piezoelectric

constitutive equation. Mathematically,

dσij(ϵkl, Em) = (
∂σij

∂ϵkl
)Edϵkl + (

∂σij

∂Ek

)ϵdEk (8.10)

dDi(ϵkl, Em) = (
∂D

∂ϵkl
)Edϵ+ (

∂Di

∂Ek

)ϵdEk (8.11)

The above equations allow us to determine the mechanical stiffness and electric

permittivity, as the material properties. Mathematically,

(
∂σij

∂ϵkl
)E = Cijkl (8.12)
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(
∂Di

∂Ej

)ϵ = (χij)ϵ (8.13)

Moreover, the piezoelectric stress constant can be formulated as follows:

(−∂σjk

∂Ei

) = (
∂Di

∂ϵjk
) = eijk (8.14)

The piezoelectric formulation in an electro-mechanically coupled material is thus

given as:

σij(ϵ, E) = (cijkl)
E · ϵkl − eki · Ek (8.15)

Di(ϵ, E) = eijkϵjk + (χik)
ϵ · Ek (8.16)
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9 Conclusions and outlook

This thesis is devoted to the utilization of the X-ray diffraction science in order to

perform two broad research segments. While we covered the theoretical aspects

of the underlying physics in the initial chapters of this thesis, we also covered the

concepts of piezoelectricity, dynamic simulation analysis, cross-correlation analysis,

and voltage-induced strain variations. In terms of the analysis of voltage-induced

strain variations, we analyzed the experimental datasets recorded at MAXIV and

PETRA III over the proposed sample structure. The experimental results highlighted

the presence of multiple NW structures, leading to multiple diffraction peaks within

close proximity of each other. The outcome was a dispersed reaction in which the

individual peaks were more prevalent and the peaks overlapped primarily. As a

result, the voltage-induced variations over the diffraction peaks were not found to

be reversible in nature. To better quantify the strain variations within the sample

structure, it was essential to understand the sample’s behavior. We did this analysis

via simulation-based studies and 3D analysis using COMSOL Multiphysics. We

performed several levels of analysis, aiming at the stepwise behavior of the sample

under different configurations. The analysis was done in 4 broad segments. In

Analysis 1, a four-layer model was utilized, with voltage applied to the structure but

without any misfit strain. This setup aimed to investigate the effects of voltage on

the structural integrity and behavior of the layered model. Analysis 2 also employed

a four-layer model but differed by incorporating both applied voltage and misfit

strain. This combination allowed for a more comprehensive study of how both factors

simultaneously influence the structure. Analysis 3 shifted focus to a nanowire (NW)

sample.

In this analysis, the voltage was applied to the nanowire sample without introducing

a misfit strain. This setup provided insights into the response of nanowire structures

to electrical stimulation alone. Lastly, Analysis 4 examined a nanowire sample

with both applied voltage and misfit strain. This comprehensive analysis aimed

to understand the combined effects of electrical and mechanical stresses on the

nanowire’s structural properties.
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9 Conclusions and outlook

The 3D model development of the investigated sample and the simulations were

performed while discussing the variations across key process parameters. While

profiling the changes in the potential changes across the layers in a top-bottom

approach, we analyzed the following parameters: 1) The change in applied voltage

potential to understand how the applied voltage is applied to the sample. We targeted

the maximum voltage drop across the piezoelectric HZO layer only, as that would

result in maximum induced strain across the layer and sample. The next analysis was

done on the variations in the displacement field across the z (perpendicular to the

sample) component and the x (parallel to the sample) component of the line profile.

Moving forward, the stress and strain variations along the x and z components were

then retrieved and analyzed to understand the behavior of our sample and the impact

of the applied voltage cycles on the stress/strain profiles. This induced strain is then

expected to cause variations in the diffraction peaks, which we aim to observe and

analyze in the experimental readings.

Necessary boundary conditions were applied, allowing the sample to be rigid as a

body, yet allowing it to be deformed in a vertical direction. Similarly, net zero stress

was ensured, as no external force was applied to the structure. This was achieved

by analyzing the behavior across different structural zones and understanding their

variations, which tend to cause a net zero effect in the absence of any external

force. The experimental analysis, though complex, provided us with the possibility of

performing peak splitting for individual scans in order to investigate their response

to variations due to applied voltage cycles.

We successfully performed the angular X-ray cross-correlation analysis (AXCCA)

over meso-crystals of different size configurations. We highlighted the step-wise

implementation of the AXCCA technique, starting with the data pre-processing of 2D

scans, 3D dataset development, radial profile determination, and then calculating the

correlation peaks between the diffraction intensities in order to reveal the structural

parameters. As the validation step, the mathematical model was fitted using the

reciprocal space parameters over the experimentally retrieved correlation peaks. The

best possible fit between the theoretical model and that of experimental results would

yield the structural information of the samples under investigation. The analysis

was performed over different samples of varying edge lengths in order to evaluate the

applicability of this technique over different size configurations.

The structural characterization of Au mesocrystals across five different samples was

performed using angular X-ray cross-correlation analysis (AXCCA). The analysis
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reveals a clear inverse relationship between the reciprocal lattice parameter and the

real space lattice parameter.

In the first sample, the reciprocal space angle and the real space angle were measured,

along with a peak in the radial intensity profile and a theoretical edge length. The

second sample displayed similar measurements for these parameters, with slight

variations. The third sample had consistent angles and peaks, with a theoretical

edge close to that of the second sample. For the fourth sample, the measurements

showed a higher reciprocal lattice parameter and a shorter theoretical edge length.

Lastly, the fifth sample presented the highest reciprocal lattice parameter and the

shortest theoretical edge.

Across all samples, the first peak in the radial intensity profile consistently matched

the reciprocal lattice parameter, while the real space angle remained stable, suggesting

a consistent unit cell structure.

These results highlight the variations in the structural features of different samples,

underscoring the effectiveness of AXCCA in providing precise structural characteri-

zation at the nanoscale. The consistent measurements of angles and the variations

in lattice parameters reflect the unique structural properties of each sample.

Overall, the thesis worked on two different research segments. The piezoelectric

analysis of the HZO layer and multi-layered NW-based sample design also focused on

simulation-based studies and experimental trials, while other segment on AXCCA was

primarily focusing on the key experimental analysis and structural investigation.
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near 500 Å. The Journal of Chemical Physics, 42(11):3935–3938, July 2004.

[25] Ruslan Kurta, Massimo Altarelli, Edgar Weckert, and Ivan Vartaniants. X-

ray cross-correlation analysis applied to disordered two-dimensional systems.

Physical Review B, 85(18):184–204, May 2012.

[26] Helmut Wiedemann. Synchrotron Radiation, Particle Accelerator Physics,

647–686. Springer Berlin Heidelberg, Berlin, Heidelberg, 2003.

[27] Philip Willmott. An Introduction to Synchrotron Radiation: Techniques and

Applications. Wiley Online Books, 1st edition, 2019.

[28] Ivan A. Vartanyants and Andrej Singer. Coherence Properties of Third-

Generation Synchrotron Sources and Free-Electron Lasers. In Eberhard

Jaeschke, Shaukat Khan, Jochen R. Schneider, and Jerome B. Hastings, edi-

tors, Synchrotron Light Sources and Free-Electron Lasers: Accelerator Physics,

Instrumentation and Science Applications. Springer International Publishing,

2014.

[29] The Use of Light and Colour in Modern Technology, How do synchrotrons

work, http://todaystechnologyy.weebly.com/how-do-they-work1.html.

[30] Mikael Eriksson and J. Friso van der Veen. Diffraction-Limited Storage Rings

and New Science Opportunities, Journal of Synchrotron Radiation. 21(5), 2014.

[31] R. Hettel. DLSR design and plans: an international overview. Journal of

Synchrotron Radiation, 21(5):843–855, September 2014.

[32] R. Khubbutdinov, A. P. Menushenkov, and I. A. Vartanyants. Coherence

properties of the high-energy fourth-generation X-ray synchrotron sources.

Journal of Synchrotron Radiation, 26(6):1851–1862, November 2019.
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Lehmkühler. Analysis Strategies for MHz XPCS at the European XFEL.

Applied Sciences, 11(17):8037, January 2021.

[65] Felix Lehmkühler, Wojciech Roseker, and Gerhard Grübel. From Femtoseconds
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[69] Marija Krstulović, Angelika D. Rosa, Nicole Biedermann, Tetsuo Irifune, and

Max Wilke. Structural changes in aluminosilicate glasses up to 164GPa and the

role of alkali, alkaline earth cations and alumina in the densification mechanism.

Chemical Geology, 560:119980, January 2021.

[70] George Serghiou, Hans Josef Reichmann, Nicholas Odling, Kristina Spektor,

Anna Pakhomova, Wilson A. Crichton, and Zuzana Konôpková. An Unexpected
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Yaroslavtsev, Löıc Le Guyarder, Natalia Gerasimova, Andreas Scherz, Carsten

Deiter, Rafael Gort, David Hickin, Jun Zhu, Monica Turcato, David Lomidze,

Florian Erdinger, Andrea Castoldi, Stefano Maffessanti, Matteo Porro, Andrey

Samartsev, Jairo Sinova, Claus Ropers, Johan H. Mentink, Bertrand Dupé,
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Linus E. Fröberg, Lars Samuelson, and L. Reine Wallenberg. Strain mapping in

free-standing heterostructured wurtzite InAs/InP nanowires. Nanotechnology,

18(1):015504, December 2006.

[106] Jianing Chen, Gabriela Conache, Mats-Erik Pistol, Struan M. Gray, Magnus T.

Borgström, Hongxing Xu, H. Q. Xu, Lars Samuelson, and Ulf H̊akanson.

Probing strain in bent semiconductor nanowires with Raman spectroscopy.

Nano Letters, 10(4):1280–1286, April 2010.

[107] S Jimenez-Sandoval. Micro-Raman spectroscopy: a powerful technique for

materials research. Microelectronics Journal, 31(6):419–427, June 2000.

[108] Ingrid De Wolf, Vincent Senez, Roberto Balboni, A. Armigliato, S. Frabboni,

Alessia Cedola, and S. Lagomarsino. Techniques for mechanical strain analysis

in submicron structures : TEM/CBED, micro-Raman spectroscopy, X-RAY

micro-diffraction and modelling. 70:425–435, 2003.

[109] Th Kehagias, G. P. Dimitrakopulos, P. Becker, J. Kioseoglou, F. Furtmayr,
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