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1 | Abstract

The development of Attosecond Transient Absorption Spectroscopy (ATAS) based on pump-
probe setups has been an area of active research for several decades. Recent advancements
of tabletop laser sources, combined with the discovery of two-dimensional (2D) materials have
intensified interest in this technique. ATAS is such a versatile and powerful technique that
can be applied nearly to all states of matter including solids, liquids and gases. In solid state
systems, ATAS enables precise measurements of a materials response or absorption while it
interacts with a pump pulse, followed by a well controlled time-delayed probe pulse to probe the
dynamics induced by the pump pulse. These measurement are typically performed as a function
of pump-probe delay which shows the ultrafast electron dynamics and structural changes within
the material. The ability of ATAS to capture nonlinear electron dynamics on attosecond time
scales enables the exploration of various properties of matter, and making a corresponding
numerical approach to the pump-probe scheme essential.

TAS can be accurately modeled using a numerical pump-probe scheme, employing real-time
Time Dependent Density Functional Theory (TDDFT) to simulate light-induced electron dy-
namics in solids. In this thesis, we demonstrate how the numerical pump-probe calculations can
be used for studying the non-equilibrium phenomena observed in time-resolved experiments,
offering a accurate description of the transient optical properties of solids. By simulating the
ultrafast electron dynamics in response to an external perturbation, these calculations provide a
description of the underlying mechanism of light-induced electron dynamics in solids. Using this
approach we show how the TAS is modelled for monolayer hBN using different configurations of
pump pulse: linear, circular, two-color monochromatic and bichromatic counter rotating pulse
induces non-linear equilibrium dynamics below the bandgap of this system. While the linear and
circularly polarized pulses show features occurring with twice the applied pump frequency which
are associated with the salient features of the Dynamical Franz Keldysh effect, we observed a
highly nonlinear optical responses that oscillates with three times the pump frequency. The goal
of this thesis is to understand the microscopic origin of these below gap transient features for
the various pump pulse.

In addition to the numerical simulation, we develop a theory using two parabolic bands for
the valence and conduction band states to investigate the microscopic origin of these transient
features and compare to the latter first principles results. The parabolic two-band model allows
proper description of the non-linear optical response of the monolayer hBN and does not only
qualitatively reproduced the ab-initio results but also open a novel path to further analyse the
nonequillibrium electron dynamics in solids.

Furthermore, we conduct a comprehensive study of the vibrational properties of various layers of
MoS2 under photoexcitation. Using Density Functional Theory (DFT) and constrained DFPT,
we calculate the phonon frequencies of the low-frequency shear and interlayer breathing modes.
Our findings are further quantified using an available open source tool capable of predicting the
symmetry and optical activities of these vibrational modes from which we obtain a fan diagram
of the optically active modes. Similarly, we investigate the effects of photodoping on these
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1 Abstract

layers and the phonon frequency shift of the shear and breathing modes. To probe these shifts,
we discuss an experimental setup in which different layer of MoS2 are optically excited by a
Terahertz pump pulse, allowing for a detailed examination of the photodoping induced phonon
frequency shift and their impact on the vibrational dynamics of the material and also to serve
as a basis for the prediction of the theoretical results.
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2 | Zusammenfassung

Die Entwicklung von ATAS auf der Grundlage von Pump-Probe-Anordnungen ist seit mehreren
Jahrzehnten ein aktives Forschungsgebiet. Jüngste Fortschritte bei Tischlaserquellen in Verbindung
mit der Entdeckung zweidimensionaler (2D) Materialien haben das Interesse an dieser Tech-
nik intensiviert. ATAS ist ein so vielseitiges und leistungsfähiges Verfahren, das auf nahezu
alle Aggregatzustände, einschließlich Festkörper, Flüssigkeiten und Gase, angewendet werden
kann. In Festkörpersystemen ermöglicht ATAS präzise Messungen der Absorption eines Mate-
rials, während es mit einem Pumpimpuls wechselwirkt, gefolgt von einem gut kontrollierten
zeitverzögerten Probeimpuls, um die durch den Pumpimpuls induzierte Dynamik zu unter-
suchen. Diese Messungen werden in der Regel als Funktion des Delays zwischen Pump- und
Probeimpuls durchgeführt, wodurch sich die ultraschnelle Elektronendynamik und die struk-
turellen Veränderungen innerhalb des Materials messen lässt. Die Fähigkeit von ATAS, die
nichtlineare Elektronendynamik auf Attosekunden-Zeitskalen zu erfassen, ermöglicht die Er-
forschung verschiedener Eigenschaften der Materie, und ein entsprechender numerischer Ansatz
für das Pump-Probe-Schema ist unerlässlich.

TAS kann mit Hilfe eines numerischen Pump-Probe-Schemas genau modelliert werden, wobei
Echtzeit-TDDFT zur Simulation der lichtinduzierten Elektronendynamik in Festkörpern ver-
wendet wird. In dieser Arbeit zeigen wir, wie die numerischen Pump-Probe-Berechnungen als
Medium für die Untersuchung der Nicht-Gleichgewichtsphänomene dienen, die in den zeitaufgelösten
Experimenten beobachtet werden, und eine genaue Beschreibung der vorübergehenden optischen
Eigenschaften von Festkörpern bieten. Durch die Simulation der ultraschnellen Elektronendy-
namik als Reaktion auf eine externe Störung liefern diese Berechnungen den zugrunde liegen-
den Mechanismus der lichtinduzierten Elektronendynamik in Festkörpern. Mit diesem Ansatz
zeigen wir, wie der TAS für einlagiges hBN unter Verwendung verschiedener Konfigurationen
von Pumpimpulsen modelliert wird: lineare, zirkulare, monochromatische und bichromatische
gegenläufig zirkular polarisierte Impulse induzieren eine nichtlineare Gleichgewichtsdynamik un-
terhalb der Bandlücke dieses Systems. Während die monochromatischen linearen und zirkular
polarisierten Pulse Merkmale zeigen, die bei der doppelten Pumpfrequenz auftreten und mit den
hervorstechenden Merkmalen des DFKE verbunden sind, beobachten wir eine hochgradig nicht-
lineare optische Reaktion, die mit der dreifachen Pumpfrequenz oszilliert. Das Ziel dieser Arbeit
ist es, den mikroskopischen Ursprung dieser unter der Lücke liegenden transienten Merkmale für
die verschiedenen Pumpimpulse zu verstehen.

Zusätzlich zur numerischen Simulation entwickeln wir eine Theorie, die zwei parabolische Bänder
für die Valenz- und Leitungsbandzustände verwendet, um den mikroskopischen Ursprung dieser
transienten Eigenschaften zu untersuchen und mit den Ergebnissen der ab inito Rechnugen zu
vergleichen. Das parabolische Zweibandmodell ermöglicht somit eine angemessene Beschrei-
bung der nichtlinearen optischen Reaktion des einschichtigen hBN und reproduziert nicht nur
die Ergebnisse der ab-initio, sondern eröffnet auch einen neuen Weg zur weiteren Analyse der
Nichtgleichgewichtselektronendynamik in Festkörpern.

Darüber hinaus präsentieren wir eine umfassende Studie über die Schwingungseigenschaften
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2 Zusammenfassung

verschiedener Schichten von MoS2 unter Lasereinwirkung durchgeführt. Mit Hilfe von DFT
und constrained DFPT berechnen wir die Phononfrequenzen der niederfrequenten Scher- und
Zwischenschichtatmungsmoden. Unsere Ergebnisse werden mit Hilfe eines Open-Source-Tools
weiter quantifiziert, das die Symmetrie und die optischen Aktivitäten dieser Schwingungsmoden
vorhersagen kann, woraus wir ein Fächerdiagramm der optisch aktiven Moden erhalten. In
ähnlicher Weise untersuchen wir die Auswirkungen der Photodotierung auf diese Schichten und
die Phononenfrequenzverschiebung der Scher- und Atmungsmoden. Um diese Verschiebungen
zu untersuchen, diskutieren wir einen Versuchsaufbau vor, bei dem verschiedene MoS2-Schichten
durch einen Terahertz-Pumpimpuls optisch angeregt werden. Dies ermöglicht eine detaillierte
Untersuchung der durch Photodotierung induzierten Phononenfrequenzverschiebung und ihrer
Auswirkungen auf die Schwingungsdynamik des Materials und dient auch als Grundlage für die
Vorhersage der theoretischen Ergebnisse.

4



3 | List of Publications

I M. M. Lawan, S. A. Sato, U. De Giovannini, H. Hübener, O. Neufeld and A. Ru-
bio (2024), "Tailored-light driven ultrafast dynamical Franz Keldysh effect: higher order
analysis and symmetry decomposition"; In preparation.

II M. M. Lawan, U. De Giovannini, H. Hübener, and A. Rubio (2024), "Terahertz peak
shift in different layers of MoS2 for shear and Interlayer breathing modes"; In preparation.

5



This page was intentionally left blank.



4 | Introduction

’Read! In the name of your Lord who
created. He created man from a clinging
substance. Read! And your Lord is the
Most Generous. Who taught by the pen.
Taught man that which he knew not.’

Qur’an 96 : 1 − 5

In this chapter, the introduction unfolds, shedding light on the fundamental concepts that
underpin this PhD project. Addressing the sources of certain nonlinear dynamics manifested in
the transient absorption spectra of solids. Most parts of this thesis employs the framework of
both DFT and TDDFT with their respective approximations.

4.1 General Introduction

In recent years, the field of ultrafast spectroscopy has witnessed remarkable advancements in
unravelling the dynamics of molecular and material systems on unprecedented timescales. ATAS
has emerged as a powerful technique for probing the ultrafast electron and nuclear dynamics in
various systems with attosecond temporal resolution. With its ability to capture electron mo-
tion and energy transfer processes at the sub-femtosecond timescale, ATAS provides invaluable
insights into fundamental processes governing light-matter interactions.

4.1.1 Attosecond Transient Absorption Spectroscopy

(ATAS) is an ultrafast spectroscopic technique that allows the investigation of electron
and nuclear dynamics on attosecond timescales. There have been an extensive reviews of this
topic in numerous literature [20–22]. This section provides a brief background on what ATAS
entails. At the attosecond timescale (10−18sec), it becomes possible to observe and investigate
the ultrafast dynamics of electrons within atoms, molecules, and materials. Attosecond pulses in
general are produced in non-linear process where a strong, few cycles Infra-red (IR) laser pulse
interacts with a gas, this process known as High-Harmonic generation (HHG) [23–25] which
allows the synchronization of the pump and probe pulses and thus paving way for performing
transient absorption spectroscopy. The generation of attosecond-laser pulses using attosecond
laser sources is usually described in a three-step model [25–27]: In the first step an intense laser
pulse that is focused on the target material (usually a noble gas) ionizes the atoms or molecules,
thus creating a plasma of free electrons. The free electrons are accelerated by the laser field
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and subsequently driven back towards the parent ions. As they recombine with the ions, they
release excess energy in the form of high-energy photons [28, 29]. The recombination process
leads to the emission of photons with energies that are multiples of the original laser frequency.
These higher harmonic frequencies correspond to shorter wavelengths and, consequently, to
attosecond time scales. Finally, by filtering and isolating the desired higher harmonics, the
emitted radiation can be shaped into an attosecond pulse with a duration on the order of a few
hundred attoseconds [30]. In general, generating attosecond pulses requires precise control over
the laser parameters, such as intensity, pulse duration, and phase, as well as careful selection
of the target material. Achieving high-quality attosecond pulses often involves sophisticated
experimental setups and advanced laser technologies. The first ATAS experiment was conducted
by Hentschel et al. in 2001 [31] with a single cycle long X-ray attosecond pulse of 650 ± 150
as. Since the pioneering work of Hentschel et al. in 2001, there have been numerous subsequent
experiments and advancements. Some of the noticeable experiments and advancements in the
field of ATAS can be found in [32–34] amongst others.

4.1.2 Theory of Transient Absorption Spectroscopy

It is essential to describe the absorption process of the probe pulse after the pump pulse has
changed the the electronic properties of the system. This section discusses the theoretical mod-
elling employed using TDDFT for the calculations in this work. Here, we highlight the approach
to treating the pump setup in a completely non-pertubative manner, with the assumption that
the probe pulse has no temporal overlap with the pump pulse.

Response to an external perturbation

In general, a pump-probe experiment usually requires a setup that includes a pump pulse and
a delayed probe pulse as depicted in the figure 4.1 below. Both pump and probe pulses are

Figure 4.1: Pump-probe setup depicting pump and probe pulses propagating along the x
axis as used in theoretical calculations.

propagating at vacuum speed of light c along the propagating axis. The electric field of the pump
is given by Epump(r, tpu) and that of the probe, Eprobe(r, tpr) both centered at time tpr = tpu = 0.
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4.1 General Introduction

Suppose both pump and probe are propagating along the x-axis as shown in the figure. At an
instance of time, the total propagation time would be ttot = x

c . The probe pulse is spatially
centered at x and the target medium is also at x. In this setup, the time delay τ between the
two pulses is then x

c , such that the pump pulse will be centered at the position x of the target
medium (in our case an atom). The electric field of the pump pulse at x is then Epump(x, tpu)
where tpu = t− x

c and that of the probe pulse is Eprobe(x, tpr).

To depict the absorption of the probe pulse and consequently analyse the polarization re-
sponse of the electronic structure, it is imperative to solve the Schrödinger equation in a time-
dependent manner following the method presented in [35]:

i
∂

∂t
|Ψ(t)⟩ = Ĥ(t)|Ψ(t)⟩ (4.1)

the time dependent Hamiltonian in the electric dipole approximation, can be formulated as

Ĥ(t) = Ĥ0 − E0 − Epu(t)Ẑ − Epr (x, tpr) Ẑ (4.2)

where Ĥ0 is the Hamiltonian of the unperturbed problem, E0 is the ground state energy of
the atom and Ẑ represents the z component of the electric dipole operator. To calculate and
interpret the polarization response P (x, t) = ⟨Ψ(t)|Ẑ|Ψ(t)⟩, it is helpful to initially derive an
equation for |Ψ(t)⟩ in terms of Epr (x, t). Let Ûpu(t,−∞) represent the time evolution operator
corresponding to the solution of the pump-only scenario. Hence,

|Ψpu(t)⟩ = Ûpu(t,−∞)|Ψ0(t)⟩ (4.3)

is the solution of the Schrödinger equation (4.1) for vanishing Epr (x, t). The eigenstate |Ψ0⟩
refers to the initial state of the atom postulated to be the lowest energy state. To derive
the influence of the weak perturbation, we apply the time dependent perturbation theory, c.f.
Appendix A, to the solution of the Schrödinger equation. The ansatz reads,

|Ψ(t)⟩ = |Ψpu(t)⟩ + |Ψ(t)⟩(1) (4.4)

by inserting the ansatz Eq. (4.4) into Eq. (4.1), we have

i
∂

∂t
|Ψ(t)⟩(1) =

[
Ĥ0 − E0 − Epu(t)Ẑ

]
|Ψ(t)⟩(1) −Epr (x, t) Ẑ |Ψpu(t)⟩−Epr (x, t) Ẑ|Ψ(t)⟩(1) (4.5)

Since the perturbation is only in the first order of the probe electric field Epr, one can drop
the last term of the previous equation, and upon integrating it, we obtain the expression for
|Ψ(t)⟩(1)

|Ψ(t)⟩(1) = i

∫ t

−∞
Ûpu

(
t, t′
)

ẐEpr
(
x, t′ + x/c

) ∣∣Ψpu
(
t′
)〉
dt′ (4.6)

where Ûpu (t, t′) = Ûpu(t,−∞)Û†
pu (t′,−∞). Utilizing this integral solution within the context of

the first-order perturbation theory, the polarization response attributed to each atomic absorber
can be expressed as follows

P (x, t) = n0
{〈

Ψpu(t)|Ẑ|Ψpu(t)
〉

+
〈
Ψpu(t)|Ẑ|Ψ(t)(1)

〉
+
〈
Ψ(t)(1)|Ẑ|Ψpu(t)

〉
+
〈
Ψ(t)(1)|Ẑ|Ψ(t)(1)

〉}
.

(4.7)
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4 Introduction

From the above equation, the first term shows the harmonic generation driven by the pump
field. Polarization response is described by the second and third term, respectively. The last
term is second order response from the probe field. As we make the assumption that harmonics
originate solely from the pump pulse and that there is no temporal overlap with the probe
pulse, the polarization response resulting from the absorbing component of the probe pulse can
be formulated as follows

P(1) (x, t) = n0
〈
Ψpu(t)|Ẑ|Ψ(t)(1)

〉
+ c.c.

= in0

∫ t

−∞
Epr

(
x, t′ + x/c

) 〈
Ψpu(t)

∣∣∣ẐÛpu
(
t, t′
)

Ẑ
∣∣∣Ψpu

(
t′
)〉
dt′ + c.c.

(4.8)

In most parts of this work, a probe pulse with the shape of a delta function centered at t′ = τ

is used in the simulations. One can demonstrate how the polarization response can be defined
if the electric field of the probe has such shape

Epr
(
x, t′ + x/c

)
= δ(t′ − τ). (4.9)

Therefore, the polarization in (4.8) becomes

P(1)(x, t) ∝ in0

∫ t

−∞
δ
(
t′ − τ

) 〈
Ψpu(t)

∣∣∣ẐÛpu
(
t, t′
)

Ẑ
∣∣∣Ψpu

(
t′
)〉
dt′ + c.c.

∝
〈
Ψpu(t)

∣∣∣ẐÛpu(t, τ)Ẑ
∣∣∣Ψpu(τ)

〉
+ c.c.

(4.10)

The above equation shows how the polarization response is influenced not only by the state |Ψpu⟩
at the time of the probe pulse τ , but also by the wave function ⟨Ψpu| and the time evolution
operator Ûpu(t, τ) > τ .

4.1.3 Response of absorbing medium after interacting with probe pulse

In the previous subsection, we have discussed how atoms respond when irradiated by a pump
and probe pulse and shown how polarization response is determined by the wavefunction of the
pump pulse. This part will explain how a probe pulse interacts with an absorbing medium as
it travel through it. When light travels through an absorbing material, it interacts with the
material, causing a variety of effects. In the last subsection we assumed that the probe pulse
arrives after the target medium has been irradiated by the pump pulse, as described in [35], one
can explicitly write the time evolution operator as

Ûpu
(
t, t′
)

= e−i(Ĥ0−E0)(t−t′) (4.11)

based on the assumption that no alteration of the electronic states excited through the absorption
of the probe pulse. Similarly, we can express the electronic structure of the medium after
interacting with pump pulse as an expansion of the eigenstates |ϕi⟩ with their eigenenergies as
Ei and a time-independent expansion coefficient αi, the eigenstate reads

|Ψpu(t)⟩ =
∑
i

αie
−i(Ei−E0)t |φi⟩ (4.12)

10



4.1 General Introduction

from the polarization we derived in Eq.(4.8), we substitute Eq.(4.11) and obtain the relation for
the polarization as

P(1)(x, t) =in0
∑
i,i′

α∗
iαi′

∑
j

〈
φi|Ẑ|φj

〉〈
φj |Ẑ|φi′

〉
·

∫ t

−∞
Epr

(
x, t′

)
e−i(Ej−Ei)(t−t′)+i(Ei−Ei′ )t′dt′ + c.c.

(4.13)

where |φj⟩ is the eigenstates of the Hamiltonian Ĥ0 with energies Ej . To obtain the response of
the probe pulse Epr, it is easier to solve the wave equation as obtained from Maxwell’s equations.(

∂2

∂x2 − ∂2

c2∂t2

)
Epr (x, t) = 4π

c2
∂2

∂t2

(
P(1) (x, t) + P(NL) (x, t)

)
. (4.14)

The applied probe field which is a weak delta like perturbation can only induce excitation
within the linear polarization regime, therefore, nonlinear polarization term PNL(x, t) can be
neglected. It is convenient to describe the wave equation in frequency regime, hence taking the
Fourier transform of the wave equation one obtains,

∂2

∂x2 Ẽpr(x, ω) + 2iω
c

∂

∂x
Ẽpr(x, ω) = −4πω2

c2 P̃(1)(x, ω), (4.15)

where;
Ẽpr(x, ω) = 1

2π

∫ ∞

0
Epr (x, t) eiωtdt

P̃(1)(x, ω) = 1
2π

∫ ∞

0
P(1) (x, t) eiωtdt

(4.16)

As suggested in [36], the first term of Eq.(4.15) is negligible when utilizing the slowly changing
amplitude approximation.

2iω
c

∂

∂x
Ẽpr(x, ω) = −4πω2

c2 P̃(1)(x, ω) (4.17)

There are numerous ways to solve the wave equation above. One way is to employ analytical
means only if the induced polarization response P̃(1)(x, ω) and the probe electric field Ẽ(1)(x, ω)
are proportional. The proportionality concept is closely connected to the concept of linear
susceptibility χ(x, ω). To demonstrate the application of linear susceptibility concept, we have
to calculate the value of P̃(1)(x, ω) assuming that the Fourier transform is restricted to only
positive frequencies and also assuming that there is a certain life time and decaying rate Γj of
the final states |φj⟩. Therefore, the induced polarization in frequency regime can be expressed
as

P̃(1)(x, ω > 0) =in0
∑
i,i′

α∗
iαi′

∑
j

〈
φi|Ẑ|φj

〉〈
φj |Ẑ|φi′

〉
·

[
1

Ei′ − Ej − iΓj/2 − ω

]
Ẽpr (x, ω + Ei − Ei′).

(4.18)

Since in this work we usually use an ultrashort probe pulse with duration of less 300 attoseconds
or even a delta function centered at t = τ , we can approximate the last part of the above
equation as

Ẽpr (x, ω + Ei − Ei′) = Ẽ0(x)ei(ω+Ei−Ei′ )t (4.19)
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and finally we can express the polarization as;

P̃(1)(x, ω > 0, τ) = in0
∑
i,i′

α∗
i (τ)αi′(τ)

∑
j

〈
φi|Ẑ|φj

〉〈
φj |Ẑ|φi′

〉
Ei′ − Ej − iΓj/2 − ω

· Ẽ0(x)eiωτ (4.20)

where αi(τ) are the time-dependent expansion coefficients. As mentioned, the linear response
can be represented by a susceptibility known as the linear susceptibility χ which can be defined
as;

χ(1)(ω > 0) =
P̃(1)(x, ω)
Ẽpr(x, ω)

(4.21)

upon inserting Eq.(4.20) into the above equation we obtain

χ(1)(ω > 0) == n0
∑
i,i′

α∗
i (τ)αi′(τ)

∑
j

〈
φi|Ẑ|φj

〉〈
φj |Ẑ|φi′

〉
Ei′ − Ej − iΓj/2 − ω

. (4.22)

Finally, by leveraging the legitimacy of introducing the linear susceptibility, the wave equation
(as depicted in 4.15), the resulting solution takes the form:

Ẽpr(x, ω) = Ẽpr (x0, ω) e2πiω/c
∫ x

x0
χ(1)(x′,ω)dx′

. (4.23)

Similarly, we can express this solution in Eq. (4.23) in terms of the Intensity Ĩpr(L, ω) as done
experimentally, the expression reads

Ĩpr(L, ω) = Ĩpr(0, ω)e−4πω/c
∫ L

0 Im[χ(1)(x′,ω)]dx′
(4.24)

where L is the length of interaction volume. This is an important result and is refereed to as
the Lambert Beer’s law. For our target system (an atom), the probability of a single photon
being absorbed can be described by the single-photon absorption cross section which reads;

σ(1)(ω) = 4πω/ (cn0) Im
[
χ(1)(ω)

]
. (4.25)

This concept is essential in various applications and in Chapter 6, the cross section expressed
here will be useful in the discussion of the optical conductivity.

4.1.4 Pump-probe Spectroscopy: an overview

Pump-probe spectroscopy has found application in characterizing rapid dynamics and re-
laxation rates of molecular systems in various environments, spanning from solutions [37–41],
proteins and biological systems [42–47], to solids[48–51], and even in the gas phase [52–56]. The
pump-probe technique usually relies on a Michelson-interferometer that utilizes femtosecond
train pulses, which are not correlated [46]. One arm of the interferometer directs a strong beam,
known as the pump pulse, to the sample to photo-excite the sample. On the other hand, the
other arm of the interferometer introduces a delayed pulse, known as the probe, to the non-
equilibrated sample to investigate the photo-induced changes caused by the pump pulse. The
intensity I of the probe pulse is weaker than that of the pump pulse to avoid multiphoton pro-
cesses, which are not desired in most of pump-probe spectroscopies. Pump-probe experiments
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4.1 General Introduction

Figure 4.2: The fundamental setup for pump-probe experiments and the diagram depicting
electronic energy levels. It’s important to observe that the thickness of the lines represents
the relative intensity of the laser pulses, with the probe intentionally kept weak to prevent
undesired interference with the system.(Adapted from [1])

can be categorized based on the probe energy. When the probe pulse has the same energy as
the pump pulse, the system is referred to as "degenerate". Conversely, if the probe pulse has a
different energy from the pump pulse, the system is known as "non-degenerate" or a two-color
pump-probe setup [57].

Since pump-probe spectroscopy is such a powerful tool used to study dynamical processes
in physical systems, it requires the system to be perturbed from its equilibrium state. The
perturbation is achieved using the pump pulse, which travels a shorter path to reach the sample
first. The pump pulse can be manipulated in various ways, such as adjusting its energy, intensity,
polarization, and duration, to excite the sample as desired. For instance, in the case of electron
energy levels in an atom, if the energy of the pump pulse matches the energy difference between
two levels, the atoms in the sample will absorb photons from the pump pulse, leading to an
increase in the population of electrons in the higher energy level [58]. After the pump pulse has
perturbed the sample, the probe pulse arrives at the sample with a controlled delay, determined
by changing the path length difference between the pump and probe pulses. The probe pulse
is then measured with a detector after it interacts with the sample. The key to deducing the
physical state of the sample is observing the modulation of the probe pulse as it decays back to
an equilibrium state following the perturbation from the pump pulse. For example, in the case of
excited electrons in the atom, if many electrons are still in the excited state when the probe pulse
arrives, most of the probe pulse will be transmitted rather than absorbed, due to Pauli blocking
[59]. Conversely, if many of the previously excited electrons have already decayed by the time
the probe pulse arrives, most of the probe pulse will be absorbed since many electrons have
returned to the lower energy state. By measuring the intensity modulation of the probe pulse
as a function of delay, the population dynamics of the electron energy levels can be described.

The dynamics of the photo induced samples can be monitored by varying the time delay
between the pump and probe pulses. Therefore, this technique can be likened to snapshot-
like spectroscopy, capturing the state of a specific system at a precise moment determined by
the delay time between the pump and probe pulses [60]. This thesis primarily focuses on the
absorption process in solids. The numerical pump-probe spectroscopy technique, which will be
introduced in a subsequent chapter, will be utilized to analyze this process.
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4.1.5 Theoretical Description of the Pulses

Understanding the properties and behavior of the pulses used in pump-probe spectroscopy is
crucial for interpreting experiments and devising first-principles calculations for their description.
For example, if we consider the electric field in time as shown in the figure (4.3) which can be
described by the following equation

E(t) = A(t) · eiφ(t) + c.c

φ(t) = ω0t+ ϕ(t) + CEP
(4.26)

Figure 4.3: Depiction of electric field and its envelop in time domain. The dotted lines
shows the envelop, while the solid blue, yellow, green, and red lines shows the CEPs at 0, π4 ,
π
2 and π respectively.

where E(t) is the electric field, A(t) is the envelop of the electric field and φ(t) is the temporal
phase. A common approach is to decompose the temporal phase φ(t) into different components,
which include the oscillations with the central frequency ω0, additional phase components ϕ(t)
and the carrier envelope phase offset (CEP). This separation helps in understanding the un-
derlying dynamics of the system under study and facilitates the analysis of complex temporal
waveforms. In some cases, the CEP is negligible especially with longer pulses but in pulse dura-
tions of only a few cycles, the CEP can play a crucial role as it has a substantial impact on the
peak field strength and overall behavior of the field. Due to its influence, even small changes
in the CEP can lead to significant alterations in the resulting pulse characteristics, making it a
decisive factor in shaping the dynamics of ultrashort laser pulses.

4.1.6 Nonlinear Optics and Maxwells Equations

In the previous section we have described mostly linear optics where the material response
and its effects on the light is independent of the intensity of the light. For low-intensity fields,
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linear optical description holds well, and the classical optics description is accurate and can be
used to describe linear phenomena. Since most of the process relevant in this thesis are beyond
the linear optical limits, it is optimal to describe limits beyond it. To describe the non-linear
optical limits we consider Maxwell’s equations

∇⃗ · D⃗ = ρ

∇⃗ · B⃗ = 0

∇⃗ × E⃗ = −∂B⃗
∂t

∇⃗ × H⃗ = j⃗ + ∂D⃗
∂t

(4.27)

where D⃗ = ε0E⃗ + P⃗. Now, taking the curl of last two equations we obtain,

∇⃗ × ∇⃗ × E⃗ = −µ0
∂2D⃗

∂t2

= − 1
c2
∂2E⃗
∂t2

− µ0
∂2P⃗

∂t2

= − 1
c2
∂2E⃗
∂t2

− µ0
∂2

∂t2

(
P⃗1 + P⃗NL

)
(4.28)

using the identities
∇⃗ × ∇⃗ × E⃗ = ∇⃗ · (∇⃗ · E⃗) − ∇⃗2E

P⃗1 = ϵ0χ1E⃗

n2 = 1 + χ(1)

(4.29)

one obtains the nonlinear wave equation in its usual form, reading

∇⃗2E⃗ = n2

c2
∂2E⃗

∂t2
+ µ0

∂2P⃗NL
∂t2

(4.30)

Even though ρ = 0 and ∇⃗·D⃗ = 0 do not necessarily imply that ∇⃗·E⃗ = 0, the quantity ∇⃗·(∇⃗·E⃗)
can often be neglected. The polarization can be expanded as a Taylor series expansion in order
to have a better understanding and effects caused by the driving field

P⃗ = ϵ0
(
χ1 · E⃗ + χ2 · E⃗E⃗ + χ3 · E⃗E⃗E⃗ + . . .

)
=

= P⃗(1) + P⃗NL.
(4.31)

where χ1 is the linear susceptibility tensor, χ2 is lowest order non-linear susceptibility which
is important in non-linear materials with no center of inversion, NL denotes non-linear. In
the presence of light waves, the electrons in solids undergo oscillations around the ions, when
subjected to an electric field. At low electric field intensities, these periodic oscillations are
commonly known as the linear regime. However, under the influence of intense laser fields or
large electric fields, the electrons deviate from the linear regime and display non-linear behavior.
In this thesis the main consideration will be on the lowest order non-linear term given by the
equation below

P⃗NL = ϵ0
(
χ2 · E⃗E⃗

)
(4.32)

As an example for the second order response of an incident field with more than one frequency
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component,
E⃗(t) = 1

2
(
E⃗1e

iω1t + E⃗2e
iω2t + cc.

)
(4.33)

then the non linear term in (4.32) with the products of E⃗E⃗ produce two frequency terms 2ω1
and 2ω2 (frequency doubling) as well as ω1 + 2ω2 (frequency mixing), the non-linear polarization
can be given by

P⃗NL = 1
4ϵ0χ1

(
E⃗2

1e
i2ω1t + E⃗2

2e
i2ω2t+ 2E⃗1E⃗2e

i(ω1+ω2)t + 2E⃗1E⃗
∗
2e
i(ω1−ω2)t +E⃗1E⃗

∗
1 + E⃗2E⃗

∗
2 + cc.

)
(4.34)

From the above equation, we can visibly observe the second order frequency mixing, the second
harmonic generation (SHG) from the frequency doubling.

4.2 Core-level Spectroscopy

In condensed matter, electrons can be categorized as core electrons and outer electrons (also
known as valence electrons). Core electrons are confined within the atom, maintaining their
attributes from the free atom state, regardless of the chemical environment and they are not
involved in chemical bonding. Conversely, valence electrons are more spread out and contribute
to interatomic bonding, leading to distinct properties in various materials, even when they
share the same atomic origin. Core level spectroscopy involves exciting a core electron using
incident photons or electrons. The resulting spectra, including photoemission, photoabsorption,
fluorescence, and Auger electron emission, offer crucial insights into the characteristics of outer
electrons and atomic structures [61].

Figure 4.4: Schematic representation of core states in a periodic potential.

In core-level spectroscopy of solids, X-rays or UV light are used to excite the core elec-
trons to an empty state, which are then emitted as photoelectrons. The energy of the emitted
photoelectrons corresponds to the binding energy Eb of the core electrons in the solid. By
measuring the binding energy of the core electrons, it is possible to determine the electronic
structure of the solid, including the local chemical environment of the atoms and the occupation
of the electronic states. X-ray absorption, along with other core level spectroscopies, demon-
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strates a specificity that is unique to each element. Other types of core level spectroscopies
are X-ray Photo-emmsission Spectroscopy (XPS), X-ray emmission (XES) and Auger electron
spectroscopy (AES) among others. Figure 4.5 provides a schematic representation of the four
listed above core level spectroscopies.

The terminology used in core level spectroscopies lacks uniformity. Traditionally, the principal
quantum number is assigned a letter in alphabetical order, commencing with K. Within this
principal quantum number, levels are sequentially numbered from higher to lower energies. In
electronic structure calculations, core states are designated using orbital names. Here, the
principal quantum number n receives a numerical identifier, while the angular quantum number
l is represented by orbital labels such as s, p, d, and f , followed by alphabetical progression. For
instance, absorption originating from a 1s core state is referred to as the K-edge. Table 4.1
shows various nomenclatures used for different core states.

Figure 4.5: Schematic representation of different types of Core-level spectroscopies. (a)
X-ray photoemission, (b) X-ray absorption, (c) X-ray emission and (d) Auger electron spec-
troscopy.

Core states Spectroscopic name
1s, K
2s, 2p L1, L2,3
3s, 3p, 3d M1,M2,3,M4,5
4s, 4p, 4d, 4f N1, N2,3, N4,5, N6,7

Table 4.1: Showing nomenclatures used in various X-ray spectroscopies.

X-rays were first identified by Wilhelm Konrad Röntgen in 1895 [62]. They possess wave-
lengths in the range of approximately 10 to 0.1 nanometers, classified into soft and hard X-ray
categories. Soft X-rays are readily absorbed by air, whereas hard X-rays, with energies exceed-
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ing 1 keV, can effectively penetrate both air and matter. Since their inception, X-rays have
found extensive applications in both medical and natural sciences. This is primarily due to
their capability to penetrate soft substances and their wavelengths, which closely match atomic
dimensions. Consequently, X-rays have enabled the acquisition of diffraction patterns from well-
ordered crystalline materials [63].

Other types of core-level spectroscopy, including ultraviolet photoelectron spectroscopy (UPS),
and electron energy loss spectroscopy (EELS). Each of these techniques has its own advantages
and disadvantages, and the choice of technique depends on the specific properties of the solid
being studied and the information desired. XPS [64–66] is a widely used technique in core-level
spectroscopy of solids. In this method, after excitation, the kinetic energy and angular distribu-
tion of the photoelectrons are measured to determine their binding energy Eb, which is related
to the electronic structure of the solid. XPS is a surface sensitive technique, meaning it only
probes the topmost layers of the solid, typically within a few nanometers of the surface. XPS
is widely used to study the chemical composition and oxidation state of surfaces, as well as
to determine the electronic structure of semiconductors and insulators. Furthermore electron
energy loss Spectroscopy (EELS) [67, 68] is another technique used in core-level spectroscopy
of solids. In this method, a beam of electrons is incident on a solid sample and the energy
loss of the electrons is measured as they pass through the sample. EELS is a bulk-sensitive
technique, meaning it can probe the electronic structure of the entire volume of the solid. EELS
is particularly useful for studying the electronic structure of semiconductors and insulators.

4.2.1 X-ray Absorption Spectroscopy (XAS)

X-ray Absorption Spectroscopy involves irradiating a sample with X-rays and measuring
the energy dependence of the X-ray absorption as it interacts with the sample [69–71]. X-ray
Absorption Spectroscopy (XAS) provides insights various properties and local coordination envi-
ronment of the atoms in materials, including electronic states, oxidation states, and coordination
geometry. In most XAS experiments, the difference between the incoming laser pulse and the
transmitted pulse is measured. The measured intensity is analogous to the Lambert-Beer law
[72] and can be described as

I(E) = I0(E)e(−µ(E)·d) (4.35)

where d is the thickness of the sample. As an illustration, Figure (4.6) shows the XAS spectra
which show a 1s core state is excited with a sufficient X-ray energy to an empty unoccupied
state. The XAS spectrum is closely related to the density of states (DOS). providing a detailed
picture of the local electronic structure of the material. In general, XAS is often divided into two
regions X-ray Absorption Near Edge Spectroscopy (XANES) and Extended X-ray Absorption
Fine Structure (EXAFS), that we will discuss below.

XANES

X-ray absorption near edge Spectroscopy (XANES) [73–75] sometimes also referred to as
Near-Edge X-ray absorption fine structure (NEXAFS) [76] gives a detailed information about
the electronic state and coordination environment of metal atoms. In this technique, the energy
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of the absorption edge at the K-edge increases as the electronic state rises [77]. In this kind
of absorption, the atom get excited into an unoccupied states with one of the core electron
leaving behind an empty hole (a so-called core hole)1 while the excited electron occupies a level
in the unoccupied state as depicted in Figure 4.6. From this procedure one can obtain an x-ray
absorption spectrum.

Figure 4.6: Schematic representation of x-ray absorption process in a solid or compound
showing a 1s core state been excited for the core region to an empty state.

EXAFS

In Extended X-ray Absorption Fine Structure (EXAFS) [74, 78, 79], a sample is exposed
to X-rays over a range of energies, typically spanning the X-ray absorption edge of a specific
element of interest. The absorption of X-rays by the sample provides information about the local
atomic environment around that element. As the X-rays are absorbed, electrons are excited
from core energy levels to higher energy levels, resulting in the presence of absorption edges
and fine structures in the X-ray absorption spectrum. The extended fine structure arises from
the interaction between the absorbing atom and its neighboring atoms. These interactions
result in constructive and destructive interferences of X-ray waves, leading to oscillations in the
absorption spectrum as seen in the Figure 4.7.

Figure 4.7: Schematic representation of an X-ray absorption spectrum depicting the two
regions. Source M. Blank (2010) [2].

1A core-hole refers to an electron vacancy in the innermost electron shell (usually the K-shell) of an atom or a
molecule. It is created when an electron from the core level is excited to a higher energy state or removed
from the atom. It lives for ≈ 10−15 secs before it decays via radioactive or nonradioactive decay channels.
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In the absorption process, any surplus energy is dissipated as kinetic energy related to motion
in translation, which can also be observed through changes in the wavelength associated with
the electron’s wave-like behavior. The oscillations shown in the figure arise directly from the
wave-like characteristics of the photoelectron, influenced by the velocity ν acquired due to the
energy of the absorbed X-ray photon. This energy exceeds the binding or threshold energy of
the electron. The kinetic energy of this photoelectron is given by the relation

(E − E0) = 1
2mev

2 (4.36)

here E is the X-ray photon energy, E0 is the ionization energy of the electrons, while me is
the mass of the electron. Furthermore, one can express these modulations in terms of the
photoelectron wave vector k, thus the expression is as follows

k = 2π
h

[2me(E − E0)]1/2 (4.37)

where the relation foe the wave vector k = 2π/λ and lambda been the deBroglie wavelength
(λ = h/mev

2) is used and h is the usual Planck’s constant. By definition, the oscillatory part
of the absorption spectrum can be described by the EXAFS fine-structure function χ(k), as

χ(k) = µ(k) − µ0(k)
µ0(k) (4.38)

where µ(k) is the difference between the measured absorption coefficient and the absorption
coefficient of the isolated atom and µ0(k) is the pre-edge absorption. This is relation is as a
result of the interference between the excited photoelectron wave and that of the backscattered
wave from the neighbouring atoms.

In the context of a typical K-edge absorption, where a core electron of the 1s level undergoes
excitation, the normalized EXAFS oscillations can be characterized by the following expression

χ(κ) =
(1
κ

)∑
j

(
Nj/R

2
j

)
sinh(2κRj + ϕj(κ)) ×Aj(κ)e(−2σ2

jκ
2)e
(

−
2Rj
λ(κ)

)
(4.39)

where λ(k) is the mean free path, Rj is the distance between the central absorbing atom and
other atoms in the jth shell, Nj is the number of atoms in the jth shell,the exponent is as a
result of inelastic losses, ϕj(k) is the phase shift between the incident and backscattered wave,
and Aj(k) is the amplitude of the backscattered atom.

4.3 Properties of Solids

This section establishes the fundamental properties of solids, crucial for their behaviour, par-
ticularly under the influence of external perturbations. Since this thesis focuses on solid-state
materials, knowing these basic characteristics is essential for understanding their diverse proper-
ties, including electronic (bandstructure, density of state), optical (absorption), and mechanical
(phonon dispersion).
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4.3 Properties of Solids

The distinctive trait of most types of solids is the orderly alignment of their atoms, result-
ing in a crystalline structure. Electrons within such a crystal experience a periodic attractive
potential, which arises from the lattice ions as well as a repulsive interaction interaction with
the other electrons. The description of the behavior of electrons in a periodic crystal lattice
was first formulated by Felix Bloch in 1929 in his article [80] and is still the cornerstone of our
understanding of electrons in solids.

4.3.1 Bloch’s theorem and Bloch Functions

The Bloch theorem [80] provides a powerful framework to describe the electronic structure
and properties of solids, paving the way for a deeper understanding of various phenomena such
as electrical conductivity, magnetism, and optical properties. Bloch states |n, k⟩ are defined by
the quantum number n called the band index, k is the pseudo-momentum:

ψnk(r) = 1√
Ω
unk(r)eik·r. (4.40)

where unk are the Bloch states and are cell periodic,Ω is the volume of the unit cell. The plane
wave eik·r is modulated by the periodicity of the lattice. The wavefunction can be expressed in
reciprocal space as

ψnk(r) = 1√
NkΩ

unk(G)ei(k+G)·r (4.41)

where
unk(G) =

∫
Ω
d3re−iGrunk(r) (4.42)

here also unk(G) are still cell periodic, as the e−iGr must be periodic in the unit cell and Nk

is the number of k-points considered. k-points, short for wave vector points, are a key concept
in the study of crystalline materials. They are used to discretize the Brillouin zone, which is
the first Brillouin zone in the reciprocal lattice of a crystal. The G-vectors are the discrete
reciprocal lattice of the crystal.

4.3.2 Reciprocal lattice

The reciprocal lattice is discussed due to its relevance in calculating the electronic band
structure, which is introduced in the next subsection. By definition, the reciprocal lattice is a
lattice in k-space which is related to the lattice of a crystal in real space. Given a crystal in real
space is defined by the primitive lattice vectors a1, a2 and a3, the reciprocal lattice vectors are
b1, b2 and b3 are defined as

bi = 2π aj × ak
ai · (aj × ak)

and ai = 2π bj × bk
bi · (bj × bk)

. (4.43)

where
ai · bj = 2πδij , i, j = 1, 2, 3 (4.44)

The reciprocal lattice vectors generate the reciprocal lattice, which consists of all points G that
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4 Introduction

can be expressed as a linear combinations of b1, b2 and b3

G = hb1 + kb2 + lb3 (4.45)

where h, k and l are all integers.

4.3.3 Energy Dispersion of electrons in Solids

In solid state physics, the study of the electronic bandstructure is of utmost important. The
bandstructure of solids describes the range of energies that electrons can have within a solid
material. It can be seen as a map of allowed and forbidden energy levels for the electrons in
a crystal [5, 81]. Many optical, electrical, and even some magnetic properties of crystals can
be explained in terms of their band structure. One particular quantity relevant to the band
structure is the location of the Fermi energy. If the Fermi energy is located within the band gap
Eg, the material is insulating (or semiconducting); otherwise, it is metallic [82]as illustrated in
the Figure 4.8 below. Insulators have a very large bandgap, such that at room temperature,
electrons cannot be excited across the gap. Essentially, free carrier absorption and intraband
transitions occur only at high photon energies. In the case of semiconductors, the bandgap
is small enough for excitation to occur. Hence, free carrier absorption can happen at room
temperature due to excitation or doping. Furthermore, interband transitions can occur in the
infrared or visible spectrum. In the case of metals, there is no bandgap, and interband transitions
can easily occur while free carrier effects remain significant.

Figure 4.8: An illustration of the simplified model for classifying solids into Insulators
(left), Semiconductors (middle) and metals, based on the position of the Fermi level. Figure
adapted from [3].

Since we are dealing with a periodic potential V (r⃗) = V (r⃗ + R⃗n) that is weak enough for the
electrons in the system to behave as if they are free electrons, the effect of this potential can be
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4.3 Properties of Solids

handled using perturbation theory (c.f Appendix A). Within this weak potential limit, one can
solve the Schrödinger equation (SE)

Hψ = Eψ with the Hamiltonian operator H = − ℏ2

2m∇2 + V (r⃗). (4.46)

Applying time-independent perturbation theory (c.f Appendix A), we can express the energy E
as

E(k⃗) = E(0)(k⃗) + E(1)(k⃗) + E(2)(k⃗) + . . . (4.47)

by taking the unperturbed solution such that V (r⃗) = 0 and E(0)(k⃗) is the plane wave solution

E(0)(k⃗) = ℏ2k2

2m (4.48)

The eigen functions of the Hamiltonian are the plane wave

ψ
(0)
k⃗

(r⃗) = 1√
Ω
eik⃗·r⃗ (4.49)

where Ω is the volume of the unit cell. A plot of the electron energies described in Eq. (4.48) as
a function of k is known as the electronic band structure. Figure 4.9 shows the bandstructure of
a free electron in a one-dimensional lattice with a lattice constant a in an extended zone scheme.
In most some cases, bandstructures are plotted in a reduced zone scheme (i.e −π

a ≤ 0 ≤ π
a ).

Figure 4.9: Example of the band structure of a free particle shown in the extended Brillouin
zone scheme for a single band with the lowest energy. Figures reproduced from [4, 5].

From the perturbation theory, one can express the first order correction to the energy E(1)(k⃗)
as the diagonal matrix element

E(1)(k⃗) =
〈
ψ

(0)
k⃗

|V (r⃗)|ψ(0)
k⃗

〉
= 1

Ω

∫
Ω
e−ik⃗·r⃗V (r⃗)eik⃗·r⃗d3r (4.50)
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The most interesting terms arise from the second order correction to the energy and are given
by

E(2)(k⃗) =
′∑
k⃗′

∣∣∣〈−→
k′ |V (r⃗)|⃗k

〉∣∣∣2
E(0)(k⃗) − E(0)(

−→
k′ )

(4.51)

with the prime on the summation indicating that k⃗′ ̸= k⃗. By combing the first order correction
to the energy and its FT with the second-order correction and its corresponding FT, one can
give a proper description of the band structure in the reduced zone scheme 2.

4.3.4 Optical Transitions

In solids with appreciable bandgap (such as semiconductors or insulators), when interact-
ing with light, the photon energy can increase and become comparable to the energy of the
bandgap, enabling a conduction process to occur. A photon therefore needs to have a minimum
energy to elevate an electron in a semiconductor or insulator from an occupied state in the
valence band to an empty state in the conduction band, this kind of process, also known as
interband transition presented schematically by the picture in figure 4.10, is the fundamental
optical excitation process in these materials. This kind of transitions can either be direct 3

or an indirect transition. 4, where the additional momentum is supplied by the emission (or
absorption) of another excitation process or quasiparticle in the solids, such as a phonon. The
strength of transition depends on the interaction strength between the valence and conduction
bands, which can be quantified by the magnitude of the momentum matrix elements connecting
the valence band state v and the conduction band state c, the momentum matrix elements can
be expressed as ⟨v|p⃗|c⟩. The whole process can be described by "Fermi’s Golden rule" within
time-dependent perturbation theory.

Figure 4.10: Representation of the semiconductor band structure illustrating a direct tran-
sition (depicted in the left plot) and an indirect transition (depicted in the right plot). In
the direct transition, electrons move from the valence band to the conduction band with-
out altering the crystal momentum (left), whereas in the indirect transition, the electron
is transferred to the conduction band with a change in crystal momentum attributed to a
phonon vector q⃗ (right).

2A rigorous proof of the quantities and a general description of the different regimes can be found in the lecture
notes of M. S. Dresselhaus 6.732

3In direct transition, the crystal momentum k⃗ for both valence and conduction bands lies on the same symmetry
point: Ev(k⃗) → Ec(k⃗)

4In indirect transition, a phonon is involved because the wave vectors k⃗ differs for both valence and conduction
band by a phonon vector q⃗
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4.3 Properties of Solids

4.3.5 Fermi Golden Rule

Thanks to the Fermi Golden Rule (FGR) [83], we can estimate the transition rate between
quantum states due to the time dependent perturbation theory c.f Appendix A. The FGR
will be used heavily in subsequent chapters to understand the optical properties solids. The
FGR is related to the transition probability per unit time [84, 85] which gives us the transition
probability as proportional to the time in which the perturbation acts. In c.f Appendix A, the
Golden rule is derived in Eq. (A.19) in which we considered the system been exposed to the
applied perturbation for a long period of time so that we can make a precise measurement of its
state according to the Heisenberg uncertainty principle [86]. The uncertainty principle in energy
reads

∆E∆t ≈ h (4.52)

and while the perturbation is applied, the uncertainty in energy becomes

∆E ≈ h

t
. (4.53)

Now, the transition probability per unit time Wm for transition to a state m is given by

Wm = 1
t

∑
m′≈m

|a(1)
m′ (t)|2 (4.54)

here, the calculation of the transition probability requires the summation to be carried out over
a range of energy states consistent with the uncertainty principle in frequency; ∆cm′ ≈ 2π/t.

From c.f Appendix A, the relationship for the quantity |a(1)
m′ (t)| is derived and shown in

Eq.(A.22), ∣∣∣a(1)
m (t)

∣∣∣2 =
(

|⟨m |H′| ℓ⟩|2

ℏ2

)(
4 sin2 (ωmℓt/2)

ω2
mℓ

)
(4.55)

here H′ is the perturbation, which is defined in next subsection and its connection with the
momentum operator p is also shown. Upon substituting the above equation into Eq.(4.54) and
replacing the summation with an integral over a small frequency range weighted by the density
of states ρ(Em) one obtain

Wm = 1
ℏ2t

∫ ∣∣4H′
m′ℓ

∣∣2(sin2 (ωm′ℓt/2)
ω2
m′ℓ

)
ρ (Em′) dEm′ (4.56)

where H′
m′ℓ is the matrix element ⟨m′|H′|ℓ⟩. But, the function [sin2(ω′t/2)/ω′2] is oscillating

continuously due to the nature of sine function, therefore one can integrate Eq.(4.56) over it
with dE = ℏdω′. The integral becomes

Wm ≃
(

4 |H′
mℓ|

2 ρ (Em)
tℏ2

)∫ (sin2 ω′t
2

ω′2

)
ℏdω′ (4.57)

by using the identity ∫ ∞

−∞
(sin2(y)/y2)dy = π (4.58)
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Eq.(4.57) becomes
Wm

∼= (2π/ℏ)
∣∣H′

mℓ

∣∣2 ρ(Em) (4.59)

In solid-state physics, many important transitions involve a continuum of initial states and a
continuum of final states [87]. Therefore, in this case the Fermi Golden Rule must be interpreted
in terms of a joint density of states, whereby the initial and final states are separated by the
photon energy ℏω inducing the transition. The probability per unit time that the photon energy
ℏω is absorbed at a certain k⃗ point is thus given by

W
k⃗

∼=
2π
ℏ
∣∣〈v ∣∣H′∣∣ c〉∣∣2 δ [Ec(k⃗) − Ev(k⃗) − ℏω

]
(4.60)

where H′ is the matrix element for the electromagnetic perturbation between the valence v and
conduction c band Bloch states at a certain wavevector k, the δ−function δ[Ec −Ev − ℏω] is for
conservation of energy. This important result means that electrons in the valence band absorbs
a photon energy ℏω and gets excited into the conduction band.

4.3.6 Hamiltonian in an Electromagnetic Field

We consider an unperturbed one-body Hamiltonian for a solid subjected to an electric field.
Later, we will show how this Hamiltonian is used in conjunction with the Time Dependent Kohn-
Sham (TDKS) equations to write down the equation of motion for solids. The unperturbed
Hamiltonian can be described as

H0 = p2

2m + V (r) (4.61)

the electron magnetic field can be introduced in a form of vector potential A(r, t) and a scalar
potential Φ(r, t). Using the Coulomb gauge [88], the vector potential and scalar potentials takes
the following properties

Φ = 0 and ∇⃗ · A = 0 (4.62)

In this gauge, we can express the electric and magnetic fields (E,B) as

E = −1
c

∂A

∂t
and B = ∇⃗ × A (4.63)

To obtain the quantum mechanical Hamiltonian which will describe the motion of charge (-e)
in an external electromagnetic field, we simply replace the electron momentum in Eq. (4.61) p

with p + (eA/c) . The equation becomes

H = 1
2m [p + (eA/c)]2 + V (r) (4.64)

here, the term [p + (eA/c)]2 can be expanded as

1
2m

(
p + eA

c

)2
= p2

2m + e

2mcA · p + e

2mcp · A + e2A2

2mc2 (4.65)
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4.4 Outline

Therefore, the equation becomes

H = p2

2m + V (r) + e

2mcA · p + e

2mcp · A + e2A2

2mc2 (4.66)

Since our interest is to calculate linear optical properties, we can neglect the high order terms,
i.e the last term of the above equation and using the conditions of the gauge invariance, the
equation reduces to

H = p2

2m + e

mc
A · p + V (r) (4.67)

From the above equation. one can deduce the one-electron Hamiltonian without optical fields
as

H0 = p2

2m + V (r) (4.68)

and the perturbing Hamiltonian as;

H′ = e

mc
A · p (4.69)

The terms in the above equation describes the interaction between the optical fields and a
Bloch electron. To evaluate the optical properties of a solid, various approaches can be explored.
Assuming that the vector potential A is sufficiently weak, we can apply FGR to calculate the
transition probability per unit volume, R for an electron transitioning from a valence band state
|v⟩ to a conduction band state |c⟩. This requires evaluating the matrix element | ⟨c|H|v⟩ |2.

| ⟨v|H′|c⟩ |2 = (e/mc)2| ⟨v|A · p|c⟩ |2 (4.70)

The Bloch functions for the electrons in the valence and conduction band states, as well as
the vector potential, can be expressed respectively as

|c⟩ = uc,kc(r)e[i(kc·r)]

|v⟩ = uv,kv(r)e[i(kv·r)]

A = −E

2q e
[i(q·r)−ωt]+c.c

(4.71)

Using these quantities, the matrix element on the right-hand side of Eq. (4.70) can be evaluated
and integrated over space. After a little of algebraic manipulation and applying the electric
dipole approximation [4], the matrix element simplifies to

| ⟨v|H′|c⟩ |2 = (e/mc)2|A|2|Pvc|2 (4.72)

where Pvc is the momentum matrix element ⟨v|p|c⟩.

4.4 Outline

The thesis is structured in the following way:

In this introductory Chapter 4, the foundational aspects of the research problem were introduced,
that is ATAS. This chapter not only provides an introduction to theory underpinning ATAS but
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4 Introduction

also discusses atoms and system responses in the presence of external perturbations. Similarly,
this chapter covers the basic properties of solids as well as the concept of light-matter interactions
in solids. A more detailed discussion of light-matter interactions is provided in the subsequent
chapters.

In Chapter 5 of this thesis, the essential theoretical methods are discussed. It commences
with a description of the electronic structure problem and shows the significance of the Born-
Oppenheimer approximation. This approximation serves as a pivotal tool, facilitating the differ-
entiation between the electronic and nuclear degrees of freedom. Following this, the description of
the most important methods involved in solving the electronic structure problem, which includes
the Hartree Fock and the well-established DFT and its necessary approximations. Furthermore,
the fundamentals of TDDFT are introduced, and its necessary approximation.

In Chapter 6, the theoretical foundation laid out in Chapter 5 were extended. The essential
Hamiltonian for conducting real-time TDDFT calculations is derived and discussed. The ap-
proximations necessary for solving the TDKS on a real space grid are outlined. Furthermore,
a detailed, step-by-step methodology demonstrating the calculation of optical conductivity σ is
provided.

In Chapter 7, results are presented where TDDFT was used to calculate the equilibrium optical
conductivity σ(ω) of monolayer hBN at the Boron K-edge. The calculations were performed
using the LDA and DFT+U functionals and compared with existing literature. However, our
results did not accurately reproduce the distinct excitonic peak observed at the Boron K-edge.
To address this, we extended the investigation by calculating the conductivity using a supercell
with a core-hole. Additionally, we explored the equilibrium conductivity variations by chang-
ing the polarization of the probe field. This comprehensive analysis provides insights into the
complexities of the material’s optical properties under different computational conditions.

In Chapter 8, we present the TAS calculations using various pump pulse configurations. Linear,
colinear, circular and bicircular pump pulses are discussed, along with the origins of the non-
linear electron dynamics around the bandgap of monolayer hBN. Following this, we provide a
theoretical analysis of the sub-bandgap features using the parabolic two-band model.

In Chapter 9, the results of the vibrational spectroscopy are presented. Using DFPT, we in-
vestigated the changes in the phonon dispersion relations of monolayer, bilayer and bulk MoS2
due to photo-doping. Additionally, we examined the effects of photodoping on the shear and
interlayer breathing modes across various layers. Finally, we calculated the Infrared spectra for
these layers.

We conclude in Chapter 10 with a summary of the findings presented in the preceding chapters.
Additionally, we provide a general discussion on future research directions, including the calcu-
lation of core and valence excitons and the simulation of X-TAS. Moreover, we discuss potential
experiments at CNR Milano aimed at investigating the shear and interlayer breathing modes,
as well as the corresponding phonon frequency shifts in various layers.
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5 | Theoretical Methods

5.1 Introduction

In this chapter, the theoretical background to the work done is presented, starting with an
overview of DFT and its necessary approximations, followed by an introduction to TDDFT. This
is just a short review of the well established theory. It is important to note that this review will
not provide a detailed explanation of concepts that are thoroughly covered in most DFT and
TDDFT textbooks. For an elaborate and detailed explanations, one can refer to the following
textbooks and articles [89–97] and also the references that can be found in the context of this
chapter. In the following chapter, it is important to note that Atomic Units (a.u) will be used
unless stated otherwise. In particular ℏ = me = e = 4πϵo = 1.

5.2 Many Body Hamiltonian

Quantum mechanical systems are typically described using the non-relativistic many body
Hamiltonian, which constitutes the fundamental characterization of such systems. The basic
non-relativistic many body Hamiltonian is defined as

Ĥ = T̂I + T̂e + V̂ii + V̂ee + V̂ie + V̂ext (5.1)

where V̂ext describes the external potential and the remaining terms are given by

T̂I = −
∑
l

∇2
l

2Ml
,

V̂ii = 1
2
∑
IJ

ZlZJ∣∣∣R̂l − R̂J

∣∣∣
T̂e = −

∑
i

∇2
i

2m

V̂ee = 1
2
∑
ij

1
|r̂i − r̂j |

V̂el =
∑
il

Zl∣∣∣r̂i − R̂l

∣∣∣

(5.2)

where ri describes the positions of the electrons, m is the electronic mass, R̂I, M̂I and ZI are
the positions, masses and charges of the nuclei respectively. The groundstate properties of the
material described by his Hamiltonian in Eq. (5.1) can be obtained by solving the corresponding
Time-Independent Schrödinger equation (TISE)
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5.3 Born-Oppenheimer Approximation

HΨ = EΨ. (5.3)

An analytical solutions of Eq. (5.3) can be found only for few limited cases. In practice one needs
to solve the equation using various means of approximations. Even to solve the equation using
computational methods is generally unfeasible as it is already computationally challenging to
solve Eq. (5.3) for systems with more than two or three degrees of freedom. One of the commonly
used practical approximations is the Born-Oppenheimer Approximation (BOA) [98–103].

5.3 Born-Oppenheimer Approximation

In 1927, the BOA was established by M. Born and R. Oppenheimer to simplify the difficulties
in solving Eq. (5.3). It assumes that, due to the difference in mass between atoms and electrons,
atomic and electronic motion happen on different time-scales and therefore, the general SE Eq.
(5.3) can be separated into nuclear and electronic parts. Briefly, the solution of the equation is
derived by starting with the definition of the electronic Hamiltonian as follows

Ĥe = T̂e + V̂ii + V̂ee + V̂ie (5.4)

Then, by substituting Eq. (5.4) into Eq. (5.3), we have a formal solution for the electronic part
which is

ĤeΦk(r,R) = EkΦk(r,R) (5.5)

Here the R are parameters, and not operators, for the electronic wavefunction. The eigenfunc-
tions of Ĥe, {Φk} represents a complete basis sets in the electronic Hilbert space [104] and can
used the to expand the eigenfunctions of the electronic Hamiltonian Ĥe denoted by Ψν as,

Ψν =
∑
k

Φk(r,R)χk(R) (5.6)

After substituting Eq. (5.6) into Eq. (5.3) and multiplying by Φ∗
l (r,R) from left and integrating

over the electronic coordinates r. The electronic Hamiltonian He is a diagonal and is given by

⟨Φk′(r,R) |He| Φk(r,R)⟩(r) = δk′kEk(R) (5.7)

and the electronic wave functions are orthogonal and given by

⟨Φk′(r,R) | Φk(r,R)⟩(r) = δk′k (5.8)

This then yields to a set of coupled eigenvalue equations for the nuclear wave functions [105]
and this takes the form of
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[Tn + Ek′(R) − E]χk′(R) =
∑
k

[Fn]k′k χk(R) (5.9)

which coupled to different electronic states k′, k. The coupling between different electronic states
occurs through the nuclear kinetic energy operator Tn and the coupling term is defined as

[Fn]k′k (R) = ⟨ϕk′(r; R) |Tn|ϕk(r; R)⟩(r) − Tnδk′k (5.10)

The elimination of this non-adiabatic electronic coupling term is the core of the BOA, which
leads to the nuclear SE for electronic states k′

[Tn + Ek′(R)]χk′(R) = Eχk′(R) (5.11)

Similarly, the non adiabatic coupling terms are given by

[Fn]k′k (R) = −
∑
A

ℏ2

2MA

[
2 ⟨ϕk′ | (∇Aϕk)⟩(r) · ∇A +

〈
ϕk′ |

(
∇2
Aϕk

)〉
(r)

]
. (5.12)

The coupling terms are small due to the fact that the nuclear mass is very large. We can express
the first term of the above equation as

⟨ϕk′ | (∇Aϕk)⟩(r) =
⟨ϕk′ |[∇A, He]|ϕk⟩(r)
Ek(R) − Ek′(R) (5.13)

which shows that the coupling term Eq. (5.12) is small only when the electronic energies Ek(R)
and Ek′(R) are far from each other. If this condition is fulfilled, then the BOA holds, else
for certain geometries R the electronic energies Ek(R) and Ek′(R) may be degenerate and the
approximation fails.

Solving Equations 5.3 has been explored by other methods which are more accurate, practical
and efficient and is an area of active research within the community. The next sections in this
chapter will discuss more on these techniques that have been employed to solve the electronic
problem.

5.4 Methods to Solve Electronic Problems

In this section we start by highlighting numerous techniques and schemes that have been
employed to solve the electronic structure problem. If we cannot find the analytical solution
to the SE, a well known approach is the variational principle that allows to approximate the
energy of the ground state of the system. The methodologies described in here are mainly within
the scope of the variational principle [106–108]. The variational principle states that given a
Hamiltonian, in this case an electronic Hamiltonian Ĥe, the lowest energy eigenstate (i.e the
ground state energy) E0, is always less than or equal to the expectation value of Ĥe with a
normalized trial wavefunction. That is
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5.5 Hatree Fock Method

E0 ≤ ⟨ψ|H|ψ⟩. (5.14)

Hence, by varying the normalized wavefunction until the expectation value of Ĥe is minimized,
one can obtain approximations to the eigenfunctions and the ground state energy. Therefore,
the variational principle formally reads

E0 = min
Φ

〈
ψ
∣∣∣Ĥe

∣∣∣ψ〉 (5.15)

Most of the modern day methods and theories for calculating the lowest energy eigenstate are
formally adapted from this principle.

5.5 Hatree Fock Method

From the above discussion for the BOA, it is still not possible to calculate the orbitals and
energies exactly for anything but the most of simplest systems. For more complicated systems,
one needs to resort to so higher approximations. One of the oldest methods, which lays the
foundation for other methods and more pragmatic and advanced theories, is the Hartree-Fock
(HF) method, which was established in 1928 [109–111]. The HF method gives an approximate
solution to the TISE Eq. (5.3) using the Eq. (5.4) obtained from the aforementioned BOA.

The HF method is a type of wave function-based method used to describe the electronic
structure of atoms, molecules, and solids. It is based on the idea that the total wave function of
a many-electron system might be written as a product of single-electron wave functions, known
as orbitals. In the Hartree scheme, one thus may make an ansatz for the eigenfunction as a
product of orbitals

Φ = χ1(X1)χ2(X1)...χn(Xn) (5.16)

where the parametric dependence on R has been dropped for simplicity. Xj = (rj ,ms,k) are the
spatial and spin coordinates of the electron j, and χj represents a single-particle wave function,
or spin-orbital. Since He does not depend explicitly on the spin variables, the spin-orbitals can
be expressed as a product of a spin function, σ, and a spatial orbital, ψj , i.e.,

χj (Xj) = ψj (rj)σ (ms,k) (5.17)

The resulting energy expression, obtained by introducing Eq. (5.17) and (5.16) into Eq. (5.5)
and integrating out the spin variables, reads as follows

EHA =
n∑
i

[
−1

2

∫
drψ∗

i (r)∇⃗2
iψi(r)

]

+
n∑
i

[
−

N∑
I

ZI

∫
drψ∗

i (r) 1
|r − RI |

ψi(r)
]

+
n∑
i

1
2

n∑
j ̸=i

∫∫
drdrψ∗

i (r)ψ∗
j (

−→
r′ ) 1

|r − −→
r′ |
ψi(r)ψj(

−→
r′ )

 ,
(5.18)

The three terms on the right-hand side of the equation correspond to the kinetic energy, electron-
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nucleus electrostatic interaction energy, and electron-electron electrostatic interaction energy,
respectively. The final term represents an effective single-particle potential energy that arises
from the collective electrostatic interaction of each electron with the other electrons in the
system. As this interaction is defined by the orbitals, which are the sought-after solution,
Eq. (5.18) must be solved self-consistently. However, the approach in this form, the Hartree
ansatz, suffers from the the fact that the wave function ansatz does not satisfy the Pauli exclusion
principle [112, 113].

Slater [114] proposed a clever solution to overcome this problem and incorporate the anti-
symmetric nature of the electronic wave function through construction. The proposed suggestion
can be formulated as follows

Φ = 1√
n!

∣∣∣∣∣∣∣∣
χ1 (X1) . . . χn (X1)

... . . . ...
χ1 (Xn) . . . χn (Xn)

∣∣∣∣∣∣∣∣ (5.19)

where | • | stands for the determinant operation which fulfills the required symmetry. Sub-
sequently, Fock [110] later proposed the use of this determinant as the ansatz for the wave
function and applied the variational principle to find the electronic ground state, resulting in
the HF method. The HF equations are solved self-consistently and yield a set of orthonormal
orbitals and their corresponding orbital energies. The Slater determinant formed from the n
orbitals with the lowest energy is then the HF ground state wave function ΦHF

o , representing
the best variational approximation to the ground state of a system in the single-determinant
picture. Thus, the Hartree-Fock energy EHF , is given by

EHF = EHA − 1
2

n∑
i,j ̸=i

[∫∫
drdr′ψ∗

i (r)ψ∗
j (r′) 1

|r − r′|
ψi(r′)ψj(r)

]
:= EHA + Exx,

(5.20)

In the equation above, the exchange energy, denoted as Exx, is defined. The sum over i and j
runs only over the electrons with the same spin, and the spin variables have been integrated out.
It is possible to include the terms where i = j in the expression for EHF because the terms coming
from the electron-electron electrostatic interaction energy cancel exactly with the terms coming
from the exchange energy. This cancellation ensures that the HF method is self-interaction free,
meaning that an unphysical self-interaction energy resulting from a single electron interacting
with its own charge density is eliminated. The HF method is important because it satisfies the
Pauli exclusion principle [113], ensuring that no two electrons can occupy the same quantum
state. Although it is able to recover more than 98% [115] of the exact total energy of the ground
state, the remaining 2% corresponds to a significant amount of energy, much larger than the
energy of chemical bonds. This residual energy is known as the correlation energy (Ec), which
can be defined as the difference between the exact ground state energy (E0) and the energy
obtained from the HF method (EHF ).

The HF method is a widely used method for studying the electronic structure of atoms,
molecules, and solids, and has been successful in predicting the properties of many atomic
systems. However, despite failing to describe correlation effects, it also fails to capture certain
physical phenomena, such as van der Waals interactions [116]. As a result, more advanced
methods, such as DFT, are often used to improve upon the accuracy of the HF method. In the
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next section, other electronic structure methods will be discussed to address the deficiencies of
the HF method.

5.6 Density Functional Theory

In this section, a brief introduction of DFT which is a theoretical framework in physics and
chemistry that is used to describe the electronic structure of matter is provided. It is based on
the idea that the total energy of a many-electron system can be expressed as a functional of
the electron density. By minimizing the total energy of the system with respect to the electron
density, it is possible to obtain the ground state electron density and the corresponding ground
state energy of the system. For a general description of this vast theoretical framework, the
reader can look into [90, 107, 117].

In the 1950s and early 1960s, DFT was rigorously developed and began to be widely adopted.
The contemporary theory of DFT was developed by Walter Kohn, John Perdew, and their
colleagues during this period [118, 119]. The static DFT is based on the Hohenberg-Kohn
theorem, which is discussed below.

5.6.1 The Hohenberg-Kohn Theorem

The Hohenberg and Kohn (HK) theorem for systems with non-degenerate ground-states reads
as follows: For a finite, interacting many-electron system there exists a one-to-one correspon-
dence between the external potential v(r) and the ground-state density n(r) [118, 120]. That is,
the external potential is a unique functional of the ground-state density, v([n], r) , up to a trivial
additive constant. The proof of this theorem employs a reductio ad absurdum approach. Let
us consider a group of N interacting electrons with no spin, which is under the influence of an
external potential V (r). Typically, this potential is the Coulomb potential from the nuclei of
the system. If this system has a unique ground state there is only one charge density n(r) cor-
responding to a particular V (r). However, in 1964, Hohenberg and Kohn proved the opposite,
which was far from evident. They demonstrated that there is only one external potential V (r)
that can generate a specific ground-state charge density n(r).

Let us consider a many-electron Hamiltonian H = T+U+V , with ground state wavefunction
Ψ, T as the kinetic energy, U the electron-electron interaction, V the external potential. The
charge density n(r) is defined as

n(r) = N

∫
|Ψ (r, r2, r3, . . . , rN )|2 dr2 . . . drN . (5.21)

Furthermore, let us consider now a different Hamiltonian H ′ = T + U + V ′ (V and V ′ do not
differ simply by a constant: V − V ′ ̸= const.), with ground state wavefunction Ψ′ and energy
E′. Let us assume that the ground state charge densities are the same: n[V ] = n′ [V ′]. Since Ψ
is not the ground state of the potential V ′, then
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⟨Ψ|H ′|Ψ⟩ < E′ (5.22)

and therefore the following inequality holds

E′ =
〈
Ψ′ ∣∣H ′∣∣Ψ′〉 < 〈Ψ ∣∣H ′∣∣Ψ〉 =

〈
Ψ
∣∣H + V ′ − V

∣∣Ψ〉 (5.23)

that is,

E′ < E +
∫ (

V (r) − V ′(r)
)
n(r)dr (5.24)

The strict inequality in the equation is due to the fact that the wave functions Ψ and Ψ′ are
eigenstates of different Hamiltonians, hence they are different. If one were to reverse the primed
and unprimed quantities, it would result in a contradiction. This proves that it is impossible for
two different potentials to produce the same ground-state charge density.

In addition to that, most literature discusses a subtle point related to the existence of the
potential that corresponds to a given ground state charge density, which is known as the V -
representability problem. Additionally, various extensions of the Hohenberg and Kohn theorem
are also made for a variety of systems including the systems with degenerate states as done
in [121, 122] and also spin polarized systems [123] amongst others. Mermin also extended the
theorems for finite systems in his article [124] where he shows that entropy and specific heat are
indeed functionals of the ground state density.

A straightforward consequence of the first Hohenberg and Kohn theorem is that the ground
state energy E is also uniquely determined by the ground-state charge density. In mathematical
terms E is a functional E[n(r)] of n(r). The total energy of the system for a given density n(r)
is given by

E[n(r)] = ⟨Ψ|T + U + V |Ψ⟩ = ⟨Ψ|T + U |Ψ⟩ + ⟨Ψ|V |Ψ⟩ = F [n(r)] +
∫
n(r)V (r)dr (5.25)

In DFT, the ground-state energy of a system of interacting electrons is described by a uni-
versal functional F [n(r)], which depends only on the system’s charge density n(r), and not on
the external potential V (r). It is possible to minimize the ground-state energy by finding the
corresponding ground-state charge density. However, the specific form of the functional F [n(r)]
is not known, making it challenging to apply this approach in practice. In the subsequent sec-
tions, methods for approximating the functional F [n(r)] will be discussed to enable practical
calculations using DFT. One year after the publication of the Hohenberg-Kohn theorem, Kohn
and Sham [118] proposed a reformulation of the problem in a more practical form, which paved
the way for practical applications of DFT.
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5.6.2 The Kohn-Sham Theorem

The Kohn-Sham theorem states that for any interacting electron system, there exists a non-
interacting system with the same ground-state charge density n(r), that yields the same expecta-
tion values for the total energy E and other observables of interest. This non-interacting system
is described by a set of single-particle equations with an effective potential, which depends on
the ground-state charge density of the interacting system. For a system of non-interacting elec-
trons, the ground-state charge density is representable as a sum over one-electron orbitals,the
Kohn-Sham (KS) orbitals, ψi(r)

n(r) = 2
N/2∑
i

|ψi(r)|2 (5.26)

where the index i runs from 1 to N/2 if we assume double occupancy of all states, and the KS
orbitals are the solutions of the Schrödinger equation(

− ℏ2

2m∇2 + vKS(r)
)
ψi(r) = ϵiψi(r) (5.27)

Eq. (5.27) is known as the Kohn-Sham equation.

The existence of a unique potential vKS(r) having n(r) as its ground state charge density is a
consequence of the Hohenberg and Kohn theorem, which holds irrespective of the form of the
electron-electron interaction U . The task at hand is to find the vKS(r) corresponding to a given
density n(r) in Eq. (5.27). One way to find this quantity is to use the variational principle [108]
which was introduced in section 5.4.

5.6.3 Kohn-Sham equations and the variational principle

If we consider an arbitrary variation of the wavefunction ψi(r) with the orthonomality con-
straint as stated in Eq. (??), the variation of the energy E must zero. This condition can be
expressed as the functional derivative of the constrained functional with respect to the wave-
function ψi. This can be done in the following way

E′ = E −
∑
ij

λij

(∫
ψ∗
i (r)ψj(r)dr − δij

)
(5.28)

where λij are Lagrange multipliers. Taken the functional derivative of the Energy

δE′

δψ∗
i (r) = δE′

δψi(r) = 0. (5.29)

The energy functional can be expressed in a more convenient form as follows

E = Ts[n(r)] + EH [n(r)] + Exc[n(r)] +
∫
n(r)V (r)dr (5.30)

In the above equation, the first term is the kinetic energy of the Non-interacting particle, and
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it is given by

Ts[n(r)] = − ℏ2

2m2
∑
i

∫
ψ∗
i (r)∇2ψi(r)dr (5.31)

the second term of Eq.(5.30) known as the Hartree energy which contains the electrostatic
interaction between charges and can be expressed as

EH [n(r)] = e2

2

∫
n(r)n (r′)

|r − r′|
drdr′. (5.32)

The last term of the equation is the exchange and correlation energy which contains all the
remaining terms. Our ignorance is hidden in this term and thus, one has to approximate it in
real DFT calculations. In general we can express the Kohn-Sham equation as,

(HKS − ϵi)ψi(r) = 0 (5.33)

where HKS , is called the Kohn-Sham Hamiltonian and is defined as

HKS = − ℏ2

2m∇2 + vH([n(r)]) + vxc([n(r)]) + v(r) ≡ − ℏ2

2m∇2 + vKS([n(r)]) (5.34)

Where the exchange-correlation potential vxc is given by

vxc([n(r)]) = δExc[n]
δn(r) (5.35)

and the Hartree potential vH is given by

vH([n(r)]) =
∫

n(r′)
|r − r′|

dr′ (5.36)

The KS orbitals can be obtained by self-consistently solving the KS equations Eq. (5.27) together
with Eq. (5.26) and the KS potential [118]. A sketch of the Kohn-Sham scheme is shown in
Figure 5.1.

Figure 5.1: Schematic representation of the self-consistency cycle in Kohn-Sham DFT.
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In practice, DFT calculations rely on approximations to the Exchange and Correlation (XC)
functional in Eq. (5.37), the quality of which determines the accuracy of the result. The
approximations to the XC functional can be found in wide variety of strategies such as empirical
fitting [125], local scaling, mixing of exact and approximate exchange among others [126]. For
more detailed references on the existing and widely used approximations to the functional, one
can see [127]. Kohn and Perdew showed that the energy of a many-electron system could be
expressed as a functional of the electron density, and that this functional could be approximated
using the LDA [119]. The LDA has been widely used in DFT calculations and has been very
successful in predicting the electronic structure of a variety of systems.

5.6.4 The Local Density Approximation (LDA)

One of the early approximations to the exchange-correlation functional is the LDA [119] 1.
The LDA is the most prominent approximation, which is widely used for different applications
which ranges from molecules, solids, ions, atoms and clusters [128]. In LDA, the exchange-
correlation energy is approximated as a function of the local electron density at each point in
space. This means that the exchange-correlation energy at a given point is determined only
by the density of electrons in the immediate vicinity of that point. LDA is a relatively simple
and computationally efficient method, but it may not accurately capture the nonlocal effects
of exchange and correlation. In this approximation, one can express the exchange-correlation
energy functional as a functional of the electron density n(r) as

Exc[n] =
∫
n(r)εxc(n(r))d3r (5.37)

where εxc(n(r)) is the exchange-correlation energy density. This energy density is approximated
as a function of the local electron density n(r) only, neglecting any dependence on the density
gradient or higher order terms. Therefore, in practice, the exchange-correlation energy functional
can be written as

ELDAxc [n] =
∫
n(r)εLDAxc (n(r))d3r (5.38)

Now, since the effective potential that enters in the self-consistent KS equations requires the
knowledge of the XC potential, we calculate the functional derivative of Eq. (5.37) and this
produces the XC potential which reads

vxc[n(r] = εxc([n(r)]) + n(r)δεxc([n(r])
δn(r) (5.39)

while the LDA XC potential is expressed as,

vLDAxc [n(r] = εLDAxc ([n(r)]) + n(r)δε
LDA
xc ([n(r])
δn(r) (5.40)

The expression for the exchange energy is

ELDAx [n] = −3
4

( 3
π

) 1
3
(∫

n
4
3 (r)dr

) 1
2

(5.41)

1Unless stated otherwise, the majority of calculations in this thesis employ the Local Density Approximation
(LDA).
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The most commonly used LDA functionals are Perdew-Wang (PW91) [129], Ceperley-Alder
(CA) [130], Vosko-Wilk-Nusair (VWN) [131] and Perdew-Zunger (PZ) [132] amongst others.
While the LDA has been successful in many cases, it fails to capture certain physical phenomena,
such as van der Waals interactions, underestimation of bandgap, in accurate description of
excitation energies. It is also widely reported that LDA underestimates lattice constants by
≈ 2 − 3% for metals and insulators [133–135]. In addition to the LDA, several other functionals
have been proposed to address the limitations of the LDA. Some of these functionals include:

5.6.5 Generalized Gradient Approximation (GGA)

Generalized Gradient Approximation (GGA) referred to as second generation functionals is
an improvement over the earlier discussed LDA and introduces the dependence of the exchange-
correlation functional on the spatial gradients of the electron density. By including the gradient
information, GGA provides a better description of the electronic structure and energetics com-
pared to LDA [136]. GGA functionals are typically parameterized based on the analysis of
experimental data or higher-level quantum mechanical calculations. The GGA functional can
be expressed as the sum of the LDA exchange (ELDAx ) and correlation (Ec) contributions

EGGAxc = ELDAx + Ec (5.42)

The GGA functional can be briefly derived by introducing the electron density n(r) and its
gradient ∇n(r) to the exchange and correlation contributions. The exchange contribution can
be expressed as

Ex =
∫
n(r)ϵx(n(r),∇n(r))dr (5.43)

where ϵx represents exchange energy density functional that depends on the electron density
and its gradient. Similarly, we can also express the correlation contribution as

Ec =
∫
n(r)ϵc(n(r),∇n(r))dr (5.44)

The general form of GGA functionals takes the form

EGGAxc [n] =
∫
fGGA(n(r),∇n(r))dr. (5.45)

Overall, due to flexibility of fGGA, a diverse range of GGA functionals have been developed,
forming a "zoo" of functionals. These functionals offer a wide range of validity depending on the
specific system being studied. Within GGA the the exchange energy takes the form

EGGAx [n] =
∫
n(r)ϵx(n(r)FGGAx (s)dr. (5.46)

Where FGGAx (s) is the exchange enhancement factor which is a quantity that indicates the extent
to which the exchange energy is enhanced compared to its value in LDA, given a specific electron
density n(r). It characterizes the improvement in the exchange contribution to the total energy
beyond the LDA approximation. s is a dimensionless quantity given by

s = ∇n(r)
2(3π2)1/3n(r)4/3 . (5.47)
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The choice of FGGAx differentiate one GGA from another. As an illustration for what Fx(s) looks
like, the two most prominent and most used GGA functionals are the Perdew-Burke-Ernzerhof
(PBE) [137] and Revised Perdew-Burke-Ernzerhof (RPBE) [127, 138] functionals which we now
briefly discussed since some calculations in this work were done using the PBE functionals. The
FGGAx has the following forms for the two functionals,

FPBEx (s) = 1 + κ− κ

1 + µs2/k
(5.48)

where κ and µ are quantities obtained by from physical constraints.

FRPBE
x (rs, ζ) = 1 + κ− κ

1 + µrs/ζ
− µrs

1 + µrs/ζ
(5.49)

The parameters κ and ζ are constants that depend on the specific implementation of the RPBE
functional. The parameter µ is defined as µ = ζ/

√
2. Some widely used gradient-corrected

correlation functionals include PBE [137, 139], PW91 [129], Perdew86 (P86) [140] and Lee-
Yang-Parr (LYP)[141].

5.6.6 meta-gga’s

These sets of functionals are known as the third generation of functionals. They are an exten-
sion of the GGA functionals that incorporate additional information about the kinetic energy
density of the electron system. They go beyond the local density and gradient of the electron
density and consider the nonlocal kinetic energy density in their functional form. Meta-gga
functionals introduce the use of the electron density n(r), its gradient ∇n(r), and the Laplacian
∇2n(r) of the electron density in their expressions. By including higher-order derivatives of
the electron density, these functionals aim to capture more accurate exchange and correlation
effects in a wider range of systems and properties. Some examples of popular meta-gga func-
tionals include TPSS (Tao, Perdew, Staroverov, and Scuseria) [142, 143] and M06 (Minnesota
06) [144, 145] functionals. The exact form of Meta-gga functionals can vary depending on the
specific functional being used. However, in general, the expression for a Meta-gga functional
can be written as

EMeta−gga
XC =

∫
n(r)εMeta−gga

X

[
n(r),∇n(r),∇2n(r)

]
dr+

∫
n(r)εMeta-gga

C

[
n(r),∇n(r),∇2n(r)

]
dr

(5.50)
With the inclusion of nonlocal kinetic energy density, meta-gga’s typically improve upon the ac-
curacy of GGA. This allows meta-gga’s to more accurately treat different quantities like chemical
bonding, lattice parameter and Van der Waals interactions [146] compared to LDA and GGA.

5.6.7 Hybrid Functionals

Hybrid functionals are regarded as the fourth generation functionals. These functionals takes
a portion of the exact exchange from Hartree-Fock theory (c.f Section 5.5) and mix it with
the exchange-correlation functional. This combination aims to improve the description of both
localized and delocalized electronic states, which can be challenging for purely local or semi-local

41



5 Theoretical Methods

functionals. The general form of a hybrid functional can be written as;

Ehybrid
XC = (1 − α)EHF

X + αEDFT
X + EDFT

C (5.51)

wherer EHF
X represents the exact exchange energy from Hartree-Fock theory, EDFT

X is the ex-
change energy from the exchange-correlation functional, and EDFT

C is the correlation energy from
the exchange-correlation functional. The parameter α determines the fraction of exact exchange
included in the hybrid functional. Different hybrid functionals use different values of α, typically
ranging from 0 to 1, to balance the accuracy and computational efficiency. The most commonly
used hybrid functionals in physics community are the PBE0 [147] and HSE [148] functionals.
The PBE0 hybrid functional combines 25% of the exact exchange from Hartree-Fock theory
with 75% of the exchange-correlation functional from the PBE functional. The expression for
the PBE0 functional is as follows

EPBE0
XC = 0.25EHF

X + 0.75EPBE
X + EPBE

C (5.52)

while the HSE functional combines a range-separated hybrid approach with the PBE exchange-
correlation functional. It separates the long-range exchange interactions from the short-range
exchange and correlation interactions. The HSE functional can be expressed as follows

EHSE
XC = αEHF

X (SR) + (1 − α)EHF
X (LR) + EPBE

C (5.53)

in the expression, the parameter α determines the range separation, with typical values ranging
from 0.15 to 0.25 [149].

Another class of hybrid functional that have attracted interest lately is the range-seperated hybrids
[150]. In this type of functionals, the Coulomb interaction is separated into a short-range (SR)
and a long range (LR) part

1
|r − r′|

= f (µ |r − r′|)
|r − r′|

+ 1 − f (µ |r − r′|)
|r − r′|

(5.54)

where f is a function and has the properties f(µx → 0) = 1 and f(µx → 0) = ∞. Some relevant
examples are f(µx) = e−µx and f(µx)= erfc(µx). µ is the separation parameter and can
be determined empirically or via physical arguments[151–153]. The resultant range-separated
hybrid XC functional exhibits the following form

Exc = ESR−DFA
X + ELR−HF

X + EDFAC (5.55)

where DFA can be any form of the density-functional approximation (LDA or GGA). Range-
separated hybrids excel in their ability to combine the accurate long-range asymptotic behavior
of Hartree-Fock with the favorable short-range behavior of LDA or GGA. As a result, they
exhibit notable enhancements in properties like the polarizabilities of extended molecules, bond
dissociation, and crucially for TDDFT, excitation phenomena such as Rydberg and charge-
transfer excitations.
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5.6.8 DFT+U

LDA+U is a method that allows for a more realistic treatment of electronic interactions in
systems where standard DFT might fail to capture the correct physics. The scheme is widely
implemented in order to to correct the approximate DFT XC functional. The correction works
similar to the standard LDA (described in subsection 5.6.4) and +U introduces a correction term
to the LDA to account for the on-site Coulomb repulsion between electrons in localized orbitals
(especially in correlated electronic states the d and f orbitals). The general form of the DFT+U
energy functional (ELDA+U ) can be written as the summation of the LDA energy functional
(ELDA) and the energy that comes from the Hubbard functional (EHub) which describes the
correlated states. This can be expressed as

EDFT+U [n(r)] = EDFT [n(r)] + EHub[{nInm}] − Edc[nI ] (5.56)

where EDFT is the standard DFT energy functional (LDA or GGA), nnm are the localized
orbitals occupation numbers which are identified by the atomic site I and state index m, EHub
depends on the orbital occupancy nnm and represents the energy correction according to the
Hubbard model [154], Edc is an extra term that accounts for the "double-counting" because of
the addition of the Hubbard term [155, 156].

In essence, within DFT calculations, the primary obstacle lies in accurately determining
the XC functional Exc[n], as its exact form remains elusive. Consequently, different levels
of approximations are employed, resulting in a hierarchical arrangement of DFT functionals.
This hierarchy, depicted by the Jacob ladder [157] classification scheme in Figure 5.2, exhibits
increasing complexity and computational cost as one ascends the ladder.

Figure 5.2: Jacob’s Ladder: Hierarchy of Density-Functional Approximations. Higher rungs
represents increasingly complex and accurate functionals. (Adapted from [6])

As illustrated in Figure 5.2, the Jacob’s ladder analogy shows the historical development of
XC functionals. Each rung represents a successive improvement in accuracy and complexity,
reflecting the evolving nature of computational tools in electronic structure calculations. The
ladder emphasizes the ongoing advancement in XC functionals, progressing from fundamental
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approaches like LDA and GGA to more sophisticated meta-GGAs and hybrid functionals.

5.6.9 Pseudopotentials

To perform DFT in practice, the KS equations have to be treated numerically in vari-
ous ways and one key ingredient to reducing complexity and improving efficiency is the use of
pseudopotentials. These are essential in making large-scale and accurate calculations feasible.
Pseudopotential (PP) or effective potentials are employed to simplify the description of the inter-
action between valence electrons and atomic nuclei in a solid or molecule. In a pseudopotential
approach, the core electrons and their associated potentials are replaced by a smooth and weaker
potential that acts on the valence electrons. This allows for a significant reduction in computa-
tional complexity, as the explicit treatment of core electrons can be computationally demanding.
For calculations, where one is not interested in core excitations, one therefore freezes the core
electrons and replaces the strong Coulomb potential in the core region by smoother potentials
based on a combination of the nucleus and the influence of the core electrons. In this thesis
pseduopotentials were generated with Troullier-Martins scheme [158] for calculations involving
valence only and were used as implemented in the real space code Octopus [159–161] while for
calculations using the plane-wave code Quantum Espresso (QE) [162–164] norm-conserving or
ultrasoft pseudo-potentials were used.

5.6.10 All Electron Pseudopotentials

It is very hard to describe the strong Coulomb interaction in the core region of atoms with
real space codes like Octopus. The easiest way to do so is by use of the all-electron pseudopo-
tentials [165, 166]. In all-electron pseudopotentials, the core electrons are treated as valence-
like electrons with modified potentials. This allows for a more accurate representation of the
electron-electron and electron-nucleus interactions within the core region while still allowing
for some degree of smoothness of the potential. By incorporating the core electrons explicitly,
all-electron pseudopotentials can provide results for properties that depend on the behavior of
these electrons. Compared to standard pseudopotentials, all-electron pseudopotentials require
more computational resources since they involve a larger number of electrons. The utilization of
pseudo-potentials is advantageous since it enables the reduction of the number of plane waves
necessary to describe the system. This is achieved by substituting the real valence wavefunc-
tions, which exhibit rapid variations near the nuclei, with smooth pseudo wave-functions that
match the real valence wave-functions beyond a specific distance rc from the nuclei as depicted
in Figure 5.3 below.

5.7 Density Functional Perturbation Theory (DFPT)

DFPT is an extension of DFT. The aim of this method is to understand how a material
responds to changes in its environment, such as lattice distortions, external electric fields, or
other perturbations [167, 168]. Here, the theory related to the calculation of phonon dispersion
curves as implemented in the open-source code Quantum Espresso (QE) is briefly described
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Figure 5.3: A schematic representation of the potentials and wave functions for both all-
electron (solid lines) and pseudo electron (dashed lines) systems. The region where the
all-electron and pseudo electron values coincide is indicated by the designated radius rc
(adapted from [7]).

[162–164].

Since we’re dealing with a system of a periodic solid, we can describe the lattice position of
an atom I by vectors RI as

RI = Rµ + ds (5.57)

whereby Rµ denotes the linear combination of the unit cell lattice vectors a1, a2 and a3 and
ds is the position of the atoms in the unit cell. DFPT describes the behaviour of the electronic
structure, when the atoms in the unit cell are displaced from their equilibrium position. The
displacement of the atom I from equilibrium is given by, uI(t).

The potential energy of the atoms as they move within the potential energy surface can be
described as

Etot(RI + uI). (5.58)

In this configuration, the electrons are assumed to be in the ground state (c.f. the BOA in
sec. 5.3). If the displacements of the atoms is assumed to be small, the total energy Etot
can be expanded in Taylor series around the displacement uI this is known as the harmonic
approximation

Etot (RI + uI) = Etot (RI) +
∑
Iα

∂Etot
∂uIα

uIα + 1
2
∑
Iα,Jβ

∂2Etot
∂uIα∂uJβ

uIαuJβ + . . . (5.59)

where the derivatives are calculated at uI = 0 and α and β represents the Cartesian coordinates.

45



5 Theoretical Methods

In order to calculate the equation of motion needed in DFPT, we assume that, at equilibrium,
the derivative of the total energy with respect to the displacements uI is zero i.e,

∂Etot
∂uI

= 0 (5.60)

such that the ionic Hamiltonian becomes

H =
∑
Iα

P2
Iα

2MI
+ 1

2
∑
Iα,Jβ

∂2Etot
∂uIα∂uJβ

uIαuJβ (5.61)

where PI is the momentum of the nuclei and the MI are the corresponding masses. Classically,
one can write the equation of motion of the nuclei as the solution of the Hamilton equations

u̇Iα = ∂H

∂PIα

ṖIα = − ∂H

∂uIα

(5.62)

From the Hamiltonian, we obtain

u̇Iα = PIα

MI

ṖIα = −
∑
Jβ

∂2Etot
∂uIα∂uJβ

uJβ.
(5.63)

From these equation of motion, one can find the solution in the form of a phonon. Suppose
we have a wave vector q as the vector describing the first Brillouin zone, one can express the
displacement for each wave wave vector q as

uµsα(t) = 1√
Ms

Re
[
usα(q)ei(qRµ−ωqt)

]
(5.64)

The temporal variation is expressed through a phase factors, represented by e(±iωqt). The
displacement of atoms within each unit cell, identified by the Bravais lattice symbolized as
Rµ, can be derived from the atomic displacements in a single unit cell. Upon substituting the
solution Eq. (5.64) into the equation of motion, one obtains the relation

ω2
qusα(q) =

∑
s′β

Dsαs′β(q)us′β(q) (5.65)

where the quantity Dsαs′β(q) is defined as

Dsαs′β(q) = 1√
MsMs′

∑
ν

∂2Etot
∂uµsα∂uνs′β

eiq(Rν−Rµ) (5.66)

and it is known as the "Dynamical Matrix" which determines the equation for the normal modes
or phonons. Etot can be define in the context of DFT. In ab-initio calculations, usually the
calculations are done on a grid of q-points which form a regular lattice and covered the whole
Brillouin zone. After the dynamical matrix is obtained, discrete FT are applied to interpo-
late it to arbitrary points in between. More details and derivations of other quantities and
implementation of DFPT in the QE code can be found in [169–171].
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5.8 Time-Dependent Density Functional Theory (TDDFT)

In the previous section 5.6, DFT [172] was presented in summary, which focuses on the
electronic density distribution in the ground state and gives a proper description of the ground
states properties of various systems. However, to properly describe the electronic properties and
dynamics of many-body quantum systems, an extension of the ground-state formalism of DFT
is essential. The framework of TDDFT is put forward by Eberhard K.U. Gross and Erich Runge
[173–175] in their paper in 1984 2. In TDDFT, an external static potential of DFT is replaced by
a time-dependent potential. Several comprehensive reviews on these subject of TDDFT can be
found in numerous textbooks and other literatures. Some of these can be found in the references
[174, 176–179].

The direct approach to solve the dynamics of time-dependent electronic systems is to solve
the (non-relativistic) time-dependent Schrödinger equation for the many-electron wavefunction
Ψ(t)

Ĥel(t)Ψ(t) = i
∂Ψ(t)
∂t

(5.67)

where Ĥel(t) is the Hamiltonian operator which can be described in 5.1. Here, the kinetic energy
and the electron-electron repulsion, are, respectively given by

T̂ = −1
2

N∑
i=1

∇2
i and (5.68)

V̂ee = 1
2

N∑
i ̸=j

1
|ri − rj |

(5.69)

where the sum is over all pairs, and the factor of 1/2 avoids double counting. The "external
potential" V̂ext(t) 3 represents the potential the electrons experience due to any applied external
field to the system. The one-body potential can be expressed as

V̂ext =
N∑
i=1

vext (ri, t) (5.70)

For example, vext (ri, t) can represent Coulomb interactions of the electrons with a set of nuclei,
possibly moving along some classical path,

vext (ri, t) = −
Nn∑
v=1

Zv
|r − Rv(t)|

(5.71)

where Zv and Rv denote the charge and position of the nucleus v, and Nn stands for the total
number of nuclei in the system. Another example is the interaction with external fields, such as
a system illuminated by a laser beam. In the dipole approximation [180], we can express this
interaction as follows

vext(r, t) = Ef(t) sin(ωt)r · α (5.72)

where α, ω and E are the polarization, the frequency and the amplitude of the laser field
2The theory presented here forms part of section 6
3the external potential here is local, but the same equation 5.70 and formalism holds for a non-local potential,

as for instance within the pseudo-potential approximation
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respectively and f(t) describes the envelop of the laser pulse. As the system evolves in time
from some initial point (say t = 0), its density undergoes changes. The electron density at any
given time can be formally described by

n(r, t) = N

∫
d3r2 . . .

∫
d3rN |Ψ (r, r2, . . . , rN , t)|2 (5.73)

where n(r, t) normalizes to the number of electronsN . The time-dependent Schrödinger equation
5.67 of many electron system with the Hamiltonian 5.1 can be used to describe the evolution of
the system.

For a fixed initial state |Ψ0⟩ and external potential v(r, t), one wants to solve Eq. (5.67)
with the Hamiltonian Ĥel(t). The resulting wavefunction depends on the initial state and the
external potential given as |Ψ ([Ψ0, v] , t)⟩. Since the wavefunction has functional dependencies
on the fixed initial state and external potential, the expectation value for an arbitrary operator
Ô become a functional of |Ψ0⟩ and v(r, t). The observable can be written as

O ([Ψ0, v] , t) =
〈
Ψ ([Ψ0, v] ; t) |Ô|Ψ ([Ψ0, v] , t)

〉
. (5.74)

In order for TDDFT to be a comprehensive and accurate theory, it is necessary to identify a
fundamental variable that can uniquely describe the physical wave-functions and their associated
observables. When undergoing a functional-variable transformation from a fixed initial state, it
is important to establish a one-to-one correspondence between the external variable v(r, t) and
a chosen internal variable. In TDDFT, the internal variable that serves as the conjugate to the
external potential is the electron density n(r, t). As every observable is characterized by |ψ0⟩
and v(r, t), the electron density is similarly labeled by these variables.

n ([Ψ0, v] , r, t) = ⟨Ψ ([Ψ0, v] , t) |n̂(r)|Ψ ([Ψ0, v] ; t)⟩ . (5.75)

The foundation of any density-functional theory relies on the presence of a unique and well-
defined mapping between a set of internal variables (such as the electron density) and external
variables (such as the external potential). When the existence and uniqueness of this mapping
are established, the functional dependence on the external variables in Eq. (5.75) can be replaced
with a functional dependence on the fundamental internal variables. Consequently, in order to
fully develop the theory of TDDFT, it is essential to provide a rigorous proof of the one-to-one
mapping for a fixed initial state |ψ0⟩. This proof should demonstrate that

v(r, t) 1:1−→
ψ0

n(r, t) (5.76)

and was initially proven by Runge and Gross with the proof shown in the subsequent section.

5.8.1 Runge-Gross Theorem

The fundamental concept of TDDFT is to describe the dynamics of a many-electron quantum
system exclusively using the time-dependent particle density n(r, t). In 1984, Erich Runge and
Eberhard K.U. Gross established in their work [173] the existence of a one-to-one correspondence
between the time-dependent density n(r, t) and the time-dependent external potential v(r, t) for
a given initial state Ψ (t0). This result, known as the Runge-Gross (RG) theorem states that,
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that for a given initial state Ψ(t0), there exists a unique one-to-one mapping between the time-
dependent particle density n(r, t) and the time-dependent external potential v(r, t) in TDDFT.
This means that the density n(r, t) fully determines the external potential v(r, t) and vice versa,
allowing for the complete description of the time evolution of a many-electron quantum system.
The proof of this theorem can be summarized as follows: Runge and Gross established that when
starting from a shared initial state Ψ(t0) and evolving under the influence of distinct external
potentials vext(r, t) and v′

ext(r, t), denoted by Hamiltonians Ĥel(t) and Ĥ ′
el(t), the resulting

solutions Ψ(t) and Ψ′(t) of the time-dependent Schrödinger equation will always lead to different
electron density distributions n(r, t) and n′(r, t). This condition holds, provided that the two
external potentials differ by more than a time-dependent constant function, i.e., vext(r, t) ̸=
v′
ext(r, t). Assuming that the potentials can be expressed as analytic functions of time, these

external potentials can be expanded using a Taylor series

vext(r, t) =
∞∑
k=0

1
k!
∂kvk(r, t)

∂tk

∣∣∣∣∣
t0

(t− t0)k , and v′
ext(r, t) =

∞∑
k=0

1
k!
∂kv′

k(r, t)
∂tk

∣∣∣∣∣
t0

(t− t0)k . (5.77)

The requirement that the two external potentials deviate by more than a time-dependent con-
stant, denoted as c(t), ensures the existence of a non-negative integer k ≥ 0. This integer
guarantees that the Taylor coefficients in Equation (5.77) differ by more than a constant in the
following manner

∂kvk(r, t)
∂tk

∣∣∣∣∣
t0

− ∂kv′
k(r, t)
∂tk

∣∣∣∣∣
t0

̸= const. (5.78)

The proof of the RG theorem employs the continuity equation from the time-dependent Schrödinger
equation

∂n(r, t)
∂t

= −∇ · ĵ(r, t) (5.79)

where j(r, t) is the paramagnetic current-density operator and given by

ĵ(r) = ℏ
2ime

N∑
i=1

[∇iδ(r − ri) + δ(r − ri)∇i] (5.80)

The initial step of the proof confirms the uniqueness of the current densities. When considering
two wave functions, Ψ(t) and Ψ′(t), evolving from a shared initial state, denoted as Ψ (t0), the
difference in current densities is

∂

∂t

[̂
j(r, t) − ĵ′(r, t)

]∣∣∣∣
t0

= − 1
me

n (r, t0) ∇
(
v (r, t0) − v′ (r, t0)

)
(5.81)

From Equation (5.81), it becomes evident that the current operators ĵ(r, t) and ĵ′(r, t) will exhibit
infinitesimal differences after time t0 if the two potentials v (r, t0) and v′ (r, t0) are distinct, as
noted in [173]. Consequently, when the condition stated in Equation (5.81) is met for k = 0, it
implies that the right-hand side of Equation (5.81) is nonzero, and thus, the two current densities
ĵ(r, t) and ĵ′(r, t) will inevitably diverge infinitesimally later than t0. If the smallest integer k
for which Equation (5.81) is met is greater than zero, it implies that the potentials are identical,
up to a constant, at the initial time t0 but deviate at a subsequent time t > t0. To address this
scenario, we apply the Heisenberg equations of motion (EOM) for the current-density in each
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system which is valid for any operator Ô,

i d
dt

⟨Ψ(t)|Ô(t)|Ψ(t)⟩ =
〈

Ψ(t)
∣∣∣∣i ∂∂tÔ(t) + [Ô(t), Ĥ(t)]

∣∣∣∣Ψ(t)
〉

(5.82)

iteratively k times to Eq.(5.81), results to

∂k+1

∂tk+1

[̂
j(r, t) − ĵ′(r, t)

]∣∣∣∣∣
t0

= − 1
me

n (r, t0) ∇
(
vk (r, t0) − v′

k (r, t0)
)

(5.83)

where the potentials are assumed to be the same up to the k-th derivative. The right hand side
of Eq. (5.83) differs from zero in accordance to Eq.(5.81) for the smallest integer k, which then
implies that ĵ(r, t) ̸= ĵ′(r, t) for t > t0. This proves that

j(r, t) 1:1−→
ψ0

vext(r, t). (5.84)

Secondly, the next step demonstrates that n(r, t) ̸= n′(r, t) by using the continuity equation
Eq.(5.79) and rewriting it for both primed and unprimed system and taking the difference, we
get

∂

∂t

[
n(r, t) − n′(r, t)

]
= −∇ ·

[
ĵ(r, t) − ĵ

′(r, t)
]
. (5.85)

As shown previously, we can express the kth time derivative of the external potential by taking
the time derivative of 5.83 at t = t0, hence we obtain

∂k+2

∂tk+2
[
n(r, t) − n′(r, t)

]∣∣∣∣∣
t0

= − ∇ · ∂
k+1

∂tk+1
[
j(r, t) − j′(r, t)

]∣∣∣∣∣
t0

= −∇ ·
( 1
me

n (r, t0) ∇
(
vk (r, t0) − v′

k (r, t0)
))
.

(5.86)

Under the assumption that the quantity n(r, t)
∣∣∇v2(r, t)

∣∣ decays more rapidly than 1/r2 for large
r in both the primed and unprimed systems, it can be demonstrated that the right-hand side
of Equation (5.86) cannot be identically zero, as detailed in [173]. Consequently, the densities
n(r, t) and n′(r, t) will exhibit differences infinitesimally later than t0. Hence, it follows that the
electronic density n(r, t) uniquely determines the time-dependent potential v(r, t) up to a purely
time-dependent function c(t). This concludes the proof of the Runge-Gross (RG) theorem.

5.8.2 Kohn-Sham system of TDDFT

In this subsection we discuss the Kohn-Sham system of TDDFT. The ground state DFT as
introduced in section 5.6 is based on the central idea of Kohn-Sham where an interacting system
is associated with an effective non-interacting KS system. The idea of the TDKS is to extend the
concept of the ground-state KS system to describe the time evolution of the electronic states and
properties in response to external perturbations. In the paper authored by Runge and Gross,
they proposed employing an auxiliary system composed of independent particles as a means to
simplify the task of determining the action. This approach leads to a time-dependent version
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of the Kohn-Sham equations, which can be found in theorem 4 of [173]. The theorem can be
summarised as follows. The exact time-dependent density of the system can be computed from
the single particle orbital φj(r, t) fulfilling the time-dependent Schrödinger equation

i
∂

∂t
φj(r, t) =

[
−∇2

2 + vKS(r, t)
]
φj(r, t) (5.87)

where the Kohn-Sham one-particle potential is given by

vKS(r, t) = vext(r, t) + vH(r, t) + vxc(r, t) (5.88)

here, the first term is the external potential, the second term is the Hartree potential vH(r, t) that
accounts for the classical electrostatic interaction between the electron and it can be described
as

vH(r, t) =
∫
d3r′ n(r′, t)

|r − r′|
(5.89)

and the final component of the equation corresponds to the time-dependent exchange-correlation
XC potential vxc(r, t), which describes many-body effects beyond the hartree potential and has
to be approximated in practice just like in static DFT. One can express the XC potential as a
functional derivation of the XC energy [181]

vxc(r, t) = δExc
δn(r, t) (5.90)

The electronic density n(r, t) of of the interacting system is obtained from the time-dependent
KS orbital. The density reads

n(r, t) =
N∑
j=1

|φj(r, t)|2 (5.91)

By solving these time-dependent equations (5.87), (5.88) and the (5.91) self-consistently,
the TDKS approach allows for the calculation of a wide range of time-dependent properties
and phenomena, such as excited states, optical spectra, and dynamic response of the system
to external fields (e.g laser pulse). Just as in the case of DFT, the XC potential needs to be
approximated in TDDFT. One of such approximations is the adiabatic approximation which is
considered as one of the first and simplest of all TDDFT approximations.

5.8.3 Adiabatic Approximation

The adiabatic approximation assumes that the XC potential in TDDFT is instantaneous and
solely determined by the density n(r) at time t. The adiabatic approximation states that the
response of the system to external perturbations occurs on a much longer timescale compared
to the motion of electrons. Therefore, the electronic structure of the system is assumed to adapt
slowly to changes in the external perturbation. In this approximation, the density at time t
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is inserted into the ground state density functional and the TDKS equation can be simplified,
allowing for efficient calculations of electronic excitations and spectra in a wide range of systems.
Performing substitution of the LDA functional one obtains the so called Adiabatic Local Density
Approximation (ALDA) [182].

vALDAxc ([n](r, t) = vLDAxc ((n), r)
∣∣∣
n(r)→n(r,t)

(5.92)

The ALDA assumes that the exchange-correlation kernel in TDDFT is the same as the one
used in the ground-state LDA. It therefore simplifies the calculation of the frequency-dependent
XC potential and response function. It should be noted that, the ALDA retains all the problems
already present in the LDA as highlighted in section 5.6.4. Several other approximations are
commonly used to simplify the calculations and make them computationally tractable. Example
of such approximations include the Linear response approximation, Random phase approxima-
tion (RPA) amongst others.

5.9 Linear response of TDDFT

Our general interest is to calculate the electronic excitations by using TDDFT. We already es-
tablished that the time-dependent density of a fully interacting system equals the time-dependent
density of a non-interacting KS system within the scope of the available approximation for vxc.
By employing the principles of perturbation theory to the Kohn-Sham system, it becomes feasible
to determine the induced quantities and establish a connection between the response functions
of the fully-interacting system and those of the non-interacting system. When subjecting a sys-
tem to a time-dependent external potential one typically distinguishes between the linear and
the non-linear regime. In the case where the applied external potential is sufficiently strong
compared to the internal interactions the pertubation is nonlinear and obtaining the complete
solution of the TDKS equation becomes necessary [176, 183]. However, this can be computa-
tionally demanding, particularly for large systems. An example of such a regime is the study of
molecules and atoms interacting with intense laser fields, where non-linear phenomena such as
High-Harmonic Generation and multi-photon ionization occur. TDDFT has proven successful
in describing these non-linear phenomena [184].

In this thesis, the calculations primarily focused on utilizing a weak external perturbation,
as further elaborated in the subsequent Chapter 4 and in Chapter 6. In this context, the linear-
density response of the system is sufficient for describing physical observables such as excitation
energies and optical absorption spectra.

To begin the linear response treatment in TDDFT, we consider the effective potential vKS as
described in Eq. (5.88)

v̂eff [n](r, t) = v̂ext(r, t) +
∫
d3r′n (r′, t)

|r − r′|
+ v̂xc[n(r, t)](r, t) (5.93)

and small perturbation to the density of the system which reads

n(r, t) = n(0)(r) + n
(1)
ind (r, t) (5.94)
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where n(0)(r) is the unperturbed density. Inserting the expression for the density into Eq. (5.93)
which can be expanded as

v̂eff [n](r, t) = v̂
(0)
eff (r, t) + v̂

(1)
eff (r, t) (5.95)

where

v̂
(0)
eff (r, t) = v̂(0)

xc (r, t) +
∫
d3r′n

(0) (r′, t)
|r − r′|

,

v̂
(1)
eff (r, t) = v̂

(1)
ext (r, t) + v̂(1)

xc (r, t) +
∫
d3r′n

(1)
ind (r′, t)
|r − r′|

,

(5.96)

Here the v̂(i)
xc (r, t) are obtained by expanding v̂xc[n] around the ground-state density

v̂xc[n](r, t) = v̂xc
[
n(0)

]
(r, t) +

∫
dt′
∫
d3r′fxc

(
r, t, r′, t′

) (
n(0) (r′, t′

)
+ n

(1)
ind

(
r′, t′

))
(5.97)

where
fxc

(
r, t, r′, t′

)
= δv̂xc[n](r, t)

δn (r′, t′)

∣∣∣∣
n=n0

(5.98)

is called the exchange correlation kernel which generally only depends on both t and t′ and is a
functional of the ground state density, n0. The fxc is discussed in more details in Section 5.9.2.

5.9.1 Density-density response function

We begin with the variation of the first order induced density.

n
(1)
ind (r, t) =

∫
d3r′

∫
dt′

δn
(1)
ind (r, t)

δv̂
(1)
ext (r, t′)

δv̂
(1)
ext

(
r, t′

)
(5.99)

The density induced as a result of the external potential, denoted as n(1)
ind(r, t), is connected to the

first-order component of the external potential v̂(1)
ext (r, t′) through the density-density response

function of the fully interacting system.

n
(1)
ind (r, t) =

∫
d3r′

∫
dt′χ(1)

ρρ

(
r, t, r′, t′

)
v̂

(1)
ext

(
r, t′

)
(5.100)

while the induced density of the non-interacting system is related to the first order part of the
effective potential v(1)

eff . Thus it reads

n
(1)
ind (r, t) =

∫
d3r′

∫
dt′χ

(1)
0
(
r, t, r′, t′

)
v̂

(1)
eff
(
r, t′

)
(5.101)

χ
(1)
0 (r, t, r′, t′) is the KS density-density response function. We can rewrite the response function
χ as
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χ
(
r, t, r′, t′

)
= n

(1)
ind (r, t)

δv
(1)
ext (r′, t′)

=
∫
dt′
∫
dr′ n

(1)
ind (r, t)

δv
(1)
eff (r′, t′)

δv
(1)
eff (r′, t′)

δv
(1)
ext (r′, t′)

(5.102)

Here
δveff

(
r′, t′

)
= δvext

(
r′, t′

)
+ δvH [n]

(
r′, t′

)
+ δvxc[n]

(
r′, t′

)
(5.103)

where
δvH [n]

(
r′, t′

)
=
∫

dt′′
∫

d3r′′ δ (t′ − t′′)
|r′ − r′′|

n
(1)
ind
(
r′′, t′′

)
(5.104)

By inserting the expression for the effective potential Eq. (5.93) into Eq. (5.101) and setting
the RHS of the Eq. (5.101) equals the RHS of Eq. (5.102), we obtain

∫
dt′
∫

d3r′χ(1)
ρρ

(
r, t, r′, t′

)
δvext

(
r′, t′

)
=∫

dt′
∫

d3r′χ
(1)
0
(
r, t, r′, t′

)
δvext

(
r′, t′

)
+
∫

dt′
∫

d3r′χ
(1)
0
(
r, t, r′, t′

)
×
∫

dt′′
∫

d3r′′
[
δ (t′ − t′′)
|r′ − r′′|

+ fxc [n]
(
r′, t′r′′, t′′

)]
×
∫

dt′′′
∫

d3r′′′χ
(
r′′, t′′, r′′′, t′′′

)
δvext

(
r′′′, t′′′

)
(5.105)

The above expression Eq. (5.105) is the density response function in time domain and it is an
intrinsic property of the fully interacting system. This equation is often referred to as Dyson
equation [185]. The Dyson equation can be expressed in frequency space as

χ(1)
ρρ

(
r, r′, ω

)
= χ

(1)
0
(
r, r′, ω

)
+
∫

d3r′′
∫

d3r′′′χ
(1)
0
(
r, r′′, ω

)
×
[ 1

|r′′ − r′′′|
+ fxc [n]

(
r′′, r′′′, ω

)]
χ(1)
ρρ

(
r′′′, r′, ω

)
.

(5.106)

The Dyson equation provides an exact framework for describing the linear density response. The
response function χ

(1)
ρρ plays a crucial role in calculating various measurable quantities, such as

the dielectric function, in linear response. The KS response function is calculated directly from
first-order perturbation theory and it has a poles at the transition frequencies. The strength
of the poles is related to the optical absorption intensities. In frequency space the response
function can be written as,

χ
(1)
0
(
r, r′, ω

)
=

lim
η→0+

∑
j,i

(fi − fj)
[
φ∗
i (r)φj(r)φi (r′)φ∗

j (r′)
ω − (εj − εi) + iη −

φi(r)φ∗
j (r)φj (r′)φ∗

i (r′)
ω − (εi − εj) + iη

]
,

(5.107)

where φi(r) and φj(r) are occupied and unoccupied KS orbitals, respectively, and εi and εj are
the corresponding KS eigenvalues. Formally, the equation can be expressed as

χ(1)
ρρ =

(
1 − χ

(1)
0 fHxc

)−1
χ

(1)
0 (5.108)

where all the components of RHS of the equation are obtained from the ground-state KS calcu-
lations, and fHxc is the Hartree exchange correlation kernel.
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5.9.2 The Exchange Correlation Kernel

In order to fully solve the Dyson equation Eq. (5.106), certain approximations are necessary.
In practice, the XC kernel fxc is unknown and needs to be approximated based on the available
approximations for vxc. The simplest approximation is to directly set fxc to zero, corresponding
to the the Random Phase Approximation (RPA) [178, 186].

fRPAxc = 0 (5.109)

One of the simplest non-zero approximations to XC kernels is the LDA which however
widely used due to its computational simplicity as described previously. In this approximation,
one directly inserts the expression for the effective potential vLDAeff into the definition of the fxc
. The local and adiabatic TDLDA exchange-correlation kernel can then be derived as discussed
in [178] and references within the article.

fALDAxc

(
r, t, r′, t′

)
= δ

(
r − r′) δ (t− t′

)
fHEGxc (n)

∣∣∣
n=n(r,t)

(5.110)

where

fHEGxc (n) = d

dn
vHEGxc (n) (5.111)

is the derivative of the XC potential of the Homogeneous Electron Gas (HEG). The ALDA kernel
is local both in the space and time coordinates [177] as well as frequency-independent. One major
limitations of frequency-independent kernels is that they do not generate new poles and fail to
describe the doubly excites states of the system [187]. Other kernels can be obtained from the
DFT kernels with the aim to balance accuracy and computational efficiency by incorporating
different levels of complexity in describing the XC effects. Both RPA and the TDLDA therefore
have some shortcomings especially when describing optical properties of of extended systems.
It well known that TDLDA fails to describe the optical properties of solids accurately, due to
their neglect of the non-local and frequency-dependent nature of the excite state interaction,
which becomes crucial in describing the optical response of solids accurately. To overcome this
challenges, other approximations have been proposed, e.g. the α−kernel [188, 189]. This kernel
accounts for the long-range contribution (LRC) of the XC kernel. In reciprocal space one can
express the static LRC kernel as

fLRCxc (q) = − α

q2 (5.112)

where the parameter α is material dependent.

5.10 Methods to calculate response functions/linear response
in TDDFT

In this section methods to numerically calculate linear response within the framework of
TDDFT is presented. Since several methods have been developed to numerically perform the
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calculation, here we only highlight the most relevant methods used. Some commonly used
methods for calculating the density response of Eq. (5.105) are: the time-propagation [190], the
Casida equation [191] and the frequency-dependent Sternheimer equations [160, 192].

5.10.1 The Time propagation Method for calculating linear response

The time-propagation method is a numerical approach used to solve the TDKS equation
(5.87) and calculate the linear response of a system. It involves propagating the time-dependent
Kohn-Sham orbitals or electron density (5.91) in time under the influence of an external pertur-
bation. As an example, we demonstrate how to use the time-propagation method to calculate
polarizability. Suppose we apply a small δ-like perturbation to our system at t = 0. The
perturbation is of the form

vext(r, t) = −er · boldsymbolEδ(t− t0) (5.113)

where E is the electric field strength. The strength of the perturbation is set to be weak enough
such that it creates only excitation within the linear response regime. Taking the FT of the
perturbation, we obtain

vext(r, ω) = −er · E
1

2π

∫ ∞

−∞
dωeiωt (5.114)

By simply replacing the ground state wavefunctions in the TDKS Hamiltonian φj(r, t) with

φj (r, t) = exp
{

−i
∫ ∞

−∞
dt
[
ĤKS(t) − er · Eδ(t)

]}
φj (r, t = 0)

= exp(ier · E)φj (r, t)
(5.115)

and taking the propagation of the free oscillations in time one obtain the time-dependent dipole
moment.

µ(t) = −e
∫
d3r rn(r, t). (5.116)

From the dipole moment one can deduce the dynamical polarizability tensor α(ω).Taking the
Fourier transform of Eq. (5.116) and expanding it in series, one obtain

µi(ω) = µi(0) + αij(ω)Ek + ... (5.117)

where µi(ω) is the Fourier transform of the time-dependent dipole moment in direction i, and
µi(0) is the static dipole moment.The dynamical polarizability tensor is given by

αij(ω) = 1
Ek

∫ ∞

0
dt [µi(t) − µi (0)] e−iωt + ... (5.118)

Hence, the absorption spectrum is directly related to the imaginary part of the diagonal com-
ponent of the dynamic polarizability, denoted as ℑ[αij(ω)]. Since the above equation involves
involves integrating over an infinite amount of time which in practice one does not propagate
over an infinite amount of time, one has to add a decaying function such that all excitations
decay back to their initial state. Therefore, the dynamical polarizability is finally given by

αij(ω) = 1
Ek

∫ ∞

0
dt [µi(t) − µi (0)] e−iωteηt + ... (5.119)
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where η is the decaying rate. Finally the expression for the optical absorption cross section
tensor can be be expressed as

σ(ω) = 4πω
c

ℑ[α(ω)] (5.120)

In the next Chapter 6, the time propagation method is utilized to determine the optical con-
ductivity σ(ω) and dielectric function ϵ(w) through numerical pump-probe calculations.

5.11 summary

This chapter reviewed methods for solving the electronic structure problem, beginning with the
initial approximations used to address the many-body Schrödinger equation. We then introduced
DFT in both its static and time-dependent forms, highlighting the key approximations required
for each. In both approaches, the density n serves as the central quantity, from which the
potential is derived. The potential, in turn, determines the wavefunctions, allowing for the
calculation of the density. Using TDDFT, we derived and demonstrated the density response
function χ for an interacting system, showing its connection to the non-interacting density
response function of the KS auxiliary system. These non-interacting response functions are
obtained from the ground state, which is determined by self-consistently solving the static KS
equations of DFT. Finally, we showed methods used to calculate the response functions in
TDDFT.
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6 | Theoretical Spectroscopy

6.1 Introduction

In this chapter, we build upon the theoretical foundations established in the preceding Chap-
ter 5, where we explored the foundational theories of DFT and TDDFT. Extending this theoret-
ical framework, we derive the necessary equations required for theoretical spectroscopy laying
the groundwork for successful numerical calculations.

6.2 Model TDKS equation for solids

As described in section 5.8.2, the TDKS system is a non-interacting system which can be
described by a single Slater determinant, whereby each orbital in the Slater determinant obeys
the one-body Schrödinger like equation. The equation can be described as

i
∂

∂t
φj(r, t) =

[
p2

2 + vKS(r, t)
]
φj(r, t) (6.1)

where φj is the Kohn-Sham orbital, j is an orbital index, and vKS is the one body potential that
reproduces the identical density of the initial many-body system in Eq. (5.26). The components
of vKS remain the same as described in Eq. (5.88).

To practically simulate light-induced electron dynamics in solids, it is necessary to review
the form of the TDKS equation in Eq. (6.1). First, the dipole approximation is applied to
the electric field due to the slow variation of the electric field over the spatial extent of the
atomic system. This approximation allows for a simplified treatment of the interactions. In this
approximation the external potential can be written as

vext(r, t) = E(t) · r (6.2)

where E(t) is the time dependent spatially uniform electric field. To describe the Hamiltonian
that is compatible with the symmetry of solids, another approximation is required. This is
because, the dipole operator is not defined for periodic systems. The gauge transformation is
applied to the eigenfunction in Eq. (6.1), expressed as

φj(r, t) = e−iA(t)·rφ̃j(r, t) (6.3)

with these approximations, the Eq.(6.1) can be rewritten as
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i
∂

∂t
φ̃j(r, t) =

[1
2(p + A(t))2 + e−iA(t)·rvion(r, t)eiA(t)·r

+vH(r, t) + vxc(r, t)φ̃j(r, t)]
(6.4)

where the vxc and vH maintain their usual definitions while vion is a spatially non-local operator
due to the formulation of the pseudopotentials. A(t) is the vector potential which described the
contribution of the electric field. The vector potential is related to the electric field by

A(t) = −
∫ t

dt′E(t′). (6.5)

Therefore, the Hamiltonian described in Eq.(6.4) has the same periodicity as the ionic potential
vion and also, the same symmetry as the crystals. To describe properly the contributions of the
transformed eigen states, which can be described by using the time-dependent Bloch ansatz as
described in subsection 4.3.1. Hence, the eigenstates becomes

φ̃j(r, t) = eik·rubk(r, t) (6.6)

where the ubk(r, t) are the Bloch orbitals and also have the same periodicity as the ionic potential,
they’re labelled by the band index b as well as the wave vector k which replaces the orbital index
j. With the above approximations, the time-dependent Kohn-Sham equation, as represented by
Eq. (6.1) for the Bloch orbitals, can be reformulated as follows

i
∂

∂t
ubk(r, t) = ĥKS,k(t)ubk(r, t), (6.7)

where the Hamiltonian ĥKS,k(t) is given by

ĥKS,k(t) = 1
2(p + k + A(t))2 + +e−i(A(t)+k)·rvion(r, t)ei(A(t)+k)·r + vH(r, t) + vxc(r, t) (6.8)

The enclosed equation represents the crucial equation of motion employed to describe the
electron dynamics induced by light in solids. Solving the time-dependent Kohn-Sham equations
6.8 entails addressing an initial value problem, where the primary objective is to numerically
time propagate the initial state until reaching a specified final time tf .

6.2.1 Numerical Considerations

To effectively solve the time-dependent Kohn-Sham equations 6.8 involves employing a nu-
merical approach that takes into consideration factors like computational costs, precision, and
the characteristics of the dynamics. The real-space code Octopus [159–161, 193] is utilized
for this purpose, incorporating the real space grid representation as outlined in [194–198], and
orbital basis expansion [199]. Further details about these methodologies can be found in c.f
Appendix C.
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6.2 Model TDKS equation for solids

In real-time electron dynamics calculations, the time-dependent Kohn-Sham equations in
Bloch orbitals can be rewritten in the integral form, which can be expressed as

ubk(r, tf ) = Û(tf , t)ubk(r, t) (6.9)

where Û is the time-evolution operator and is defined as

Û(t′, t) = T̂ exp

[
−i
∫ t′

t
dτĥKS(τ)

]
(6.10)

T̂ is the time-ordering operator. The exponent in the given expression cannot be directly applied,
necessitating an appropriate approximation. Likewise, to minimize the error stemming from the
propagation from the initial time t to a specific time tf , we partition the time interval into smaller
sub-intervals of length ∆t. Therefore, the Bloch functions are then propagated from t → t+ ∆t,
also from t + ∆t → t + 2∆t and so on. One of such approximations to the exponential, is the
direct expansion of the exponential in power series of ∆t. This gives us

Û(t+ ∆t, t) ≈
k∑
l=0

[−i∆tĥKS(t+ ∆t/2)]l

l! + O
(
∆tk+1

)
(6.11)

The above equation Eq. (6.11) regrettably lacks a crucial property of the Kohn-Sham time-
evolution operator: unitarity. In order to fulfill this unitarity, alot of propagation methods
have been proposed and here the mid-point rule [200] is applied to estimate the integral in
the exponential. The mid-point rule allows us to use the Hamiltonian at t + ∆t. The time
propagation can be expressed as

ubk(r, t+ ∆t) ≈ exp
[
−i∆tĥKS,k(t+ ∆t/2)

]
ubk(r, t) (6.12)

where ∆t is the smaller sub-intervals in time. In practice, we employ the fourth order Taylor
expansion of Eq. (6.12)

ubk(r, t+ ∆t) ≈
4∑

n=0

1
n!

(
−i∆tĥKS,k

(
t+ ∆t

2

))n
ubk(r, t) (6.13)

The process of time-propagation in this context can only be described through matrix oper-
ations on the state vectors. This paved way for performing the time-propagation in real-space
grid representation.

Another way of performing the time propagation is by the use of the time reversal symmetry
based propagator. In this method, time propagating backwards with ∆t/2 beginning from
ubk(r, t + ∆t) or propagating forwards in time with ∆t/2 starting from ubk(r, t) must yield
identical results. The propagator can be expressed as
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6 Theoretical Spectroscopy

ubk(r, t+ ∆t) = exp{−i∆t2 ĥKS,k(t+ ∆t)} × exp{−i∆t2 ĥKS,k} (6.14)

this form of propagator is known as the enforced time-reversal symmetry (ETRS) propagator.
Other forms of propagators include Approximated Enforced Time-Reversal Symmetry (AETRS)
which is a modified version of ETRS, Magnus expansions, Commutator-Free Magnus Expansions,
the Runge–Kutta Schemes and so on. Details of these forms of propagators can be found in
[201, 202].

6.2.2 Absorption Spectra from Time-Evolution

Our goal is to obtain the optical absorption spectra using TDDFT by time propagating
the TDKS equation using the method proposed by Yabana and Bertsch in [194]. Throughout
this thesis, this methodology is applied for all TDDFT computations due to its simplicity and
directness unless stated otherwise. The "kick" technique was employed, which involves perturbing
the system under investigation with a weak δ-like perturbation, to compute the equilibrium
optical conductivity, TAS as well as the Tr-XAS.

To obtain the optical conductivity, we have to solve the Eq.(6.8) with the outlined approxi-
mations. The most important result we obtain is the time-dependent induced electric current.
The total electric current can be described as

J(t) = − 1
Ω
∑
b

∫
BZ

dkfbk

∫
Ω
dru∗

bk(r, t)πk(t)ubk(r, t) (6.15)

where Ω is the volume of the unit-cell, fbk is the occupation factor for each orbital, b is the band
index and k is the wave-vector and πk is the kinetic momentum which can be defined as

πk(t) = 1
i

[
r, ĥKS,k(t)

]
= p + k + A(t) + 1

i

[
r, e−i(A(t)+k)·rvion(r, t)ei(A(t)+k)·r

]
.

(6.16)

where the contribution of the ionic potential is included due to the nonlocality of the pseudopo-
tential. Derivation of the electric current can be found in c.f Appendix C.

To calculate the equilibrium optical properties of the system under investigation, we applied
weak perturbation of the form

E(t) = E0exδ(t) (6.17)

with E0 been the strength of the perturbation, ex is the unit vector along the x-direction. When
the perturbation is applied in one direction, it produces a force in another direction due to the
an isotropic nature of constant energy surfaces in solids. The induced current density in time
domain is related to the applied perturbation by the linear tensorial relation
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6.2 Model TDKS equation for solids

Jα(t) =
∑

β=[x,y,z]

∫ t

−∞
dt′σαβ(t− t′)Eβ(t′) (6.18)

where Jα(t) is the α-component of the total current J(t), Eβ(t) is the β-component of the
electric field E(t), the optical conductivity tensor σαβ is a second rank tensor. For free electrons
in an isotropic medium, the optical conductivity tensor has only diagonal elements, however
generally it and can be written as

σ =

 σxx σxy σxz
σyx σyy σyz
σzx σzy σzz

 (6.19)

By taking the Fourier transformation of Eq. (6.18), the optical conductivity σ is related to the
current and electric field via the following equation

Jα(ω) =
∑

β=[x,y,z]
σαβ(ω)Eβ(ω) (6.20)

The equation above is significant and will be utilized in calculating the static and transient
optical conductivity of hBN in the next section. As an example, the x-component of the optical
conductivity can be obtained using the equation below.

σx(ω) = Jx(ω)
E0,x(ω) (6.21)

Using this relationship, one can also evaluate the Imaginary part of the dielectric function ϵ(ω)
of a solid using the following expression

ℑϵ(ω) = 1 + 4πi
ω
σ(ω). (6.22)
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6.3 Summary

In this chapter, we showed the necessary equations to perform numerical simulations for a sys-
tem of solid. We begin by outlining the model TDKS equation for solids and the numerical
approximations that forms the basis of our computational approach. The methods and approx-
imations are crucial for modelling the optical properties our system. Furthermore, we establish
the essential relationship between the time-dependent induced current and the electric field,
which is pivotal for determining the optical conductivity σ(ω). This connection provides a
better understanding on on how our system response to an external field can be analyzed.
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7 | Equilibrium X-ray Absorption Spectrum
of 2D hBN

7.1 Introduction

Two-dimensional (2D) materials have garnered considerable attention in recent years due to
their unique electronic, thermal and optical properties. Among these materials, hexagonal boron
nitride (hBN) stands out as a promising candidate for a wide range of applications, including
as a dielectric in nanoelectronic devices and as a substrate for graphene-based systems. Under-
standing the electronic structure and excitations of hBN is crucial for harnessing its potential.

As described in Chapter 4, one powerful tool for probing the electronic structure of materials
is XAS, a versatile technique that can provide insights into the unoccupied electronic states. In
particular, the equilibrium X-ray absorption spectrum of hBN offers a window into its electronic
excitations and the dynamics of its charge carriers.

In this chapter, we study the equilibrium X-ray absorption spectrum of monolayer and bulk
hBN using DFT and the model equations described in Chapter 6 as implemented in octopus
code. Additionally, we investigate the impact of different approximations to the XC functional
and other theoretical approaches, shedding light on the challenges and opportunities associated
with modeling the electronic excitations in this unique 2D material.

7.2 Hexagonal Boron Nitride

Hexagonal Boron Nitride (hBN) exhibits a honeycomb structure very similar to that of
graphene, with sp2 hybridized Boron and Nitrogen atoms alternatively bonded together in a
basal plane as shown in figure 7.1. This unique structure of hBN leads to some properties, such
as high chemical and thermal stabilities, enhanced thermal and electrical conductivity [203, 204].
Thus hBN have attracted increasing attention in many fields and have been used in various appli-
cations such as dielectrics, substrates, deep UV light emitters and other applications. However,
unlike graphene the polar covalent B-N bond reduced electron delocalization and created a large
bandgap (≈ 6eV ) in the ultraviolet (UV) region, making hBN a wide bandgap material.

We begin by calculating the electronic properties of monolayer and bulk hBN using DFT
as implemented in the octopus code, by determining their electronic bandstructures. The XC
effects have been treated approximately with the LDA functional. The lattice constant and the
bandgaps obtained are reported in the Table 7.1 below. The structural parameters shows good
agreement with both experimental and other theoretical results [205, 206] with an average error
of approximately 1%. The bandstructures, calculated using the equilibrium lattice parameters,
are presented in Figure 7.2. For the monolayer, the direct LDA bandgap is calculated to be
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7.2 Hexagonal Boron Nitride

Figure 7.1: Atomic Configuration of Bulk hBN. The green coloured balls are the Boron
atoms while silver coloured are Nitrogen atoms.

a(Å) c Eg(eV )
Monolayer 2.520 — 4.62

Bulk 2.502 7.707 4.45

Table 7.1: Calculated lattice constants in Å, bandgap Eg (eV) for monolayer and bulk hBN.

4.62eV at the K point as illustrated in the Figure 7.2 (a). Similarly, Figure 7.2 (b) shows the
calculated bandstructure of bulk phase, showing an indirect bandgap of 4.45eV between the H
and M point. These values are in close agreement with previously reported data in [206, 207].

(a) (b)

Figure 7.2: Electronic bandstructure of (a) monolayer, and (b) bulk hexagonal BN.

In their article Arenal et al.. [8] studied the B K-edge using the high-angular-resolution
electron energy loss spectroscopy (EELS) in hBN. The study demonstrated the absorption spec-
trum of B K-edge with the associated features as shown in Figure 7.3. The main feature in the
absorption spectrum is the narrow and intense peak at 192eV which is the main core excitonic
peak in XAS experiments.

To calculate the equilibrium optical properties of hBN, we first calculate the ground state
properties and then evaluate the time evolution of the KS orbitals, to obtain the XAS of hBN
both in monolayer and bulk phase. To simulate the equilibrium optical properties we use a
vector potential of the form
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7 Equilibrium X-ray Absorption Spectrum of 2D hBN

Figure 7.3: Boron K-edge EELS absorption spectra. Figure taken from [8].

A(t) = −E0,xexΘ(t) (7.1)

with Θ(t) being the Heaviside step function, the field strength E0 is set to be 8 × 10−4a.u
which is weak enough to induce distortion only within the linear regime. The wavefunctions
are presented on a real-space grid with a spacing of ∆x = 0.20 a.u. The box size L = 30a.u
in monolayer, pulse duration Tf = 10fs, and a time steps ∆t = 0.01 a.u were employed in all
calculations presented in this section. The unit cell of monolayer hBN consist of two atoms with
D3h symmetry while the bulk consist of four atoms with D6h symmetry. The Brillouin zone is
discretized into 33 × 33 × 1 k-points in both cases.

0 1 2 3 4 5 6 7 8 9
Time[fs]
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1e 5

Figure 7.4: Linear response calculation for Bulk hBN. The figure shows an electric current
induced by an impulsive distortion at t = 0.

Figure 7.4 shows the x-component of the time-dependent induced current Eq. (6.15) by the
vector potential. The current is suddenly induced at t = 0fs and shows oscillatory behaviour
until the end of the pulse. With the time-dependent induced current, the optical conductivity
σ(ω) as shown in Eq. (6.20) is obtained.

Figure 7.5 shows the real part of optical conductivity σ(ω) at the Boron K-edge for the
in-plane direction alongside the EELS experimental data (red dotted points). The B K-edge
is obtained by simulating the 1s core-level using the all-electron framework with the delta-like
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7.2 Hexagonal Boron Nitride

(a) (b)

Figure 7.5: Linear response calculation for bulk hBN. Figure (a) shows the real part of
equilibrium optical conductivity σ(ω) at the Boron K-edge obtained by an impulsive dis-
tortion at t = 0 in blue curve compared to the EELS spectra in red dotted lines. (b) The
theoretical B K-edge shifted so that the 1s → π∗ is aligned with the experimental data.

distribution. The 1s core electron is described by a delta charge which is placed on a grid point.
The remaining atoms are treated with a pseudopotential 1. The main feature in the figure is
the peak occurring at approximately 177eV, primarily associated with 1s → π∗(2Pz) transitions
while the second peak is associated to the 1s → σ∗. Similarly, the remaining peaks are as a
result of the antibonding involving the N-2s orbitals and B-2pxy. Notably, in this bulk hBN, the
π∗ peak is relatively weak due to the orthogonal orientation of the electronic vector with respect
to the polarization of the electric field, resulting in its diminished appearance. In contrast,
various XAS experiments and theoretical investigations, such as those cited in [8, 203, 208, 209],
typically place this peak within the energy range of 190eV → 192eV, characterizing it as a very
strong excitonic peak—a bound state formed by an electron-hole pair as depicted by the spectra
in the plot. Furthermore, in some experiments [210], the π∗ resonance excitonic peak undergoes
a split due to electron-phonon coupling. Our results show peaks at lower energies compared
to experimental/calculated values and completely omits the excitonic peak. This discrepancy
can be attributed to a well-known issue associated with the LDA, which tends to underestimate
the bandgaps of materials, as elaborated in Section 5.6. Since the K-edge absorption involves
transition from the 1s core state of the B atom to an unoccupied states, the LDA does not
explicitly account for core-hole effects thus leading to an inaccurate description of the K-edge.

Describing core excitons poses significant challenges when employing a real-space code such
as Octopus [195]. To address these challenges, we explore the possibility to use (TD)DFT+U, as
described in [211], particularly because our material exhibits correlation effects. Given the local-
ization of electrons, DFT+U accurately gives a good representation of the electronic structure
contributed by core. On top of the same setting as described above, we calculate the equilib-
rium absorption spectrum at the B K-edge with (TD)DFT+U with the calculated values of the
effective U for the core-levels and other states as shown in Table 7.2.

The Figure 7.6 shows the absorption spectrum, demonstrating the real part of the optical
conductivity computed using DFT+U, and they are compared with the LDA results. A notice-
able difference emerges when we compare the DFT+U outcomes with those obtained through

1An example of the input file for such calculation is provided in c.f Appendix F
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Element Orbitals Effective U (eV)
B 1s 116.5652
B 2s 0.074694
B 2p 0.005986
N 2s 12.23099
N 2p 7.361936

Table 7.2: The effective values of U for the core-levels and other states from the DFT+U
calculations.

Figure 7.6: Comparison of the equilibrium optical conductivity σ(ω) between the DFT+U
approach and the results obtained from LDA. The green solid line shows the absorption
spectrum obtained by LDA+U while the red solid line is obtained from LDA. The peak
at 177eV is shifted by almost 40eV in the LDA+U calculation as shown in the right side
combined plot.

LDA. Specifically, the DFT+U result exhibit an overestimation of the K-edge, with the primary
peak occurring at approximately 218eV. Likewise, the DFT+U approach falls short as well in
capturing the excitonic peak occurring at approximately 192eV. In general, the characteristics
observed in both calculations are nearly identical, except for the overestimation of the energy of
the K-edge.

In order to calculate the core excitons in our system, challenges were encountered when using
the DFT+U approach. To overcome these challenges, we used another method known as the
"supercell approach". This methods involves expanding the lattice by creating a larger supercell,
which comprises of multiple unit cells. Within the supercell, we introduce a core hole, which
serves as a placeholder for the excited electron. The presence of the core hole allows us to
simulate excitonic behavior within the supercell by calculating the optical conductivity with the
core hole. The core atom is treated as an all electron with a delta charge distribution while the
remaining atoms are treated with a pseudopotential. The core-hole modelled in this supercell
approach is then screened by all the valence electrons in the neighbouring atoms.

To determine the equilibrium optical conductivity σ(ω) through this method, we utilized a
supercell with dimensions of 3 × 3 × 3 for the bulk phase and the size of the supercell is found to
be sufficiently large to decrease the core-hole to core-hole interactions. This supercell consisted
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7.2 Hexagonal Boron Nitride

of 108 atoms. A k-point sampling of 3 × 3 × 1 was used to sample the Brillouin zone effectively
while in the unitcell, the k-point sampling of 9 × 9 × 3 was used.

For the excitation of electronic dynamics within the supercell, we employed a probe pulse.
This pulse, polarized along the x-axis, had a central frequency of ω = 177eV and was character-
ized by a sin4 envelope function. The envelop function is defined as

A(t) = −E0
ω

ex(sin4(π
s
t))(1 − Θ(t− s)) (7.2)

where s is the width of the pulse in time domain, Θ is the Heaviside step function. The vector
potential and electric field are shown in Figure 7.7 with a duration of 10fs. The field strength
E0 is set to 8 × 10−4a.u and with an Intensity I = 1.3 × 1013W/cm2.

Figure 7.7: Time profile of the Vector potential and the electric field from the sin4 envelop
probe pulse in Eq. (7.2). The vector potential is used to obtain the equilibrium optical
conductivity.

At the initial time, i.e t = 0, the probe pulse excites the electron dynamics within the system.
This results in the inducing of the time-dependent current Eq. (6.15) as shown in Figure 7.8.

Figure 7.8 shows the time-dependent induced current by the probe pulse after interacting with
the system. In panel (a), the total current is shown for the whole duration of the probe pulse. In
panel (b) the induced current is shown until 0.5fs, the current shows oscillatory behaviour from
t = 0, i.e. is is largely following the pulse coherently. while in panel (c), the current is shown
until the end of the pulse and showing the sustained oscillations at the excited eigenmodes of the
system. Using Eq. (6.20), we take the FT of the current and the electric field and subsequently
evaluate the real part of the optical conductivity σ(ω).

Figure 7.9 shows the Fourier transform of the induced current and vector potential. The FT
of the field shows the pulse is centered at around the absorption edge and an appearance of a
sharp peak at in the FT of the current at around 177eV. Applying Eq. (6.21), we obtain the
real part of the optical conductivity σ(ω) at B K-edge for the 3 × 3 × 3 supercell.

Figure 7.10 shows the optical conductivity of hBN using the supercell approach. The K-edge
is at 177 eV. The plot shows that the peaks in the optical conductivity of the 3 × 3 × 3 supercell
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7 Equilibrium X-ray Absorption Spectrum of 2D hBN

Figure 7.8: Time-Dependent Current Induced by the sin4 probe pulse at t = 0 in the
supercell approach. In (a), the total current for the whole duration of the pulse. (b) shows
zoomed-in view of the total current from 0 to 0.5fs and (c) zoomed-in view of the total current
from 0.5fs to 7fs. Current is induced at t = 0 and exhibits oscillatory behavior throughout
the pulse’s duration.

Figure 7.9: Fourier transforms of vector potential (blue solid line) and the time-dependent
current induced (red solid line) by the cos4 probe pulse at t = 0 in the supercell approach.
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7.2 Hexagonal Boron Nitride

Figure 7.10: Comparison of the optical conductivity of a unit cell and a 3 × 3 × 3 supercell
for bulk hBN. The K-edge of the supercell is at a slightly lower energy than the K-edge of
the unit cell.

are a marginally higher in intensity than the optical conductivity of the unit cell at all energies.
This is because the 3×3×3 supercell is 27 times larger than the unit cell and therefore has more
valence states. The K-edge of the 3 × 3 × 3 supercell shows pre-edges at a slightly lower energy
than the K-edge of the unit cell. This is because the 3 × 3 × 3 supercell has a slightly different
electronic structure than the unit cell. Overall, both the unit cell and the supercell K-edges
looks identical. One noticeable defect of the supercell approach is the inability to capture the
excitonic peak at the K-edge.

In a final attempt, we explored different probe pulse polarization following the calculations
using LDA, DFT+U, and the supercell approach. The vector potential is defined in Eq. (7.1).
The Figure 7.11 below shows the equilibrium optical conductivity of bulk hBN for probe polar-
izations in plane and at an angle of 40◦.

Figure 7.11: Equilibrium optical conductivity of hBN for different probe polarizations.

From the figure, the absorption peak at 177eV exhibits an energy shift of ≈ 6eV when the
field is polarized at an angle of 40◦ and its at much higher intensity when compared to the in
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7 Equilibrium X-ray Absorption Spectrum of 2D hBN

plane polarization. This is due to the combinations of other components of σαβ as defined in
6.19 where α, β are Cartesian coordinates. This shift in energy and increase in intensity of the
peak, suggest that the transitions are sensitive to the polarization of the field. Here also, the
sought after excitonic peak is

In the investigation to understand the electronic properties of hBN, accurately calculating
the equilibrium spectrum at the B K-edge has proven to be a formidable challenge. Several
computational methods were explored, such as the DFT within LDA, the use of DFT+U and
the supercell with a core hole. Despite these efforts, challenges persist. Initially we employed
the LDA to calculate the absorption spectrum , but it fails to describe the correct physics due
to its inability to describe strongly correlated electrons. Subsequently, to address this issue, the
DFT+U was applied, this method also failed short in describing the strongly excitonic peak at
K-edge. Another difficulty encountered during the simulations is the convergence with respect
to spacing i.e the grid problem. A large value of the grid spacing was employed thus making it
difficult to capture the rapid changes of the core electron around the nuclei. To calculate the
correct values, convergence with respect to the spacing is required to a much smaller value but
this comes at a much larger computational cost.
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7.3 Summary

In studying the equilibrium optical conductivity at the Boron K-edge, we employed various
computational methods, including DFT, LDA, DFT+U, and the supercell approach with a core-
hole. However, these methods presented several formidable challenges that affected our ability
to reproduce experimental results in [8] and others.

The LDA shows a peak at 177eV, which, while capturing some features, remained significantly
lower than the experimentally observed values of 190eV → 192eV. On the other hand, DFT+U,
although displaying promising accuracy, overestimated the K-edge peak,the π∗ peak is positioned
at approximately 218eV. Unfortunately, the supercell approach also failed to produce the sought-
after excitonic peak, further adding to the difficulties of our research. Additionally, the issue of
convergence concerning grid spacing introduced yet another hurdle in our calculations. These
challenges underscore the complexities of precisely describing core excitons in the Boron K-edge
spectra within the approximations explored.

Our ongoing efforts include exploring alternative approaches to tackle these challenges, and
hybrid functionals have shown potential. However, due to their considerable computational cost,
they remain an avenue for future investigation.
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8 | Simulating Transient Absorption Spec-
troscopy with TDDFT

8.1 Introduction

In Chapter 5 and 6, the necessary theory needed to perform the calculations using the pump-
probe scheme as highlighted in 4.1.4 is described. One of the most preferred and used techniques
in order to study different dynamical behaviours of atoms as well as molecules are such pump-
probe experiments.

In most attosecond experiments, an XUV attosecond pulse and a corresponding more intense
and longer (Hundreds of femtoseconds) NIR or visible pulse is used for its generation. This laser
pulse is used to investigate the light-induced non-equillibrium dynamics in solids. However, due
to the complex nature of the electronic structure of solids; ATAS tend to provide a complex
experimental data, therefore it is often not straightforward to interpret the output data from
the experiment. A corresponding theoretical investigation is needed in order to understand the
underlying physics behind the experimental data.

TDDFT in principle meets all the requirements needed to investigate this complex experi-
mental outputs. In this section, we demonstrate how the TDDFT electron dynamics simulation
is extended to the attosecond time scale to study electron dynamics in solids.

8.2 Numerical pump-probe calculations

In the preceding Chapter 6, the modeling of the TDKS equation to compute the equilibrium
optical properties of solids in response to a weak, delta-like perturbation has been demonstrated.
Here we extend explorations beyond linear response calculations and into the regime of nonlinear
optical phenomena.

In this section, we will employ numerical pump-probe calculations to mimic experimental
pump-probe techniques. The numerical pump-probe approach is very similar to the linear re-
sponse approach calculation. Here, the electron dynamics is induced by the pump and probe
electric fields, Epump(t) and Eprobe(t) respectively. These pulses trigger the electron dynamics
and the induced current is evaluated. The induced current can be named as pump-probe current
and denoted by Jpump−probe(t).

Numerical pump probe calculations are thus performed in three steps.

1. Simulate electron dynamics using only the pump pulse, denoted as Epump(t). Evaluate
the induced current as Jpump(t).
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8 Simulating Transient Absorption Spectroscopy with TDDFT

2. Simulate pump-probe electron dynamics by considering both the pump pulse, Epump(t),
and the probe pulse, Eprobe(t). Evaluate the induced current as Jpump−probe(t).

3. Extract the probe electric field induced by the probe pulse, Eprobe(t), in the presence of
the pump pulse, Epump(t) and the probe current Jprobe(t). The probe electric field and the
probe current can be defined as the difference between the pump-probe electric field and
the pump electric field, as well as the difference between the pump-probe induced current
and the pump-induced current.

Jprobe(t) = Jpump−probe(t) − Jpump(t) (8.1)
Eprobe(t) = Epump−probe(t) − Epump(t) (8.2)

With these steps, one can analyze the probe current Jprobe(t) and the probe electric field
Eprobe(t) to evaluate the transient optical properties of solids in the presence of pump fields. The
numerical pump probe calculations are performed with a time delay Tdelay between the pump
and probe pulses, this allows one to evaluate the transient optical properties by evaluating the
transient optical conductivity. The transient optical conductivity is given by

σTαβ(ω, Tprobe) = Jprobe,α(ω)
Eprobe,β(ω) (8.3)

where Jprobe,α(ω) and Eprobe,β(ω) are the α-components of the FT of the probe electric field
Eprobe(ω) and the probe current Jprobe(ω) respectively. The FT are given by

σTαβ(ω, Tprobe) =
∫
dt Jprobe(t)eiωt−γt

′∫
dt Eprobe(t)eiωt−γt′

(8.4)

where γ is the damping factor and Tprobe is the central time of the probe pulse. Unlike the
linear response calculations conducted in equilibrium, the transient conductivity influenced by
the pump pulse is not solely dependent on the central time of the probe pulse. This variance
arises because the pump pulse disrupts time translation symmetry. Consequently, one can
explore the dynamics of transient optical properties in the time domain by adjusting the time
delay between the pump and probe pulses as highlighted in the steps to perform numerical
pump-probe calculations.

In performing the numerical pump probe calculations, we consider the hexagonal unit cell of
monolayer hBN, which comprises 1 Boron and 1 Nitrogen atom. The Brillouin zone is divided
into a 362 grid points in k space and a vacuum L of 50 a.u in real space is added to break
periodicity in the out-of-plane direction. To compute the time evolution, we employ a fourth-
order Taylor expansion of the operator exp[−ihks(t)∆t/ℏ] and use a time step of ∆t = 0.08 a.u.
The computation involves a total of 50,000 time steps. Due to finite time propagation in the
FT, we employed a damping of 250meV to reduce the numerical noise. Similarly, three different
configurations of pump pulses were employed: a linear pump pulse, a colinear pump, a circular
pump and a bicircular pump.
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8.2 Numerical pump-probe calculations

8.2.1 Linear Pump

Before performing the pump-probe calculations, the equilibrium spectrum at the valence is
first obtained using Eq. (6.21). The equilibrium time-dependent induced current is then obtained
using the probe pulse only whose vector potential is defined in Eq. (7.1) at time t = 0. The
induced probe current Jprobe(t) is shown in Figure 8.1 (a) below. The equilibrium conductivity
is calculated from probe current using Eq. (6.21) and it is shown in Figure 8.1 (b).

(a) (b)

Figure 8.1: Linear response calculation for monolayer hBN. Figure (a) Time-dependent
induced current by the probe pulse at time t = 0. (b) Real part of equilibrium optical
conductivity ℜ[σ(ω)] of Monolayer hBN (solid blue line) with the experimental data (in
red dots). The experimental spectra is shifted to align with the theoretical result. The
experimental results are reproduced from [9].

Figure 8.1 (b) shows the corresponding optical conductivity of monolayer hBN alongside the
experimental data. The calculated absorption spectrum shows two peaks at around 5eV and
15eV. The peak in the optical conductivity at around 5eV is due to the excitation of electrons
from the valence band to the conduction band with the optical bandgap obtained to be 4.45eV.
The experimental results shows the optical gap at around 5eV. There’s a very good agreement
with the experimental result and theoretical calculations. It is ideal to note that excitonic effects
in this calculations are not taken into account even though they play a crucial role in the optical
absorption of hBN. This is due to the fact that the ALDA functional is used in this calculation
and it does not give a proper description of excitonic effects, therefore, the excitonic contribution
is completely omitted. From the figure, our calculations shows a peak at the absorption zone
exhibits a broad character. This peak, consistent with experimental observations and other
theoretical calculations (such as BSE or GW) is associated with highest oscillator strength and
correspond to a strong excitonic peak [212–215].

We commenced the numerical pump-probe calculations by employing the linear pump as our
starting point. The linear pump is distinguished by its vector potential of the form

Apump(t) = −Epump

ωpump
exf(t)(1 − Θ(t− Tpump)) × Θ(t− t0) (8.5)

where f(t) is the envelop of the pulse. we employed a Gaussiansimulant (sine squared) envelope
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8 Simulating Transient Absorption Spectroscopy with TDDFT

so that the pulse starts and ends with zero for numerical stability. The envelope is given by

f(t) = sin(π(t− t0))
Tpump

| π(t−t0)/Tpump
σ

|
(8.6)

where Epump is the peak electric field, the peak field strength is set to I = 1.5 × 1012 W/cm2,
with a frequency of ωpump = 0.8266eV , a full width of half maximum of σ = 0.75, and a pulse
duration of 40fs.

Figure 8.2: Time profile of the vector potential used for linear pump calculations. The
Intensity is set to I = 1.5 × 1012 W/cm2 , with a frequency of ωpump = 0.8266eV and a pulse
duration of 40fs.

As for the probe vector potential, the following impulsive distortion was employed

Aprobe(t) = −EprobeexΘ(t− Tdelay) (8.7)

where Θ(t) is the Heaviside step function. The strength of the probe field Eprobe is set to
8 × 10−4a.u which is weak enough to excite only within the linear response regime. The time
delay between the pump and the probe pulses is denoted as Tdelay.

Next, we compute the transient optical properties of hBN using the numerical pump-probe
scheme as described above. The pump and the probe are polarized in the x-direction which is
perpendicular to B-N bond.

Figure 8.3 shows the real part of the transient optical conductivity of monolayer hBN. Here,
the time profile of the applied vector potential is shown until its maximum at 20fs. The color
map displays the changes in the real part of the optical conductivity. The horizontal axis
represents the time delay, the vertical axis corresponds to energy, and the color scale indicates
the difference between the optical conductivity obtained with the pump-probe σT (ω, Tdelay) and
the probe alone σT (ω, 0). In the figure one can see below gap oscillatory features with the energy
dispersion around the gap (4.45eV). In time domain, the frequency of the oscillations is twice
the applied pump frequency ωpump.

Additionally, calculations were conducted by systematically changing the intensity I of the
pump pulse, spanning a range from 1.0 × 1011 to 5.0 × 1012 W/cm2. The resulting transient
absorption spectra corresponding to each distinct intensity are presented in Figure 8.4 (a) - (d).
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8.2 Numerical pump-probe calculations

Figure 8.3: The upper plot shows the real part of the transient optical conductivity σT (ω)
with the black solid line indicating the bandgap, while the lower plot displays the time profile
of the vector potential till its maxima at around 20fs.

(a) (b)

(c) (d)

Figure 8.4: Transient Absorption Spectrum (TAS) from the transient optical conductivity
∆σ(ω, Tdelay) of h-BN computed for peak pump intensity I of (a) 1.0 × 1011 W/cm2, (b)
1.0 × 1012 W/cm2, (c) 1.5 × 1012 W/cm2, and (d) 5.0 × 1012 W/cm2 with frequency ωpump
of 0.8266eV by numerical pump probe calculations.
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From the figures, we can distinctly observe below gap oscillatory features. As noted above,
the below gap features oscillates with twice the frequency of the pump (2ωpump). The oscillatory
features below the gap are more pronounced with the increase in intensity. The occurrence of
the 2ωpump oscillation can be attributed to the material’s inversion symmetry in the pump-probe
direction. This symmetry prohibits even-order nonlinear responses since materials with inversion
symmetry are required to exhibit identical responses regardless of the electric field’s sign along a
symmetry direction. The observed features are also associated with the pump-induced interband
transitions and also, the dynamical Franz-Keldysh effect (DFKE) 1 [216, 217]. In the subsequent
subsection, the derivation of the general formula for the Franz-Keldysh effect is presented and
used to analyse the non-linear below the bandgap features observed.

In order to investigate the origin of the observed dynamical features in the TAS 8.4, we
performed an FT analysis of the the results by taking |F [σ(ω, Tdelay)]|2 . Figure 8.5 displays the
FT components of the time dependent modulation of the transient optical conductivity in Figure
8.4. From the figures one can observe that at lower intensity, the extent of modulation is notably
subdued. Nevertheless, with the increase in intensity, the modulation’s frequency-dependent
characteristics become increasingly clear, thus confirming the presence of oscillatory features
related to below-gap excitation with 2ωpump frequency, which aligns with the observations in
the transient absorption spectra in Figure 8.4. The other features in the figures that are not in
the Harmonics are due to the pump intensity.

(a) (b)

(c) (d)

Figure 8.5: Fourier transforms of the TAS obtained under linear pump intensities of 1.0 ×
1011 W/cm2, 1.0 × 1012 W/cm2, 1.5 × 1012 W/cm2 & 5 × 1012 W/cm2. Pump and probe are
polarized in plane and ωpump of 0.8266eV.

1The Franz Keldysh effect is simply an application of either static or time varying electric field to system which
bends the crystal potential and accelerates the electron-hole pair. If this process occurs using only a static
field, then the effect is known as Static Franz-Keldysh effect. If the static field is replaced by a time dependent
electric field, the response of the system is then described by the Dynamical Franz-Keldysh effect.
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8.2.2 Colinear Pump

Next, we use a colinear pump to perform the numerical pump-probe simulations. The colinear
pulses comprises of a combination of two linearly polarized pulses along the same axes. The
numerical pump-probe simulations were conducted using two-color pulses, where one comprises
a fundamental pulse with frequencies of ωpump = 0.83eV and 2ωpump = 1.65eV, and the another
case that features ωpump = 0.62eV and its corresponding 2ωpump = 1.24eV. The intensity of the
pump pulse is set to I = 1.5 × 1012 W/cm2 in both cases. Both two-color pulses exhibit the
same waveform and have the same pulse duration. The vector potential associated with the
colinearly polarized two-color pulse is defined as follows

Aω−2ω
pump (t) = −Epump

wpump
exf(t)(sin(ωt− ϕ) + 1

2sin(2ωt)) (8.8)

where f(t) is envelop which is defined in Eq. (8.6), ϕ is the relative phase between the two
colour lasers. The pump intensity is set to I = 1.5 × 1012 W/cm2.

Figure 8.6: Time profile of the two-color laser vector potential in Eq. (8.8) with the phase
ϕ = π/2.

The vector potential in Eq. (8.8) breaks the time-reversal and inversion symmetries as ex-
plained in [218, 219]. As for the probe pulse, we use the same one as before, defined in Eq. (8.7).
The TAS is presented in Figure 8.7 and its corresponding FT’s. From the TAS, one can observe
energy dispersion around the bandgap with a clear oscillatory features below the gap. These
features arise directly from the breaking of time-reversal and inversion symmetry, leading to
oscillatory patterns below the gap in the time domain, characterized by a frequency of 3ωpump.
Such distinctive attributes may be indicative of the dynamical Franz-Keldysh effect (DFKE).
From the FT’s, it indicates an energy dependent even and odd harmonics. This observation
provides clear evidence of photoabsorption occurring below the bandgap, consequently affirming
the presence of 3ωpump oscillatory features as observed in the TAS. This points towards a novel
multicolour feature of the DFKE, where the oscillations do not occur with twice the fundamental
frequency, but instead as a 3ωpump feature.
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(a) (b)

(c) (d)

Figure 8.7: Transient Absorption Spectrum (TAS) using two-color pump pulses with an
intensity of 1.5 × 1012 W/cm2. Both pump and probe are polarized in-plane. (a) TAS with
fundamental frequencies of 0.83 eV and 1.65 eV; (b) its corresponding Fourier transform; (c)
TAS with pump frequencies of 0.62 eV and 1.24 eV; (d) its corresponding Fourier transform.

8.2.3 Circular pump

Next, we demonstrate the use of a circularly polarized pulse to perform the numerical simu-
lation. The circularly polarized pulse typically carries an angular momentum, and the interac-
tion with the system can create a distinction between the clockwise or anticlockwise rotations,
thereby breaking the time reversal symmetry [220]. The pulse consists of right-handed circularly
polarized light with the vector potential given by Eq. (8.9). The frequency of pulse is set to
ωpump = 0.866eV with an intensity of 1.5 × 1012 W/cm2. The pulse duration is as indicated in
the linear case and the probe pulse is defined in Eq. (8.7).

Apump(t) = −Epump

ωpump
f(t) sin(ωt− ϕ)(1 − Θ(t− t0)) × Θ (t− t0) (8.9)

where f(t) is the envelop of the pulse as defined in Eq. (8.6). Keeping the frequency of the
pump pulse the same, we calculate the TAS for a different intensity set to 5 × 1012 W/cm2.
Figure 8.8 shows the TAS and the corresponding of FT’s. Similar to the features observed in
the linear case, we also observed the below gap oscillatory features here. In the time domain,
the features oscillates with twice the pump frequency 2ωpump. Despite the pump pulse breaking
the time reversal symmetry, the below gap features remains distinct. With increase in intensity,
additional features appear around 12-20fs and this is due to free carrier absorption. The FT
in panels (c) and (d) also confirms the below gap oscillatory features with strong peaks at the
second harmonics and a much intense peak with increase in intensity of the pump pulse.
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(a) (b)

(c) (d)

Figure 8.8: Transient Absorption Spectrum (TAS) using circular pump pulse. (a) TAS with
fundamental frequency of 0.83 eV and Intensity of 1.5 × 1012 W/cm2; (b) its corresponding
Fourier transform; (c) TAS with pump frequency of 0.83 eV and Intensity of 5×1012 W/cm2;
(d) its corresponding Fourier transform.

8.2.4 Bicircular Pump

In their article [221], an all-optical, non-element-specific technique was proposed by by em-
ploying strong non-resonant fields to manipulate the valley degree of freedom in two-dimensional
hBN with broken inversion symmetry. A weak circularly polarized field resonant with the direct
bandgap of the material was used to excite the K and K ′ valleys selectively. It is also revealed
that using the model proposed, one of the valleys (either K or K ′) will experience a bandgap
closure and thus leading to light-induced topological phase transition that occurs at specific
values of intensity and wavelength of the driving bicircular field. To investigate the origin of
these features, we use numerical pump-probe calculations and calculate the TAS to measures
the changes in absorption of the monolayer hBN as a function of time after the pump pulse is
applied.

Here, we obtained the bicircular field by combining two-counter rotating circularly polarized
pulses at fundamental frequency (ω) and its second harmonic (2ω) frequencies respectively. This
creates a rotating electric field that can excite the sample into a coherent state. The total electric
fields is formed with a threefold rotational symmetry as shown in Figure 8.9. The fundamental
field (ω) is rotating in a counter-clockwise, while the corresponding second harmonic field (2ω)
is rotating in clockwise direction. The vector potential of the pump is of the form
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Apump(t) = −Epump

ωpump
f(t) sin(ωt− ϕ)(1 − Θ(t− t0)) × Θ (t− t0) +

Epump

2ωpump
f(t) sin(2ωt) (1 − Θ(t− t0)) × Θ (t− t0))

(8.10)

where f(t) is the envelop of the pulse as defined in Eq. (8.6). The intensity of the pump pulse
is set to 5 × 1012 W/cm2, with a frequency ωpump = 0.68eV , the phase factor ϕ is changed such
that we control the orientation of the field with respect to either the Boron or the Nitrogen
sublattice or in between. The probe vector potential remains the same as describe in Eq. (
8.7). Figure 8.9 shows the Lissajous figure generated by the vector potential 8.10 oriented in
sublattice of the hexagonal lattice. The relative phase ϕ used in the calculations are ϕ = π and,
ϕ = 3π/2 respectively.

Figure 8.9: Lissajous curve: The curve drawn by the vector potential amplitude of the
bicircular field, with polarization during pump ϕ = π (left plot) and, ϕ = 3π/2 (right plot)
respectively. The trefoil has the symmetry of one of the sublattices. The green ball represents
the Nitrogen atoms while the red ball are the Boron atoms.

Figure 8.10 shows the calculated TAS with the bicircular pump field for field orientations
ϕ = π and ϕ = 3π/2 and their corresponding FTs. In the complex TAS, there are noticeable
oscillations present below the bandgap. These oscillatory characteristics exhibit a periodicity
at thrice the frequency of the applied pump 3ωpump. They also display an extended, persistent
behavior, with a long-lasting non-decaying tail that extends deeply into the bandgap region,
particularly in the time range from 15 to 20 fs. With the change in orientation of the field, the
observed features are less pronounced even though the oscillatory features observed maintain
the 3ωpump frequency. The FT of the transient absorption spectrum reveals the frequencies of
the vibrational modes. In the FT one can observe a combination of even and odd harmonics and
a broad band of absorption at frequencies below the gap and also at higher frequencies, which
corresponds to the below gap excitation as well as the excited state absorption of the monolayer
hBN and we again observe the characteristic 3ωpump feature of the multicolour DFKE. Overall,
the observed features are however not consistent with a bandgap closure nor induced a topological
phase transition.
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(a) (b)

(c) (d)

Figure 8.10: Transient Absorption Spectrum (TAS) calculated with the bicircular field with
intensity of 5×1012 W/cm2 with frequency ω = 0.68eV. (a) TAS with field oriented at ϕ = π
& (c) its corresponding Fourier transform (b) TAS with pump field oriented at ϕ = 3π/2 &
(d) its corresponding Fourier transform

8.2.5 The multicolor DFKE Signatures

As noted before, the almost universal signature of the DFKE are the 2ωpump oscillations in the
TAS induced by the pump pulse [222]. Consistent with these observation, we also observed the
2ωpump oscillatory features for the monochromatic linear and circular pump pulses respectively.
However, in the In the case of the multicolor driven fields, i.e colinear and bicircular, we here
observe oscillatory features with 3ωpump frequency. To the best of our knowledge these signatures
have not yet been discussed in the literature and seem to contradict at first glance what is
known about the DFKE. In the next section we will carry out a detailed analysis of the FKE
and DFKE, however, here we already postulate that the such 3ω behaviour is the unique signal
of the multicolour driving and hence can be defined as the multicolour DFKE. A first insight
into the mechanism behind these signatures can be gained from analysing the power spectra of
the driving pulse. To this end we calculate the electric field from the vector potentials in Eq. 8.8
and Eq. 8.10 using the relation 8.16, and evaluate the FT of the square of the vector potential
FT(|A⃗(t)|2). Figure 8.11 shows FT analysis of the square of the vector potential for two-color
colinear and bicircular pump pulse in panel (a) and (b) respectively. The peaks in the FT
shows the ω, 2ω, 3ω frequency components of the pump pulse. The 3ω components dominates
the temporal resolution of the pulses.
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(a) (b)

Figure 8.11: FT of the square of the vector potential |A(t)|2 for (a) colinear pump pulse
and (b) bicircular pump. Note that ωpump = 0.83 eV for colinear and ωpump = 0.68 eV for
bicircular.

Similarly, we evaluate the FT of the square modulus of the driving field [E(t)2] for the bichro-
matic pulses and compare it the monochromatic case. Figure 8.12 shows the FT of the driving
monochromatic pulse in (a) and bichromatic pulse in (b). In the linear (monochromatic) we
observe a very strong 2ω peak. In contrast, the bichromatic colinear case shows a combination
of ω, 2ω, 3ω and 4ω frequency components, with a dominant 3ω peak. For the bicircular case, we
observe a distinct 3ω peak which occurs due to the 3-fold symmetry of driving pulse. The pulse
beats only three times per period, these 3-fold oscillations, modulated by the driving pulses,
induce the 3ω oscillations in the TAS. This analysis supports the macroscopic origin of the 3ω
transient multicolor DFKE signatures observed in the TAS from TDDFT simulations.

(a) (b)

Figure 8.12: FT of the square of the electric field |E(t)|2 for (a) colinear pump pulse and
(b) bicircular pump.
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8.3 Franz-Keldysh Effect

The Franz-Keldysh effect predicted by Franz and Keldysh in 1958 [223, 224] describes the
modification of the electronic band structure near the bandgap of a material when an electric
field (such as an applied voltage or an intense laser field) is present. It leads to changes in the
absorption and optical properties of the material. The effect can be observed as a shift in the
absorption edge of the material when an external electric field is applied. When the electric field
is applied, it results in an exponential tail below the bandgap and a characteristic oscillatory
feature above the gap, which is understood as photon assisted-tunnelling of electrons from the
valence band to the conduction band. The absorption spectrum α(ℏω) under these conditions
as defined in [10] is given by

α(ℏω) ∝
∣∣∣Ẽ0

∣∣∣1/3 (
ω̃(Ai(−ω̃))2 +

(
Ai′(−ω̃)

)2) (8.11)

where Ẽ0 is the strength of the field, Ai is the airy functions, ω̃ is the applied frequency and is
given by

ω̃ = ℏω − Eg
Eb

(
Eb

erB
∣∣∣Ẽ0

∣∣∣
)2/3

(8.12)

Here the field strength E0 is set to 5.14220652 × 1011V/m (Corresponding to an Intensity of
I = 1.5 × 1012W/cm2, the exciton binding energy Eb = 8meV, exciton Bohr radius is rB =
20nm, bandgap Eg = 4.45eV, the photon energy ℏω = 0.25eV was employed to evaluate Eq.
(8.12) and Eq. (8.11).

In Figure 8.13, the absorption spectra of monolayer hBN are depicted under the influence
of a static field, as described by Eq. (8.11) and Eq. (8.12). The plot features gray areas
representing the zero-field absorption spectrum, while the blue oscillatory lines illustrate an ex-
ponential, non-decaying tail. These oscillations occur for frequencies ω both below and above
the bandgap, characterizing the phenomena of Franz-Keldysh effects. The Franz-Keldysh effect
is distinguished by two fundamental features: the static and dynamical aspects. In the con-
text of our study, we have derived and considered both cases to comprehensively explore their
implications and relevance to our results.

8.3.1 Static FKE

We develop an analytical model to understand the observed FKE behaviours in the pump-
probe numerical calculations. To do this, we examine the dynamics of electrons subjected to
both pump and probe fields, a scenario that can be aptly characterized by the time-dependent
Schrödinger equation.

i
∂

∂t
φi(r⃗, t) =

 1
2me

(
p⃗+ e

c
A⃗(t)

)2

+ v(r⃗)

φi(r⃗, t) (8.13)
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Figure 8.13: A typical absorption spectra of solids under the influence of a static electric
field. (a) The grey area shows the zero field absorption spectrum. (b) The blue curve
displays the exponential tail for frequencies below the gap and an oscillatory behaviour
above the gap, and (c) the absorption spectra with static field (grey area) and without field
(blue curve). The plot is reproduced from [10].
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8.3 Franz-Keldysh Effect

where r⃗ is time-independent potential that characterizes the lattice periodic potential, A⃗(t) is
the time-dependent vector potential. The solution of the above equation can be described by the
time dependent Bloch functions u

nk⃗
(r⃗, t) as φi(r⃗, t) = eik⃗·r⃗u

nk⃗
(r⃗, t). Eq. (8.13) can be rewritten

in terms of the Bloch orbitals as

i
∂

∂t
u
nk⃗

(r⃗, t) = ĥ
k⃗p(t)unk(r⃗, t) (8.14)

where ĥK⃗(t) is the Hamiltonian which is given by,

ĥ
k⃗p(t) =

[ 1
2me

(p⃗+ k⃗)2 + v(r⃗)
]

(8.15)

The crystal momentum is shifted by the vector potential as k⃗p(t) = k⃗ + eA⃗p(t)/ℏc. Where the
vector potential is given by

A⃗(t) = −c
∫ t

−∞
E⃗(t′)dt′ (8.16)

The eigen states can be described interms of Houston function [225] 2. The Houston function
can be expressed as

w
nk⃗

(r⃗, t) = u
nk⃗p(t)(r⃗)e

−i
∫ t

dt′ϵ
nk⃗p(t′) (8.17)

The solution of Eq. (8.13) under the presence of both pump and probe with the vector potential
A⃗(t) = A⃗pump(t) + A⃗probe(t) can be expressed in terms of the Bloch function as

u
nk⃗

(r⃗, t) = w
nk⃗

(r⃗, t) +
∑
m

C k⃗nm(t)w
mk⃗

(r⃗, t) (8.18)

we substitute Eq. (8.17) into Eq. (8.18) and we have,

u
nk⃗

(r⃗, t) = u
nk⃗p(t)(r⃗)e

−i
∫ t

dt′ϵ
nk⃗p(t′) +

∑
m

C k⃗nm(t)w
mk⃗

(r⃗, t) (8.19)

where C k⃗nm(t) are time dependent coefficients. Substituting the the above equation into Eq.
(8.14), the equation becomes,

i
∂

∂t

[
u
nk⃗p(t)(r⃗)e

−i
∫ t

dt′ϵ
nk⃗p(t′) +

∑
m

C k⃗nm(t)w
mk⃗

(r⃗, t)
]

=

ĥ
k⃗p(t)

[
u
nk⃗p(t)(r⃗)e

−i
∫ t

dt′ϵ
nk⃗p(t′) +

∑
m

C k⃗nm(t)w
mk⃗

(r⃗, t)
] (8.20)

Next we substituting Equation (8.17) into the above equation, we obtain

i
∂

∂t

[
u
nk⃗p(t)(r⃗)e

−i
∫ t

dt′ϵ
nk⃗p(t′) +

∑
m

C k⃗nm(t)u
mk⃗p(t)(r⃗)e

−i
∫ t

dt′ϵ
mk⃗p(t′)

]
=

ĥ
k⃗p(t)

[
u
nk⃗p(t)(r⃗)e

−i
∫ t

dt′ϵ
nk⃗p(t′) +

∑
m

C k⃗nm(t)u
mk⃗p(t)(r⃗)e

−i
∫ t

dt′ϵ
mk⃗p(t′)

] (8.21)

2The Houston states describes the electron dynamics in a moving frame in which the lattice momentum is
prescribed by the vector potential.
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Then the RHS of Eq. (8.21) can be further expanded as

i

∂unk⃗p(t)(r⃗)e
−i
∫ t

dt′ϵ
nk⃗p(t′)

∂t
+ ∂

∑
mC

k⃗
nm(t)

∂t
u
mk⃗p(t)(r⃗)e

−i
∫ t

dt′ϵ
mk⃗p(t′) +

∂u
mk⃗p(t)(r⃗)e

−i
∫ t

dt′ϵ
mk⃗p(t′)

∂t

∑
m

C k⃗nm(t)


= ĥ

k⃗p(t)

[
u
nk⃗p(t)(r⃗)e

−i
∫ t

dt′ϵ
nk⃗p(t′) +

∑
m

C k⃗nm(t)u
mk⃗p(t)(r⃗)e

−i
∫ t

dt′ϵ
mk⃗p(t′)

]
(8.22)

By employing time-dependent perturbation theory, as outlined in c.f Appendix (A), we determine
the value of the time-dependent coefficient C k⃗nm(t). 3

C k⃗nm(t) = − ie

mec

∫ t

−∞
dt′P⃗ k⃗mn(t′)A⃗p(t′) − δmn

ie

mec

∫ t

−∞
dt′k⃗p(t′)A⃗p(t′) (8.23)

where P⃗ k⃗mn(t′) is the momentum matrix operator and is defined as

P⃗ k⃗mn(t′) =
∫
V
dr⃗w∗

mk⃗
(r⃗, t)p⃗w

mk⃗
(r⃗, t)

= p⃗
mnk⃗p(t)

e
−i
∫ t

∞ dt′ (ϵ
mk⃗p(t′) − ϵ

nk⃗p(t′))
(8.24)

where the matrix element in the static basis is given by

p⃗
mnk⃗

=
∫
V
dr⃗u∗

mk⃗
(r⃗)p⃗u

mk⃗
(r⃗). (8.25)

8.3.2 Time-dependent Current

The subsequent step entails the computation of a crucial quantity, namely the time-dependent
current induced by both the pump and probe pulses. The induced current can be determined
via

J⃗(t) = −iℏ
m

[u∗
nk(r⃗, t)∇unk(r⃗, t)] (8.26)

After a series of algebraic manipulations 4, the calculated expression for the total induced current
is determined to be

J⃗(t) = − e

meV

∫
V
dr⃗ ×

∑
nk⃗

Re

{
u∗
nk⃗

[
p⃗+ k⃗p(t) + e

c
A⃗p(t)

]
u
nk⃗

}
(8.27)

This total current is expressed as a combined contribution from both the pump and the probe
J⃗(t) = J⃗pump + J⃗probe. The pump contribution is given by

J⃗pump = − e

meV

∑
nk⃗

∫
V
dr⃗Re

{
w∗
nk⃗

[
p⃗+ k⃗p(t)

]
w
nk⃗

}
(8.28)

3refer to the appendix for a detailed step-by-step derivation of this coefficient.
4The detailed steps of this calculation can be found in c.f Appendix C section for reference.
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while the probe contribution is

J⃗probe (t) = − e2

mec
neA⃗probe(t) + e2

m2
ecV

∫ t

−∞
dt′ ×

∑
n̸=n′ ,⃗k′

Im
{
P⃗ k⃗nn′(t)

[
P⃗ k⃗nn′

(
t′
)

· A⃗probe(t′)
]
E⃗(t)

}
(8.29)

here the valence electrons have an average density described by ne. E⃗(t) is the electric field
of the probe. Since the probe induced current has a linear relation with the probe field, we
can apply linear response theory to obtain the optical conductivity. Eq. (6.21) gives the linear
relation between the induced current and the optical conductivity. In time domain, the optical
conductivity can be expressed as;

σαβ
(
t, t′
)

= e2

me
neδαβ − e2

meV

∫ t

t′
dt′′

∑
n̸=n′,k⃗

Im
[
(pα)

nn′k⃗p(t)
(pβ)

n′nk⃗p(t′′) × e
−i
∫ t

t′′ dτ

{
ε

n′k⃗p(τ)−ε
nk⃗p(τ)

}]
(8.30)

α, β are the Cartesian indices. The orbitals in the above equation can be expressed as the
occupied valence band and the unoccupied conduction band by assuming that the bands are
parabolic. The excitation energies of the valence and conduction bands can be defined as

ϵ
v,⃗k

= − k⃗2

2mv
,

ϵ
c,⃗k

= ϵg + k⃗2

2mc
,

(8.31)

and
ϵ
c,⃗k

− ϵ
v,⃗k

≈ k2

2µ + ϵg (8.32)

where ϵg is the band gap and µ is the reduced mass.

The optical conductivity under the static electric field (weak delta like impulsive distortion
E(t) = E0δ(t− t0) can be evaluated by taking the FT of Eq. (8.30) and Eq. (8.29) and taking
the ratio between the two as stated in Eq. (6.20).

σ̃αβ(ω) = ie2ne
meω

δαβ + e2

m2
eωV

∫ ∞

0
dteiωt

∑
k⃗

×
[
(pα)

vck⃗−eE⃗t/2 (pβ)
cvk⃗+eE⃗t/2 e

−i
{

(ϵk+ϵg)t+ c2E2
24µ

t3
}

− (pβ)
vck⃗+eE⃗t/2 (pα)

cvk⃗−eE⃗t/2 e
i

{
(ϵk+ϵg)t+ c2E2

24µ
t3
}]

(8.33)

Since the σ is a tensorial quantity, we only consider the real part of the diagonal elements of
σαβ. Integrating the above equation withe respect to t, we obtain,

Re σ̃αα(ω) = πe2

m2
eωV

|(pα)vc|
2∑

k⃗

( 8µ
e2E2

)1/3
× Ai

[
(ϵk + ϵg − ω)

( 8µ
e2E2

)1/3
]

(8.34)
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where Ai is the airy functions, and ϵk = k2/2µ. Upon integrating the equation with respect to
k we obtain the relation for real part of the diagonal element of the optical conductivity as;

Re σ̃αα(ω) =(2µ)3/2e2

2m2
eω

|(pα)vc|
2 √

Θ ×
{

−ϵg − ω

Θ Ai2
(
ϵg − ω

Θ

)
+ Ai′2

(
ϵg − ω

Θ

)}
(8.35)

with (Θ = e2E2/2µ)1/3. The real part of the optical conductivity without the electric field as
defined in the reference [4] is given by

Reσ(ω) =
(2e2(2µ)3/2)

m2
eℏ

|pvc|2E−3/2
g (ℏω/Eg)−2 (ℏω/Eg − 1)1/2 × ω

4π (8.36)

where Eg is the bandgap, µ is the reduced mass between electron and hole pair. To evaluate
the static properties, Eg = 4.45eV, µ = 0.54me, the matrix element pα = 0.925a.u.
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Figure 8.14: Real part of the Optical conductivity Eq. (8.36) of monolayer hBN without
electric field. The sharp peak at 4.45 eV corresponds to the bandgap, indicating that photons
with an energy of 4.45 eV or more can be absorbed.

Figure 8.14 show the optical conductivity obtained by evaluating Eq. (8.36). The plot shows
a sharp peak at around 4.45 eV, which corresponds to the bandgap. This peak indicates that
photons with an energy of 4.45 eV or more can be absorbed by exciting electrons from the
valence band to the conduction band, while absorption does not occur below the bandgap.

Utilizing the optical conductivity derived from the electric field in Eq. (8.35), we employ the
expression to calculate the conductivity for various intensities of the linear pump pulse.

Figure 8.15 illustrates the optical conductivity calculated using Eq. (8.35) for a pump pulse
intensity of I = 1.5 × 1012W/cm2. The red curve in the first plot indicates absorption occurring
only at the bandgap and above it. In contrast, the blue curve exhibits absorption below the gap
and displays oscillatory features above the gap. The second plot (b) represents the difference
between the two aforementioned conductivity profiles in (a). The time-averaged modulation
reveals the emergence of absorption below the bandgap and a reduction in absorption above the
bandgap. Additionally, a decrease in oscillations above the gap is observed.

We performed multiple evaluation of the Eq. (8.35) at different intensities of the time profile
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Figure 8.15: (a) Real part of the Optical conductivity of monolayer hBN computed with
electric field (blue curve) and without electric field (red curve). The peak at 4.45 eV cor-
responds to the bandgap, while the blue curve shows an absorption below the gap and an
oscillatory behaviour above the gap. (b) displays the difference Re(σ(ω,E) −σ(ω)) between
the field free and the field induced modulations.

of the linear pump pulse as well as the colinear pump and we obtained the TAS. Figure 8.16
shows the TAS obtained by the FKE static model for the intensities considered. The figure
shows the changes in the real part of the optical conductivity caused by the pump field. In
the figure, it is possible to recognise the oscillatory features below and above the gap even for
the smallest intensity of I = 1.0 × 1011W/cm2. As the intensity increases, the features become
more pronounced, and the oscillatory patterns oscillate with twice the applied pump frequency.
Notably, a distinct difference is observed between these results and those obtained using TDDFT
as illustrated in 8.4. In contrast to the TDDFT case, the tail below the gap does not extend
as deeply into the gap. This discrepancy suggests that the features identified in the TDDFT
results are attributed to the specific characteristics of the DFKE, even though the estimation
by the Static Franz-Keldysh Effect (SFKE) is relatively close.

Figure 8.17 shows the results obtained using the colinear pump pulse with the intensity of
I = 1.5 × 1012W/cm2 for a fundamental pump frequency of 0.83 and 0.62eV . The results
obtained with the colinear pump are also attributed to the characteristics of the SFKE even
though the features oscillates with 3ωpump frequency as observed in Figure 8.7. This is due
to the fact that the non-decaying tail below the gap does not extend deeply into the gap as
observed in the TDDFT case.

8.3.3 Dynamical FKE

Next we consider a case where the pump electric field is periodic in time. Since we have shown
in the previous section that the SFKE is as a result of intra-band transition due to the static
electric field. Hence, the modification optical properties arising from intra-band transitions
induced by oscillating electric fields can be referred to as the DFKE. Here also, we use the
parabolic two band model to investigate the observed features in the TDDFT results.
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(a) (b)

(c) (d)

Figure 8.16: TAS calculated with the static FKE model for pump intensities of (a) 1.0 ×
1011 W/cm2, (b) 1.0 × 1012 W/cm2, (c) 1.5 × 1012 W/cm2 & (d) 5 × 1012 W/cm2.

(a) (b)

Figure 8.17: TAS calculated with the static FKE model with a colinear pump pulse for the
intensities of I = 1.5 × 1012 W/cm2 for frequency of (a) ω = 0.83eV and (b) ω = 0.62eV .
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8.3.4 Parabolic Two Band Model (PBM)

To develop the PBM, we begin with the one-body Schrödinger equation in the following
form

iℏ
∂

∂t
u
bk⃗

(r⃗, t) =
[

1
2

{
p⃗+ ℏk⃗ + e

c
A(t)

}2
+ v(r)

]
u
bk⃗

(r⃗, t) (8.37)

which can the be written in another form as

ih
∂

∂t
u
bk⃗

(r⃗, t) = ĥK⃗(t)ubk(r⃗, t) (8.38)

where u
bk⃗

(r⃗, t) is a time-dependent Bloch state from 4.3.1, and v(r⃗) is a one-body potential
that has the same periodicity as the crystal. The crystal momentum is shifted by the vector
potential A⃗(t) with K⃗(t) = k⃗ + eA⃗(t)/ℏc. The Bloch functions can be expressed by using the
time dependent basis set, the Houston states [225, 226], we can write the eigen states in the
Houston basis as

uH
bk⃗

(r⃗, t) = e
− i

ℏ

∫ t
dt′ϵ

bK⃗(t′)uS
bK⃗(t)(r⃗) (8.39)

where ϵbK⃗(t) and uS
bK⃗(t)(r⃗) are an eigenvalue and the eigenstate of the instantaneous Hamiltonian

ĥK⃗(t), respectively.

The Houston states describes the electron dynamics in a moving frame in which the lattice
momentum is prescribed by the vector potential A⃗(t) and ϵbK⃗(t) describes the motion of the
electron on each band.

We can express the time-dependent Schrödinger equation using the Houston basis as follows

ĥK⃗(t)u
S
bK⃗(t)(r⃗) = ϵbK⃗(t)u

S
bK⃗(t)(r⃗) (8.40)

To characterize the two-state system, the eigenstates are represented as a linear combination
of two Houston states. One corresponds to the valence state, while the other characterizes the
conduction states. This is given by

u
k⃗
(r⃗, t) = c

vk⃗
(t)uH

vk⃗
(r⃗, t) + c

ck⃗
(t)uH

ck⃗
(r⃗, t) (8.41)

Subsequently, we substitute the expressions from Eq. (8.41) into Eq. (8.38) alongside (8.39),
resulting in

iℏ
∂

∂t

[
c
vk⃗

(t)uH
vk⃗

(r⃗, t) + c
ck⃗

(t)uH
ck⃗

(r⃗, t)
]

= ĥK⃗(t)

[
c
vk⃗

(t)uH
vk⃗

(r⃗, t) + c
ck⃗

(t)uH
ck⃗

(r⃗, t)
]

(8.42)

After some algebraic manipulations, the details of which can be found in c.f Appendix D, we
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arrived at

iℏċ
vk⃗
e

− i
ℏ

∫ t
dt′ϵ

vK⃗(t′)uS
vK⃗(t)(r⃗) + iℏc

vk⃗
e

− i
ℏ

∫ t
dt′ϵ

vK⃗(t′)
∂uS

vK⃗(t)(r⃗)

∂t
+

iℏċ
ck⃗
e

− i
ℏ

∫ t
dt′ϵ

cK⃗(t′)uS
cK⃗(t)(r⃗) + iℏc

ck⃗
e

− i
ℏ

∫ t
dt′ϵ

cK⃗(t′)
∂uS

cK⃗(t)(r⃗)

∂t
= 0

(8.43)

and again, performing more rigorous algebraic manipulations, we arrive at the following equation
in matrix form

iℏ
d

dt

(
c
vk⃗

(t)
c
ck⃗

(t)

)
=

 0 h
vc,⃗k

(t)
h∗
vc,⃗k

(t) 0

( c
vk⃗

(t)
c
ck⃗

(t)

)
(8.44)

where the off-diagonal terms are defined as follows

h
vc,⃗k

(t) = −i
p⃗vc,K⃗(t)

ϵv,K⃗(t) − ϵc,K⃗(t)
· e
m
E⃗(t)e

− 1
ℏ

∫ t
dt′
{
ϵ

c,K⃗(t′)−ϵ
v,K⃗(t′)

}
(8.45)

and the matrix element is thus given by

p⃗vc,K⃗(t) =
∫

Ω
dr⃗uS,∗

vK⃗(t)
(r⃗)p⃗uS

cK⃗(t)(r⃗), (8.46)

where Ω is a volume of the unit-cell.

The model is simplified by making two distinct approximations namely

1. Parabolic band approximation

2. Uniform matrix-element approximation

The utilization of the parabolic band approximation enables the characterization of the elec-
tronic structure through the expressions of energy eigenstates as defined in Eq. (8.31). On the
other hand, the uniform matrix approximation permits the neglect of the k-dependence of the
matrix element.

p⃗vc,K⃗(t) = p⃗vc (8.47)

An essential outcome of this model is the ability to calculate the time-dependent induced current
by the pulse. The derivation of the current is presented in the next subsection.

8.3.5 Time Dependent Current for the PBM

As the current is a spatial integral quantity, the contributions from both the valence and
conduction band states are identical. Therefore, the total current induced by the laser field is
computed using 5

5Step by step derivation of this quantity in c.f Appendix C
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J(t) = −iℏ
m

[u∗
k(r⃗, t)∇uk(r⃗, t)] (8.48)

uk(r⃗, t) is defined in Eq. (8.39),

uk(r⃗, t) = c
vk⃗

(t)e− i
ℏ

∫ t
dt′ϵ

vK⃗(t′)uS
vK⃗(t)(r⃗) + c

ck⃗
(t)e− i

ℏ

∫ t
dt′ϵ

cK⃗(t′)uS
cK⃗(t)(r⃗) (8.49)

it complex conjugate is then given by,

u∗
k(r⃗, t) = c∗

vk⃗
(t)e

i
ℏ

∫ t
dt′ϵ

vK⃗(t′)u∗S
cK⃗(t)(r⃗) + c∗

ck⃗
(t)e

i
ℏ

∫ t
dt′ϵ

cK⃗(t′)u∗S
cK⃗(t)(r⃗) (8.50)

putting p⃗ = −iℏ∇, Eq. (8.49) and Eq. (8.50) into Eq. (8.48), and integrating the electric
current averaged over the unit cell one obtain

J(t) = 1
m

· 1
V

∫
V
dk⃗

∫
dr⃗

[
c∗
vk⃗

(t)c
vk⃗

(t)u∗S
vK⃗(t)(r⃗)p⃗u

S
vK⃗(t)(r⃗) + c∗

vk⃗
(t)c

ck⃗
(t)e

i
ℏ

∫ t
dt′
{
ϵ

c,K⃗(t′)−ϵ
v,K⃗(t′)

}
u∗S
vK⃗(t)(r⃗)

p⃗uS
cK⃗(t)(r⃗) + c∗

ck⃗
(t)c

vk⃗
(t)e

i
ℏ

∫ t
dt′
{
ϵ

c,K⃗(t′)−ϵ
v,K⃗(t′)

}
u∗S
cK⃗(t)(r⃗)p⃗u

S
vK⃗(t)(r⃗) + c∗

ck⃗
(t)c

ck⃗
(t)u∗S

cK⃗(t)(r⃗)p⃗u
S
cK⃗(t)(r⃗)

]
(8.51)

Solving the above equation and performing some algebraic expressions, assuming that the probe
field is applied in z-direction, the induced current by probe pulse is calculated to be

Jz(t > T ) = e

m
· 2E0

(2π)3

∫
dk⃗

1
ℏ

|pvc|2

(ϵ
c,⃗k

− ϵ
v,⃗k

)e
i
ℏ

∫ t

T
dt′
{
ϵ

c,k⃗
−ϵ

v,k⃗

}
+ c.c. (8.52)

Equation (8.52) represents the total current induced by the probe when the probe is applied
in the z-direction. Once the time-dependent current is obtained, the next property to calculate
is the optical conductivity σ(ω).

8.3.6 Optical Conductivity from PBM

To calculate the optical conductivity (σ(ω)), we considered the electron dynamics under a
weak perturbing electric field E⃗(t).

E⃗(t) = E0e⃗zδ(t− T ), (8.53)

whose FT is then
Ez(w) =

∫ ∞

t=−∞
dt E0e⃗zδ(t− T )eiωt−γt (8.54)

and
Ez(w) = E0e

iωT−γT (8.55)

To obtain the optical conductivity, we apply the Eq. (6.21), but first we have to take the FT of
the time-dependent current in Eq. (8.52). The FT is given by
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Jz(w) = e

m
· 2E0

(2π)3

∫
dk⃗

1
ℏ

|pvc|2

(ϵ
c,⃗k

− ϵ
v,⃗k

)

∫ ∞

T
dt e

i
ℏ

∫ t

T
dt′
{
ϵ

c,k⃗
−ϵ

v,k⃗

}
eiωt−γt + c.c. (8.56)

Subsequently, by calculating the ratios of the FT, one derives the optical conductivity (σ(ω))
expressed as

σ(ω) =
(

2πe2

m2ω

)
|pvc,|2Dj(ℏω) (8.57)

where Dj(ℏω) is the joint density of states and its given by

Dj(ℏω) = 1
(2π)3

∫
dk⃗δ

(
ϵ
c,⃗k

− ϵ
v,⃗k

− ℏω
)

(8.58)

Equation (8.58) can be referred to as ”Static Joint Density of States (SJDOS)” since we use a
static electric field to calculate it. DFKE is mainly associated with a time-dependent electric
field, therefore the static JDOS needs to be extended. The JDOS can be described as transition
rate between different states, given the system’s Hamiltonian and the coupling between the
initial and final states. In Heisenberg picture, we can express the JDOS as

Dj(ω) = 1
(2π)3

∫
dk⃗δ

(
ϵ
c,⃗k

− ϵ
v,⃗k
, k⃗
)

= 1
(2π)3

1
π

ℜ
[∫

dteiωt
∫
dk⃗
〈
Φ0
∣∣∣â†
v,⃗k

(t)â
c,⃗k

(t)â†
c,⃗k

(0)â
v,⃗k

(0)
∣∣∣Φ0

〉] (8.59)

where |Φ0⟩ describes the ground-state of the many-body wavefunction which occupies the valence
band, â†

b,⃗k
(t) is a creation operator that creates an electron at a specific band b and a certain

k-point k⃗ at a time t.

The SJDOS under the influence of the time-dependent vector potential A⃗(t) can be expressed
as, assuming that the vector potential can induce only intra-band transitions and not inter-band
ones.

Dd−j(ω, T ) = 1
(2π)3

1
π

ℜ
[∫

dteiω(t−T )
∫
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×
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(T )âv,K⃗(T )(T )
∣∣∣∣Φ0

〉]

= 1
(2π)3

1
π

ℜ
[∫

dteiω(t−T )
∫
dk⃗e

−i
∫ t

T
dt′
{
ϵ

c,K⃗(t′)−ϵ
v,K⃗(t′)

}]
.

(8.60)

The above equation is very relevant in what we are trying to describe. The equation describes
various dynamics which involves the following,

1. At a specific momentum K⃗(t), an electron-hole pair is created.

2. The electron-hole pair created evolved from the specific momentum at K⃗(t) to K⃗(t + T )
by the intra-band transition.
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8.3 Franz-Keldysh Effect

3. Finally, the created electron-hole pair is annihilated.

Hence, Equation (8.60) represents the ”Dynamical Joint Density of States (D-JDOS)”, depicting
a spectrum of electron-hole pairs generated at a specific time T in response to a time-dependent
vector potential A⃗(t).

If we calculate the D-JDOS under the influence of a monochromatic electric field, E⃗(t) =
E0 cos(w0t), the D-JDOS can be formulated as follows

Dd−j− dyn (ω) = 1
4πΘ1/2 (2mr)3/2

[
ϵg − ω

Θ Ai2
(
ϵg − ω

Θ

)
− Ai2

(
ϵg − ω

Θ

)]
. (8.61)

After deriving various quantities, numerical simulations were performed by solving Eq. (8.44)
to determine the values of the time-dependent coefficients Cv,k(t) and Cc,k(t). Similarly, we
obtain the numerical solution of the time-dependent induced current as described in Eq. (8.48).
Initially, the equilibrium optical conductivity σ(ω) was calculated by applying only a probe
pulse. The vector potential of the probe pulse is defined by a cos2 envelope, as outlined in Eq.
(8.62), with a strength of Eprobe = 3.6 × 108 V/m, and a frequency ωprobe = 4.55eV which is
resonant with the gap, with a pulse duration of 1fs. The vector potential employed is of the
form

Aprobe (t) = − Eprobe
ωprobe

ea sin (ωprobe (t− Tdelay )) × cos2
(

π

Tprobe
(t− 0.5 × Tprobe − Tdelay )

)
(8.62)

(a) (b)

Figure 8.18: (a) The upper plot shows the vector potential and lower plot displays the
electric field of the probe pulse, (b) shows the time-dependent induced current by the probe
pulse.

Figure 8.18 panel (a) shows the vector potential Aprobe (t) and electric field of the probe
pulse. The time-dependent current Eprobe (t) induced by the probe pulse is shown in panel
(b) of Figure 8.18. The current is induced at the time the probe field is applied and it shows
oscillations until the end of the pulse.

The equilibrium optical conductivity σ(ω) is determined by obtaining the FT of the probe
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8 Simulating Transient Absorption Spectroscopy with TDDFT

current and probe electric field, followed by calculating the ratio of their respective FTs as
stated in Eq. (6.21). The FT of the current and probe electric field are shown in panel (a) of
Figure 8.19. The blue curve in the upper panel shows the FT of the probe electric field while
the red curve in the lower panel shows the FT of the time-dependent induced current. The
the equilibrium optical conductivity σ(ω) computed with the PBM is shown in panel (b) of the
figure. The plot in panel (b) vividly showcases a distinct absorption peak located at around 4.45
eV, aligning precisely with the bandgap of the system corresponding to an increase in absorption.

(a) (b)

Figure 8.19: (a) FT of Eprobe(t) and Jprobe(t), and (b) Real part of optical conductivity
computed using the PBM in the presence of the probe field.

To obtain the transient optical conductivity σT (ω), we simulate the electron dynamics in
the presence of both pump and probe pulses. We followed the numerical pump-probe steps as
depicted in Section 8.2. The vector potential of the pump and the probe is defined as

Apump (t) = −Epump
ωpump

ea sin (ωpump (t− 0.5 × Tpulse)) cos4
(

π

Tpump
(t− 0.5 × Tpulse)

)
(8.63)

the duration −Tpump /2 < t < Tpump /2 and zero outside, and

Aprobe (t) = − Eprobe
ωprobe

ea sin (ωprobe (t− Tdelay )) × cos2
(

π

Tprobe
(t− 0.5 × Tprobe − Tdelay )

)
(8.64)

In Figure 8.20, the temporal profiles of electric fields E⃗(t) and the resulting time-dependent
induced currents J⃗(t) for a time delay of Tdelay = 0 fs are presented. The field strength Epump is
set at 3.6 × 1010 V/m (I = 1.5 × 1012 W/cm2), with a mean frequency ωpump = 1.55 eV. The
probe pulse is applied when the pump field reaches its peak magnitude. The probe pulse Eprobe
has a strength of 3.6×108V/m, which is 100 times smaller, sufficiently inducing responses within
the linear regime. Its frequency, ωprobe, is resonant with the bandgap at 4.45 eV. The pump
pulse duration Tpump is set to 20 fs, while the probe pulse duration Tprobe is set to 1 fs.

In the left panels of the Figure 8.20, electric fields are depicted: (a) shows pump-probe pulses
only E⃗pump(t) + E⃗probe(t), (b) displays pump pulse only E⃗pump(t), and (c) illustrates the probe
pulse E⃗probe(t), obtained by taking the difference between (a) and (b). On the right panels,
induced currents are shown: (d) features pump and probe pulses J⃗pump(t) + J⃗probe(t), (e) shows
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8.3 Franz-Keldysh Effect

Figure 8.20: In the left panels, (a) displays the electric field of both pump and probe pulses,
(b) illustrates the electric field of the pump pulse only, and (c) represents the probe pulse,
obtained as the difference between the pump-probe and pump-only. Meanwhile, the right
panels showcase the induced current, with (d) by the combined pump and probe pulses, (e)
by the pump pulse alone, and (f) the difference between the currents illustrated in (d) and
(e).

pump pulse only J⃗pump(t), and (f) represents the difference of the currents in (d) and (e) to
obtain the probe current J⃗probe(t) = J⃗pump−probe(t) − J⃗pump(t). The next step is to repeat
the simulations by changing the time delay between the pump and the probe to evaluate the
transient optical conductivity σT (ω, Tdelay) and obtain the TAS.

We were thus able obtain the full TAS spectra of the PBM as shown in Figure 8.21. These
results show that the physics governing the simulated TAS spectra in section 8.2 are well captured
by the independent response of electrons in simple parabolic bands. In the figure, panels (c)
and (g) shows the TAS for the monochromatic linearly polarised and circularly polarised pulses
respectively. We observe the appearance of transient features that oscillate with twice the applied
pump frequency 2ωpump throughout the duration of pulse. The main features are observed
around the gap (i.e 4.45eV). Similarly, a V-shaped energy dispersion can be seen, originating
around the gap and referred to as the ’fishbone’ structure [227]. These feature also follows the
pump adiabatically. The results from the PBM shows very good agreement with the features
observed in TDDFT results described in section 8.2.

Panels (d) and (h) shows the TAS obtained using two-colour colinear and bicircular pulses
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8 Simulating Transient Absorption Spectroscopy with TDDFT

obtained using the PBM. Here, we also observed the below gap transient oscillatory features
that oscillates with 3ωpump frequency in time domain. The results demonstrates the signatures
of the multicolor DFKE, which are well reproduced by the parabolic two-band model as seen in
the TDDFT calculation in section 8.2. The PBM results thus confirm the dominant role of the
multicolor DFKE.

Figure 8.21: TAS of the PBM. Panels (a) and (e) shows the vector potential of the pump
field corresponding a monochromatic linearly polarized and circularly polarised pump re-
spectively. Panels (c) and (g) the corresponding differential transient absorption spectrum
σ(ω, Tdelay) − σ(ω, 0) showing the characteristic "fishbone" structure and the 2ω periodicity
that is associated with the DFKE. Panels (b) and (f) shows the vector potential of the two-
colour colinear and bicircular pump field, while panels (d) and (h) shows the corresponding
differential transient absorption spectrum σ(ω, Tdelay) − σ(ω, 0) with the 3ω periodicity that
shows the signature of the multicolour DFKE.

The analysis in terms of the FKE and DFKE shows that it is above all the intra-band motion
of these electrons that is responsible for the main spectroscopic features. The analysis further
shows, that 3ω periodicity of the in gap structures in the spectra that we here assign as the
signature of the multicolour DFKE is as well a purely independent electron response and stems
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from their the intraband motions. These results confirm previous conjectures about the character
and content of TAS in semiconductors and above all allow to generalizes the interpretation of
these features in terms of the power-spectra of the multicolour pump fields.

8.4 Conclusion

In summary, we performed numerical pump-probe TDDFT simulations to obtain the TAS
of monolayer hBN using different configurations of the pump pulse namely, the linear, colinear,
circular and bicircular pump pulses. The results shows an oscillatory behaviour below the band
gap, characterised by a V-shaped energy dispersion known as the ’fishbone’ structure. The
observed oscillatory features oscillates with twice the pump frequency 2ωpump for the linear and
circularly polarized pulses, respectively. Studies have shown that this features are related to in
the intraband motion of charges and known as the DFKE.

In the multicolour monochromatic colinear pulse and bicircular pulses, we observed that the
frequency oscillates with three times the pump frequency 3ωpump. These signatures, which have
not been previously discussed in the literature, can be seen as the unique signals of the multicolor
driving fields. Therefore, we define these features as the multicolor DFKE.

To gain full insight into the microscopic origin of the multicolor DFKE, we derived and
demonstrate the use of a simple PBM. The main features observed in the TDDFT simulations
are accurately reproduced by the PBM. The qualitative agreement between the TDDFT results
and those obtained by PBM shows dominant role of intraband motion.
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9 | Phonon Dynamics in MoS2 under opti-
cal doping

9.1 Introduction

In the previous chapter 5, the theoretical foundations for the calculation of phonons dynamics
was highlighted. This include those quantum mechanical quantities that govern lattice vibrations
in crystalline materials. Here the main focus is on the phonon dispersion of molybdenum disulfide
(MoS2). MoS2, a member of the transition metal dichalcogenide (TMD) family, has garnered
considerable attention due to its exceptional electronic, optical, and thermal properties. Beyond
its 2D structure, this material exhibits distinctive phonon dispersion characteristics that hold
the key to understanding its behavior under different conditions and for various applications.
Here, we will focus on the investigation of how phonon dispersion relation changes with under
the influence of photo doping.

Photo doping, often referred to as photo-induced charge transfer is an interesting approach. In
this method, an electron in the occupied valence band, which is not ionized under equilibrium
conditions, becomes ionized when exposed to irradiation. This causes the electron electron
to be excited into the empty conduction band, leading to a change in the concentration of
carriers. Several studies have shown that photo doping of layered materials or TMD’s can
enhance their optical properties and boost their applications in optoelectronic devices [228].
MoS2 has been proposed as an ideal candidate for optoelectronic applications due to its distinct
bandgap (direct in monolayer or indirect in bulk), exceptional charge mobility, high thermal
rigidity and extremely low dissipation of power [47, 229]. Therefore, understanding these novel
properties could lead to a better understanding and improvement of the application of these
material in those devices.

9.2 Lattice Dynamics

The structure of MoS2 consists of layers with covalent bonds between sulfur and molybdenum
(S–Mo–S), which are further held together by weak van der Waals (vdW) interactions between
adjacent sulfur-sulfur (S–S) layers. Illustrated in Figure 9.1, the layers of sulfur and molybdenum
atoms exhibit a hexagonal arrangement, with each molybdenum atom positioned at the center
of a trigonal prism formed by six sulfur atoms [230]. Such arrangements of atoms allows three
different possible stacking configurations which include 1T , 2H and 3R. The 2H and 3R occurs
naturally and have a trigonal prismatic atomic coordination [231]. The 3R configuration exhibits
rhombohedral symmetry characterized by three S-Mo-S units. On the other hand, the 2H-MoS2
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9 Phonon Dynamics in MoS2 under optical doping

variant displays hexagonal symmetry, featuring two S-Mo-S units per unit cell. The 1T type,
identified as a metastable structure in the early 1990s, showcases octahedral coordination with
tetragonal symmetry, containing only one S-Mo-S unit as a repeating cell. Both the 1T and 3R
types are considered metastable and can transition to the 2H-MoS2 structure when subjected
to heating [232–235]. Subsequently, all of the bulk MoS2 crystals discussed henceforth in this
part are of the 2H-MoS2 structure whose Bravais lattice is hexagonal and with a space group
of P63/mmc (D4

6h in Schönfließ notation). The unit cell is characterized by the lattice constant
a (in-plane lattice constant) and c (out-of-plane lattice constant or vacuum). The basis vectors
are given by

a⃗1 = (1
2a,−

√
3

2 a, 0)

a⃗2 = (1
2a,

√
3

2 a, 0)

a⃗3 = (0, 0, c)

(9.1)

In the case of monolayer, it consists of a single Mo atom and two S atoms. In this mono-
layer atomic configuration, the inversion symmetry is broken and the space group changes to
P6m2(D1

3h symmorphic group). By incorporating another S-Mo-S layer, a bilayer is formed with
a symmetry group of P3m1(D3

3d symmorphic group) and other layers are constructed in the same
manner. As a result, odd-numbered layers has the same symmetry as that of a monolayer i.e,
the absence of inversion symmetry while an even-numbered ones have the same symmetry as a
bilayer with an inversion symmetry.

The geometry optimization of different layers of MoS2 is the first step to perform before
performing any calculation to obtain either the bandstructure or the phonon dispersion, a critical
process to find the equilibrium structures of few layers of MoS2. Figure 9.1 shows the atomic
configuration of monolayer and bulk phase of MoS2. The open source computational toolkit
Quantum Espresso (QE) was employed to perform these geometry optimizations within the
framework of DFT with an ultrasoft pseudopotential. The XC effects was treated within LDA
for the monolayer and bulk case while the GGA in the form form of Perdew-Burke-Ernzerhof
(PBE) was used for the remaining layers. Through various sets of self-consistent calculations,
convergence threshold for energy is set to 10−9eV . All the atomic coordinates and lattice
constants are optimized with Broyden–Fletcher–Goldfarb–Shanno (BFGS) algorithm [236, 237]
and convergence was attained for key parameters, including k-points, lattice parameters, and
plane-wave kinetic energy cutoffs(ecutwfs).

Layers Monolayer Bilayer Trilayer Four layer Five layer Bulk
a(Å) 3.194(3.125) 3.180(3.126) 3.190 3.192 3.192 3.142(3.127)
c(Å) 12.53(12.066) 13.378 32.12 43.196 50.381 12.058(12.066)

Table 9.1: Converged Lattice Parameters for various layers of MoS2. The values in brackets
are obtained from [14–16].

The table 9.1 shown above displays the optimized lattice parameters for different layers of
MoS2 for the electronics properties and phonon dispersion calculations, alongside corresponding
values obtained from relevant literature sources as listed in the caption.
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9.2 Lattice Dynamics

Figure 9.1: Atomic configuration of single layer and bulk phase of MoS2. The interlayer
distance is denoted d.

9.2.1 Electronic Band Structures

With the optimized lattice parameters, k-points and energy cutoff, the electronic band
structures for the various layers were computed. In these calculations, the following k-points
and energy cutoff for each atomic configurations were employed:

1. Monolayer Configuration: A Monkhorst-Pack k-point mesh of 18 × 18 × 1 k-points
grid are used to sample the Brillouin zone and set the energy cutoff at 100Ry and charge
density of 800Ry and a Gaussian smearing with a smearing width of 10meV.

2. Bilayer and Trilayer Configuration: For the bilayer and trilayer atomic configurations,
the choice is a 24 × 24 × 1 k-points grid, accompanied by an energy cutoff of 80Ry and
charge density of 640Ry.

3. Four layer and Five layer Configuration: For the four layer and five layer atomic
configurations, the choice is a 18 × 18 × 1k-points grid, and an energy cutoff of 80Ry and
charge density of 640Ry.

4. Bulk Configuration: When dealing with bulk, our approach uses a 12 × 12 × 4 k-points
grid to sample the Brillouin zone and utilizes an energy cutoff of 80Ry charge density of
640Ry.

Figure 9.2 illustrates the bandstructures of different MoS2 layers. In panel (a), the Monolayer
MoS2 is identified as a direct bandgap semiconductor with a bandgap energy of 1.88eV at the
K-point. Panel (b) presents the Bilayer MoS2, which exhibits an indirect bandgap of 1.2eV,
spanning from Γ to K-point. The Bulk MoS2 configuration, shown in panel (c), demonstrates
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(a) (b)

(c) (d)

Figure 9.2: Electronic Band structures of different layer of MoS2 for (a) Monolayer, (b)
Bilayer, (c) Trilayer, and (d) Bulk.

Layers Monolayer Bilayer Trilayer Bulk
Eg(eV) 1.88(1.90) 1.20(1.31) 1.80(1.59) 1.18(1.20)

Table 9.2: Bandgap values of different layers of MoS2. Values in parentheses are the exper-
imental values from [17, 18].

characteristics of an indirect bandgap semiconductor, featuring a bandgap energy of 1.18eV.
This indirect bandgap originates from the top of the valence band at the Γ point and extends
to the bottom of the conduction band, encompassing the Γ and K-point regions. Additionally, a
direct optical bandgap is observed at the K-point. Lastly, for the trilayer MoS2 shown in panel
(d), it shows an indirect bandgap with an energy value of 1.80eV. The calculated values reported
here are in an excellent agreement with experimental and other theoretical results presented in
the articles referenced in the figure caption.

9.3 Phonon Dispersion

After obtaining the equilibrium geometry for various layers and the bulk phase, phonon
calculations were performed. The calculations were performed within the framework DFPT as
implemented in the open source code QE [168, 238], within the LDA and GGA in form of PBE as
approximations to the XC functional is employed in Norm-conserving pseudopotential through-
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out the calculations. For the DFPT self-consistent iterations, a high convergence threshold of
1 × 10−18eV , and a mixing factor 0.4 were employed for all phonon calculations in order to
compute the dynamical matrix, from which the phonon frequencies and oscillation amplitudes
are extracted [239].

9.3.1 Monolayer

In the case of monolayer, the vacuum value of c = 12.53Å was used which is enough to
consider the interlayer interaction negligible and also gives a good description of both covalent
and non-covalent interatomic bonding in the system. The phonon frequencies ω were calculated
using Eq. (5.65) with a q-grid points of 3 × 3 × 1. The character of the modes, their direction
of displacement, the atoms involved are presented in the table 9.3 below.

The phonon dispersion of monolayer MoS2 in the high-symmetry direction Γ − M − K − Γ
is shown in Figure 9.4 and its comparison with experimental results alongside the phonon DOS.
The phonon dispersion is characterized by two major bands that consist of nine branches: Three
acoustic modes-namely the transverse acoustic (TA), longitudinal acoustic (LA) and the out-
of-plane transverse acoustic (ZA)-and six optical modes. The acoustic modes are the lower
frequency modes and are separated from the higher frequency modes by a frequency of 46cm−1.
Both acoustic and optical phonon modes have a linear dispersion at low momentum, which
indicates that the phonons behave like free particles at low momentum. From the figure, one
can also observe a band crossing of the acoustic modes just before the M point and between
M and K points respectively. The dispersion curve demonstrates a good agreement with the
experimental data (depicted by red dotted lines), particularly capturing the characteristics of the
low-frequency acoustic modes. The higher frequency modes, particularly the A′′

2 mode, exhibit
a slightly lower frequency in comparison. Nevertheless, there is an overall excellent agreement
between the DFPT results and the experimental data.

Figure 9.3: Sketch of the Atomic displacement vectors of the optical phonon modes E′′

(Raman-active), E′ (Raman+IR), A′
1 (Raman) and A2

′′ (Infrared-active) at the Γ point
showing the direction of displacements, involved atoms and their respective frequencies in
cm−1.

The frequencies of the phonon modes at the Γ point, their symmetry and characters as well
the experimental values are shown in Table 9.3 below.
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Figure 9.4: Comparison between the phonon dispersion curve of monolayer MoS2 along the
high symmetry path Γ − M − K − Γ and experimental data (depicted by red dotted lines)
and the phonon DOS. The experimental data is reproduced from the literature [11].

Modes ω (cm−1) ω (THz) Exp.(cm−1) D3h Character Atoms Direction
1 0.000 0.000 0.0 A2 Acoustic Mo + S Out of plane
2 0.000 0.000 0.0 " Acoustic " "
3 0.000 0.000 0.0 " Acoustic " "
4 279.463 8.378 280.1 E′′ Raman S In plane
5 279.463 8.378 280.1 E′′ Raman S In plane
6 376.294 11.281 357.7 E′ Raman Mo + S In plane
7 376.294 11.281 357.7 E′ Raman Mo + S In plane
8 407.102 12.205 400.112 A1 Raman S Out of plane
9 463.059 13.882 450.311 A2

′′ Infrared Mo + S Out of plane

Table 9.3: Phonon Frequencies at Γ point for monolayer MoS2 and experiment values
obtained from [11].

9.3.2 Bilayer

To obtain the phonon dispersion for bilayer MoS2, the relaxed structure was used and the
calculated phonon dispersion alongside the experimental data is shown in figure 9.5 below. The
phonon dispersion is calculated with q-grid points of 3 × 3 × 1 in the Phonon-BZ employing
the same convergence criterion as mentioned above. From the figure, there are in total 18
phonon modes which include three acoustic branches consisting of the following: one longitudinal
acoustic mode (LA), the other is transverse acoustic mode (ZA) and the last one is the flexural
acoustic mode (ZA) and the rest been higher frequency optical phonon modes. AT the M point,
the LA mode has a value of 236cm−1 while it reaches a value of almost 240cm−1 at the K-point.
One can also notice that there are no degeneracies at either M or K points but we noticed a
band crossing between LA and TA branches between the Γ and M points and halfway between
M and K point. The separation gap between the lower frequency modes and higher frequency
modes is calculated to be around 45cm−1. Overall, as seen from the figure, there is a general
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Figure 9.5: Phonon dispersion for Bilayer MoS2 alongside the experimental results which
are the data points extracted from [12].

agreement between the results and previous results in [240–242]. The phonon frequencies, the
character of the phonon modes and their direction of vibration can be found in the Table 9.4
below.

Modes ω (cm−1) ω (THz) Exp.(cm−1) D6h Character Atoms Direction
1 0.000 0.000 0.00 A2u Acoustic Mo+S Out of plane
2 0.000 0.000 A2u Acoustic Mo+S Out of plane
3 0.000 0.000 A2u Acoustic Mo+S Out of plane
4 15.634 0.469 16.2 E2

2g Raman Mo+S In plane
5 15.634 0.469 E2

2g Raman Mo+S In plane
6 26.209 0.786 28.7 B2

2g Raman Mo+S Out of plane
7 274.275 8.223 287.1 E2

2g Raman S In plane
8 274.275 8.223 E2

2g Raman S In plane
9 274.492 8.229 288.0 B2

2g Inactive S In plane
10 274.492 8.229 E2u Inactive S In plane
11 369.908 11.090 378.7 E1

2g Raman Mo+S In plane
12 369.908 11.090 E1

2g Raman Mo+S In plane
13 370.234 11.099 384.8 E1u Infrared S In plane
14 370.234 11.099 E1g Infrared S In plane
15 394.202 11.818 404.3 B1u Inactive S Out of plane
16 395.639 11.861 405.1 A1g Raman S Out of plane
17 454.604 13.629 464.0 A2u Infrared Mo+S Out of plane
18 455.755 13.663 465.5 B1

2g Inactive Mo+S Out of plane

Table 9.4: Phonon Frequencies at the Γ Point of bilayer MoS2. This table compares the
calculated phonon frequencies at the Γ point of bilayer MoS2 with the corresponding exper-
imental values obtained from [12].
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9 Phonon Dynamics in MoS2 under optical doping

9.3.3 Bulk

Next, the phonon dispersion of bulk 2H−MoS2 is presented. The phonon dispersion of bulk
MoS2 is shown in Figure 9.6. The phonon dispersion is characterized by three acoustic modes
(ZA, TA, and LA) and 15 optical modes (E1g, E1u, E2g, and A1g) giving rise to a total of 18
phonon modes. At the Γ point, the phonon modes can be represented in an irreducible form as

Γ2H = A1g ⊕ 2A2u ⊕ 2B2g ⊕B1u ⊕ E1g ⊕ 2E1u ⊕ 2E2g ⊕ E2u

The phonon dispersion is anisotropic, meaning that the phonon frequencies depend on the
direction of propagation of the phonons. The highest frequency optical modes (E1g and E2g)
are observed at the K point in the Brillouin zone, while the lowest frequency optical mode (E1u)
is observed at the Γ point in the Brillouin zone. The low-frequency optical modes are found
around 35.92cm−1 and 56.45cm−1. The high-frequency optical modes are separated from the
low-frequency modes by a gap of ≈ 45cm−1.
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Figure 9.6: Plot of phonon dispersion curve of bulk MoS2 along high symmetry directions
Γ −M −K − Γ. Circles in red represents experimental measurements reproduced from [13].

From the phonon dispersion, one can see the ZA mode showing a q2 dependence which is
analogous to the ZA mode found in graphene. The nature of the ZA mode is due to the direct
consequence of the point-symmetry group [243]. From the figure, one can also observe the slight
splitting of the in plane E1

2g (380.08cm−1) and E1u (380.83cm−1). This splitting is known as the
Davydov splitting and in MoS2, the experimental value of the splitting is reported to be around
1cm−1 [244]. The frequency of the Davydov pairs is small due to the fact that the interactions
between the layers is weak. As reported by Ghosh et al. [245], the frequency of the E1u mode is
expected to be lower than that of the E1

2g because the sulfur atoms in different layers vibrate in
opposite directions, creating an additional spring between them, which should increase the E1

2g
mode frequency. However, experimental results has shown the opposite behaviour [13, 244]. Our
results is consistent with the experiment which suggest that the splitting of these two modes is
not only due to weak interlayer interactions but also due to the increase in self-interaction of
the Coulomb part in the potential.
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9.3 Phonon Dispersion

Modes ω (cm−1) ω (THz) Exp (cm−1) D6h Character Atoms Direction
1 0.000 0.000 0.00 A2u Acoustic Mo+S Out of plane
2 0.000 0.000 A2u Acoustic Mo+S Out of plane
3 0.000 0.000 A2u Acoustic Mo+S Out of plane
4 36.425 1.092 33.0 E2

2g Raman Mo+S In plane
5 36.425 1.092 E2

2g Raman Mo+S In plane
6 57.588 1.726 55.2 B2

2g Inactive Mo+S Out of plane
7 281.177 8.429 287.0 E2u Inactive S In plane
8 281.177 8.429 E2u Inactive S In plane
9 283.861 8.510 288.7 E1g Raman S In plane
10 283.861 8.510 E1g Raman S In plane
11 380.079 11.394 383.0 E1

2g Raman Mo+S In plane
12 380.079 11.394 E1

2g Raman Mo+S In plane
13 380.835 11.417 384.0 E1u Infrared S In plane
14 380.835 11.417 E1u Infrared S In plane
15 401.592 12.039 401.3 B1u Inactive S Out of plane
16 405.940 12.170 407.0 A1g Raman S Out of plane
17 457.202 13.707 462.0 A2u Infrared Mo+S Out of plane
18 461.453 13.834 467.1 B1

2g Inactive Mo+S Out of plane

Table 9.5: Phonon Frequencies of bulk MoS2. The table shows the frequencies of each
phonon mode at the Γ point alongside the experimental frequencies obtained from [19].

Table 9.5 presents calculated phonon frequencies at the Γ point for bulk MoS2, alongside
experimental values [19, 246]. Our results exhibit good qualitative agreement with other DFT
calculations [14] and inelastic neutron scattering (INS) experiments [247], although calculations
using PBE+D3 show slightly lower frequencies compared to our LDA results. Despite the
absence of van der Waals corrections in our approach, our phonon frequencies closely match
Raman measurements, differing by only a few cm−1. Notably, discrepancies are more pronounced
in acoustic and lower-energy optical modes. Achieving comprehensive agreement across the
phonon dispersion curve requires an improved XC functional that can accurately capture both
the strong in-plane covalent bonding and the weaker interlayer non-covalent interactions observed
in MoS2. The atomic displacement patterns of the atoms are shown in Figure 9.7.
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9 Phonon Dynamics in MoS2 under optical doping

Figure 9.7: This sketch illustrates the optical phonon modes of bulk MoS2. The first
five modes represent vibrations with polarization parallel to the layers, while the remaining
modes depict perpendicular polarization. The phonon frequencies are indicated in cm−1.

9.4 Photoexcitation Dynamics

The theory discussed in 5.7 is subsequently applied to perform simulations on different layers
of MoS2 and the results are presented here. Ab-initio calculations have been performed within
DFT using norm-conserving pseudopotential [158] to describe the electron-ion interaction for
equilibrium calculations. The kinetic energy cut-off is the same as to what was previously
reported in 9.2.1. For the XC potential, the GGA in form of PBE formulation was used in
all cases considered. In the case of photo-excited calculations we used cDFPT as described
in [248]. In the cDFPT approach, where a system of both electrons and holes are present,
the chemical potential is a measure of the energy required to add an additional electron or
hole in to the system. To do this, two distinct chemical potentials are defined: one for the
thermalized electrons and one for thermalized holes. Here we employed two separate Fermi-
Dirac distributions-one for the thermalized electrons and one for the thermalized holes. The
two quasi-Fermi surfaces 1 are dealt with using the smearing method. The smearing parameter
σ for the two Fermi-Dirac distributions, the lattice parameters after relaxation and number of
photoexcited electrons for each layer is stated in the table 9.6 below. To calculate the phonon
frequencies for the photoexcited case, a q-grid points of 3 × 3 × 1 was employed in both bilayer
and bulk phase.

Table 9.6 compares the calculated lattice parameters obtained using the cDFPT approach
with their equilibrium values. Here, photoexcitation induces slight changes in the lattice pa-
rameters for monolayer, bilayer and bulk phase. In the monolayer case, the lattice constant is
increased by 0.13%, while in the bilayer case, the lattice parameter is increased by 0.06%. The
bulk case shows an increase in the lattice parameter by 1.20%. These changes are attributed to

1Quasi-Fermi levels represents the energy distributions of electrons and holes, respectively.
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9.4 Photoexcitation Dynamics

Layer a(Å) c(Å) σ(eV ) ne(e/atom)
Monolayer 3.196 (3.192) 12.50 (12.53) 0.05 0.01

Bilayer 3.182 (3.180) 20.007 (13.378) 0.05 0.01
Bulk 3.180 (3.142) 13.17 (12.058) 0.05 0.01

Table 9.6: Lattice parameters (equilibrium lattice parameters), smearing and number of
photoexcited electrons in the cDFPT approach for various layers.

electronic rearrangements that modify the interatomic forces, leading to a shift in the equilibrium
atomic positions and, consequently, a change in the overall lattice parameters [249].

First, we employed the cDFPT approach to calculate the phonon frequencies of bilayer MoS2
and compared them to the equilibrium ones. The phonon dispersion curve for the photoexcited
with respect to the unexcited are presented in the figure 9.8 below. In the figure, the dispersion
curves appears similar, but there are notable differences. The photoexcited case shows a slight
shift in the phonon frequencies compared to the unexcited one, especially in the E2

2g and the
B2

2g phonon modes 2. The difference in the phonon frequencies indicates that photoexcitation
modifies the lattice dynamics and phonon properties, resulting in the softening of these phonon
modes. Similarly, there are some changes also in the optical branches. These changes in the
curve suggest a modification in the electronic structure and perhaps electron-phonon coupling
upon photoexcitation. We will discuss the shear and interlayer breathing modes in more details
in the next section. Furthermore, the corresponding Density of States (DOS) also appears
similar however there are some notable changes in the intensity of some of the peaks but overall
appearances of the peaks in both cases looks the same. The changes in the intensity and positions
of the peaks is as a results of the changes in the phonon population distribution [250, 251].
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Figure 9.8: Phonon Dispersion: Comparison between photoexcited (Red curve) and equi-
librium (Blue curve) phonon dispersion relations of bilayer MoS2.

The table 9.7 below lists the phonon frequencies for both the photoexcited and unexcited
cases for each phonon mode. From the shear (E2

2g) mode, we observe a phonon frequency shift
2These modes are referred to as the shear and interlayer breathing modes in bilayer and bulk
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9 Phonon Dynamics in MoS2 under optical doping

of 0.216THz which corresponds to 31.5% increase at this photocarrier concentration while for
the interlayer breathing mode (B2

2g), the phonon frequency shift is 0.074THz corresponding to
8.6% increase. This frequency shifts suggest a change in the interlayer interactions and bonding
strengths. In addition, the frequency shifts suggests that photoexcitation weakens or strengthens
certain interlayer forces.

Mode ω (THz) ω (cm−1) ωne (THz) ωne (cm−1) Character
1 0.000 0.000 0.000 0.000 A2u
2 0.000 0.000 0.000 0.000
3 0.000 0.000 0.000 0.000
4 0.469 15.634 0.685 22.835 E2

2g
5 0.469 15.634 0.685 22.835
6 0.786 26.209 0.860 28.682 B2

2g
7 8.223 274.275 8.212 273.933 E2u
8 8.223 274.275 8.212 273.933
9 8.229 274.492 8.219 274.150 E1g
10 8.229 274.492 8.219 274.150
11 11.090 369.908 11.100 370.270 E1

2g
12 11.090 369.908 11.100 370.270
13 11.099 370.234 11.109 370.569 E1u
14 11.099 370.234 11.109 370.569
15 11.818 394.202 11.801 393.624 B1u
16 11.861 395.639 11.857 395.504 A1g
17 13.629 454.604 13.610 453.967 A2u
18 13.663 455.755 13.627 454.562 B1

2g

Table 9.7: Phonon Frequencies at Γ point for equilibrium and photoexcited (ωne) bilayer
MoS2.

Next, we study the vibration response of bulk MoS2 under photoexcitation. The phonon
dispersion of photoexcited bulk MoS2 alongside the corresponding DOS is calculated, and the
phonon frequencies for the respective cases are compared. The phonon dispersion curves are
presented in the figure below 9.9. The phonon frequencies are also listed in the table 9.8 below.
The dispersion curves demonstrate good agreement between the photoexcited and unexcited
cases, although a noticeable difference can be observed. The shear (E2

2g) and breathing modes
(B2

2g) exhibit significant frequency shifts, with the shear mode showing a shift of 0.032THz and
the breathing mode showing a frequency shift of -0.008THz which shows ≈ 0.48% softening of the
mode already at this photocarrier concentration. The softening of these mode can be attributed
to many factors relating to the materials electronic and lattice structure. The breathing modes
which involves out-of-plane vibrations, is particularly sensitive to changes in interlayer coupling.
Photoexcitation can weaken these interlayer interactions, leading to a reduction in the frequency
of the breathing mode [252–254].
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Figure 9.9: Phonon Dispersion: Comparison between photoexcited (Red curve) and equi-
librium (Blue curve) phonon dispersion relations of bulk MoS2 along the high symmetry
lines.

Mode ω (THz) ω (cm−1) ωne (THz) ωne (cm−1) Character
1 0.000 0.000 0.000 0.000 A2u
2 0.000 0.000 0.000 0.000
3 0.000 0.000 0.000 0.000
4 1.092 36.425 1.124 37.495 E2

2g
5 1.092 36.425 1.124 37.495
6 1.726 57.588 1.718 57.312 B2

2g
7 8.429 281.177 8.410 280.513 E2u
8 8.429 281.177 8.410 280.513
9 8.510 283.861 8.489 283.146 E1g
10 8.510 283.861 8.489 283.146
11 11.394 380.079 11.396 380.135 E1

2g
12 11.394 380.079 11.396 380.135
13 11.417 380.835 11.419 380.904 E1u
14 11.417 380.835 11.419 380.904
15 12.039 401.592 12.032 401.346 B1u
16 12.170 405.940 12.173 406.036 A1g
17 13.707 457.202 13.690 456.662 A2u
18 13.834 461.453 13.779 459.603 B1

2g

Table 9.8: Phonon Frequencies at Γ point for equilibrium and photoexcited (ωne) bulk
MoS2.
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9 Phonon Dynamics in MoS2 under optical doping

9.5 Shear and Breathing Modes

In layered materials like MoS2, photoexcitation can influence the behavior of specific vi-
brational modes. Bilayer and bulk phases exhibit two interlayer optical phonon modes: the
Raman-active E2

2g (shear mode) that vibrates in-plane and the optically inactive B2
2g (breath-

ing mode) that vibrates out-of-plane. These modes typically consist of N-1 doubly degenerate
interlayer shear modes and N-1 interlayer breathing modes, where N represents the number of
layers. When the number of layers (N) is odd, the interlayer breathing modes can be classified
as either Raman-active (A′

1) or IR-active (A′′
2). Meanwhile, the interlayer shear modes can be

either Raman-active (E′′) or both Raman-active and IR-active (E′). For even N, the interlayer
shear modes are either Raman-active (Eg) or IR-active (Eu), while the interlayer breathing
mode can be either Raman-active (A1g) or IR-active (A2u). Table 9.9 below summarised these
phonon modes in MoS2, while the Figure 9.10 shows the depiction of the low frequency shear
and breathing modes in bulk MoS2, along with their direction of displacement and frequencies.

Shear modes Breathing modes
Bulk E2

2g (R) B2
2g (inactive)

Odd layers E′ (I+R) E′′ (R) A′
1 (R) A′′

2 (I)
Even layers Eg (R) Eu (I) A1g (R) A2u (I)

Table 9.9: Vibrational modes in bulk and few layers of MoS2.

Figure 9.10: Illustration of shear (in plane) and interlayer breathing (out of plane) modes
in bulk MoS2 showing their direction of displacement and character. The phonon frequencies
are indicated in cm−1.

The aim here is to predict the signatures of the shear and interlayer breathing modes in
various layers of MoS2 upon photoexcitation, as would occur in an experiment where few-layer
of MoS2 crystals are prepared using the liquid exfoliation technique [255]. This exfoliation
technique has been described as one of the most efficient method in producing cleanest and
highly crystalline and atomic thin nanosheets. The prepared bulk sample should have a thickness
of 200nm while other layers are peeled off from the bulk crystal. These MoS2 layers will then
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9.5 Shear and Breathing Modes

excited using an ultrafast optical pump with a central frequency of 400nm and a pulse duration
of 100fs. The pump excites the electron dynamics, and then a weak probe pulse with a duration
1ps will be applied at a certain time delay to probe the resulting changes. The pump fluence
is set to 48µJ/cm−1. The experiments are been carried out by Eugenio Cinquanta’s group at
CNR in Milano, and the resulting data, as well as a detailed comparison with our results, will
be the subject of a forthcoming publication.

To quantify the experimental results, we performed simulations using cDFPT as implemented
in revised version of QE package with the GGA in form of PBE. Highly accurate convergence
threshold is employed throughout the calculations. With the optimized structures and self
consistent wavefunctions, the phonon frequencies at the Γ point were calculated employing a
mixing factor of 0.4 and a high convergence threshold of 10−18eV for all layers.

The phonon frequency shift of the shear mode is reported in Table 9.10 while that of the
breathing mode is reported in Table 9.11 for the various layers. Figure 9.11 shows the calculated
phonon frequencies at the Γ point as a function of photo doping for the layers considered. The
figures indicate a linear increase in phonon frequencies with increasing photodoping for most
layer, with the exception of the fourlayer structure which shows a blue shift of frequencies of the
shear modes.

Layers
Bilayer Trilayer Fourlayer Fivelayer Bulk

f0(THz) 0.468708 0.312865 0.481257 0.433503 1.091984
ne(e/atom) df0 = f ′ − f0

0.01 df0(THz) 0.216 0.042 0.050 0.002 0.032
0.03 df0(THz) 0.535 0.070 0.303 0.033 0.090
0.06 df0(THz) 0.843 0.160 0.554 0.403 0.170
0.09 df0(THz) 1.094 0.202 0.753 0.587 0.234

Table 9.10: Shear mode phonon frequency shift (df0 = f ′−f0) for different layers of MoS2 at
different photodoping levels (ne). Here, f0 represents the equilibrium shear mode frequency.

Layers
Bilayer Trilayer Fourlayer Fivelayer Bulk

f0(THz) 0.785725 0.524936 0.828020 0.635961 1.726431
ne(e/atom) df0 = f ′ − f0

0.01 df0(THz) 0.070 0.007 -0.155 0.021 -0.008
0.03 df0(THz) 0.258 0.017 -0.136 0.095 -0.030
0.06 df0(THz) 0.478 0.034 -0.205 0.113 0.004
0.09 df0(THz) 0.691 0.064 -0.053 0.187 0.004

Table 9.11: Breathing mode phonon frequency shift (df0 = f ′ − f0) for different layers of
MoS2 at different photodoping levels (ne).
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9 Phonon Dynamics in MoS2 under optical doping

(a) (b)

(c) (d)

(e)

Figure 9.11: Phonon frequencies for shear and breathing modes in (a) bilayer, (b) trilayer,
(c) four-layer, (d) five-layer, and (e) bulk MoS2 as a function of photoexcitation.
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9.5 Shear and Breathing Modes

In the layer distribution of the samples available to the experimental group at CNR Milano,
the most dominant layer is the fivelayer which contribute to about 60% of the total sample
and we assume the following distribution of layers as shown in the Figure 9.12. We further
explored this layer by performing simulation to determine the total number of excited electrons
(nex) at the end of the pump pulse. The fivelayer was excited with a pulse characterized by
a sine-squared envelop for a duration of 100fs, with a frequency of 400nm and an Intensity of
1.413×109 W/cm2. The nex at the end of the pulse is 0.6 electrons. In total, the system contains
90 electrons, making nex corresponds to ≈ 0.67% of the electrons. In the fivelayer MoS2 system,
which contains a total of 15 atoms, the number of excited electrons per atom (ne(e/atom)) is
0.04. Hence this value corresponds to the photodoping at the given fluence. We obtain the
phonon frequencies at photocarrier concentration ranging from 0.02 − 0.10e/atom. The phonon
frequencies of the shear and breathing modes are shown in the table 9.12 while the frequency
shift are listed in table 9.13.

Figure 9.12: Distribution of number of layers (N) from the bulk sample. The plot highlights
fivelayer distribution as the most dominant layer of the bulk configuration.

ne(e/atom) 0.02 0.04 0.06 0.08 0.10
Shear 0.441 0.514 0.837 0.882 1.036

Breathing 0.698 0.744 0.769 0.778 0.846

Table 9.12: Shear and interlayer breathing mode phonon frequency (in THz) for different
values of photoexcitation in fivelayer MoS2.

ne(e/atom) 0.02 0.04 0.06 0.08 0.10
Shear 0.007 0.080 0.403 0.448 0.602

Breathing 0.062 0.108 0.133 0.142 0.210

Table 9.13: Shear and interlayer breathing mode phonon frequency shifts (∆f0) (in THz)
for different values of photoexcitation in five-layer MoS2.

Figure 9.13 (a) shows the relationship between phonon frequencies of shear and breathing
mode with respect to the photo carrier concentration. For the shear modes, there is a linear
increase in phonon frequencies as photodoping increases. Similarly, the breathing modes also
show an increase in the phonon frequencies with increasing photodoping, although the relation-
ship appears to be less linear compared to the shear mode. Meanwhile, Figure 9.13 (b) displays
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9 Phonon Dynamics in MoS2 under optical doping

the phonon frequency shift (∆f0) of the shear and breathing modes.

(a) (b)

Figure 9.13: (a) Phonon frequencies of shear and breathing modes (b) Phonon frequency
shift (∆f0) of shear and breathing modes in five-layer MoS2 for different values of photocarrier
concentration.

We quantified our equilibrium phonon frequencies for the shear and breathing modes using
the online platform on the Materials Cloud [256], developed by Marzari et al., following the
theoretical methods described in [257]. The computed frequencies were obtained using a force
constants tensor withKxx = 1.33×1019 N/m3 andKzz = 3.743×1019N/m3 to fit the equilibrium
phonon frequencies.

(a) (b)

Figure 9.14: Fan diagram: (a) Shear modes: The green triangles (Raman) and purple
diamonds (Infrared) represents the equilibrium frequencies obtained using the DFPT. The
red hexagons and the blue circles indicated frequencies obtained from the online tool. (b)
Breathing modes: The green triangles represents Raman-active modes, while purple dia-
monds indicate modes that are active either Infrared + Raman or Raman only.

Figure 9.14 shows the fan diagram [258], comparing the normal mode frequencies for shear
and interlayer breathing modes between our results and those obtained using the open source
online tool [256]. The figure shows excellent agreement for both shear and breathing modes
between the two sets of results, with the exception of the shear mode (Infrared) in the trilayer,
where our results underestimate the phonon frequency.
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9.5.1 Infrared Spectra

We are not in the position to combine all the information to make predictions on the pump
induced changes to the low energy IR spectra of multilayer MoS2 with different sample composi-
tions. Here, we compute the Infrared (IR) spectra based on the phonon dispersion calculations.
It is important to note that for these IR calculations, certain parameters were adjusted to ad-
dress constraints within the QE code, including the removal of smearing. The spectra were
calculated using norm-conserving pseudopotentials, and the equilibrium case was analyzed to
obtain the intensities of the IR modes. For the photo-doped case, we employed the model shown
in Eq. 9.2 to fit the intensities and reproduce the IR spectra. The acoustic sum rule was not
applied in the IR spectra calculations.

α(ω) = ℑ
[ 2∑
i=1

ai
ω − ωi + iη

]
(9.2)

where ai is the intensity of the IR peaks calculated from QE, ω is the phonon frequency and η

is the broadening, with a broadening value of 0.035 eV used in this case.

Figure 9.15 show the IR spectra for 3, 4, and 5 layer MoS2 configurations. In panels (a) and
(b) the IR/R spectra for 3 layer configurations and the corresponding difference between the
equilibrium and doped. The first peak (blue) at 0.313THz corresponds to the shear mode in the
equilibrium case while the second peak (red) at ≈ 0.356THz corresponding to the shear mode in
the doped case. The most intense peaks corresponds to the breathing mode in both cases. The
breathing mode in the doped case shows marginally higher intensity at the peak which shows
doping enhances the IR response of the mode.

Panels (c) and (d) shows the IR spectra for the 4 layer configuration in both cases and the
corresponding difference between the spectra. The first peak corresponds to the shear modes
in both cases. Here also we can observe the blue shift of the phonon frequencies of the shear
modes. The breathing modes in the doped case shows a red shift of the phonon frequencies
which confirms the softening of the IR mode as reported in 9.11.

Panels (e) and (f) show the IR spectra for the 5 layer configuration, which we assume to be the
most dominant layer among the distribution. As in the previous cases, the first peaks correspond
to the shear modes in both the doped and equilibrium states, while the second peaks represent
the breathing modes. Both the shear and breathing modes exhibit a blue shift in the phonon
frequencies, indicating a hardening of the vibrational modes due to doping.

Finally, Figure 9.16 (a) shows the combined IR spectra of a sample with a combined 3,4 and
5 layer composition, according to the distribution given in Figure 9.12, both in its equilibrium
and doped states. The first sets of peaks at lower frequencies corresponds to the shear modes,
while the second set of more intense peaks corresponds to the breathing modes. Panel (b)
shows the difference between the spectra for the equilibrium and doped, showing the frequency
shifts and intensity changes due to photodoping. This final result constitutes the prediction
of an experiment, probing the low energy redistribution of phonons upon photodoping. As of
finalisation of this thesis such experiments are currently being performed at CNR Milano and are
used as a guide for experimentalists on laser parameters and energy scales. The final comparison
will then both be a validation of the theory and serve as the basis for the interpretation of results
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(a) (b)

(c) (d)

(e) (f)

Figure 9.15: IR spectra (a) Three layer configuration, (b) difference between equilibrium
and doped, (c) four-layer configuration, (d) difference between equilibrium and doped, (e)
five-layer configuration, and (f) difference between equilibrium and doped.
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9.6 Conclusion

(a) (b)

Figure 9.16: (a) Combined IR spectra for 3, 4 and 5 layer configurations for the shear and
interlayer breathing modes, (b) The difference between the doped and equilibrium combine
spectra.

in terms of disentangling the layer contributions and the unambiguous assignment of the spectral
features.

9.6 Conclusion

In this chapter, we utilized DFT and cDFPT to investigate the phonon frequency shift in different
layers of MoS2 due to photodoping, with a focus on the low frequency shear and interlayer
breathing modes. Based on the available sample at CNR Milano, the most dominant layer of
the bulk configuration is the five layer system. Both shear and interlayer breathing modes in
this system shows an increase in phonon frequencies with photodoping, indicating a blue shift.
Additionally, we calculated the IR spectra of 3, 4 and 5 layer configurations, which provides a
further insight into the vibrational properties across these layers. The results provide a valuable
predictions for future experimental investigations of the layer dependent phonon behaviour in
MoS2.
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10 | Summary, Conclusion and Outlook

I gotta stop somewhere - I’ll leave you
something to imagine.

Richard Feynman - Symphony of Science

In this thesis, the we have studied how to systems response to an external perturbation by
applying real time TDDFT as implemented in the octopus code to calculate various observables
and non-linear quantum mechanical effects in solid systems. While TDDFT gives a proper
description of systems in their ground state, here we demonstrate how TDDFT can be applied
to study time resolved phenomena using the numerical pump-probe technique to mimic the
time-resolved pump-probe experiments.

In the first part of this thesis, we discuss the development of attosecond transient absorption
spectroscopy (TAS) over time and introduce the fundamental concepts necessary for conducting
pump-probe experiments. Additionally, we explore some basic properties of solid-state systems,
focusing on hexagonal boron nitride (hBN) and molybdenum disulfide (MoS2), as these materials
are central to the research presented in this work.

The second part of this work presents an extension of the TDDFT to accurately describe
the response of solid systems to external perturbations. We demonstrate that applying a small
perturbation within the linear response regime can effectively induce excitations, allowing us
to establish the necessary relationship between the time-dependent induced current and the
external perturbation, which is essential in evaluating the optical conductivity.

We performed XAS calculations focusing on the boron K-edge. Our results reveals a promi-
nent feature corresponding to the 1s → π∗ transition peak at an energy of 175eV. In contrast,
the experimental observations typically report as a strong excitonic peak occurring in the energy
range of 190 → 192 eV, indicating a significant difference between the theoretical and experi-
mental findings. We further investigated the K-edge spectra using various approximations to
DFT such as DFT+U which also fails to capture the excitonic peak accurately. These findings
suggest limitations in the current theoretical approaches for modelling the excitonic effect in the
XAS and highlights needs for more advanced methods and approximations to the XC functional
and use of more ad-hoc functionals like the hybrid functional or another XC kernel fxc to achieve
a better agreement with experimental data.

In the third part of this thesis, we utilized the real-time electron dynamics simulation within
the framework of TDDFT to calculate the TAS using a numerical pump-probe technique. We
explored four different configuration of the pump pulses: linear, circular, two-colour monochro-
matic colinear, and bichromatic counter rotating pulses. For the linear and circular pulses, we
observed non linear electron dynamics below the bandgap of hBN characterized by oscillatory
features below the gap. These observed features oscillates with twice the pump frequency and
are the salient feature of the DFKE.
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10 Summary, Conclusion and Outlook

In contrast, unique features were observed when employing the monochromatic colinear pulse
and bichromatic counter rotating pulse. The below gap oscillations in these cases occur with
three times the applied pump frequency, making it this is the first time that these features are
observed. We attribute these behaviour to the multicolor DFKE. Further experiment is required
to validate the theoretical findings and perhaps it could lead to new and fascinating discoveries
about the transient features observed.

To investigate the microscopic origin of these features, we developed a PBM. The results
from this model not only successfully reproduced the TDDFT results but also provide insights
into the underlying mechanism, which are driven by the intraband transition of electrons.

The final part of this work focuses on the vibrational properties of different layers of MoS2. We
employed DFT and cDFPT, as implemented in the Quantum Espresso code to calculate phonon
dispersion curves and their corresponding phonon frequencies. Our investigation centered on
the low frequency shear and interlayer breathing modes, examining their behaviour in response
to the photodoping. In 3 layer and 5 layer configurations, we observed a hardening of both the
shear and interlayer breathing modes, while the 4 layer configuration shows a phonon softening
of the breathing mode. These phonon hardenening/softening is attributed to the increase in
interlayer interaction and modification of the electronic structure.

We quantified our result with the online tool and proposed a novel experiment to be conducted
at CNR Milano. This experiment will serve as a benchmark for validating the theoretical results
and will contribute to a future publication.
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A | Time Dependent Perturbation Theory

A.1 General formulation

In this section, we derive a very useful result for estimating the transition rates between dif-
ferent quantum states utilizing the time dependent perturbation theory. Continuing the formal
advancement in understanding the optical characteristics of solids requires us to address the
quantum mechanical treatment of the impact of time-dependent electromagnetic fields. The
significant scenario to consider involves external fields that follow a sinusoidal time variation.
In most real-world scenarios, these external fields are relatively weak, enabling their treatment
through perturbation theory. In application of time-dependent perturbation theory one can
express the total Hamiltonian H as:

H = H0 + H′(t) (A.1)

where H0 is the unperturbed Hamiltonian and H′(t) is the applied time-dependent perturbation.
Here I assumed that I know how to solve the unperturbed time independent problem for its
eigenvalues En and corresponding eigenfunctions un.

H0un = Enun (A.2)

Because the perturbing Hamiltonian H′(t) possesses explicit time dependence, the concept of
"energy" no longer remains a "constant of the motion". As we no longer have stationary solu-
tions that are independent of time, we must utilize the time-dependent version of Schrödinger’s
equation, given by:

iℏ
∂ψ

∂t
= Hψ =

(
H0 + H′)ψ (A.3)

Now, if the perturbation term H′(t) is not added to the Hamiltonian, one can use the ansazts
for the eigenstates

ψ(r⃗, t) = un(r⃗)e−iEnt/ℏ (A.4)

where un(r⃗) is independent of time and its the solution of Eq. (A.2). Hence, the time depen-
dence of ψ(r⃗, t) is encapsulated within the phase factor e−iEnt/ℏ.In the case where H′(t) = 0, it
promptly results in:

iℏ
∂ψ

∂t
= Enψ (A.5)

which results in the time-independent Schrödinger equation. With the presence of the pertur-
bation, the time dependent eigen states ψ(r⃗, t) can be expanded in terms of the complete set
un(r⃗)e−iEnt/ℏ. Therefore, the eigen states becomes

ψ(r⃗, t) =
∑
n

an(t)un(r⃗)e−iEnt/ℏ (A.6)

where an(t) are the time-dependent expansion coefficients. Now, upon substituting Eq.(A.6)
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A.1 General formulation

into Eq.(A.3), one obtain the following expression:

iℏ
∑
n

ȧn(t)une−iEnt/ℏ +
∑
n

an(t)unEne−iEnt/ℏ =
∑
n

an(t)
[
H0 + H′(t)

]
une

−iEnt/ℏ

=
∑
n

an(t)
[
En + H′(t)

]
une

−iEnt/ℏ
(A.7)

where ȧn(t) denotes the time derivative dan(t)/dt. From Eq. (A.2), one can clearly see that the
second term on the LHS of Eq.(A.7) cancels out by the first term on the RHS. We have

iℏ
∑
n

ȧn(t)une−iEnt/ℏ =
∑
n

an(t)H′(t)une−iEnt/ℏ (A.8)

Now, the trick is to multiply the LHS of Eq.(A.8) with by u∗
m(r⃗) and integrate over all space

and utilizing the orthogonality condition of the eigen functions∫
u∗
m(r⃗)un(r⃗)d3r = δm,k (A.9)

we obtain
iℏȧme−iEmt/ℏ =

∑
n

an
〈
m
∣∣H′(t)

∣∣n〉 e−iEnt/ℏ (A.10)

where the matrix element can be expressed as

〈
m
∣∣H′(t)

∣∣n〉 =
∫
u∗
m(r⃗)H′(t)un(r⃗)d3r. (A.11)

Since the perturbing Hamiltonian H′(t) is time-dependent, the matrix element also have to be
time-dependent altyhough it is important to note that the matrix element is computed between
states that are stationary. Therefoe, Eq.(A.8) becomes

iℏȧm(t) =
∑
n

an(t)
〈
m
∣∣H′(t)

∣∣n〉 ei(Em−En)t/ℏ (A.12)

Upon setting
ℏωmn = Em − En (A.13)

we obtain this expression for the time derivative of the time-depedent coefficient

ȧm(t) = 1
iℏ
∑
n

an(t)eiωmnt
〈
m
∣∣H′(t)

∣∣n〉 (A.14)

where ωmn is the Bohr frequency between states m and n and the matrix element is taken
between the eigenfunctions of the unperturbed Hamiltonian H0.

Up to this point, no perturbation theory has been applied, and the result presented in Equation
A.14 remains exact. It’s worth observing that the unperturbed Hamiltonian is conspicuously
absent from Equation A.14. Nonetheless, its energy eigenvalues are present within the frequency
ωmn, and its eigenfunctions are incorporated in the matrix element ⟨m |H′(t)|n⟩. If we apply
the perturbation theory, we assume that the matrix element ⟨m|H(t)|n⟩ to be small, this allows
us to to represent each time-dependent amplitude as an expansion utilizing perturbation theory.
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A Time Dependent Perturbation Theory

Thus, the expression for the expansion reads

an = a(0)
n + a(1)

n + a(2)
n + · · · =

∞∑
i=0

a(i)
n (A.15)

where the superscript shows the order of the terms. Here, a(0)
n is the zero oth order term and

a
(i)
n is the ith order correction to an. Now, utilizing Eq.(A.14) we can see that the time-dependet

coefficient am(t) varies with time only due to the time-dependent perturbation. Therefore, the
zeroth

(
0th order perturbation theory) must vanish due to no time dependence. Hence

ȧ(0)
m = 0 (A.16)

and the first order correction is then given by

ȧ(1)
m = 1/iℏ

∑
n

a(0)
n

〈
m
∣∣H′(t)

∣∣n〉 eiωmnt (A.17)

Now, suppose we start from an eigen state say n = ℓ, only the first order term a
(0)
ℓ will be

sufficiently large, all other higher order terms will decay gradually and therefore they can be
neglected in the sum. Hence, the first order perturbation theory give us

ȧ(1)
m = 1

iℏ
a

(0)
ℓ

〈
m
∣∣H′∣∣ ℓ〉 eiωmℓt (A.18)

where a(0)
ℓ is approximately unity.

In many relevant scenarios, the integration over the time variable can be carried out, yielding
a

(1)
m rather than its time derivative. There are two straightforward cases where integration can

be accomplished:

1. The perturbing hamiltonian H′ remains constant but is introduced at a specific time
(t = 0). One can observe the amplitudes of the wave function in different states after the
perturbation has been active for some time t > 0.

2. The perturbing Hamiltonian H′ possesses sinusoidal time dependence with a frequency ω.
This applies to all resonant phenomena. First, let’s focus on case (1) above.

Upon integrating Eq.(A.18) we have

a(1)
m (t) = 1

iℏ

∫ t

0

〈
m
∣∣H′∣∣ ℓ〉 eiωmℓt

′
dt′ = ⟨m |H′| ℓ⟩

iℏ

[
eiωmℓt − 1

]
iωmℓ

(A.19)

For the case (2), suppose we consider the Hamiltonian with explicit time dependence as

H′(t) = H′(0)e±iωt (A.20)

we perform same technique as we did in case (1) i.e by integrating Eq.(A.18) with the Hamilto-
nian to obtain the amplitude a(1)(t)

m as

a(1)
m (t) = 1

iℏ
〈
m
∣∣H′(0)

∣∣ ℓ〉 ∫ t

0
ei(ωmℓ±ω)t′dt′ = 1

iℏ
〈
m
∣∣H′(0)

∣∣ ℓ〉 ei(ωmℓ±ω)t − 1
i (ωmℓ ± ω) (A.21)
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A.2 2nd order Time Dependent Perturbation Theory

from this relation, we can also calculate the probability of finding the system in a state m after a
certain time t has elapsed after the perturbation by simply taking the |a(1)

m (t)|2. From Eq.(A.19),
one can obtain ∣∣∣a(1)

m (t)
∣∣∣2 =

(
|⟨m |H′| ℓ⟩|2

ℏ2

)(∣∣eiωmℓt − 1
∣∣2

ω2
mℓ

)
∣∣∣a(1)
m (t)

∣∣∣2 =
(

|⟨m |H′| ℓ⟩|2

ℏ2

)(
4 sin2 (ωmℓt/2)

ω2
mℓ

) (A.22)

and similarly its straight forward to obtain the probability amplitude from Eq.(A.21),

∣∣∣a(1)
m (t)

∣∣∣2 =
(

|⟨m |H(0)′| ℓ⟩|2

ℏ2

)
∣∣∣ei(ωmℓ±ω)t − 1

∣∣∣2
ωmℓ ± ω


∣∣∣a(1)
m (t)

∣∣∣2 =
(

|⟨m |H′| ℓ⟩|2

ℏ2

)(
4 sin2 (ωmℓ ± ωt/2)

(ωωmℓ
± ω)2

) (A.23)

A.2 2nd order Time Dependent Perturbation Theory

Building upon the principles of first-order perturbation theory, this advanced approach allows
us to explore the effects of time-dependent perturbations on the energy levels, wavefunctions,
and observable properties of a quantum system. The second order pertubation is important
especially for indirect optical transitions. Consider the Hamiltonian

H = H0 + λH′ (A.24)

where λ ≪ 1. The time-dependent Schrodinger equation is given by,

iℏ
∂ψ0
∂t

= H0ψ0 (A.25)

The solution to Eq.(A.25) ψ can be expanded in terms of Bloch functions |b, k⃗⟩ which describes
the eigenststates of the unperturbed Hamiltonian. The solution is given by,

ψ =
∑
b,⃗k

ab(k⃗, t)e− i
ℏEb(k⃗)t|b, k⃗⟩ (A.26)

then substituting the solution into the Schrodinger equation we obtain,∑
b,⃗k

ab(k⃗, t)Eb(k⃗)e− i
ℏEb(k⃗)t|b, k⃗⟩ +

∑
b,⃗k

ab(k⃗, t)e− i
ℏEb(k⃗)tλH′|b, k⃗⟩

= iℏ
∑
b,⃗k

ȧb(k⃗, t)e− i
ℏEb(k⃗)t|b, k⃗⟩ +

∑
b,⃗k

ab(k⃗, t)e− i
ℏEb(k⃗)t|b, k⃗⟩

(A.27)

then,
ȧm
(
k⃗′, t

)
= 1
iℏ
∑
b,⃗k

ab(k⃗, t)e
i
ℏ(Em(k⃗′)t−Eb(k⃗)t) 〈m, k⃗′ ∣∣λH′∣∣ b, k⃗〉 (A.28)

135



A Time Dependent Perturbation Theory

as done previously, we can expand the amplitude as

am
(
k⃗′, t

)
= a(0)

m + λa(1)
m + λ2a(2)

m + . . . (A.29)

setting aj(k⃗, 0) = 1, and all others an(k⃗, 0) = 0 where n ̸= j. The first order perturbation is
then given by

a(1)
m

(
k⃗′, t

)
= 1
iℏ

∫ t

0
dt′ exp

[
i

ℏ

[
Em(k⃗′) − Eb(k⃗)

]
t
〈
m, k⃗′ ∣∣λH′∣∣ b, k⃗〉 (A.30)

while the second orser is

ȧ(2)
m

(
k⃗′, t

)
= − 1

ℏ2

∑
b,⃗k

a
(1)
b (k⃗, t) exp

{
i

ℏ

[
Em

(
k⃗′
)

− Eb(k⃗)
]
t

}〈
m, k⃗′ ∣∣λH′∣∣ b, k⃗〉

×
∫ t

0
dt′ exp

{
i

ℏ

[
Eb
(
k⃗′
)

− Ei(k⃗)
]
t′
}〈

b, k⃗′ ∣∣λH′∣∣ i, k⃗〉 (A.31)

If we explicitly express the time variation of the perturbation Hamiltonian as

H′ =
∑
α

He−iωαt (A.32)

and substitute it into Eq.(A.31) and integrating it twice, we obtain the probability amplitude
as

∣∣∣a(2)
f

(
k⃗f , t

)∣∣∣2 = 2πℏt
∑

m,⃗k,α,α′

∣∣∣〈f |H′
α′ |m, k⃗

〉∣∣∣2 ∣∣∣〈m, k⃗ |H′
α| i
〉∣∣∣2(

Em(k⃗) − Ei − ℏωα
)2 δ (Ef − Ei − ℏωα − ℏωα′) (A.33)

This final expression of the second-order time-dependent perturbation theory s applied to deduce
the probability of an indirect interband transition.
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B | Fourier Transform

There are numerous definitions of Fourier transforms and different conventions are used by
authrs in various literatures. Here, I give the definitions of the FT used in this thesis.

B.1 Single-variable functions

Suppose we have a function f such that f ∈ L2 and f is square integrable. The FT in both time
and frequency domain of the one-variable function f is given by

f(ω) =
∫
dte−iωtf(t), f(t) = 1

2π

∫
dωeiωtf(ω), (B.1)

and in reciprocal space

f(r) = 1
(2π)3

∫
d3kf(k)eikr, f(k) =

∫
d3rf(r)e−ikr. (B.2)

Dirac delta functions can also be expressed in terms of Fourier transform definitions in time and
frequency domain as

δ(t) = 1
2π

∫
dωeiωt, δ(ω) = 1

2π

∫
dte−iωt (B.3)

in reciprocal space,

δ(k) = 1
(2π)3

∫
d3re−ikr, δ(r) = 1

(2π)3

∫
d3keikr (B.4)

B.2 Two-variable functions

Suppose we have a two-variable function, say the density response function which we described
in section 5.102 χ. This function is square integrable, and two functions f and g, such that
f, g ∈ L2 and

f(r) =
∫
d3r′χ

(
r, r′) g (r′) . (B.5)

The Fourier transform of this expression is

f(k) =
∫
d3k′χ

(
k,k′) g (k′) . (B.6)

Using the definitions of FT in Eqs. (B.1), we obtain by identification

χ
(
r, r′) = 1

(2π)3

∫
d3k

∫
d3k′eikrχ

(
k,k′) e−ik′r′,

χ
(
k,k′) = 1

(2π)3

∫
d3r

∫
d3r′e−ikrχ

(
r, r′) eik′r′

.
(B.7)
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Similarly, in time domain, we obtain,

χ
(
t, t′
)

= 1
(2π)

∫
dω

∫
dω′eiωtχ

(
ω, ω′) e−iω′t′ (B.8)

B.3 Equation of Motion

B.3.1 Heisenberg and Schrödinger Equation of Motion

The mathematical representation of the dynamics of a quantum system is not unique. The
dynamics of electrons is characterized by evolving the wavefunction in time, which encapsulates
probability densities. This approach is referred to as the Schrödinger representation of quantum
mechanics. However, since a wavefunction is not directly measurable, our primary focus shifts
to observables—probability amplitudes linked to Hermitian operators. Examining the time
evolution of an expectation value provides an alternative interpretation of quantum observables:

⟨Â(t)⟩ = ⟨ψ(t)|Â|ψ(t)⟩ =
〈
ψ(0)

∣∣∣U †ÂU
∣∣∣ψ(0)

〉
=
(
⟨ψ(0)|U †

)
Â(U |ψ(0)⟩)

=
〈
ψ(0)

∣∣∣(U †ÂU
)∣∣∣ψ(0)

〉 (B.9)

In this expression, the last two expressions shows a different transformation that describes the
following dynamics with the following physical interpretations:

1. Transform the eigenvectors: |ψ(t)⟩ → U |ψ⟩. Leave operators unchanged.

2. Transform the operators: Â(t) → U †ÂU . Leave eigenvectors unchanged.

We first consider the Schrödinger picture where operators are stationery and eigenvectors are
evolve by U (t, t0).

Schrödinger Picture

The Schrödinger equation in its differential form is given by

iℏ
∂

∂t
|ψ⟩ = H|ψ⟩ (B.10)

and alternatively, in integral form, the eigen function can be expressed as |ψ(t)⟩ = U (t, t0) |ψ (t0)⟩.
In this context, the operators are usually taken to be ∂A

∂t = 0. The question remains, how
about the observables? The expectation values of such operators can be given by ⟨Â(t)⟩ =
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B.3 Equation of Motion

⟨ψ(t)|Â|ψ(t)⟩. The Schrödinger equation Eq. (B.10) can be rewritten as

iℏ
∂

∂t
⟨Â(t)⟩ = iℏ

[〈
ψ|Â|∂ψ

∂t

〉
+
〈
∂ψ

∂t
|Â|ψ

〉
+
〈
ψ

∣∣∣∣∂A
∂t

∣∣∣∣ψ〉]
= ⟨ψ|ÂH|ψ⟩ − ⟨ψ|HÂ|ψ⟩
= ⟨ψ|[Â,H]|ψ⟩
= ⟨[Â,H]⟩

(B.11)

Similarly, the equation can be expressed in terms of density matrix as

iℏ
∂

∂t
⟨Â(t)⟩ = iℏ

∂

∂t
Tr(Âρ)

= iℏTr
(
Â
∂

∂t
ρ

)
= Tr(Â[H, ρ])
= Tr([Â,H]ρ)

(B.12)

If the operator Â is time-independent (as anticipated in the Schrödinger picture) and commutes
with the Hamiltonian H, it is termed a constant of motion.

Next we consider the Heisenberg picture. Here, the unitary property of the evolution op-
erator U is employed to transform operators, allowing them to evolve in time. In contrast,
the wavefunction remains stationary. This picture is physically intuitive as it considers the
time-dependence of particles, accounting for variations in position and momentum.

Heisenberg Picture

From Eq. (B.9) one can distinguish the Schrödinger picture from the Heisenberg operators as

Â(t) = ⟨ψ(t)|Â|ψ(t)⟩S =
〈
ψ (t0)

∣∣∣U †ÂU
∣∣∣ψ (t0)

〉
S

= ⟨ψ|Â(t)|ψ⟩H (B.13)

where we defined the operators as

ÂH(t) = U † (t, t0) ÂSU (t, t0)
ÂH (t0) = ÂS

(B.14)

Additionally, given that the wavefunction should be time-independent (∂|ψH⟩/∂t = 0), we can
establish a connection between the Schrödinger and Heisenberg wavefunctions as follows:

|ψS(t)⟩ = U (t, t0) |ψH⟩ (B.15)

such that
|ψH⟩ = U † (t, t0) |ψS(t)⟩ = |ψS (t0)⟩ (B.16)

In either picture, the eigenvalues are conserved:
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B Fourier Transform

Â |φi⟩S = ai |φi⟩S
U †ÂUU † |φi⟩S = aiU

† |φi⟩S
ÂH |φi⟩H = ai |φi⟩H

(B.17)

The time evolution of the operators in the Heisenberg picture is:

∂ÂH
∂t

= ∂

∂t

(
U †ÂSU

)
= ∂U †

∂t
ÂSU + U †ÂS

∂U

∂t
+ U †∂ÂS

∂t
U

= i

ℏ
U †HÂSU − i

ℏ
U †ÂSHU +

(
∂Â

∂t

)
H

= i

ℏ
HHÂH − i

ℏ
ÂHHH

= −i
ℏ

[Â,H]H

(B.18)

Then, Eq. (B.10) can finally be expressed as

iℏ
∂

∂t
ÂH = [Â,H]H (B.19)

The equation above is commonly referred to as the Heisenberg equation of motion. In this con-
text, The Heisenberg Hamiltonian is denoted HH = U †HU . In general, for a time-independent
Hamiltonian, where the time evolution operator is given by U = e−iHt/ℏ, the operators U and
H commute, resulting in HH = H. However, for a time-dependent Hamiltonian, the operators
U and H may not commute.
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C | Derivation of the Static FKE formula

The electron dynamics under the presence of the pump can be described by the one-body
Schrodinger equation given by

i
∂

∂t
φi(r⃗, t) =

 1
2me

(
p⃗+ e

c
A⃗(t)

)2

+ v(r⃗)

φj(r⃗, t) (C.1)

where r⃗ is describes the time-independent potential that characterizes the lattice periodic po-
tential, A⃗(t) is the time-dependent vector potential. The solution of the above equation can be
described by the time dependent Bloch functions u

nk⃗
(r⃗, t) as φi(r⃗, t) = eik⃗·r⃗u

nk⃗
(r⃗, t).

Eq. (C.1) can be transformed by using the Bloch states as

i
∂

∂t
u
nk⃗

(r⃗, t) = ĥ
k⃗p

(t)unk(r⃗, t) (C.2)

where ĥ
k⃗p

(t) is the Hamiltonian which is given by,

ĥ
k⃗p

(t) =
[ 1

2me
(p⃗+ k⃗)2 + v(r⃗)

]
(C.3)

The crystal momentum is shifted by the vector potential as k⃗p(t) = k⃗ + eA⃗p(t)/ℏc. We assume
that u

nk⃗
can be expanded by the Houston function and the time-dependent coefficient Cknmt as

u
nk⃗

(r⃗, t) = w
nk⃗

(r⃗, t) +
∑
m

C k⃗nm(t)w
mk⃗

(r⃗, t) (C.4)

Then equation (C.2) reads,

i
∂unk
∂t

= i
∂

∂t

{
w
nk⃗

(r⃗, t) +
∑
m

C k⃗nm(t)w
mk⃗

(r⃗, t)
}

= i

[
∂

∂t
w
nk⃗

(r⃗, t) + ∂

∂t
C k⃗nmwmk⃗(r⃗, t) + C k⃗nm

∂

∂t
w
mk⃗

(r⃗, t)
] (C.5)

But
w
nk⃗

(r⃗, t) = u
nk⃗p(t)(r⃗)e

−i
∫ t

dt′ϵ
nk⃗p(t′) (C.6)

then Eq. (C.5) becomes

= i
∂Cknm(t)

∂t
wmk(r⃗, t) +

{
− ieE(t)∂u

(r⃗,t)
nk

∂t
e−i

∫ t
dt′ϵnk(t′) + ϵnk(t)unk(r⃗)e−i

∫ t
dt′ϵmk(t′)

}

+ C k⃗nm(t)ϵmk(t)um,k(r⃗)e−i
∫ t

dt′ϵmk(t′)

(C.7)

To obtain the value of C k⃗nm(t) can be determined by multiplying ⟨w
nk⃗

(r⃗, t)| from the left. Then
we obtain,
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C Derivation of the Static FKE formula

i

〈
w
nk⃗

(r⃗, t) | ∂umk(r⃗, t)
∂t

〉
= i

∂

∂t
Cknm(t) − i

〈
unk(r⃗, t) | ∂umk(r⃗, t)

∂t

〉
eE⃗(t)eiS(t′)C k⃗nmϵ

(t)
mk (C.8)

where s(t) =
∫ t dt′ (ϵnk (t′) − ϵmk (t′)). Upon Integrating Eq. (C.8) we have,

C k⃗nm(t) = ie

∫ t

dt′E
(
t′
)〈

unk(r⃗, t) |
∂u

(r⃗,t)
mk

∂t

〉
eiS(t′) (C.9)

But,

E⃗(t) = −1
c

∂A⃗(t)
∂t

(C.10)

Therefore Eq. (C.9) becomes

C k⃗nm(t) = − ie

mec

∫ t

−∞
dt′A⃗pump(t)p⃗mnk⃗ e

−iS(t′) (C.11)

where the matrix element in the static basis is given by

p⃗
mnk⃗

=
∫

Ω
dr⃗ u∗

mk⃗
(r⃗)p⃗u

mk⃗
(r⃗) (C.12)

In the presence of both pump and probe vector potential, the coefficient becomes

C k⃗nm(t) = − ie

mec

∫ t

−∞
dt′A⃗pump(t)p⃗mnk⃗ e

−iS(t′) − ie

mec

∫ t

−∞
dt′k⃗p

(
t′
)
A⃗probe

(
t′
)
δmn (C.13)

Next is to calculate is the current density flowing through the unit cell from the Houston states
which is as follows:

J⃗(t) =
∑
i

1
V

Re
[∫
V
dr⃗u∗

nk⃗
(r⃗, t)⃗j(t)u

nk⃗
(r⃗, t)

]
(C.14)

where V is the volume of the unit cell, and the current operator is given by,

j⃗(t) = − e

m

1
iℏ

[r⃗, ĥ
k⃗p

(t)] (C.15)

substituting Eq. C.4 and its complex conjugate into Eq. (C.14) and doing some algebra, one
obtains the electric current density average over the unit cell.

J⃗(t) = − e

meV

∫
V
dr⃗ ×

∑
nk⃗

Re
{
u∗
nk⃗

[
p⃗+ k⃗P (t) + e

c
A⃗p(t)

]
u
nk⃗

}
(C.16)

From the induced current, one can calculate the contribution to the current by the pump and
the probe respectively. That is J⃗(t) = J⃗pump + J⃗probe. The contribution to the current by the
pump pulse is given by

J⃗pump = − e

meV

∑
nk⃗

∫
V
dr⃗Re

{
w∗
nk⃗

[
p⃗+ k⃗p(t)

]
w
nk⃗

}
(C.17)
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while that of the probe is

J⃗probe (t) = − e2

mec
neA⃗probe(t) + e2

m2
ecV

∫ t

−∞
dt′ ×

∑
n̸=n′ ,⃗k′

Im
{
P⃗ k⃗nn′(t)

[
P⃗ k⃗nn′

(
t′
)

· A⃗probe(t′)
]
E⃗(t)

}
(C.18)

in the above equation, the valence electrons have an average density that is described by ne.
E⃗(t) is the electric field of the probe pulse. The impulsive distortion by the probe pulse is set
such that the probe induced current has a linear relation with the probe field, therefore we
can apply linear response to obtain the optical conductivity σ(ω). Eq. (6.21) gives the linear
relation between the induced current and the optical conductivity. In time domain, the optical
conductivity can be expressed as

σαβ
(
t, t′
)

= e2

me
neδαβ − e2

meV

∫ t

t′
dt′′

∑
n̸=n′,k⃗

Im
[
(pα)

nn′k⃗p(t)
(pβ)

n′nk⃗p(t′′) × e
−i
∫ t

t′′ dτ

{
ε

n′k⃗p(τ)−ε
nk⃗p(τ)

}]
(C.19)

here α, β are the Cartesian indices. The orbitals in the equation above maintain their usual
meanings as defined in Chapter 8. Therefore, a little bit of algebraic expression, one obtain the
real part of the optical conductivity induced by the impulsive distortion as

Re σ̃αα(ω) =(2µ)3/2e2

2m2
eω

|(pα)vc|
2 √

Θ ×
{

−ϵg − ω

Θ Ai2
(
ϵg − ω

Θ

)
+ Ai′2

(
ϵg − ω

Θ

)}
(C.20)

with θ = (e2E2/2µ)1/3. The above equation describes the real part of the optical conductivity
in the presence of a static field.
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D | Derivation of The Parabolic Two Band
Model

The one-body Schrödinger equation is given by

iℏ
∂

∂t
u
bk⃗

(r⃗, t) =
[

1
2

{
p⃗+ ℏk⃗ + e

c
A(t)

}2
+ v(r)

]
u
bk⃗

(r⃗, t) (D.1)

which can the be written as
ih
∂

∂t
u
bk⃗

(r⃗, t) = ĥK⃗(t)ubk(r⃗, t) (D.2)

where u
bk⃗

(r⃗, t) is a time-dependent Bloch state, and v(r⃗) is a one-body potential that has
the same periodicity as crystal. The crystal momentum is shifted by the vector potential as
K⃗(t) = k⃗ + eA⃗(t)/ℏc. Where the vector potential is given by

A⃗(t) = −c
∫ t

−∞
E⃗(t′)dt′ (D.3)

using the time dependent basis set, the Houston states, we can write the eigen states as

uH
bk⃗

(r⃗, t) = e
− i

ℏ

∫ t
dt′ϵ

bK⃗(t′)uS
bK⃗(t)(r⃗) (D.4)

where ϵbK⃗(t) and uS
bK⃗(t)(r⃗) are an eigenvalue and the eigenstate of the instantaneous Hamiltonian,

ĥK⃗(t), respectively. The Houston states describes the electron dynamics in a moving frame in
which the lattice momentum is prescribed by the vector potential in equation (8.16) and ϵbK⃗(t)
describes the motion of the electron on each band.
We can write the time dependent Schrödinger equation with the Houston basis as

ĥK⃗(t)u
S
bK⃗(t)(r⃗) = ϵbK⃗(t)u

S
bK⃗(t)(r⃗) (D.5)

To describe the two-state system, we can express the eigen states as a linear combination of two
Houston states. One is the valence while the other describe the conduction states

u
k⃗
(r⃗, t) = c

vk⃗
(t)uH

vk⃗
(r⃗, t) + c

ck⃗
(t)uH

ck⃗
(r⃗, t) (D.6)

Substituting Eq. (D.6) into Eq. (D.2), we have

iℏ
∂

∂t

[
c
vk⃗

(t)uH
vk⃗

(r⃗, t) + c
ck⃗

(t)uH
ck⃗

(r⃗, t)
]

= ĥK⃗(t)

[
c
vk⃗

(t)uH
vk⃗

(r⃗, t) + c
ck⃗

(t)uH
ck⃗

(r⃗, t)
]

(D.7)

Inserting Eq. (D.4) into Eq. (D.7) we obtain
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iℏ
∂

∂t

[
c
vk⃗

(t)e− i
ℏ

∫ t
dt′ϵ

vK⃗(t′)uS
vK⃗(t)(r⃗) + c

ck⃗
(t)e− i

ℏ

∫ t
dt′ϵ

cK⃗(t′)uS
cK⃗(t)(r⃗)

]
=

ĥK⃗(t)

[
c
vk⃗

(t)e− i
ℏ

∫ t
dt′ϵ

vK⃗(t′)uS
vK⃗(t)(r⃗) + c

ck⃗
(t)e− i

ℏ

∫ t
dt′ϵ

cK⃗(t′)uS
cK⃗(t)(r⃗)

] (D.8)

From the R.H.S and expanding the L.H.S we obtain

iℏ
[
ċ
vk⃗
e

− i
ℏ

∫ t
dt′ϵ

vK⃗(t′)uS
vK⃗(t)(r⃗) − i

ℏ
c
vk⃗
ϵvK⃗(t′) e

− i
ℏ

∫ t
dt′ϵ

vK⃗(t′)uS
vK⃗(t)(r⃗) + c

vk⃗
e

− i
ℏ

∫ t
dt′ϵ

vK⃗(t′)
∂uS

vK⃗(t)(r⃗)

∂t

+ ċ
ck⃗
e

− i
ℏ

∫ t
dt′ϵ

cK⃗(t′)uS
cK⃗(t)(r⃗) − i

ℏ
c
ck⃗
ϵcK⃗(t′) e

− i
ℏ

∫ t
dt′ϵ

cK⃗(t′)uS
cK⃗(t)(r⃗) + c

ck⃗
e

− i
ℏ

∫ t
dt′ϵ

cK⃗(t′)
∂uS

cK⃗(t)(r⃗)

∂t

]
=

c
vk⃗

(t)e− i
ℏ

∫ t
dt′ϵ

vK⃗(t′) ĥK⃗(t)u
S
vK⃗(t)(r⃗) + c

ck⃗
(t)e− i

ℏ

∫ t
dt′ϵ

cK⃗(t′) ĥK⃗(t)u
S
cK⃗(t)(r⃗)

(D.9)
From Eq. (D.5), Eq. (D.9) becomes

iℏ
[
ċ
vk⃗
e

− i
ℏ

∫ t
dt′ϵ

vK⃗(t′)uS
vK⃗(t)(r⃗) − i

ℏ
c
vk⃗
ϵvK⃗(t′) e

− i
ℏ

∫ t
dt′ϵ

vK⃗(t′)uS
vK⃗(t)(r⃗) + c

vk⃗
e

− i
ℏ

∫ t
dt′ϵ

vK⃗(t′)
∂uS

vK⃗(t)(r⃗)

∂t

+ ċ
ck⃗
e

− i
ℏ

∫ t
dt′ϵ

cK⃗(t′)uS
cK⃗(t)(r⃗) − i

ℏ
c
ck⃗
ϵcK⃗(t′) e

− i
ℏ

∫ t
dt′ϵ

cK⃗(t′)uS
cK⃗(t)(r⃗) + c

ck⃗
e

− i
ℏ

∫ t
dt′ϵ

cK⃗(t′)
∂uS

cK⃗(t)(r⃗)

∂t

]
=

c
vk⃗

(t)e− i
ℏ

∫ t
dt′ϵ

vK⃗(t′)ϵvK⃗(t)u
S
vK⃗(t)(r⃗) + c

ck⃗
(t)e− i

ℏ

∫ t
dt′ϵ

cK⃗(t′)ϵcK⃗(t)u
S
cK⃗(t)(r⃗)

(D.10)

Expanding the brackets, Eq. (D.10) becomes

iℏċ
vk⃗
e

− i
ℏ

∫ t
dt′ϵ

vK⃗(t′)uS
vK⃗(t)(r⃗) + c

vk⃗
ϵvK⃗(t′) e

− i
ℏ

∫ t
dt′ϵ

vK⃗(t′)uS
vK⃗(t)(r⃗) + iℏc

vk⃗
e

− i
ℏ

∫ t
dt′ϵ

vK⃗(t′)
∂uS

vK⃗(t)(r⃗)

∂t

+ iℏċ
ck⃗
e

− i
ℏ

∫ t
dt′ϵ

cK⃗(t′)uS
cK⃗(t)(r⃗) + c

ck⃗
ϵcK⃗(t′) e

− i
ℏ

∫ t
dt′ϵ

cK⃗(t′)uS
cK⃗(t)(r⃗) + iℏc

ck⃗
e

− i
ℏ

∫ t
dt′ϵ

cK⃗(t′)
∂uS

cK⃗(t)(r⃗)

∂t
=

c
vk⃗

(t)e− i
ℏ

∫ t
dt′ϵ

vK⃗(t′)ϵvK⃗(t)u
S
vK⃗(t)(r⃗) + c

ck⃗
(t)e− i

ℏ

∫ t
dt′ϵ

cK⃗(t′)ϵcK⃗(t)u
S
cK⃗(t)(r⃗)

(D.11)
Cancelling equal terms on both sides we have

iℏċ
vk⃗
e

− i
ℏ

∫ t
dt′ϵ

vK⃗(t′)uS
vK⃗(t)(r⃗) + iℏc

vk⃗
e

− i
ℏ

∫ t
dt′ϵ

vK⃗(t′)
∂uS

vK⃗(t)(r⃗)

∂t
+

iℏċ
ck⃗
e

− i
ℏ

∫ t
dt′ϵ

cK⃗(t′)uS
cK⃗(t)(r⃗) + iℏc

ck⃗
e

− i
ℏ

∫ t
dt′ϵ

cK⃗(t′)
∂uS

cK⃗(t)(r⃗)

∂t
= 0

(D.12)

Applying chain rule to the derivative in the above equation, we obtain

∂uS
bK⃗(t)(r⃗)

∂t
=
∂uS

bK⃗(t)(r⃗)

∂K

∂A⃗(t)
∂t

(D.13)
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D Derivation of The Parabolic Two Band Model

but ∂A⃗(t)/∂t = −cE⃗(t), therefore Eq. (D.13) becomes

∂uS
bK⃗(t)(r⃗)

∂t
= − e

ℏ
· E⃗(t)

∂uS
bK⃗(t)(r⃗)

∂K
(D.14)

Substituting Eq. (D.14) into Eq. (D.12), we obtain

iℏċ
vk⃗
e

− i
ℏ

∫ t
dt′ϵ

vK⃗(t′)uS
vK⃗(t)(r⃗) + iℏċ

ck⃗
e

− i
ℏ

∫ t
dt′ϵ

cK⃗(t′)uS
cK⃗(t)(r⃗) =

iℏ
e

ℏ
· E⃗(t)c

vk⃗
e

− i
ℏ

∫ t
dt′ϵ

vK⃗(t′)
∂uS

vK⃗(t)(r⃗)

∂K
+ iℏ

e

ℏ
· E⃗(t)c

ck⃗
e

− i
ℏ

∫ t
dt′ϵ

cK⃗(t′)
∂uS

cK⃗(t)(r⃗)

∂K

(D.15)

multiplying Eq. (D.15) by ⟨uS
vK⃗(t)(r⃗)| we obtain

iℏċ
vk⃗
e

− i
ℏ

∫ t
dt′ϵ

vK⃗(t′) ⟨uS
vK⃗(t)(r⃗)| |uS

vK⃗(t)(r⃗)⟩ + iℏċ
ck⃗
e

− i
ℏ

∫ t
dt′ϵ

cK⃗(t′) ⟨uS
vK⃗(t)(r⃗)| |uS

cK⃗(t)(r⃗)⟩ =

ie · E⃗(t)c
vk⃗
e

− i
ℏ

∫ t
dt′ϵ

vK⃗(t′) ⟨uS
vK⃗(t)(r⃗)| |

∂uS
vK⃗(t)(r⃗)

∂K
⟩ + ie · E⃗(t)c

ck⃗
e

− i
ℏ

∫ t
dt′ϵ

cK⃗(t′) ⟨uS
vK⃗(t)(r⃗)| |

∂uS
cK⃗(t)(r⃗)

∂K
⟩

(D.16)
Since the eigen states are orthonormal, then

⟨uS
vK⃗(t)(r⃗)| |uS

cK⃗(t)(r⃗)⟩ = δvcK⃗(t) (D.17)

where,

δvcK⃗(t) =

1, if v = c,

0, if v ̸= c.
(D.18)

Equation (D.16) becomes

iℏċ
vk⃗
e

− i
ℏ

∫ t
dt′ϵ

vK⃗(t′) = ie · E⃗(t)c
vk⃗
e

− i
ℏ

∫ t
dt′ϵ

vK⃗(t′) ⟨uS
vK⃗(t)(r⃗)| |

∂uS
vK⃗(t)(r⃗)

∂K
⟩ +

ie · E⃗(t)c
ck⃗
e

− i
ℏ

∫ t
dt′ϵ

cK⃗(t′) ⟨uS
vK⃗(t)(r⃗)| |

∂uS
cK⃗(t)(r⃗)

∂K
⟩

(D.19)

Dividing both sides by the exponent and iℏ we get

ċ
vk⃗

= e

ℏ
· E⃗(t)c

vk⃗
⟨uS
vK⃗(t)(r⃗)| |

∂uS
vK⃗(t)(r⃗)

∂K
⟩ + e

ℏ
· E⃗(t)c

ck⃗
e

− 1
ℏ

∫ t
dt′
{
ϵ

c,K⃗(t′)−ϵ
v,K⃗(t′)

}
⟨uS
vK⃗(t)(r⃗)| |

∂uS
cK⃗(t)(r⃗)

∂K
⟩

(D.20)
From Eq. (D.5) the eigen value equation is defined as,

ĥK⃗(t)u
S
vK⃗(t)(r⃗) = ϵvK⃗(t)u

S
vK⃗(t)(r⃗) (D.21)

Taking derivative of Eq. (D.21) with respect to k, we have

∂(ĥK⃗(t) |uS
vK⃗(t)(r⃗)⟩)

∂K
=
∂(ϵvK⃗(t) |uS

vK⃗(t)(r⃗)⟩)

∂K
(D.22)
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we have,

∂ĥK⃗(t)
∂K

|uS
vK⃗(t)(r⃗)⟩ + ĥK⃗(t)

∂ |uS
vK⃗(t)(r⃗)⟩

∂K
=
∂ϵvK⃗(t)
∂K

|uS
vK⃗(t)(r⃗)⟩ +

∂ |uS
vK⃗(t)(r⃗)⟩

∂K
ϵvK⃗(t) (D.23)

multiplying through Eq. (D.22) by ⟨uS
cK⃗(t)(r⃗)| we obtain,

⟨uS
cK⃗(t)(r⃗)|

∂ĥK⃗(t)
∂K

|uS
vK⃗(t)(r⃗)⟩ + ĥK⃗(t)⟨u

S
cK⃗(t)(r⃗)|

∂

∂K
|uS
vK⃗(t)(r⃗)⟩ =

⟨uS
cK⃗(t)(r⃗)|

∂ϵvK⃗(t)
∂K

|uS
vK⃗(t)(r⃗)⟩ + ϵvK⃗(t)⟨u

S
cK⃗(t)(r⃗)|

∂

∂K
|uS
vK⃗(t)(r⃗)⟩

(D.24)

But,
∂ĥK⃗(t)
∂K

= ℏ
m
P⃗ (D.25)

Substituting Eq. (D.25) in to Eq. (D.24), we have

ℏ
m

⟨uS
cK⃗(t)(r⃗)| P⃗ |uS

vK⃗(t)(r⃗)⟩ + ĥK⃗(t)⟨u
S
cK⃗(t)(r⃗)|

∂

∂K
|uS
vK⃗(t)(r⃗)⟩ =

⟨uS
cK⃗(t)(r⃗|)

∂ϵvK⃗(t)
∂K

|uS
vK⃗(t)(r⃗)⟩ + ϵvK⃗(t)⟨u

S
cK⃗(t)(r⃗)|

∂

∂K
|uS
vK⃗(t)(r⃗)⟩

(D.26)

Then,
ℏ
m

⟨uS
cK⃗(t)(r⃗)| P⃗ |uS

vK⃗(t)(r⃗)⟩ + ϵcK⃗(t)⟨u
S
cK⃗(t)(r⃗)|

∂

∂K
|uS
vK⃗(t)(r⃗)⟩ =

⟨uS
cK⃗(t)(r⃗)|

∂ϵvK⃗(t)
∂K

|uS
vK⃗(t)(r⃗)⟩ + ϵvK⃗(t)⟨u

S
cK⃗(t)(r⃗)|

∂

∂K
|uS
vK⃗(t)(r⃗)⟩

(D.27)

Third term in the above equation is zero, we then have

ℏ
m

⟨uS
cK⃗(t)(r⃗)| P⃗ |uS

vK⃗(t)(r⃗)⟩ = (ϵvK⃗(t) − ϵcK⃗(t)) ⟨uS
vK⃗(t)(r⃗)| |

∂uS
cK⃗(t)(r⃗)

∂K
⟩ (D.28)

we then have,

⟨uS
vK⃗(t)(r⃗)| |

∂uS
cK⃗(t)(r⃗)

∂K
⟩ = ℏ

m
·

⟨uS
cK⃗(t)(r⃗)| P⃗ |uS

vK⃗(t)(r⃗)⟩

(ϵvK⃗(t) − ϵcK⃗(t))
(D.29)

By substituting Eq. (D.28) into Eq. (D.20) and multiplying through by iℏ , we obtain,

iℏċ
vk⃗

= i
e

ℏ
E⃗(t)c

vk⃗
⟨uS
vK⃗(t)(r⃗)| |

∂uS
vK⃗(t)(r⃗)

∂K
⟩ + i

e

ℏ
E⃗(t)c

ck⃗
e

− 1
ℏ

∫ t
dt′
{
ϵ

c,K⃗(t′)−ϵ
v,K⃗(t′)

}
ℏ
m

·
⟨uS
cK⃗(t)(r⃗)| P⃗ |uS

vK⃗(t)(r⃗)⟩

(ϵvK⃗(t) − ϵcK⃗(t))
(D.30)

Since the first term in Eq. (D.30) is associated with the berry connectionAn(k) = i ⟨unk |∇k|unk⟩,
therefore we set the term to zero. we have

iℏċ
vk⃗

= −i e
m

· E⃗(t)c
ck⃗
e

− 1
ℏ

∫ t
dt′
{
ϵ

c,K⃗(t′)−ϵ
v,K⃗(t′)

} ⟨uS
cK⃗(t)(r⃗)| P⃗ |uS

vK⃗(t)(r⃗)⟩

(ϵvK⃗(t) − ϵcK⃗(t))
(D.31)
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D Derivation of The Parabolic Two Band Model

where,
P⃗vc,K⃗(t) = ⟨uS

cK⃗(t)(r⃗)| P⃗ |uS
vK⃗(t)(r⃗)⟩ (D.32)

is the matrix element of the static basis and Eq. (D.31) reduces to

iℏċ
vk⃗

= −ic
ck⃗

P⃗vc,K⃗(t)
(ϵvK⃗(t) − ϵcK⃗(t))

e

m
· E⃗(t) e

− 1
ℏ

∫ t
dt′
{
ϵ

c,K⃗(t′)−ϵ
v,K⃗(t′)

}
(D.33)

Similarly, multiplying Eq. (D.15) by ⟨uS
cK⃗(t)(r⃗)| and performing the same algebra, one will obtain

the equation of motion for

iℏċ
ck⃗

= ic
vk⃗

P⃗cv,K⃗(t)
(ϵvK⃗(t) − ϵcK⃗(t))

e

m
· E⃗(t) e

− 1
ℏ

∫ t
dt′
{
ϵ

c,K⃗(t′)−ϵ
v,K⃗(t′)

}
(D.34)

To determine the correct choice of these eigenstates, we rewrite the Eq. (D.18) and (D.15) in
matrix form

iℏ
d

dt

(
c
vk⃗

(t)
c
ck⃗

(t)

)
=

 0 h
vc,⃗k

(t)
h∗
vc,⃗k

(t) 0

( c
vk⃗

(t)
c
ck⃗

(t)

)
(D.35)

where the off diagonal matrix element is given by

h
vc,⃗k

(t) = −i
p⃗vc,K⃗(t)

ϵv,K⃗(t) − ϵc,K⃗(t)
· e
m
E⃗(t)e

− 1
ℏ

∫ t
dt′
{
ϵ

c,K⃗(t′)−ϵ
v,K⃗(t′)

}
(D.36)

and the matrix element is thus

p⃗vc,K⃗(t) =
∫

Ω
dr⃗uS,∗

vK⃗(t)
(r⃗)p⃗uS

cK⃗(t)(r⃗), (D.37)

where Ω is a volume of the unit-cell. The parabolic bands can be described by the following
shapes

ϵ
v,⃗k

= − k⃗2

2mv
,

ϵ
c,⃗k

= ϵg + k⃗2

2mc
,

(D.38)

where ϵg is the band gap, and mv/mc are effective masses for valence and conduction bands
respectively

p⃗vc,K⃗(t) = p⃗vc (D.39)

D.1 Time Dependent Current

Current is a spatial integral quantity, the contributions from both states is identical, therefore
the total current induced by the laser field is therefore computed by

J(t) = −iℏ
m

[u∗
k(r⃗, t)∇uk(r⃗, t)] (D.40)

148



D.1 Time Dependent Current

uk(r⃗, t) is defined in Eq. (D.6), hence we can express it as

uk(r⃗, t) = c
vk⃗

(t)e− i
ℏ

∫ t
dt′ϵ

vK⃗(t′)uS
vK⃗(t)(r⃗) + c

ck⃗
(t)e− i

ℏ

∫ t
dt′ϵ

cK⃗(t′)uS
cK⃗(t)(r⃗) (D.41)

it complex conjugate is given by

u∗
k(r⃗, t) = c∗

vk⃗
(t)e

i
ℏ

∫ t
dt′ϵ

vK⃗(t′)u∗S
cK⃗(t)(r⃗) + c∗

ck⃗
(t)e

i
ℏ

∫ t
dt′ϵ

cK⃗(t′)u∗S
cK⃗(t)(r⃗) (D.42)

Expanding Eq. (D.40), we have

J(t) = 1
m

[u∗
k(r⃗, t)(−iℏ∇)uk(r⃗, t)] (D.43)

But p⃗ = −iℏ∇, therefore the electric current averaged over the unit cell is given by

J(t) = 1
m

· 1
V

∫
V
dk⃗

∫
dr⃗ [u∗

k(r⃗, t)p⃗uk(r⃗, t)] (D.44)

and substituting Eq. (D.41), Eq. (D.42), into Eq. (D.44) we obtain

J(t) = 1
m

· 1
V

∫
V
dk⃗

∫
dr⃗

[(
c∗
vk⃗

(t)e
i
ℏ

∫ t
dt′ϵ

vK⃗(t′)u∗S
vK⃗(t)(r⃗) + c∗

ck⃗
(t)e

i
ℏ

∫ t
dt′ϵ

cK⃗(t′)u∗S
cK⃗(t)(r⃗)

)
(
c
vk⃗

(t)e− i
ℏ

∫ t
dt′ϵ

vK⃗(t′)uS
vK⃗(t)(r⃗)p⃗+ c

ck⃗
(t)e− i

ℏ

∫ t
dt′ϵ

cK⃗(t′)uS
cK⃗(t)(r⃗)p⃗

)] (D.45)

Now, simplifying the equation we obtain

J(t) = 1
m

· 1
V

∫
V
dk⃗

∫
dr⃗

[(
c∗
vk⃗

(t)e
i
ℏ

∫ t
dt′ϵ

vK⃗(t′)u∗S
vK⃗(t)(r⃗) + c∗

ck⃗
(t)e

i
ℏ

∫ t
dt′ϵ

cK⃗(t′)u∗S
cK⃗(t)(r⃗)

)
(
c
vk⃗

(t)e− i
ℏ

∫ t
dt′ϵ

vK⃗(t′)uS
vK⃗(t)(r⃗)p⃗+ c

ck⃗
(t)e− i

ℏ

∫ t
dt′ϵ

cK⃗(t′)uS
cK⃗(t)(r⃗)p⃗

)] (D.46)

Expanding the above equation, we obtain

J(t) = 1
m

· 1
V

∫
V
dk⃗

∫
dr⃗

[(
c∗
vk⃗

(t)e
i
ℏ

∫ t
dt′ϵ

vK⃗(t′)u∗S
vK⃗(t)(r⃗)p⃗cvk⃗(t)e

− i
ℏ

∫ t
dt′ϵ

vK⃗(t′)uS
vK⃗(t)(r⃗)+

c∗
vk⃗

(t)e
i
ℏ

∫ t
dt′ϵ

vK⃗(t′)u∗S
vK⃗(t)(r⃗)p⃗cck⃗(t)e

− i
ℏ

∫ t
dt′ϵ

cK⃗(t′)uS
cK⃗(t)(r⃗)

)
+(

c∗
ck⃗

(t)e
i
ℏ

∫ t
dt′ϵ

cK⃗(t′)u∗S
cK⃗(t)(r⃗)p⃗cvk⃗(t)e

− i
ℏ

∫ t
dt′ϵ

vK⃗(t′)uS
vK⃗(t)(r⃗)+

c∗
ck⃗

(t)e
i
ℏ

∫ t
dt′ϵ

cK⃗(t′)u∗S
cK⃗(t)(r⃗)p⃗cck⃗(t)e

− i
ℏ

∫ t
dt′ϵ

cK⃗(t′)uS
cK⃗(t)(r⃗)

)]
(D.47)
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D Derivation of The Parabolic Two Band Model

upon simplifying,

J(t) = 1
m

· 1
V

∫
V
dk⃗

∫
dr⃗

[
c∗
vk⃗

(t)c
vk⃗

(t)u∗S
vK⃗(t)(r⃗)p⃗u

S
vK⃗(t)(r⃗) + c∗

vk⃗
(t)c

ck⃗
(t)e

i
ℏ

∫ t
dt′
{
ϵ

c,K⃗(t′)−ϵ
v,K⃗(t′)

}
u∗S
vK⃗(t)(r⃗)

p⃗uS
cK⃗(t)(r⃗) + c∗

ck⃗
(t)c

vk⃗
(t)e

i
ℏ

∫ t
dt′
{
ϵ

c,K⃗(t′)−ϵ
v,K⃗(t′)

}
u∗S
cK⃗(t)(r⃗)p⃗u

S
vK⃗(t)(r⃗) + c∗

ck⃗
(t)c

ck⃗
(t)u∗S

cK⃗(t)(r⃗)p⃗u
S
cK⃗(t)(r⃗)

]
(D.48)

Now

J(t) = 1
m

· 1
V

∫
V
dk⃗

∫
dr⃗

[
|c
vk⃗

(t)|2u∗S
vK⃗(t)(r⃗)p⃗u

S
vK⃗(t)(r⃗) + c∗

vk⃗
(t)c

ck⃗
(t)e

i
ℏ

∫ t
dt′
{
ϵ

c,K⃗(t′)−ϵ
v,K⃗(t′)

}
u∗S
vK⃗(t)(r⃗)p⃗u

S
cK⃗(t)(r⃗)

+c∗
ck⃗

(t)c
ck⃗

(t)e
i
ℏ

∫ t
dt′
{
ϵ

v,K⃗(t′)−ϵ
v,K⃗(t′)

}
u∗S
cK⃗(t)(r⃗)p⃗u

S
vK⃗(t)(r⃗) + |c

ck⃗
(t)|2u∗S

cK⃗(t)(r⃗)p⃗u
S
cK⃗(t)(r⃗)

]
(D.49)

But |cbK⃗(t)|
2 = 1 and An(k) = i ⟨unk |∇k|unk⟩ = 0, then the above equation simplifies to,

J(t) = 1
m

· 1
V

∫
V
dk⃗

∫
dr⃗

[
c∗
vk⃗

(t)c
ck⃗

(t)e
i
ℏ

∫ t
dt′
{
ϵ

c,K⃗(t′)−ϵ
v,K⃗(t′)

}
u∗S
vK⃗(t)(r⃗)p⃗u

S
cK⃗(t)(r⃗) +

c∗
ck⃗

(t)c
vk⃗

(t)e
i
ℏ

∫ t
dt′
{
ϵ

v,K⃗(t′)−ϵ
v,K⃗(t′)

}
u∗S
cK⃗(t)(r⃗)p⃗u

S
vK⃗(t)(r⃗)

] (D.50)

J(t) = 1
m

· 1
V

∫
V
dk⃗

∫
dr⃗

(
2c∗
vk⃗

(t)c
ck⃗

(t)e
i
ℏ

∫ t
dt′
{
ϵ

c,K⃗(t′)−ϵ
v,K⃗(t′)

}
⟨uS
vK⃗(t)(r⃗)| p⃗ |uS

cK⃗(t)(r⃗)⟩
)

+ c.c.

(D.51)

Taking the complex conjugate of the second part of the above equation, one obtain

J(t) = 1
m

· 1
V

∫
V
dk⃗

∫
dr⃗

(
2c∗
vk⃗

(t)c
ck⃗

(t)e
i
ℏ

∫ t
dt′
{
ϵ

c,K⃗(t′)−ϵ
v,K⃗(t′)

}
⟨uS
vK⃗(t)(r⃗)| p⃗ |uS

cK⃗(t)(r⃗)⟩
)

+ c.c

(D.52)
Since the applied field is weak enough, we consider first order perturbation theory to the Electric
field, we also assume that c

vk⃗
= 1, meaning that the valence coefficient is always 1 and c

ck⃗
= δ

that is some constant for the conduction states. From Eq. (D.36), applying the first order
perturbation, then we can express the constant coefficient in the equation as,

c
ck⃗

= e

m
· E0

1
ℏ

|pvc|
(ϵ
c,⃗k

− ϵ
v,⃗k

) (D.53)

Substituting Eq. (D.53) into Eq. (D.52), we obtain

J(t) = e

m
· 2E0

(2π)3

∫
dk⃗

(
1
ℏ

|pvc|
(ϵ
c,⃗k

− ϵ
v,⃗k

)e
i
ℏ

∫ t
dt′
{
ϵ

c,K⃗(t′)−ϵ
v,K⃗(t′)

}
⟨uS
vK⃗(t)(r⃗)| p⃗ |uS

cK⃗(t)(r⃗)⟩
)

+ c.c

(D.54)
But ⟨uS

vK⃗(t)(r⃗)| p⃗ |uS
cK⃗(t)(r⃗)⟩ = pvc. if the impulsive distortion is applied at time T which is the
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D.2 Static Dielectric Function

central time of the pulse along the z-direction, then the current density can be described as

Jz(t > T ) = e

m
· 2E0

(2π)3

∫
dk⃗

1
ℏ

|pvc|2

(ϵ
c,⃗k

− ϵ
v,⃗k

)e
i
ℏ

∫ t

T
dt′
{
ϵ

c,k⃗
−ϵ

v,k⃗

}
+ c.c. (D.55)

To calculate the optical conductivity, we first calculate the Fourier transform of the current
density and damp it. The Fourier transform of the current is given by

Jz(w) =
∫ ∞

T
Jz(t > T )eiωt−γtdt (D.56)

Jz(w) = e

m
· 2E0

(2π)3

∫
dk⃗

1
ℏ

|pvc|2

(ϵ
c,⃗k

− ϵ
v,⃗k

)

∫ ∞

T
dt e

i
ℏ

∫ t

T
dt′
{
ϵ

c,k⃗
−ϵ

v,k⃗

}
eiωt−γt + c.c. (D.57)

D.2 Static Dielectric Function

The electron dynamics is considered under a weak perturbing electric field E⃗(t).

E⃗(t) = E0e⃗zδ(t− T ), (D.58)

We evaluate the Fourier transform of the perturbing field as,

Ez(w) =
∫ ∞

t=−∞
dt E⃗(t)eiωt−γt (D.59)

substituting Eq. (D.58) into Eq. (D.59) we obtain,

Ez(w) =
∫ ∞

t=−∞
dt E0e⃗zδ(t− T )eiωt−γt (D.60)

and then
Ez(w) = E0e

iωT−γT (D.61)

The dielectric function is given by

ℑ[ϵ(ω)] = 4π
ω

ℜ[σ(ω)] = 4π
ω

ℜ
[
Jz(ω)
Ez(ω)

]
(D.62)

Then,

ℑ[ϵ(ω)] = 4π
ω

ℜ


e2

m2 · 2E0
(2π)3

∫
dk⃗ 1

ℏ
|pvc|2

(ϵ
c,k⃗

−ϵ
v,k⃗

)
∫∞
T dt e

i
ℏ

∫ t

T
dt′
{
ϵ

c,k⃗
−ϵ

v,k⃗

}
eiωt−γt

E0eiωT−γT

 (D.63)
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D Derivation of The Parabolic Two Band Model

then,

ℑ[ϵ(ω)] = 4π
ω

e2

m2 · 1
(2π)3 ℜ

[∫
dk⃗

1
ℏ

|pvc|2

(ϵ
c,⃗k

− ϵ
v,⃗k

)

∫ ∞

T
dt e

i
ℏ

∫ t

T
dt′
{
ϵ

c,k⃗
−ϵ

v,k⃗

}
eiω(t−T )e−γ(t−T )

]
(D.64)

Simplifying, we obtain,

ℑ[ϵ(ω)] = 4π
ω

e2

m2 · 1
(2π)3 ℜ

[∫
dk⃗

1
ℏ

|pvc|2

(ϵ
c,⃗k

− ϵ
v,⃗k

)

∫ ∞

T
dt e

i(t−T )
ℏ

∫ t

T
dt′
{
ϵ

c,k⃗
−ϵ

v,k⃗
+ℏω

}
e−γ(t−T )

]
(D.65)

The integral over time may be evaluated exactly to yield,

ℑ[ϵ(ω)] = 4π
ω

e2

m2 · 1
(2π)3 ℜ

[∫
dk⃗

1
ℏ

|pvc|2

(ϵ
c,⃗k

− ϵ
v,⃗k

)
iℏ

(ϵ
c,⃗k

− ϵ
v,⃗k

+ iℏγ − ℏω)

]
(D.66)

Taking the limit as γ → 0+, and applying the mathematical identity,

lim
γ→0+

1
x2 + γ2 = lim

γ→0+

1
i

[ 1
x− iγ

− 1
x+ iγ

]
= 2πδ(x)

one obtains

ℑ[ϵ(ω)](ω) =
(2πe
mω

)2 1
(2π)3

∫
dk⃗
∣∣∣pvc,⃗k∣∣∣2 δ (ϵc,⃗k − ϵ

v,⃗k
− ℏω

)
(D.67)

Equation (D.67) is an equation for the imaginary part of the dielectric function, which describes
the absorption of electromagnetic waves by a material. The dielectric function is a complex
quantity that depends on the frequency of the electromagnetic wave, and is related to the
material’s ability to polarize in response to an applied electric field. The dielectric function is
given by,

ℑϵ(ω) = 4πσ(ω)
ω

(D.68)

form which we extract the conductivity to be

σ(ω) =
(
πe2

m2ω

)
1

(2π)3

∫
dk⃗
∣∣∣pvc,⃗k∣∣∣2 δ (ϵc,⃗k − ϵ

v,⃗k
− ℏω

)
(D.69)
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E | Numerical Methods to solve TDKS

The TDKS with Bloch orbitals to describe the electron dynamics can be expressed as

iℏ
∂

∂t
ubk(r, t) = ĥKS,k(t)ubk(r, t) (E.1)

where ĥKS,k(t) is the one body Hamiltonian which is give by

ĥKS,k(t) = 1
2(p + k + A(t))2 + e−i(A(t)+k)ṙvione

i(A(t)+k)ṙ + vH(r, t) + vxc(r, t) (E.2)

where the terms in the Hamiltonian have their usual meanings.

Electron dynamics can be calculated by solving Eq. (E.2) in real time and real space. One
technique used in solving the equation is the Real-space grid representation [190, 196, 198, 259,
260] while the other is the orbital basis expansion.

E.0.1 Real-space representation

In real-space representation, Eq. (E.1) can be expressed in a matrix form where the equation
can be discretized using uniform grids in the three dimensional (3D) Cartesian coordinates. The
Bloch functions can be expressed as

ubk(r, t) = ubk(rj , t) (E.3)

where j is an integer that represents a number of spatial grids in the unit cell. In this context,
the unit cell is considered to be discretized into Ng grid of points. This representation is simple
and intuitive, but it is considered to be computationally expensive and demands large resources
for performing lengthy simulations.

In this representation, the 3D grid representation is converted into a dense matrix, suppose
one considers an operator Ô that acts on the Bloch orbitals ubk(r, t), one can express the matrix
in the following way,

[Ôubk(r, t)]r=ri =
Ng∑
j=1

Oijubk(rj , t) (E.4)

Here Oij is the matrix representation of the general operator Ô in the grid representation. The
Kohn-sham Hamiltonian E.2 in the grid representation can be generally expressed as

[
ĥKS,k(t)

]
ij

= − Cij
2 +

gij
i

· (k + A(t)) + e−iA(t)·rivion,ije
iA(t)·rj

+ δij

[1
2(k + A(t))2 + vH (rj , t) + vxc (rj , t)

]
,

(E.5)
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where Cij and gij are coefficients gotten from the finite difference operation on the Laplacian
∇2 and the gradient ∇, respectively. Since the Hamiltonian E.5 is considered to be a sparse
Hermitian matrix [261] in real-space grid representation, the coefficients Cij and gij can also
be chosen to be sparse matrices. Finally, one can efficiently time-propagate the Hamiltonian to
obtain dynamics for different quantum systems.

As stated earlier, the real-space grid representation is straightforward and has the capability
to properly describe complex electron dynamics due to the larger number of grid points, this
allows the capture of highly complex wavefunctions. Similarly, to make calculations more effi-
cient and effective, by the increase in number of grid points and reducing the spacing, one can
immediately improve the quality of the representation. Due to this improvements, there is a
high cost of computations due to the large number of degree of freedom. This computational
cost is more pronounced especially when the dynamics of core-levels plays a critical role in the
simulations, thus making it more difficult due to the huge computational cost since very fine
grid spacing and computer nodes are required as highlighted in 7. Due to all these complexities,
an alternative method or technique can be used to describe the electron dynamics numerically,
i.e by the use of the Basis expansion.

E.0.2 Basis expansion

In practice, the electron dynamics can be calculated by solving the TDKS using the real-space
representation and it provides a broader description of the electron dynamics in solids, but
it requires huge and higher computational cost. Furthermore, to reduce the computational
cost of the simulation, the orbital basis expansion is required. In this way, one adopt a set
of eigenstates of the static Kohn-sham Hamiltonian as basis set to express the time-dependent
orbital wavefunctions. The eigenstates are defined as

ĥku
S
bk(r) = ϵbku

S
bk(r) (E.6)

where uSbk(r) are the Bloch eigenstates, b is the band index, with the corresponding eigenvalues
been ϵbk. The Bloch orbitals can be expanded in terms of the eigenstates at a fixed k-point

ubk(r, t) =
Nmax∑
b′=1

CSbb′k(t)uSb′k(r) (E.7)

where CSbb′k(t) is a time-dependent coefficient for the expansion for the fixed k-point, Nmax are
eigenstates which includes the lowest eigenstates. The eigenstates uSb′k(r) are considered to be
a complete basis set, therefore the expansion of Eq. (E.7) gives the exact description of the
time-dependent Kohn-Sham orbitals in the long basis limit i.e (Nmax → ∞). Even though it has
been shown that this technique for a single k-point tends to show very slow convergence for the
description of the electron dynamics as demonstrated in this article by [199] but has proven to
improve numerical accuracy and reduce computational cost. The origin of the slow convergence
of Eq (E.7) was due to lack of proper description of laser-induced intraband transition. As
described in section 4, two kinds of transition can be induced by the laser field in solids: the
interband transition and the intraband transition. It can be seen that Eq (E.7) can only induce
interband transitions since the Bloch orbitals only contains eigenstates in different bands. For
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the intraband transition to occur, a momentum shoft to the Bloch orbitals is required with
the application of the applied laser field i.e uSbk(r) → uSb,k+A(t)(r). In order to achive a faster
convergence, one needs to include the intraband transitions, and this will require the summation
of many eigenstates linearly as well as adding the eigenstates whose momentum are shifted by
the application of the laser field. Thus, this results in

ubk(r, t) =
Nmax∑
b′=1

CSbb′k(t)uSb′k(r) +
Nshift∑
n=1

Nn,max∑
b′=1

Cbkb′∆kn(t)uSb′k+∆kn
(r), (E.8)

Here Nshift describes the number of shifted k-points, ∆kn described the size of the shift and
Cbkb′∆kn(t) are the time-dependent coefficient of expansion. To efficiently describe the intraband
transitions induced by the vector potential A(t), one has to carefully choose the values of k and
∆kn.

Equation (E.8) effectively describes both interband and intraband transitions. Specifically,
the first term properly describes the interband transitions, while the second term aptly char-
acterizes intraband transitions induced by the applied field. This approach not only resolves
convergence issues but also reduces computational cost, thereby enhancing efficiency of the cal-
culations.
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F | List of Codes used during this work
and Examples of Input files

1. Octopus (real-time real space code) [193]

2. Quantum Espresso [262]

3. Two band model https://github.com/shunsuke-sato/two_band_model

Example of Octopus input file to perform time-dependent calculations after a ground state
(gs) DFT calculation. The gs calculation is performed to obtain a set of Kohn-Sham orbitals.
Then subsequently, the time propagation via the TDKS is performed to obtain the required
observables.

###################################
# calculation mode parameters:
CalculationMode =td
Dimensions = 3
ExperimentalFeatures = yes
FromScratch = yes
Debug = trace
RestartWriteInterval= 1000

%RestartOptions
restart_gs |"/ptmp/mlawan/linear_pump_monolayer_hBN_TAS/hBN_gs/restart"

%

# run paralelization parameters:
ParStates = auto
pardomains = no
parKPoints = auto

#ConvForce = 1e-5
# initial guess parameters:
LCAOStart = lcao_states

PseudopotentialSet = hgh_lda
SpinComponents = unpolarized

# grid parameters:
PeriodicDimensions = 2
Spacing = 0.36 # dx | dy
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BoxShape = parallelepiped
a_par = 4.7621094
Lz = 50 # the nonperiodic z vaccuum.

%LatticeParameters
a_par | a_par | Lz

%

%LatticeVectors
1 | 0 | 0.
-1/2 | sqrt(3)/2 | 0.
0. | 0. | 1.

%

% ReducedCoordinates
"N" | 0 | 0 | 0 | no
"B" | 1/3 | 2/3 | 0 | no

%

KPointsUseSymmetries = no

nk = 36
nkz = 1
%KPointsGrid
nk | nk | nkz
0.0 | 0.0 | 0.0

%

# TD run parameters:
# propagator and propagation details:
TDPropagator = aetrs
TDExponentialMethod = lanczos
TDEXPOrder = 16
MoveIons = no
TDFreezeHXC = no

# Absorber details (for the nonperiodic z-axis):
wid = 40 # width of absorber counted from Lz down.
Lmin = Lz - wid
AbsorbingBoundaries = cap
ABCapHeight = -1.0
%ABShape
Lmin | Lz | "abs(z)"

%

#probe parameters
#----------------------------------------------------------
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aa = 8e-4 #amplitude
tau = 0 #delay
#---------------------------------------------------------

%TDExternalFields
vector_potential | 1 | 0 | 0 | 0 | "step"

%

%TDFunctions
"step" | tdf_from_expr | ’aa*step(t - tau)’

%

tf = 10*fs
dt = 0.08

PropagationSpectrumDampFactor = 0.25*eV
PropagationSpectrumDampMode = exponential
TDPropagationTime = tf + tau #total propagation time.
TDTimeStep = dt
GaugeFieldDelay = tau

#------------td_outputs---------
%TDOutput
laser
total_current
energy

%
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Another example of octopus input file used to perform all electron calculation. This input can
be used to obtain the Boron K-edge.

CalculationMode =td
FromScratch = yes
ExperimentalFeatures = yes
Debug = trace
RestartWriteInterval= 1000
StatesPack = yes

PeriodicDimensions = 3
%RestartOptions

restart_gs |"/ptmp/mlawan/hBN_gs/restart"
%

%Spacing
4.736012336/(3*7) | 4.736012336/(3*7) | 14.564118194/(2*37)

%

BoxShape = parallelepiped

a = 4.736012336 #2.5062A
c = 14.564118194 #7.707A

%LatticeParameters
a | a | c

%

PseudopotentialSet=hgh_lda
LCAOStart = lcao_full

%LatticeVectors
1/2 | sqrt(3)/2 | 0.
-1/2 | sqrt(3)/2 | 0.
0. | 0. | 1
%

%ReducedCoordinates
’B_spec’ | 0. | 0. | 0.
’B’ | 1/3 | 1/3 | 1/2
’N’ | 1/3 | 1/3 | 0.
’N’ | 0. | 0. | 1/2
%

%Species
’B_spec’ | species_full_delta | valence | 5
%
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%KPointsGrid
9 | 9 | 3

%
%SymmetryBreakDir

1 | 0 | 0
%

ConvRelDens = 1.e-8
KPointsUseSymmetries =yes

#----------------------------------------------------------
#probe parameters
#----------------------------------------------------------
aa = 8e-4 #amplitude
tau =0
fs = 41.341374575751
#---------------------------------------------------------

%tdexternalfields
vector_potential | 1 | 0 | 0 | 0 | "step"

%

%tdfunctions
"step" | tdf_from_expr | ’aa*step(t-tau)’

%

tf = 10*fs
dt = 0.01

propagationspectrumdampfactor = 0.25*ev
propagationspectrumdampmode = exponential
tdpropagator = aetrs
tdtimestep = dt
tdpropagationtime = tf + tau
gaugefielddelay = tau
propagationspectrummaxenergy= 250*ev

#----------------------------------------------------------
# td output
#----------------------------------------------------------
%tdoutput

energy
laser
total_current

%
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Example of Quantum Espresso input file to perform ground state calculation

&CONTROL
calculation = ’scf’
etot_conv_thr = 3.0000000000d-05
forc_conv_thr = 1.0000000000d-04
outdir = ’./out/’
prefix = ’mos2_mono’
pseudo_dir = ’../../pseudo/’
tprnfor = .true.
tstress = .true.
verbosity = ’high’

/
&SYSTEM

degauss = 1.4699723600d-02
ecutrho = 9.6000000000d+02
ecutwfc = 1.2000000000d+02
ibrav = 0
nat = 3
nosym = .false.
ntyp = 2
occupations = ’smearing’
smearing = ’gaussian’

/
&ELECTRONS

conv_thr = 6.0000000000d-8
electron_maxstep = 80
mixing_beta = 4.0000000000d-01

/
&IONS

ion_dynamics = ’bfgs’
/
ATOMIC_SPECIES
Mo 95.96 Mo.pz-hgh.UPF
S 32.065 S.pz-hgh.UPF
CELL_PARAMETERS (angstrom)

3.139599687 0.000000000 0.000000000
-1.569799843 2.718973086 -0.000000000
-0.000000000 -0.000000000 12.082283244

ATOMIC_POSITIONS (crystal)
Mo 0.3333332538 0.6666665076 0.2500000000
S 0.6666666867 0.3333334329 0.3792739054
S 0.6666666867 0.3333334329 0.1207260648
K_POINTS automatic
12 12 1 0 0 0
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