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Chapter 1

Introduction

Although research in economics was once regarded as typically non-experimental,1 current

modern economic research frequently includes experiments as a well-established method

(Reuben et al., 2022). As with any other method, experimental research has advantages

as well as disadvantages, the most apparent advantage being a controlled environment,

which allows for strong causality claims, and the most prominent disadvantage being a

lack of external validity, which makes generalizations challenging. This dissertation em-

ploys experiments and leverages the strengths of such methods while maintaining critical

awareness of their limitations. Through the lens of experimental methods, it provides

novel insights into (behavioral) economic concepts of trust, generosity, belief formation,

and advice taking. The underlying view of economics as a discipline in this dissertation

stands in the tradition of Richard Thaler who fundamentally shaped the modern under-

standing of behavioral economics by emphasizing the integration of psychological concepts

and stressing the importance of evidence-based methods (Thaler, 2016).

The essays in this dissertation are connected in three different ways. First, all three essays

use experimental methods. Chapter 2 reports on a lab-in-the-field experiment (Gneezy

and Imas, 2017) studying the behavior of German adolescents. Chapters 3 and 4 relate to

the use of online experiments with participants from the United Kingdom (chapter 3) and

the United States (chapter 4). Second, beliefs play a key role throughout the dissertation.

The formation of beliefs about the behavior of others is the central topic of chapter 3.
1As recently as 1985 Samuelson and Nordhaus wrote that “economists cannot perform the controlled

experiments of chemists or biologists” (Samuelson and Nordhaus, 1985, p. 8).
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CHAPTER 1. INTRODUCTION

In chapter 2 and 4, we analyze how much an individual trusts a person with whom they

have just discussed a potentially controversial topic (chapter 2) and how much a person is

willing to rely on advice provided by an algorithm (chapter 3). In both cases, underlying

beliefs (about the other person or the algorithm) are likely to play a key role. Third,

the dissertation gives different angles on collective decision-making in each of the three

essays. Chapter 2 examines the difference between making a decision alone and discussing

it with a peer. The setting in chapter 4 can be interpreted as a collective decision-making

situation involving a human and an automated agent, i.e., an algorithm, in which the

final authority to decide resides with the human. Chapter 3 implicitly touches on this

topic by addressing the formation of beliefs about others which can be considered the

basis for communication and cooperation. While all essays primarily address academic

economists, they also speak to scholars in other disciplines, most importantly in political

science (chapter 2), computer science (chapter 4), and social psychology (chapters 2, 3,

4).

Chapter 2 (co-authored with Hendrik Hüning and Lydia Mechtenberg) ex-

amines a debating process that precedes a collective decision. It is evident that the

statements made in such debates are at least partly determined by the desired outcomes.

However, the debaters’ suggestions might also be motivated by reputational concerns.

The arguments they articulate signal their personal attitudes, preferences, and beliefs.

Further, people exposed to arguments in favor of, say, pro-social behavior are more likely

to signal a high willingness to behave altruistically as well, thereby signaling conformity

to the preferences of the others. Subsequently, such dynamics can shape the collective

decision, e.g., through individuals’ commitment to their own expressed opinions. Our ex-

periment examines the role of such pre-vote deliberation in situations where members of

a privileged group of German school minors decide how much of their resources they will

transfer to a disadvantaged group, i.e., refugee minors. We focus on two related research

questions: First, how does the discussion on sharing funds with same-age refugees affect

generosity, i.e., the size of transfers? Second, how does this discussion affect trust between

the discussants?

2



CHAPTER 1. INTRODUCTION

We conduct a lab-in-the-field experiment with 488 school minors from 13 schools in Ger-

many, 96% of whom are natives. We randomly assign school minors into pairs to discuss

via chat how much of a windfall gain that would be part of their class fund to donate

to a charity supporting incoming refugee minors. Before and after the discussion and

collective decision on migrant aid the matched pairs play a trust game (Berg, Dickhaut,

and McCabe, 1995). In the control treatment, participants privately state and give rea-

sons for their individual preference regarding a decision on migrant aid, while the decision

itself remains collective. Our main finding is that the chat discussion about transferring

resources to refugees increases the size of the migrant aid by more than 14%. Further, the

chat discussion contains less negative sentiment and fewer expressed negative attitudes to-

ward refugees compared to the benchmark treatment with individual reasoning, i.e., some

negative attitudes are suppressed. Additionally, we find that the chat discussion does not

affect trust directly; but through changes in beliefs about the co-players’ attitudes toward

refugees. In other words, school minors who are perceived as refugee-friendly after the

discussion win increased trust from their chat partner.

The essay speaks to several strands of literature. First, it is related to the literature

covering social information on donation behavior (e.g., Frey and Meier, 2004; Martin and

Randal, 2008; Croson and Shang, 2008; Shang and Croson, 2009). Second, it is connected

to studies that treat generosity as a signal of trustworthiness (e.g., Gambetta and Przepi-

orka, 2014; Fehrler and Przepiorka, 2016). Third, it relates to contributions from other

disciplines on how expressing altruism can boost a person’s reputation (e.g., Wedekind

and Braithwaite, 2002; Bereczkei, Birkas, and Kerekes, 2010; Mokos and Scheuring, 2019).

None of the existing studies features an interactive chat as implemented in our work. This

innovation constitutes a richer setting than one finds in restricted communication and al-

lows us to consider different effects of direct social interaction between the decision-makers

in our study. This paper also contributes to the literature on economic experiments with

children and adolescents (for an overview, cf. Sutter, Zoller, and Glätzle-Rützler, 2019).

Chapter 3 focuses on the formation of beliefs about the behavior of others. It acknowl-

edges that beliefs are not always rational, but can be “motivated” in that they serve a

3



CHAPTER 1. INTRODUCTION

psychological function of maintaining a positive self-perception. In this sense, an individ-

ual’s beliefs about others can be driven by their own (past) behavior. The perceptions one

holds about others are fundamental, as they form the foundation for potential engagement

and cooperation with fellow humans. Specifically, this paper is concerned with whether

breaking a norm negatively affects what people think others would do in the same situa-

tion. In this study, the relevant social norm is that of acting honestly (Bicchieri, 2005).

I use an online experiment with a representative sample of the UK’s general population

(1201 participants). Following a novel experimental design, subjects are exposed to one

of two conditions. Lying is possible in both cases, but it is more tempting in one situation

than in the other. This study finds that if lying is more tempting, the proportion of

people who choose to lie increases. Importantly, subjects in this condition also hold more

pessimistic beliefs about other people. I include an additional treatment dimension, in

which subjects are not actively involved in the situation, i.e., they have no opportunity to

lie. Including the beliefs of these passive subjects in the analysis enables me to argue that

the differences in beliefs are not due to a rational anticipation of the incentive structure.

By establishing a novel way in which humans seek to rationalize past actions, this paper

contributes to the literature on motivated information processing and strategic belief ma-

nipulation (e.g., Ehrich and Irwin, 2005; Dana, Weber, and Kuang, 2007; Di Tella et al.,

2015; Ging-Jehli, Schneider, and Weber, 2020; Bicchieri, Dimant, and Sonderegger, 2023;

Mechtenberg et al., 2024). In my setting, participants justify past actions by adjusting

their beliefs about whether others conform to the relevant social norm in the same situ-

ation. The paper addresses the social norm of acting honestly and, hence, speaks to the

sizable literature on lying (for an overview, cf. Abeler, Nosenzo, and Raymond, 2019).

Chapter 4 (co-authored with John J. Horton and Johannes Walter) examines a

situation in which a human decision-maker is assisted by an algorithm. Such settings are

becoming increasingly common as is evident in areas as diverse as healthcare, the judiciary,

and e-commerce, where, respectively, physicians use algorithms to determine the most

suitable treatments for patients, judges rely on them to support sentencing decisions, and

4
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pricing managers utilize them to strategically set discounts for products. While existing

literature has established that humans react differently to human vs. algorithmic advice

(e.g., Dietvorst, Simmons, and Massey, 2015; Logg, Minson, and Moore, 2019; Prahl

and Van Swol, 2021; Sele and Chugunova, 2024), more research is required to better

understand the mechanics of human responses to algorithmic recommendations. Our

work contributes to this endeavor by focusing on two aspects: First, the study examines

informational resources that are designed to aid individuals in evaluating algorithmic

guidance, and second, it explores human reactions to varying algorithmic performance.

To address these questions, we conduct an online experiment involving 1565 participants

from the US. In the baseline treatment, subjects repeatedly perform an estimation task

and are provided with algorithmic guidance, all without them knowing what type of algo-

rithm is used and without receiving feedback. Our treatments introduce two interventions

aimed at enhancing the quality of human decisions when receiving algorithmic advice. In

the first intervention, we explain how the algorithm functions. We find that while this

intervention reduces adherence to the algorithmic advice, it does not improve decision-

making performance. In the second treatment, we disclose the correct answer to the task

after each round. This intervention reduces adherence to algorithmic advice and improves

human decision-making performance. Further, we investigate the extent to which indi-

viduals are capable of adjusting their assessment of an algorithm when the advice quality

varies due to external circumstances. We find some evidence that people adjust their

adherence depending on the quality of the algorithmic recommendations.

We contribute to the existing literature in two major ways. First, we test interventions

designed to improve people’s assessment of algorithmic advice. Importantly, our interven-

tions are informed by the existing literature on decision-making under risk. We introduce

the concept of learning through thought vs. experience to the literature on empirical

human-AI decision-making. In doing so, we bring more nuance to the debate on how peo-

ple learn about algorithms. This contribution speaks to the literature which empirically

explores how to calibrate trust in an algorithm (e.g., Yin et al., 2019; Zhang, Liao, and

Bellamy, 2020; Alufaisan et al., 2021; Park et al., 2019; Green and Chen, 2019).

5
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Second, we investigate the extent to which individuals can skillfully adjust their evalu-

ations of the algorithm in response to varying levels of advice quality. In this regard,

we contribute by showing that subjects do not necessarily abandon the algorithm after

having seen it make poor predictions. Rather, if the low-quality advice is caused by the

algorithm being inappropriate for a certain setting, humans will continue to use it un-

der different circumstances. These results contribute to the literature on how humans

react to algorithmic mistakes, including the seminal paper by Dietvorst, Simmons, and

Massey (2015) and subsequent related studies (e.g., Prahl and Van Swol, 2017; Dietvorst,

Simmons, and Massey, 2018; Zhang and Gosline, 2022).

Jointly, the three experimental essays shed light on the different roles that fellow humans

and non-human agents play in economic decision-making. The combined work also pro-

vides new insights relevant to the understanding of collective decision-making. Chapter

2 examines the effects of debates among peers on generosity and trust. Chapter 3 shows

how norm-breaking can influence an individual’s view of others. Chapter 4 analyzes the

factors that contribute to the acceptance of algorithmic advice.
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Chapter 2

Migrant Aid - an Experiment on the Effects of

Online Debates

Authors: Jan Biermann, Hendrik Hüning and Lydia Mechtenberg

Abstract

In a lab-in-the-field experiment with 488 school minors from 13 schools, we randomly

assign school minors into pairs that discuss and decide how much of a common fund to

transfer to refugee minors. The discussion takes place in a digital chat environment. A

treatment without discussion serves as a benchmark. Before and after, pairs play a trust

game that allows us to measure changes in trust due to the discussion and collective

decision on the (experimental) migrant aid. We find that discussing the size of this

migrant aid increases transfers by more than 14%. Moreover, school minors that are

perceived as refugee-friendly after the discussion benefit from increased trust by their

chat-partner. Our results hold relevance for how social information affects migrant aid

and how the expressed willingness to support transfers to migrants serves as a signal of

trustworthiness.

Keywords: Communication, collective decisions, migrant aid, trust, text data, generosity

JEL: C93, D70, D83
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CHAPTER 2. MIGRANT AID - AN EXPERIMENT ON THE EFFECTS OF ONLINE DEBATES

2.1 Introduction

Rich countries often find themselves in a position where they must decide on transfers

to a disadvantaged external group or country. Examples include the global distribution

of COVID-19 vaccines (COVAX Initiative), resources for disaster relief, and transfers

to incoming migrants and refugees. In all of these examples, the final decision is not

simply an aggregation of individual preferences; rather, the debating process preceding

the decision-making plays a vital role. Within the last decade, social media have been

shaping such debates increasingly. Especially the younger generation engages in social

and political issues more often online than offline (Nelson, Lewis, and Lei 2017). Hence,

an increasingly large share of the population takes an active part in debates vital for

collective decision-making on how much of its resources a society is willing to transfer to

the disadvantaged that do not, or not yet, belong to it.

It is evident that the statements made in such debates are at least partly defined by

the desired outcomes, such as determining the extent of resource sharing. However, it is

important to note that the debaters’ suggestions may also be motivated by reputational

concerns. The arguments they communicate serve as signals of their personal attitudes,

preferences, and beliefs. For instance, being exposed to arguments in favor of sharing

resources graciously may make a person more likely to signal a high willingness to support

transfers, too, in order to signal conformity to the political and social preferences of others.

Importantly, such dynamics can shape the subsequent political support of transfers, e.g.,

due to a commitment to one’s own expressed opinions. Our paper examines the role of

such pre-vote deliberation in situations where members of a privileged group, i.e., German

school minors, decide how much of their resources to transfer to a disadvantaged group,

i.e., refugee minors.

In a lab-in-the-field experiment with 488 school minors from 13 schools in Germany, of

whom 96% are natives, we study two related questions: First, how does the discussion

on sharing funds with same-age refugees affect the size of transfers? Second, does this
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discussion on migrant aid affect trust between the discussants?

In our experiment, we randomly assign school minors into pairs of two to discuss via

chat how much of a windfall gain that would be part of their class fund to donate to a

charity supporting incoming refugee minors. Before and after the discussion and collective

decision on migrant aid the matched pairs play a trust game (Berg, Dickhaut, and McCabe

1995). This allows us to measure how trust changes due to the discussion and decision

about the migrant aid. In a benchmark treatment without the chat, participants state

their individual preference for a decision on migrant aid and reasons thereof privately,

while the decision itself remains collective. Mimicking the societal decision problem of

how much of their common resources to transfer, our subjects do not receive their earnings

as individual payouts; instead, the earnings are disbursed into a class fund of the respective

student. Importantly, since participants learn about the three components - trust game,

chat and vote on migrant aid, and another trust game - one at a time, they cannot act

strategically in one game to (potentially) benefit in a subsequent game.

Our main finding is that the chat discussion about transferring resources to refugees in-

creases the size of the migrant aid by more than 14%. Additionally, the chat discussion

contains less negative sentiment and fewer negative expressed attitudes towards refugees

compared to the benchmark treatment with individual reasoning, i.e., some negative atti-

tudes are suppressed. Moreover, we find that the chat discussion does not directly affect

trust but through changes in beliefs about the co-player’s attitudes towards refugees. In

other words: The more a participant updates their belief about their co-player’s attitudes

towards refugees, believing them to be more refugee-friendly than initially suspected, the

more trust increases.1

To our knowledge, this is the first paper that experimentally investigates the role of on-

line debates in shaping political support of migrant aid and trust among the debaters.

Our results on how online debates influence migrant aid contribute to a well-established

literature on the effects of social information on donation behavior (e.g., Frey and Meier
1This increase in trust is rational since, in our sample, positive attitudes towards refugees are positively

correlated with trustworthiness.
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2004, Martin and Randal 2008, Croson and Shang 2008, Shang and Croson 2009). While

most previous studies exogenously provide information about donations of others, the

chat implemented in our experiment allows us to study a richer setting in which social

information plays out to influence one’s decision on which size of migrant aid to support.

For instance, we find that the average first transfer suggestion in the chat is not statisti-

cally different from the average transfer of those participants who did not chat. Hence,

the final decision to transfer more than first suggested must be a result of a deliberation

process during the chat interaction rather than the fact of being matched with another

person.

Second, other than in the literature on donations, the decision on how much of a common

fund to share with a disadvantaged group is a collective decision in our setting. The paper

therefore bridges the gap between the literature on charitable giving and the literature on

collective decision-making and behavior toward other groups (e.g., Kranton et al. 2020).

Third, our results contribute to the literature on generosity and charitable giving as signals

of trustworthiness, cf. Gambetta and Przepiorka (2014) and Fehrler and Przepiorka

(2016). While the former study investigates the effect of natural versus strategic generosity

towards peers on trust among them, the latter studies generosity towards a charity and

its effect on trust among peers. Neither of these contributions, however, implements a

chat that allows investigating the social interaction itself that leads to those effects. The

implementation of the chat makes our experiment particularly suited to investigate the

effects of value-laden online debates.

Finally, our paper contributes more generally to the literature on the signaling effect

of altruism. Expressing altruism has been found to signal an individual’s willingness to

cooperate and can boost their reputation, e.g., within a community (Mokos and Scheuring

2019, Bhogal 2021). Further, literature has shown that it is not only altruism directed at

peers that increases one’s reputation, but also charitable giving (Bereczkei, Birkas, and

Kerekes 2010, Wedekind and Braithwaite 2002). This effect can be even stronger than

donations to peers (Milinski, Semmann, and Krambeck 2002). Therefore, the discussion
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on migrant aid in our experiment can be interpreted as an exercise in enhancing one’s

reputation. Those who express a greater willingness to support larger transfers benefit in

the subsequent trust game because they are perceived as more trustworthy. This is even

more telling as, in our setting, this cannot be the result of strategic behavior.

The remainder of this paper is structured as follows: Section 2 introduces our experimen-

tal design and procedures. While section 3 presents the data, our empirical results are

summarized in section 4. Section 5 provides a discussion of our findings in the light of

related literature as well as the study’s limitations. Section 6 concludes.

2.2 Experimental Design

We conducted our experiment with school minors during regular course hours in class-

rooms or computer rooms at our subjects’ schools. Since the experiment contained ac-

tivities such as online chatting and donating, which are part of real life, we considered a

natural environment appropriate.

The experiment was entirely computer-based. The program was designed using the soft-

ware oTree (Chen, Schonger, and Wickens 2016). At the beginning of each experimental

session, school minors were randomly matched into pairs of two, which remained fixed

throughout the experiment. We matched them across different classes or schools whenever

we could allocate the same time slot to two different classes or even schools (see Table 2.1

for details). Moreover, we told all our subjects that they might have been matched with a

school minor from a different class or even from a different school. Hence, we implemented

a stranger matching among peers.

The six stages of the experiment are illustrated in Figure 2.1: First, in stage 1, the

participants fill out a survey and watch one of three randomized videos intended to prime

them in their attitude toward refugee minors. Then, in stage 2, they play a trust game

with their matched co-player, to elicit basic trust toward the peer group. Afterwards, we

treat our participants: They either communicate with their co-player or take notes (stage
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3), both times on the pros and cons of donating to refugee minors. Next, in stage 4,

they take the collective donation decision, each of them stating their preferred size of the

migrant aid, followed by the computer randomly selecting one of the two. Finally, they

play the trust game again (stage 5). Thereby, we elicit how trust may have changed due

to what they have learned in the chat about the co-player’s refugee-friendliness. Finally,

they fill out a questionnaire. At the end of the experiment, we debrief our participants.

The debriefing explicitly addresses the video prime.

Our design allows us to study the young generation dealing with the collective decision

on how much of a common fund to share with a disadvantaged out-group. In particular,

it allows us to test how in-group deliberation affects both this decision and changes in

in-group trust.

2.2.1 Chat vs. Notes

In the two key stages (3 and 4) of our experiment, subject pairs are confronted with the

collective choice of a donation to refugee minors. Each pair receives a joint experimental

budget of 30 ECU (experimental currency units, called “Taler” in our experiment) as a

windfall gain. Next, subjects are asked: How much, if anything, of your common budget

do you want to donate to help minor unaccompanied refugees? Our participants have

the option to click on a link to get more information about the donation. The money

is donated to the project “Helping Refugee Children” by the organization “Deutsches

Kinderhilfswerk” which is a well-known charitable organization in Germany.

Our subjects prepare for this decision by either chatting with each other (in the chat

treatment) or by taking notes privately (in the notes treatment). In the former (Chat),

subjects discuss the donation decision with their random partner in an online environment

similar to WhatsApp; in the latter treatment (Notes), subjects take private notes in a

similarly designed textbox. Both the chat and the note-taking last for seven minutes.

Afterwards, both members of the matched pair enter their preferred donation into an

entry field. This is both costless and mandatory.
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The decision is implemented according to random dictatorship (Gibbard 1977): The pre-

ferred choice of one of the two co-players is randomly chosen and each choice has equal

probability. The selected amount is donated to refugee minors. The remaining share of

the joint experimental budget is equally split among the two co-players. By employing

random dictatorship, we ensure that the subjects face incentives to reveal their true pref-

erences rather than choosing strategically. The co-player’s preferred choice and the final

choice selection are revealed only at the very end of the experiment.

Survey I

ex-ante attitude toward refugees;
beliefs about co-player;
video prime

⇓

Trust Game I

trust; trustworthiness

⇓

Chat or Notes

sentiment; initial donation suggestions;
positive and negative statements on refugees

⇓

Voting

donation amount;
beliefs about co-
player

⇓

Trust Game II

trust; trustworthiness

⇓

Survey II

Figure 2.1 Stages of experiment including key variables
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2.2.2 Trust Games

Apart from testing the effect of deliberation on collective sharing decisions, we investi-

gate its potential effects on trust among the deliberating partners. For this purpose, we

implement one trust game directly before and another trust game directly after the chat,

respectively the notes stage. These trust games are in the spirit of Berg, Dickhaut, and

McCabe (1995): One of the two players is randomly assigned to receive an endowment of

10 ECU and chooses how much, if anything, of this amount to send to the other player.

The amount sent is tripled. The receiving player on their part decides how much, if any-

thing, of the amount received to send back. Every subject makes a decision as a trustor

(first mover) and ten decisions as a trustee (strategy method for the second mover, one

decision for every possible decision of the trustor) in every trust game stage. Hence, we

collect information on how much the trustee wants to send back given any hypothetical

amount the trustor can send (trustworthiness). Every subject is paid based either on their

decisions as a trustor or based on their decisions as a trustee, which is drawn randomly.

The results of all trust games are revealed only at the very end of the experiment. Subjects

do not know beforehand that the experiment contains a second trust game. Hence, we

can rule out that their behavior during the first trust game and in the chat is influenced

by the anticipation of the second trust game.

2.2.3 Attitudes and Beliefs

We elicit control variables in surveys directly before and after the experiment. Besides

standard demographic questions, we ask participants how pronounced their positive and

negative attitudes towards refugees are on a 5-point Likert scale ranging from very strongly

to weakly or not at all pronounced. Moreover, we ask participants how pronounced they

think the positive (negative) attitudes towards refugees of their co-player are. We elicit

these beliefs at the beginning and the end of our study and are therefore able to measure

the change in beliefs. Beliefs are incentivized such that a subject is rewarded a bonus of
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0.5 ECU if they guessed correctly (see appendix for details). Beliefs about the refugee-

friendliness of the co-player are important as potential mediators of trust between peers.

Furthermore, each participant is randomly assigned to one of three different videos on

refugee minors at school (positive, negative, or balanced) during the first survey. The

purpose of including these videos is to increase the heterogeneity of opinions as well as

provide diverse arguments to our subjects that they could use in the chat or in their notes,

depending on the treatment. The video primes have no significant effects, however.

2.2.4 Pay-offs and Recruitment

Pay-offs are determined with equal probability from the first trust game, the voting stage,

or the second trust game. If the voting stage is drawn, the amount that remains after

the donation is split equally between the two members of the respective pair. This pay-

off structure is explained to the subjects at the beginning of the experiment, while the

drawing takes place at the very end of the experiment. Participants are paid 0.6 Euro

for each ECU they have earned in the experiment. Importantly, a participant’s pay-off at

the end of the experiment is not paid to the participants individually, but into the class

fund. The class fund is a public good available to the class as a whole. Such resources are

typically used to finance cultural activities of the class. Hence, in the voting stage, the

participants make a decision between allocating resources to group insiders (class fund)

or to group outsiders (refugee charity).

For the experiment, we contacted 214 secondary schools from the states of Saxony, Berlin,

and Hamburg. In total, 16 schools agreed to collaborate with us, all located in Berlin

or Hamburg. Hence, we have a selected sample of schools open to collaboration with

researchers from Hamburg and to the topics of deliberation and refugees. School minors

with averse views on refugees are most likely under-sampled. We conducted our experi-

ment between December 2019 and March 2020 in thirteen of these schools. Four of those

are located in Berlin and nine are located in Hamburg. In March, we had to stop our
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fieldwork because of school closings due to the COVID-19 pandemic. For this reason, we

could not conduct our experiment in the remaining three schools. We only considered a

class if all pupils in it were at least fifteen years old; and we only accepted school minors

whose parents gave informed consent, in addition to theirs.

2.3 Data

Overall, 501 school minors participated in our experiment in 19 different sessions. As our

power calculation in the appendix reveals, this was the targeted quantity for our research

study. Due to technical malfunction, we had to dismiss data from 13 subjects, resulting

in 488 observations for our analysis. Table 2.1 presents some descriptive characteristics

of our sample. Subjects are between 15 and 21 years old, averaging 17 years; 56% of

subjects are female and one subject is diverse. From all participating school minors, 27%

went to schools in Berlin. Almost all subjects are born in Germany (96%). On average,

the trustors sent 5.52 Taler in trust game 1. On average, for each Taler their trustor

sent, trustees returned 1.25 Taler in trust game 1. Our measure for subjects’ general will-

ingness to donate is their individual donation to Médicins sans Frontières (MSF), which

we elicited in stage 1. It averages 10.11 Taler (6.06 Euro). An (incentivized) question

asked participants how much of 10 Euro they would donate to Médecins Sans Frontières

(MSF) if they were drawn as a winner of a lottery at the end of the session. The lottery

randomly picked one school minor in each session to win 10 additional Euro on top of

the final payoff. The maximum possible donation amount to refugee minors is 30 Taler

and the average donation is 20.28 Taler (see Figure 2.9 for the distribution per treat-

ment). Two-thirds of school minors are randomly assigned to the chat treatment and

one-third to the notes treatment. Table 2.1 also reveals that positive attitudes are more

pronounced than negative attitudes towards refugees. This allows for considerable hetero-

geneity between partners in how positive they feel toward refugees. Negative attitudes are

less prevalent, which allows for less heterogeneity in the intensity of negative attitudes.

These ex-ante attitudes are not different across treatments (MWU-test, p-values: 0.188
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and 0.663, respectively).

The two minors in each matched pair were either from two different schools (29% of

all pairs), from two different classes (28%), or from the same class (43%). However,

our instructions did not explicitly mention the three possibilities; we only informed our

participants that the partner could be from a different school. Our impression from the

interaction with the minors during the debriefing is that most participants believed to

have played the game with a partner from a different school.

Table 2.1 Summary statistics

Overall Notes Chat
Variable Mean Mean Mean St. Dev. Min Max

Age 17 16.99 17 0.91 15 21
Share female 0.56 0.56 0.56 0.50 0 1
Share school in Berlin 0.27 0.28 0.27 0.44 0 1
Share born in Germany 0.96 0.97 0.95 0.20 0 1
Household members 2.75 2.75 2.74 1.11 0 7
Pocket money (in Euro) 24.89 29.53 22.41 39.36 0 450
Share same class 0.43 0.39 0.46 0.50 0 1
Share same school different class 0.28 0.28 0.28 0.45 0 1
Share different school 0.29 0.33 0.27 0.45 0 1
Positive attitudes refugees 3.60 3.68 3.54 0.94 1 5
Negative attitudes refugees 2.14 2.16 2.13 0.96 1 5
Taler sent trust game 1 5.52 5.55 5.49 2.66 0 10
Taler sent trust game 2 5.75 5.83 5.71 2.93 0 10
Amount returned trust game 1 1.26 1.24 1.27 0.42 0 3
Amount returned trust game 2 1.25 1.23 1.27 0.43 0 3
Donation to MSF 10.11 10.52 9.86 6.67 0 16.67
Donation to refugees 20.28 18.64 21.19 8.86 0 30
Share positive video 0.34 0.32 0.35 0.47 0 1
Share negative video 0.33 0.32 0.32 0.47 0 1
Share balanced video 0.34 0.36 0.33 0.47 0 1
Share chat treatment 0.64 0 1 0.48 0 1
Pay-off (in Euro) 5.73 6.07 5.54 3.49 0 19

Notes: The number of observations is 488. The variables “Amount returned” correspond to
the amount of Taler sent back by the trustee for each Taler received. Reported amounts are in
Taler unless stated otherwise.
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2.4 Results

2.4.1 Chat Stimulates Donations

Our analysis reveals that participants in Chat show a significantly higher willingness to

donate to refugees, compared to participants in Notes. Results are summarized in the

right panel of Figure 2.2. While those in Chat donate on average 21.22 Euro, those in

Notes donate 18.59 Euro, a difference of more than 14% (MWU-test, p-values: 0.023).

As a robustness check, we also perform Tobit regressions with individual donations as the

dependent variable that find the same results, see appendix. We correct the p-values of

our direct treatment effects, namely the effect of Chat on donations, beliefs, and trust as

well as the effect of the video primes on donations for multiple hypotheses testing using

the Holm-method (Holm 1979).

Figure 2.2 First donation suggestions and final donations

In the following, we investigate three potential mechanisms: first, an a priori social norm

leading to higher willingness to donate even before the chat interaction started, second,

an opinion-expression norm causing higher donations because of the exchanged messages,

third, overly optimistic beliefs about partner’s refugee attitudes leading to higher dona-

tions.
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2.4.2 A Priori Social Norm

We explore whether the mere fact of coming into contact with another person during

the decision-making process influences the donation behavior. Engaging with a co-player,

as opposed to deciding individually, might potentially enhance generosity, regardless of

the specific content of the interaction. This would indicate a social norm to help the

disadvantaged which unfolds its effect even before the interaction starts. In the left panel

of Figure 2.2, we compare the very first offers of chat participants with the donation of

Notes participants. To obtain the first offer data, we manually label all messages in the

chat that contain a donation amount. Based on this, we label the first of such messages in

every chat as first offer. In total, in 156 of 157 chat groups a first suggestion of an amount

to donate was made. The average message number in which the first offer appears is 5.6,

indicating that these offers were made at the very beginning of the conversations. We

see that there is no difference between first offers under Chat and donations under Notes

(MWU-tests, p-values: 0.505), indicating that it must be the chat interaction itself that

convinced participants to donate more and not a social norm that was present already

before the chat interaction started.

2.4.3 Opinion-Expression Norm

An opinion-expression norm during the chat interaction may explain our finding of higher

donations to refugees in Chat. One potential norm is not to speak ill of a disadvantaged

group, i.e., the refugee minors. Such a norm could have a profound effect on our main

outcome variable, generosity towards refugees. While the channel in the former subsection

refers to changes in generosity due to a potential social norm activated by being in contact

with another subject, the channel in this subsection examines a social norm of speech,

which subsequently influences behavior.

We test whether participants with negative attitudes toward refugees refrain more strongly

from fully expressing these attitudes in Chat, compared to Notes. To this purpose, we
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have coders classifying each message in Chat and Notes as expressing either a positive,

negative, or neutral attitude toward refugees. Based on their coding, we construct two

measures that characterize how positive, respectively negative, a given participant writes

about refugees.

To be precise, two coders manually and independently labeled each text message from

both Notes and Chat as Pro or as Contra. We define Pro (Contra) in a broad sense. Each

message expressing a positive (negative) attitude, feeling, or opinion towards refugees is

labeled as Pro (Contra). Messages that argue in favor of donating more (less) are also

labeled as Pro (Contra). We argue that given the nature of our setting, the expressed

attitudes towards refugees and the expressed willingness to donate are inseparable. We

only used annotated messages where both coders agreed on the labeling and discarded

the rest. Krippendorff’s alpha for Pro and Contra are 0.8 and 0.69, indicating substantial

agreement among coders. We find that overall, 610 messages in Notes contain expressed

attitudes toward refugees; 419 (191) of those are positive (negative) attitudes. In Chat,

474 messages contain expressed attitudes, of which 373 (101) are positive (negative).

Using these annotated text data, we construct the following variables:

Positivityi =


P roi

P roi+Contrai
if Proi +Contrai > 0,

0 if Proi +Contrai = 0,

(2.1)

Negativityi =


Contrai

P roi+Contrai
if Proi +Contrai > 0,

0 if Proi +Contrai = 0,

(2.2)

where i is one chat interaction between two matched subjects or one individual note from

subjects in Notes. These variables capture the positive and negative attitudes toward

(donating to) refugee minors as expressed in Notes or in Chat. Spearman’s correlation

between Positivityi and Negativityi is -0.779, i.e., the two variables are not perfectly

correlated.

In the left panel of Figure 2.3, we can observe that positive attitudes expressed in Chat
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do not differ systematically from those expressed in Notes (MWU-test, p-value: 0.288).

Considering negative attitudes, however, the right panel of Figure 2.3 illustrates that,

on average, significantly fewer negative attitudes are expressed in Chat than in Notes

(MWU-test, p-value: 0.000).

Figure 2.3 Expressed attitudes towards refugees

Moreover, within Chat we find that heterogeneity in the number of positive messages

towards refugees is higher than those for negative messages. Figure 2.4 illustrates the

number of positive (negative) messages per participant. Almost 80% of participants did

not express negative attitudes towards refugees in the chat.

Figure 2.4 Number of positive/negative messages in the chat (x-axis) and share of subjects
expressing them (y-axis)

25



CHAPTER 2. MIGRANT AID - AN EXPERIMENT ON THE EFFECTS OF ONLINE DEBATES

Our finding that negative attitudes are expressed less often during the chat discussion is

corroborated by a simple sentiment analysis that measures the general tone of the chat

interaction or personal notes. We use the predefined dictionary for the German language

developed by Rauh (2018), that classifies words as positive, negative, or neutral. While

Remus, Quasthoff, and Heyer (2010) developed a dictionary that set the standard for

sentiment analysis for the German language, Rauh (2018) refines this measure by taking

into account the negation of words, that reverses the sentiment of an expression. Our

results, however, do not depend on the choice of the dictionary.2 We then calculate

positive (negative) sentiment as the number of positive (negative) words divided by all

words in a given chat group or note. Theoretically, these measures can range from -1 to

+1. However, naturally occurring language often produces values close to 0. Rauh (2018),

e.g., illustrates this by analyzing a sample of 1500 sentences from the German Parliament

and showing that 31.6% are classified as neutral. A sentiment of -0.1 can be interpreted

as a 10% overweight of negatively connoted language, suggesting a negative sentiment

prevailing in the corresponding chat group or note. Results, depicted in Figure 2.5, show

that Notes contains significantly more negative words than Chat and the latter contains

significantly more positive words (MWU-test, p-values: 0.000 and 0.000, respectively).

Figure 2.5 Sentiment - positivity and negativity by treatment

We interpret these findings as follows. Since ex-ante attitudes towards refugees do not
2Results using the Remus, Quasthoff, and Heyer (2010) measure are available upon request.
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differ across treatments, our text-data analysis suggests self-censorship in the chat treat-

ment: Subjects hold back some negative attitudes when communicating with another

subject. As a result, subjects are exposed to fewer anti-donation arguments and to an

overall donation-friendly communication. We argue that this is a potential channel ulti-

mately impacting behavior.

2.4.4 Overly Optimistic Beliefs About Partner’s Refugee Atti-

tudes

Communication and the opinion-expression norm may not only directly cause higher do-

nations, but also influence the beliefs about the partner’s attitudes towards refugees.

Overly optimistic beliefs could in turn increase donations, to match what the subject

believes to be the peer’s generosity. Figure 2.6 illustrates the (accuracy) of beliefs about

the partner’s attitudes towards refugees. It depicts the difference between a subject’s

incentivized belief about the partner’s attitudes that we elicited both before and after

treatment and the partner’s actual attitudes (Perceived−Actual). We see that belief er-

rors in all four cases are positive indicating that on average subjects believe their partners

to have more positive attitudes toward refugees than they actually have. Belief errors are

not significantly different across treatments, neither before nor after treatment (MWU-

test, p-values: 0.339 and 0.451, respectively). Hence, subjects in Chat do not seem to

learn significantly about the actual attitudes of their partners. In particular, they do not

tune down their excess optimism about their partners’ refugee-friendliness. This suggests

that the opinion-expression norm according to which subjects hold back some negative

attitudes toward refugees in the chat is successful in preserving this optimism.

The opinion-expression norm preserves (overly) optimistic beliefs about the chat part-

ner’s attitudes toward refugees. Since these attitudes and the willingness to donate are

correlated (Spearman’s correlation coefficient: 0.31), it is plausible to assume that the

chat also creates more optimistic beliefs about the partner’s willingness to donate. As

the existing literature demonstrates, such beliefs may directly stimulate generosity. For
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Figure 2.6 Belief error regarding chat-partner’s attitudes towards refugees

instance, Shang and Croson (2009) provide evidence that when individuals receive infor-

mation about others donating large amounts, they tend to increase their own donations.

We have discussed three channels through which communication might affect donations.

We do not find any evidence for a priori social image concerns. In other words, it is the

content of the interaction rather than the mere fact of being paired with a stranger that

drives donations. We have provided some evidence for how the chat is characterized by

an opinion-expression norm meaning that subjects hold back some negative arguments

and attitudes. This shields negative attitudes toward refugees from perception, thereby

creating a donation-friendly communication. Further, this norm is associated with overly

optimistic beliefs about the partners’ willingness to donate, which promotes donations.

Our work indicates how a social norm of speech (i.e., not to speak ill of refugees) can

translate into real behavior rather than being mere cheap talk.

Moreover, we find no effect of any of the video primes on donations to refugees. Average

donations for those that saw a positive, negative, and balanced video are 20.65, 20.32, and

19.86 Taler, respectively (MWU-tests, p-values: 0.99, 0.99, and 0.99). Thus, the videos

did not influence donation behavior.
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2.4.5 Indirect Effect of Chat on Trust

Besides our main finding that the chat interaction stimulates higher donations, we also

investigate the effect of the chat interaction on trust between the two chat participants

(i.e., trust towards the in-group). We define the change in trust as the difference in the

amount sent during the second trust game minus the amount sent in the first trust game

(denoted as ∆Trust). The distribution of ∆Trust, depicted in Figure 2.7, illustrates that

half of all subjects (244 subjects) change their level of trust towards the co-player in the

second trust game.

Figure 2.7 Distribution of ∆Trust

In Notes, such changes cannot be rationalized based on new information about the

matched partner. In Chat, by contrast, subjects have the opportunity to learn new in-

formation from their partner. In particular, they can learn about their partner’s attitude

toward refugees - if partners are at least partially open about their attitudes. Pre-vote de-

liberation may impact trust, as subjects could infer their partner’s trustworthiness based

on the arguments, opinions, and preferences presented. We, therefore, investigate if Chat

has a direct effect on trust and if there is an indirect effect via changes in beliefs about the

co-player’s refugee attitudes. Results of a parametric mediation analysis are summarized

in Figure 2.8.
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i’s Belief
Update

Chat/Notes Trust

α = 0.50∗∗∗ β = 0.132∗∗

Direct effect, γ = −0.134,
Indirect effect, α ∗β = 0.066∗∗

Figure 2.8 Chat affects trust indirectly through belief update

As the estimated coefficient γ shows, the chat interaction per se does not significantly

change a participant’s trust in their chat partners (γ=-0.134). However, the stronger par-

ticipants (positively) update their beliefs about the partners’ attitudes towards refugees,

the more they trust them.3 Being assigned to the Chat rather than to the Notes treatment

leads to a significant positive belief update by about half a Likert-scale point (α=0.50).

That belief update in turn leads to an increase in trust by β=0.132 ECU. While this effect

is rather small in size, it is a statistically significant indirect effect. The appendix presents

details about the methodology we used to identify the mediation effect and a sensitivity

analysis.

With regard to mediation analysis, Zhao, Lynch, and Chen (2010) clarify a common mis-

understanding: There is no need for a significant direct effect for an indirect effect to be

valid (cf. p. 199). The authors further classify different mediation types according to the

significance levels and signs of the coefficients α, β, and γ. Following their classification,

our results illustrated in Figure 2.8 are termed indirect-only mediation. As Zhao, Lynch,

and Chen (2010) write, this mediation type indicates evidence for the hypothesized media-

tor, i.e., chat communication affects trust through changes in beliefs about the co-players’

refugee attitudes, and other mediation effects are unlikely.

In sum, interacting in the chat, on average, causes a (positive) update in beliefs regarding

the co-player’s attitudes towards refugees. This belief update in turn makes participants

trust their co-player more.4

3Participant i’s belief update is defined as the difference between their belief (regarding the co-player’s
refugee attitudes) before and after the chat interaction (see appendix for details).

4This behavior is only rational if an individual’s refugee-friendliness functions as a credible signal
of trustworthiness towards the co-player. We do indeed find some evidence that this is the case. In
our sample, subjects expressing more negative attitudes towards refugees send back smaller amounts in
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2.5 Discussion

The paper’s finding that communication among peers increases donations relates to the

literature on how social information affects donation behavior and how this can be used

by fundraising campaigns to nudge people to contribute more (e.g., Frey and Meier 2004,

Martin and Randal 2008, Croson and Shang 2008, Shang and Croson 2009). The size of

our documented effect (about 14%) is quite similar to Shang and Croson (2009), who find

an effect of about 12% in their most effective condition. While most of this literature ex-

ogenously provides information on past behavior of other donors, in our setting, however,

donors communicate their donation intent directly via the chat interaction. With this

direct communication channel, they can also provide reasons for their donation decisions.

This allows us to study a richer setting in which social information affects donation be-

havior. Closest to our experimental setup is the work by Reyniers and Bhalla (2013) who

compare individual versus collective donation decisions in an offline survey experiment

and find that donations are higher in the collective treatment. In Reyniers and Bhalla

(2013) participants have the choice between five different charities, while our work does

not offer such a choice. Therefore, the discussions in our experiment focus on the pros and

cons of giving to that particular charity, not on preferences between charities. Moreover,

we use text-analysis methods to identify potential mechanisms that mediate the effect

that the discussion has on generosity.

Our paper also contributes to the discussion on the importance of trust in economic

decision-making and as a determinant of a country’s economic success.5 More specif-

ically, we contribute to the literature investigating generosity and charitable giving as

a signal of trustworthiness (Gambetta and Przepiorka 2014 and Fehrler and Przepiorka

2016). Gambetta and Przepiorka (2014) find that individuals who are more generous to-

the trust game. The correlation between an individual’s positive (negative) attitudes towards refugees
and their trustworthiness in the first trust game is 0.083 (-0.150). We investigate this more deeply by
regressing ∆Trustworthiness on an individual’s attitudes towards refugees (see appendix for details).

5This well-established literature includes: Fukuyama (1995); La Porta et al. (1997); Knack and Keefer
(1997); Leonardi, Nanetti, and Putnam (2001); Zak and Knack (2001); Guiso, Sapienza, and Zingales
(2004, 2008, 2009); Bloom, Sadun, and Van Reenen (2012); Algan and Cahuc (2014); Butler, Giuliano,
and Guiso (2016); Bolton and Chen (2018).
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wards the co-player in a dictator game are perceived as more trustworthy in a subsequent

trust game. In comparison, our work examines a setting in which generosity towards

an out-group (rather than towards the co-player) can potentially generate higher trust

towards the co-player. Fehrler and Przepiorka (2016) find that individuals who decide to

give to a charity are perceived as more trustworthy and are more often selected as inter-

action partners. Thus, charitable giving in this context is indeed perceived as a valuable

signal of trustworthiness. Complementing these studies, our paper highlights a specific

channel through which generosity affects being perceived as trustworthiness: A person

communicates their willingness to contribute to charity and their reasons for doing so.

This affects others’ beliefs about their attitudes toward a disadvantaged out-group. This,

in turn, leads to an increase in trust in that person.

The study’s limitations can be summarized as follows. The generalizability of the results

is restricted. Our sample is self-selected and relatively homogeneous, comprising school

minors from the two largest cities in Germany, mostly born in Germany, and from schools

that offer “Abitur” (the German education qualification that qualifies students for uni-

versity admission). In a more heterogeneous sample comprising a larger variety of school

types, the effects of communication might have been different. However, given our homo-

geneous social group, we find evidence that this group coordinates on a norm of opinion

expression that leads to higher donations.

2.6 Conclusion

Our study investigates the effects of in-group communication on generosity towards an

out-group. In our lab-in-the-field experiment involving school minors, communication

with a partner results in increased transfers to refugee minors. Further, we observe an

opinion-expression norm in the chat treatment, where participants withhold negative at-

titudes towards refugees. Subsequently, communication in our experiment creates overly

optimistic beliefs about the partner’s attitude toward refugees. We also document an in-

direct effect of the chat treatment on in-group trust. Our work shows how communication
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can influence real behavior rather than being mere cheap talk. It is crucial to note that the

emergence of communication dynamics, such as the opinion-expression norm in our study,

is highly context and topic-specific. Ultimately, our experimental insights contribute to

the existing literature on communication, generosity, and trust.
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Appendix A

Figure 2.9 Distribution of Donation to Refugees
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Appendix B

Table 2.2 Tobit regressions: donations

(1) (2) (3) (4)

Chat 3.232∗∗ 3.038∗∗ 3.814∗∗∗ 3.565∗∗∗

(1.446) (1.345) (1.259) (1.189)
Attitudes Refugees 1.877∗∗∗ 1.539∗∗∗

(0.305) (0.289)
Negative Video −0.105 −0.231

(1.312) (1.259)
Balanced Video −0.231 −0.137

(1.341) (1.233)
Female 3.126∗∗∗ 3.480∗∗∗

(1.175) (1.091)
Age 1.090∗ 0.962

(0.651) (0.731)
Born in Germany 3.843 2.926

(2.856) (2.492)
Pocket money −0.003 0.001

(0.013) (0.012)
Household members −0.286 −0.251

(0.448) (0.441)
Donation to MSF 0.546∗∗∗ 0.564∗∗∗

(0.085) (0.080)
December −0.325 −3.256

(1.691) (3.726)
Constant 21.030∗∗∗ 25.632∗∗∗ −21.923∗ −12.615

(1.110) (2.703) (11.909) (14.757)

School FE No Yes No Yes
Clustered SE Yes Yes Yes Yes
Obs. 487 487 482 482
Wald Test 6.645∗∗∗ 86.780∗∗∗ 129.196∗∗∗ 202.513∗∗∗

Notes: The table reports results of Tobit regressions with Donation to Refugees as the
dependent variable. Since many subjects donate the maximum amount of 30 (see Fig-
ure 2.9 in the appendix), we use Tobit regressions to estimate the effect of Chat on
the latent unrestricted donation. The variable Chat is a dummy equal to one for sub-
jects that chatted and zero otherwise. The variable Attitudes Refugees is a categorical
variable indicating positive/negative attitudes towards refugees. The variable Negative
Video (Balanced Video) are dummies that are equal to one for subjects that saw a neg-
ative (balanced) video about refugee minors and zero otherwise. The variable Female
is a dummy equal to one for female subjects and zero otherwise. The variable Age is
numeric ranging from 15 to 21. Born in Germany is a dummy that is equal to one
for subjects born in Germany and zero otherwise. Pocket money is numeric stating the
money subjects receive from their parents. The variable Household members indicates
a subject’s number of household members. The variable Donation to MSF indicates
a subject’s donation amount during the survey’s lottery for donating to MSF. Finally,
december is a dummy equal to one for sessions conducted in December and zero other-
wise. Standard errors clustered on the chat-group level are reported in parentheses. *
indicates significance at the 10% level, ** at the 5% level and *** at the 1% level.
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Appendix C

Instructions Chat and Notes We advice the subjects to start the discussion by writing

a few words about themselves (without revealing their identity). We expect this feature

to reduce social distance and to make constructive deliberation more likely. However, this

personal introduction can happen in any form and is not enforced by the experimenter

in any way. After this short introduction, we advise the subjects to concentrate the

discussion on the donation matter and voting decision. Furthermore, we ask the subjects

to provide arguments for or against donating to refugees. This allows us to analyze if

expressing opinions and arguments influences the deliberation and subsequently the vote

on transfers.

Constructing ∆Opinion co-player In the questionnaire, we ask participants to rate

the extent to which they think their co-players have positive (negative) attitudes toward

refugees. The answer options to this question are 1 = very strongly, rather strongly,

neither strongly nor weakly, rather weakly, 5 = weakly or not at all pronounced.

For our analysis, we combine the data from the two questions by first reversing the answers

for the question regarding positive attitudes (“1” is recoded as “5” etc.). We then add up

the answers regarding the positive attitudes (now reversed) and the answers regarding the

negative attitudes. We implement this for the answers before the chat and the answers

after the chat. Finally, we subtract the resulting value before the chat from the resulting

value after the chat to obtain ∆Opinion co-player. Figure 2.10 depicts its distribution

per treatment. ∆Opinion co-player ranges from -5 to 6.

Robustness analysis ∆Opinion co-player Our results remain unchanged if we consider

the positive attitudes instead of the combined measure: The average change is 0.058

in Notes and 0.323 in Chat (MWU-test: p-value=0.000). The same story holds for

negative attitudes instead of the combined measure: The average change is -0.092 in

Notes and 0.185 in Chat (MWU-test, p-value: 0.000). This impression is also confirmed
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Figure 2.10 Change in beliefs about co-player - distribution

when examining a Wilcoxon-signed-rank test for those who chatted in order to compare

the beliefs before and after the chat. The p-value is 0.000 for the positive as well as the

negative attitudes.

Appendix D

Ex-ante power calculation Before conducting our lab-in-the-field experiment in schools,

we perform the following power calculation in order to get an estimate for the efficient

sample size. We make the following assumptions about the minimum relevant distance

(MRD) between treatments and the common standard deviation (SD) of our outcome

variables across treatments.

First, we define the MRD between our treatments Chat and Notes that is economically

relevant. Our two outcome variables are (a) Donation to Refugees, where subjects can

donate between 0 and 30 ECU, and (b) ∆trust. The latter is defined as the difference in

ECU sent between the two trust games that are played. In each trust game, subjects can

send between 0 and 10 ECU to their co-player. In both cases, we want to detect an MRD of

at least 10% of the initial endowment between Chat and Notes. For Donation to Refugees,
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this means we want to detect at least a mean difference of 3 ECU between treatments.

For ∆trust, the MRD is 1 ECU. This corresponds to a real monetary difference of 1.80

and 0.60 Euro, respectively.

Second, we need an estimate for the common standard deviation (SD) of these outcome

variables across treatments. In both cases, we rely on the standard deviation of these

variables from our pilot study that we conducted with seventeen participants in the WISO

lab at the University of Hamburg. This results in estimates for the standard deviation

of 8.82 for Donation to Refugees and 2.67 for ∆trust. For comparison, the standard

deviations of Donation to Refugees and ∆trust in our final sample are 8.86 and 2.2,

indicating that our estimates from the pilot study were quite accurate. The effect size

(ES) is calculated as MRD/SD. Results are summarized in Table 2.3.

Table 2.3 Efficient sample size calculation

Outcome variable MRD Exp. SD ES Efficient sample size

Donation to Refugees 3 ECU 8.82 0.34 166
∆trust 1 ECU 2.67 0.37 141

Notes: The table displays the power calculation for our two outcome variables Donation to
Refugees and ∆trust. We assume a minimum relevant distance (MRD) of 10% (of the initial
endowment) between treatments, i.e., 3 ECU for Donation to Refugees and 1 ECU for ∆trust,
respectively. The expected standard deviations (SD) of the outcome variables are taken from
the pilot study. The effect size (ES) is MRD/SD. For the efficient sample size (per treatment),
we correct for two hypotheses being tested, i.e., the effect of Chat on Donation to Refugees and
∆trust.

The efficient sample size per treatment, i.e., for Chat and Notes, is 166 observations in

the case of Donation to Refugees and 141 observations in the case of ∆trust. We assume

a power of 0.8 (commonly used for field experiments) and an alpha of 0.05. We correct

alpha for two hypotheses we want to test, i.e., the effect of Chat on trust and donation

behavior. That means we divide alpha by two.

Overall, we conclude that for the MRD we want to detect, i.e., a 10% difference between

treatments, we need at least 166 observations per treatment, i.e., Chat and Notes. Since

observations in Chat are not independent due to interactions among two subjects, we plan

twice the minimal sample size of 166 observations for Chat. Overall, we plan a sample

size of 3∗166 = 498, i.e., approximately 500 observations.
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Appendix E

Causal mediation analysis In this section, we provide details on the causal medi-

ation analysis that tests for the potential causal effect of the chat treatment on trust

through changes in belief about the co-player’s refugee attitudes (for an illustration see

Figure 2.11). The corresponding variables of interest are: Chat and Notes as the treat-

ment variable, ∆Trust as the outcome variable of interest, and ∆Opinion co-player as the

mediator indicating how much an individual has changed their belief about the co-player’s

attitudes towards refugees.

∆Opinion co-player

Chat/Notes ∆Trust

Figure 2.11 Potential mediation - trust

We identify a causal mediation effect based on the following four assumptions: There must

not be confounders between treatment and outcome relationship (assumption 1), between

mediator and outcome relationship (assumption 2), or between treatment and mediator

relationship (assumption 3). In addition, there must not be confounders affected by the

treatment between mediator and outcome relationship (assumption 4). These assumptions

are also known as sequential ignorability or sequential independence assumptions (Huber

2020).

Assumptions 1 and 3 are met because our treatment is randomized. For Assumption 2

we have to consider all post-treatment potential confounders that may affect the path

from the mediator to the outcome. As individuals have the chance to update their be-

lief about their co-player’s attitudes towards refugees directly after the chat and this is

instantaneously followed by the second trust game, there is little reason to believe that

a post-treatment confounder would dilute the path from the treatment through the me-

diator on changes in trust. Similarly, assumption 4 is more plausible, the less time that
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has elapsed between the treatment and the mediator (VanderWeele 2016). In our case,

the question about the co-player’s attitudes towards refugees occurs directly after the

treatment, i.e., Chat/Notes. Under these sequential ignorability assumptions, a causal

mediation from the treatment to the outcome variable can be established.

In the following, we empirically investigate if such a mediation effect exists, using the

methods proposed in Imai, Keele, and Tingley (2010a) and Imai, Keele, and Tingley

(2010b). We use the mediation package in R (Tingley et al. 2014) to implement this

analysis. As a first step, we formulate the outcome and mediator model as

∆Trusti = ζ +γChati +β∆Opinion co-playeri + θXi + ϵi (2.3)

∆Opinion co-playeri = λ+αChati +ϕXi +ηi (2.4)

The variable Chati is equal to one if a subject was assigned to the chat treatment and zero

otherwise. The matrix Xi contains the following control variables: Female is a dummy

equal to one for female subjects and zero otherwise. Age is numeric ranging from 15 to 21.

Household members indicates a subject’s number of household members. Risk aversion

is a 5-point Likert scale reflecting subjects perceived risk attitudes. Lottery bet reflects a

subject’s risk attitudes by measuring their willingness to pay for a lottery ticket that has

a 50% chance of winning 300 Euro. The variable Sentiment co-player is the number of

positive words minus negative words normalized by the total amount of words written by

the co-player. Finally, School ID are dummy variables that are used as school fixed-effects.

Results of this mediation analysis are presented in Table 2.4. The ACME (Average causal

mediation effect) is significant. This means that the chat interaction exhibits a significant

indirect effect on ∆Trust via the mediator ∆Opinion co-player. The ADE (Average direct

effect), however, is not significant, i.e., there is no direct effect of the treatment on ∆Trust.

Thus, the chat interaction does not per se affect changes in trust among subjects but only

via the belief update about the co-player’s attitudes towards refugees.

Sensitivity analysis We perform a sensitivity analysis, which allows us to assess how
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Table 2.4 Causal mediation analysis

Effect Estimate CI lower CI upper p-value

ACME (α*β) 0.07 0.01 0.15 0.018∗∗

ADE (γ) -0.13 -0.55 0.27 0.578
Total Effect -0.07 -0.47 0.35 0.812
Prop. Mediated -0.97 -4.21 3.69 0.814

Notes: While ACME abbreviates Average Causal Mediation Effect, ADE abbre-
viates Average Direct Effect. Confidence intervals are obtained with a nonpara-
metric bootstrap using the percentile method. Sample size: 481 (7 subjects are
removed due to missing values in the control variables). Simulations: 1000. *
indicates significance at the 10% level, ** at the 5% level and *** at the 1%
level.

robust our indirect effect estimates are to violations in the sequential ignorability assump-

tions and how substantial a violation in the assumptions would have to be in order to

considerably alter our inferences about the indirect effect (ACME). The basic idea of the

sensitivity analysis is to study the correlation ρ of the errors of both models (ϵ and η).

Under sequential ignorability, ρ is equal to zero and thus the magnitude of this correlation

coefficient can represent the departure from the ignorability assumption. The correlation

ρ for our outcome- and mediator model is close to zero (1.5975 x e-16). Assuming that

the specifications of both models are correct, it seems there is no evidence for a viola-

tion of the assumptions. Results for potential departures of ρ and therefore violations of

sequential ignorability are summarized in Figure 2.12.

The figure displays the Average Causal Mediation Effect (ACME) as a function of ρ that

simulates potential violations of sequential ignorability. Only for ρ > 0.1, the ACME

would be zero or change its sign, i.e., our conclusions would not be valid. In other words,

the correlation of error terms between the outcome and mediator model would need to be

quite large in order to draw different conclusions about the mediation effect.

Appendix F

Attitudes towards refugees and ∆trustworthiness Columns 1, 3, and 5 in Table 2.5

show the effect of individual attitudes towards refugees on ∆trustworthiness without
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Figure 2.12 Sensitivity analysis

Table 2.5 Attitudes towards refugees and ∆trustworthiness

(1) (2) (3) (4) (5) (6)

Pos. attitude 0.046∗∗ 0.054∗∗

(0.023) (0.026)
Neg. attitude −0.061∗∗∗ −0.066∗∗∗

(0.022) (0.024)
Comb. attitudes 0.032∗∗∗ 0.036∗∗∗

(0.012) (0.014)
Constant 1.093∗∗∗ 1.153∗∗ 1.390∗∗∗ 1.420∗∗∗ 1.019∗∗∗ 1.034∗∗

(0.086) (0.489) (0.049) (0.460) (0.094) (0.492)

Obs. 488 485 488 485 488 485
Control Variables No Yes No Yes No Yes
School FE No Yes No Yes No Yes
R2 0.010 0.041 0.019 0.047 0.017 0.047
F Statistic 5.134∗∗ 0.994 9.580∗∗∗ 1.145 8.612∗∗∗ 1.150

Note: The table reports OLS regressions. ∆trustworthiness is the dependent variable and mea-
sures the difference between amount returned trust game 2 and amount returned trust game 1.
Pos. attitude (Neg. attitude) is an individual’s positive (negative) attitudes towards refugees
stated at the beginning of the survey. The variable Comb. attitude combines positive and nega-
tive attitudes to one measure. Control variables are the same as described in Table 2.2 . Standard
errors clustered on the chat-group level are reported in parentheses. * indicates significance at
the 10% level, ** at the 5% level and *** at the 1% level.
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control variables while columns 2, 4, and 6 add controls. The findings highlight that

∆trustworthiness increases (decreases) significantly with positive (negative) attitudes to-

wards refugees. With this analysis, we do not intend to suggest that there is a causal

relationship between refugee-friendliness and ∆trustworthiness. Nor do we want to gener-

alize this relationship beyond our sample. Importantly, generosity towards refugees comes

at the expense of the common class fund in our setting. However, these correlations illus-

trate that trusting a partner who has signaled to be refugee-friendly can be rationalized

in our experimental setting.

Appendix G

Experimental interfaces are available upon request.
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Chapter 3

Truth-telling and Wishful Thinking

Author: Jan Biermann

Abstract

This study examines how people strategically manipulate their own beliefs about other

people’s behavior. It investigates whether breaking an honesty norm negatively affects

what people think others would do in the same situation. I use a large-scale incentivized

online experiment with a representative sample of the UK’s general population. Following

a novel experimental design the study exposes subjects to one of two conditions. While

lying is possible in both cases, it is more tempting in one situation than in the other.

The study finds that if lying is more tempting, the proportion of people who choose to

lie increases. Importantly, subjects in this condition also hold more pessimistic beliefs

about what others would do in the same situation. I incorporate an additional treatment

dimension, in which subjects are not actively involved in the situation and, hence, don’t

have the opportunity to lie. Including the beliefs of these passive subjects in the analysis

enables me to argue that the difference in beliefs is not due to a rational anticipation of

the different incentive structures.

Keywords: Norm-following, lying, belief formation, motivated beliefs

JEL: C91, D91, D83, D84
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3.1 Introduction

Subjective beliefs play a key role in economic decision-making. Various trends in the

economics literature emphasize different facets of beliefs. Standard game theory fre-

quently assumes agents to be perfectly rational. Behavioral economics highlights the role

of heuristics and biases. The more recent literature on motivated beliefs (cf. Bénabou and

Tirole, 2016) stresses that beliefs fulfill psychological functions such as reducing anxiety

or maintaining self-esteem.

Prior research has demonstrated that individuals engage in self-serving belief manipulation

in a variety of domains, which include beliefs about the quality of goods and services

(Gneezy et al., 2020), an individual’s own ability (Zimmermann, 2020), the definition

of fairness (Konow, 2000), or whether a person’s behavior harms others (Grossman and

Van der Weele, 2017). An important, yet underexplored, context for self-serving belief

manipulation concerns the assessment of the norm compliance of one’s peers. In such

situations, people form beliefs about whether others would break a social norm if they

were to face the same temptation as those assessing.

One relevant strand of literature concerning the emergence of motivated beliefs in moral

settings is the literature on “motivated Bayesians.” Gino, Norton, and Weber (2016)

coined this term to describe how people process information in making moral decisions

when they employ predictable cognitive patterns aimed at maintaining their sense of

morality while simultaneously serving their self-interest. Bénabou and Tirole (2011) laid

the theoretical groundwork for this body of literature. In their model, behavior fulfills a

function of self-signaling according to which people draw inferences about their own moral

motivation based on actions they observe themselves taking.1 However, such self-signaling

poses a dilemma since individuals desire to take actions they prefer while maintaining a

positive self-image. One possibility of escaping this dilemma is to behave as a motivated

Bayesian.
1For related theoretical contributions see Bénabou and Tirole (2006) and Grossman and Van der Weele

(2017).
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A well-documented manifestation of biased information processing in this literature is

that of avoiding some information altogether.2 Numerous laboratory studies show that

individuals avoid information concerning the potentially adverse welfare consequences of

their self-interested decisions (Ehrich and Irwin, 2005; Dana, Weber, and Kuang, 2007;

Grossman and Van der Weele, 2017; Serra-Garcia and Szech, 2022).3 Two studies con-

tribute related field evidence: Andreoni, Rao, and Trachtman (2017) illustrate information

avoidance in the realm of charitable giving, whereas Mechtenberg et al. (2024) investigate

self-signaling and its impact on information processing in the context of moral voting.

My research adds to this literature in several ways. To give rise to what is referred to as

“moral wiggle room” (Dana, Weber, and Kuang, 2007), some degree of uncertainty must

be present in the moral decision-making situation. In the existing motivated Bayesian

literature, the uncertainty stems from the question of whether or not one’s self-serving

behavior could have adverse welfare consequences and, therefore, would violate the norm

“do not harm others.” In my setting, the question as to whether a social norm is applica-

ble is uncontroversial in that the subjects know that certain self-serving behaviors violate

a social norm. In my experiment, uncertainty arises from the participant’s assessment of

whether others conform to this norm. My contribution lies in investigating whether indi-

viduals will seek yet another source of uncertainty to rationalize their actions. Arguably,

this constitutes a more intricate approach to belief manipulation, which arises once the

straightforward opportunity to distort one’s beliefs has been eliminated. Moreover, within

this literature, it is common to investigate belief distortion as a phenomenon that either

precedes or occurs concurrently with a given behavior. In my scenario, participants distort

their beliefs to rationalize their past actions.

The relevant social norm in my experimental set-up is the one of behaving honestly.

Lying is of economic relevance in numerous situations, such as tax evasion, corporate

fraud, or asymmetric information in principal-agent relationships.4 Existing studies have
2For an overview of the literature on information avoidance in various contexts see Golman, Hagmann,

and Loewenstein (2017). In moral settings, the term “willful ignorance” has been coined to refer to such
behavior (Ehrich and Irwin, 2005; Grossman and Van der Weele, 2017).

3For a literature review prior to 2016, cf. Gino, Norton, and Weber (2016).
4One can take different stances on the question of whether lying is immoral per se. I consider the

setup constructed in my work as a “moral setting.” However, one could disagree and choose to view the
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established that people include moral considerations in their decision-making and resist

being dishonest (e.g., Fehr and Schmidt, 2006; Abeler, Nosenzo, and Raymond, 2019).

Economic approaches often assume (heterogeneous) internal lying costs (Gibson, Tanner,

and Wagner, 2013; Abeler, Becker, and Falk, 2014). A study by Bicchieri, Dimant, and

Sonderegger (2023) which explores whether subjects manipulate their beliefs regarding

the compliance of others with an honesty norm, is most closely related to my work. Their

research demonstrates that people convince themselves that lying behavior undertaken to

exploit an upcoming lying opportunity for personal gain, is widespread.

My work differs from the study by Bicchieri, Dimant, and Sonderegger (2023) in several

ways. First, and most importantly, these authors explore how belief formation is shaped

by anticipation of a future decision. My work asks whether the bar for manipulating one’s

beliefs is even lower. I investigate whether subjects distort their beliefs not to pave the

way for future personal gain but solely to view their own past behavior in a positive light.5

Second, I introduce two different temptation environments, one of which makes lying more

appealing. This allows for evidence that lying is context-specific and for investigating

the impact of institutions on beliefs. My research highlights how inadequately designed

institutions not only lead to dishonest behavior but also negatively affect individuals’

perceptions of others. This underscores the spectrum of detrimental effects associated

with poorly designed institutions.

Belief manipulation concerning the behavior of others has also been studied by Di Tella

et al. (2015) and Ging-Jehli, Schneider, and Weber (2020), although they focus on dif-

ferent aspects than the norm compliance of peers. Similarly to Bicchieri, Dimant, and

Sonderegger (2023), these two studies examine instrumental motives of belief manipula-

tion, while my aim is to explore hedonic motives. One study explicitly addressing hedonic

belief distortion is Galeotti, Saucet, and Villeval (2020). However, rather than investigat-

ing beliefs about others’ norm compliance, they are interested in beliefs individuals have

results of my work in terms of “breaking a norm,” while not behaving immorally. For further discussion,
cf. appendix.

5In the literature, the former cases have been referred to as instrumental or strategic belief manip-
ulation while the latter case has been called hedonic moral cleansing (Galeotti, Saucet, and Villeval,
2020).
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about their own past behavior.6

To examine such manipulation of beliefs regarding norm compliance of peers for hedo-

nic reasons, I develop a novel experimental approach to show that behaving immorally

negatively impacts what people think others would do in the same situation. I use a

large-scale incentivized online experiment with a representative sample of the general UK

population. To exogenously vary behavior in the two groups, I expose subjects to one

of two situations, in which lying is more tempting in the first than in the second. I find

that my treatment increases the proportion of people who choose to lie. Subsequently,

lying negatively affects beliefs about other people. In all treatments, subjects are overly

pessimistic concerning the behavior of others. I include two additional treatments to dis-

tinguish the possible reasons why beliefs vary between the two situations. This approach

shows that some differences in beliefs are caused by belief manipulation.

The remainder of this paper is structured as follows: Section 2 develops the main hypothe-

ses. Section 3 introduces my experimental design and procedures. The empirical results

are presented in section 4. Section 5 provides an additional discussion of the results.

Section 6 gives the conclusion.

3.2 Hypotheses

I design the two temptation environments such that lying is more tempting in one scenario

than in the other. The two environments differ in terms of three components. First, the

task the participants perform varies slightly (die-roll task vs. mind game, Kajackaite and

Gneezy, 2017). Second, I provide higher monetary incentives for lying in the tempting

environment. Third, I make it very salient that lying is lucrative and that there is no risk

of being caught (for more details, cf. the section on the experimental design). I expect

these three components to lead to a higher share of participants lying in the group exposed
6Advancing the understanding of how humans form their perceptions of other people is particularly

important, as it lays the foundation for trust, which, in turn, plays a pivotal role in a society’s functioning
and a country’s economic success (La Porta et al., 1997; Knack and Keefer, 1997; Zak and Knack, 2001;
Bloom, Sadun, and Van Reenen, 2012).
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to a higher temptation. This effect is a precondition for testing my main hypothesis H2.

H1: More people lie if the temptation is high than if the temptation is low (i.e., lying is

context-specific).

The literature in psychology has a long tradition that shows that people exert a great

deal of effort to maintain a positive self-image. Self-deception and motivated cognition

are important tools to achieve this goal (e.g., Steele, 1988; Kunda, 1990). More recently,

economists have begun to investigate motivated beliefs in economic contexts (e.g., Dana,

Weber, and Kuang, 2007; Bénabou and Tirole, 2011; Gino, Norton, and Weber, 2016).7

In my scenario, the subjects who have lied will be compelled to manipulate their beliefs

about what others would do in this situation, thus, about how common norm violation

is.8 Importantly, I am interested in belief manipulation due to having lied. I, therefore,

control for the effect of the temptation environment on beliefs (cf. section 3).

H2 (Main hypothesis): Lying leads to more pessimistic beliefs about others. People exposed

to a high temptation to lie have more pessimistic beliefs about others who are in the same

situation (after controlling for the effect of the temptation environment).

3.3 Experimental Design

3.3.1 Experimental Task and Main Outcome Variable

The central component of the experiment in this study is the die-roll task (Fischbacher

and Föllmi-Heusi, 2013). Each participant rolls a six-sided die and reports the number.
7In the existing literature subjects have some wiggle room as to whether the norm applies in their

particular case. My contribution is to analyze a setting in which the norm applies uncontroversially, but
subjects can still manipulate their beliefs about whether others would adhere to the norm in the same
situation.

8In general there are other strategies to preserve a positive self-imagine, such as shifting blame to
others (Bartling and Fischbacher, 2012; Oexl and Grossman, 2013), or forgetting one’s own past actions
(Galeotti, Saucet, and Villeval, 2020). Note that subjects who bias their beliefs forgo monetary rewards
as the belief elicitation is incentivized in my experiment.
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One winning number results in a bonus, and the other five outcomes of the die-roll yield

no payoff. The experimenter does not observe which number a participant has rolled.

Therefore, there is no way for them to determine whether an individual has told the truth

when reporting their die-roll outcome.9 On an aggregate level, one can predict that 1/6

of all participants see the winning number; thus without any lying 16.67% of all subjects

should report the winning number. Therefore, the share of participants lying in each

group can be determined.10

The main outcome variable is called “beliefs about others.” I ask subjects the following

incentivized question (after their own reporting of the number): “What do you think:

What was the percentage of people in a previous study who have reported their rolled

number to be equal to their winning number?” Besides the question, the study provides

additional explanations to ensure that participants understand the statistical intuition,

e.g., the fact that answering 16.67% would indicate that no one has lied (cf. appendix for

specific wording).

3.3.2 Experimental Dimension I: High vs. Low Temptation to

Lie

The usual gold standard in experimental science is to randomize participants at an indi-

vidual level into treatment groups. In this context, this would entail randomizing subjects

into “lying” and “truth-telling.” However, such treatment is not feasible as this study is

concerned with human behavior that was chosen in a self-determined manner.11 I, there-

fore, design two decision-making environments to make participants more/less likely to
9One potential concern is that participants fear deception and suspect being secretly monitored despite

being promised otherwise. To increase participants’ trust in not being monitored, I offer them the
possibility of rolling a physical die and provide a link to an external website where they can generate
a die-roll. While monitoring an external website is possible in theory, it would be technically very
complicated as soon as subjects leave the website of the experimental interface.

10This paradigm has been extensively employed in the literature. In addition, some studies have
illustrated that dishonest misreporting in this task is associated with morally questionable actions outside
the lab (Cohn, Maréchal, and Noll, 2015; Potters and Stoop, 2016; Hanna and Wang, 2017; Cohn and
Maréchal, 2018; Dai, Galeotti, and Villeval, 2018).

11If one dictated to the participants to lie in one condition, lying might not have any effect on partici-
pants’ beliefs about others because they would not perceive to have violated a norm.
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lie. I call these two environments High and Low. Generally speaking, simply increasing

the monetary incentives for dishonesty would not lead to a higher percentage of people

choosing to lie (Abeler, Nosenzo, and Raymond, 2019). Based on results from existing

literature, I vary three components across the two environments.

The first and most important component is a slight variation in the task. While partic-

ipants under Low play the standard die-roll task as described above (Fischbacher and

Föllmi-Heusi, 2013), subjects under High play the mind game (Kajackaite and Gneezy,

2017). In the former, the number five is the winning number and in the latter, the sub-

jects choose their own winning number.12 Previous literature has shown that adjusting

the die-roll task by implementing the mind game is an effective way to increase lying

(Kajackaite and Gneezy, 2017).

The second component is a variation in the monetary incentives. The monetary reward

under High is ten times higher than the reward under Low (£2.5 vs. £0.25). Existing

literature has shown that, somewhat contrary to economic intuition, raising monetary

incentives does not systematically lead to more lying in the standard die-roll game (Fis-

chbacher and Föllmi-Heusi, 2013; Kajackaite and Gneezy, 2017; Abeler, Nosenzo, and

Raymond, 2019). However, under the mind game, higher monetary incentives do cause

more lying (Kajackaite and Gneezy, 2017).

The final component is an adjustment in the wording. The instructions in both High and

Low inform participants that there would be a monetary reward for reporting the winning

number (which in most cases means lying) and that there is no risk of getting caught

out. However, this information is particularly emphasized under High (cf. appendix

for specific wording). Existing literature in economics (Kajackaite and Gneezy, 2017) as

well as in social psychology (Vrij, 2008) argues that the fear of being caught out is an

important determinant of lying behavior, therefore, my study’s treatment component is

designed to (further) decrease subjects’ concerns about being exposed when lying.13

12More specifically, subjects under High see an additional screen asking them to choose a number
between one and six as their winning number and to memorize it before moving on to the next screen.
This is a private choice and is not reported. For the specific wording, cf. the appendix.

13Importantly, I argue that while adjusting the wording stresses that there is no reason to be concerned
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Importantly, I vary all three components simultaneously. Hence, I cannot disentangle the

effects of the separate factors. However, quantifying separate effects is not the goal of this

treatment dimension. All modifications aim to vary the share of people choosing to lie in

these two environments.

3.3.3 Experimental Dimension II: Active vs. Passive

I elicit the main outcome variable “beliefs about others” with respect to each participant’s

own condition. In other words, subjects state their beliefs about the behavior of other

people under the same condition (either High or Low).14 The difference in beliefs be-

tween High and Low will partly occur because subjects (rationally) anticipate the effect

of the different temptation levels on lying. I introduce the second treatment dimension

to control for this. In the Passive condition, participants are not allowed to roll any

die. They are only asked to report their beliefs. These two conditions are identical, apart

from the stage in which the die is rolled. (cf. Figure 3.1). Hence, any difference between

Active and Passive (when holding the other dimension constant) must be due to hav-

ing been in the decision-making situation and having chosen one’s own behavior. This

approach will be further discussed in the results section. In sum, the experiment includes

four treatments (HighActive, HighPassive, LowActive, LowPassive) that vary

on two dimensions (High vs. Low and Active vs. Passive), as illustrated in Figure

3.1. The appendix provides some additional discussion on the interdependence between

behavior and beliefs.

3.3.4 Payment Scheme and Experimental Procedure

I programmed and conducted the experiment using oTree (Chen, Schonger, and Wickens,

2016) and recruited participants via Prolific (Palan and Schitter, 2018). Data were col-

about being exposed as a liar, it does not legitimize lying and hence does not change the underlying norm
relative to Low.

14Using this procedure, the main outcome variable for active players refers to a situation they have
experienced and not to a hypothetical situation. Importantly, it also avoids revealing the existence of
another experimental condition to the subjects.
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Figure 3.1 Visualization experimental design
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lected between October 8, 2021, at 16:13, and October 10, 2021, at 22:38. I collected all

the data in a single session. The sample is representative of the UK’s national population

and has been stratified across three demographic dimensions: age, gender, and ethnicity.

This work was registered with aspredicted.org and IRB approval (ethical clearance) was

obtained at the University of Hamburg on September 28, 2021 (cf. appendix). The pre-

registration states the required (final) sample size of 1200 and four exclusion criteria.15

On average, participants took 6.2 minutes to complete the study and they earned £1.38.

This is equivalent to an average hourly wage of more than £13.16

3.4 Results

Overall, 1201 subjects are included in the analysis. Table 1 presents descriptive statistics

for the sample. Subjects are between 18 and 88 years old, averaging 44.86 years. Of the

participants, 49% are female. English is the first language for most (89%) participants
15A participant was excluded from the analysis in the following cases: 1.) They did not complete

the whole study. 2.) They completed the experiment in an unrealistically short period of time: less
than 01:20. 3.) They took an unrealistically long time to finish the experiment: more than 5 standard
deviations longer than the mean. 4.) They provided an unreasonable answer to the question regarding
their beliefs about others (i.e., that less than 1/6 reported the winning number).

16The median hourly wage in the UK in 2021 was £13.57 (UK-Government, 2022).
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and the average prolific score is over 99 (out of 100). Of all active players, 38% report

having rolled the winning number and, on average, participants believe that 53.94% of the

other players in the same situation would report the winning number. These two main

outcome variables are also analyzed for each treatment in the following.

Table 3.1 Summary statistics

Mean S.d. Min Max N
Age 44.86 15.67 18 88 1200
Gender 0.49 0.50 0 1 1201
Prolific score 99.41 1.47 77 100 1201
First language 0.89 0.32 0 1 1201

Share winning number 0.38 0.48 0 1 606
Beliefs about others 53.94 24.48 17 100 1201

Notes: Gender = 1 if male and 0 otherwise. First lan-
guage = 1 if English and 0 otherwise.

Table 3.2 Treatment effects

(1) (2) (3) (4) (5) (6) (7)

Full
sample HA HP LA LP

p-value
(MWU)
HA - LA

p-value
(MWU)
HP - LP

Share
winning
number

0.38
(0.485)

0.44
(0.497) - 0.31

(0.464) - 0.0012** -

Beliefs
about
others

53.94
(24.48)

58.28
(24.94)

52.27
(23.81)

51.59
(24.17)

53.63
(24.55) 0.0010** 0.4872

N 1201 302 300 304 295

Notes: Mean coefficients. Standard deviations in parentheses. Abbrevia-
tions: HA = HighActive, HP = HighPassive, LA = LowActive, LP
= LowPassive. “Share of winning number” refers to the share of subjects
who report the winning number. I exclude participants from the analysis
if their beliefs about others is lower than 16.67. The instructions clearly
outline the logic of the task indicating that a guess below 16.67 could not be
meaningful (as preregistered). * indicates significance at the 10% level, **
at the 5% level, and *** at the 1% level.

The results of the treatment effects are presented in Table 3.2. One can see that under

High more people report the winning number than under Low (13 percentage points

difference: 44% - 31%, significant on a 5%-level, also cf. Figure 3.2). In other words, lying
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appears to be context-specific and this treatment dimension is successful in influencing

the share of people who lie. This is a prerequisite for investigating H2.

Result 1: More people lie when the temptation is high than when the temptation is low

(i.e., lying is context-specific).

One can now assess the effect of the temptation environment on beliefs. There are two

notable aspects of these results (cf. Table 3.2 and Figure 3.3). First, compared with actual

behavior, beliefs about others’ behavior are widely inaccurate and overly pessimistic.

While 31% (44%) report the winning number under Low (High), participants in any

treatment, on average, believe that over 50% report having rolled the winning number.

Second, there is a significant difference in beliefs between High and Low for active players

(HighActive: 58.82%, LowActive : 51.59%). Hence, people have more pessimistic

beliefs about others when exposed to a situation in which lying is more tempting. When

we turn to passive players, the difference between High and Low is small and insignificant

(HighPassive: 52.27%, LowPassive: 53.63%).17

Importantly, comparing beliefs under HighActive and LowActive does not sufficiently

address H2, because those beliefs evaluate behavior under different circumstances. The

difference in beliefs about others between HighActive and LowActive might (partly)

occur because subjects (rationally) anticipate the varying effect of the temptation envi-

ronments on lying between the two treatments. To put it differently:

|HighActive − LowActive|: anticipated effect of temptation environment + effect of

own behavior (i.e., lying or truth-telling)

|HighPassive−LowPassive|: anticipated effect of temptation environment
17One could also look at the results from a different perspective: Comparing HighPassive and High-

Active, one can see that beliefs are more pessimistic in the latter (HighPassive: 52.27%, HighActive:
58.28%). The average belief under LowPassive (53.63%) is more pessimistic than under LowActive
(51.59%), but the difference is not statistically significant. This perspective is not the focus of my work,
but the latter result is noteworthy and will be discussed in section 5. Further, it is noteworthy that
there is no evidence that active players deliver more accurate predictions (due to having experienced the
situation). This nuance will also be discussed in section 5.
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Figure 3.2 Share of subjects reporting winning number
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The next step is therefore to analyze the effect |HighActive−LowActive| while con-

trolling for |HighPassive − LowPassive|. In other words, this study is interested in

the difference between two differences: the effect of having lied while controlling for the

effect of the temptation level of the environment. To achieve this, I estimate the following

equation:

Bi = β0 +β1T H
i +β2T A

i +β3(T H
i ·T A

i )+ΘXi +ui (3.1)

where Bi represents the outcome variable, i.e., beliefs about others. T H
i is a dummy that

takes the values one if individual i is randomly exposed to the High treatment dimension

and zero otherwise. T A
i is a dummy that takes the values one if individual i is randomly

exposed to the Active treatment dimension and zero otherwise. β̂3 is the difference-in-

difference estimate. Xi is the set of control variables including controls for age, gender,

prolific score, and first language.18

The regression output table shows that the coefficient of interest is significant at the 5%-

level and robust to including controls in the regression specification. In other words, people

in the more tempting environment have more pessimistic beliefs even when controlling for

the temptation level of the two environments, providing evidence that lying negatively

impacts the individual’s beliefs about others in the same situation.19

Result 2: Lying leads to more pessimistic beliefs about how others would behave. The

group exposed to a higher temptation to lie has more pessimistic beliefs about others’

possible behavior in the same situation (after controlling for the effect of the temptation

environment).
18Notably one could argue that this approach does not fully control for the temptation environment,

since the passive players cannot accurately assess the temptation without having been in that situation.
This point will be addressed in section 5.

19While the interaction effect is significant, the two main effects are not. Note that the table presents
average effects of High and Active. It is not surprising that these average effects are insignificant since
the effect of High goes in opposite directions for Active and Passive and the effect of Active goes
in opposite directions for High and Low (cf. Table 3.2). The central information of this output table
is the interaction coefficient; the effects of High and Active are better examined separately for each
condition.
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Table 3.3 OLS regression results

(1) (2)
Beliefs about others Beliefs about others

High -1.361
(1.986)

-1.485
(1.944)

Active -2.045
(1.994)

-2.233
(1.962)

High x Active 8.050**
(2.818)

7.940**
(2.761)

Controls NO YES

Constant 53.63***
(1.432)

9.249
(63.69)

N 1201 1200
R2 0.011 0.060

Notes: Robust standard errors (HC3, Long and Ervin, 2000)
in parentheses. Controls include age, gender, prolific score,
and first language. High = 1 if the treatment is High. Ac-
tive = 1 if the treatment is Active. * indicates significance
at the 10% level, ** at the 5% level, and *** at the 1% level.

This result is in line with Bicchieri, Dimant, and Sonderegger (2023), who find that people

manipulate their beliefs about others, but focus on instrumental motives. This finding

also relates to Galeotti, Saucet, and Villeval (2020) who examine beliefs about one’s own

past behavior finding that people manipulate their beliefs for instrumental reasons, while

hedonic reasons do not provide sufficient explanations.

3.5 Discussion

3.5.1 Alternative Mechanisms: False Consensus Effect

My data suggest that beliefs about others are influenced by an individual’s own behavior.

While this paper refrains from making strong claims regarding the underlying mechanisms,

I have argued that the results are driven by those subjects who have behaved dishonestly

and subsequently form motivated beliefs. One potential alternative explanation is the
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“false consensus effect” (Ross, Greene, and House, 1977). According to the bias, all

people engaging in active behavior (not only ones breaking the norm) tend to form biased

beliefs. Mullen et al. (1985) summarize this bias as follows: “People who engage in a

given behavior will estimate that behavior to be more common than it is estimated to

be by people who engage in alternative behaviors” (also, cf. Offerman, Sonnemans, and

Schram, 1996; Engelmann and Strobel, 2000, 2012).

Applied to my setting, the predictions of the “false consensus effect” and “motivated

beliefs” differ in a critical way. According to the former, everyone who has made an

active decision will form biased beliefs, while according to the latter, only people who have

acted dishonestly will be inclined to manipulate their beliefs. From this perspective, the

data are in line with motivated beliefs, rather than with the consensus effect. Examining

Table 3.2, one can compare active and passive players, that is, compare people who

face having to take a decision with people who are passive bystanders. Here, one can

see that active players under High have significantly more pessimistic beliefs than the

corresponding passive bystanders (MWU-test p-value = 0.0024). Looking at Low, there is

no significant difference between active and passive players (MWU-test p-value = 0.3401).

This is consistent with the concept of “motivated beliefs,” as it suggests that differences

are driven by the beliefs of those who have lied, rather than by the distorted beliefs of

everyone who has been active.

3.5.2 Alternative Mechanisms: Own Behavior vs. Behavior of

a Random Participant

Considering one’s own behavior when forming beliefs about others can be sensible as

Engelmann and Strobel (2000) point out. They emphasize that it is perfectly rational to

include one’s own behavior in forming beliefs about a certain group if one is a member of

the group in question. They contend that such behavior is only irrational if individuals

put more weight on their behavior than on the behavior of a randomly chosen person

from the group. Further, their experimental evidence contradicts the notion that people
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overrate their own behavior.

This subsection investigates whether my results could be driven by a mechanism in the

spirit of Engelmann and Strobel (2000) rather than by strategic belief formation as I

have proposed. Applying the idea of Engelmann and Strobel (2000) to my work would

imply that being active (rather than passive) provides subjects with information about

the behavior of one individual (i.e., themselves) from the population whose behavior

they are being asked to estimate. If this mechanism was a driving factor, the effect of

the Active dimension would be similar to providing subjects with information about the

behavior of one random other participant. Consequently, I design an additional treatment,

HighPassiveInfoOther, that is almost identical to HighPassive, but includes an

additional sentence, which reads: “We will provide you with the information about the

behavior of one other participant: The first participant from a previous study has reported

the number 4, the number which gave her a bonus.”20

My data show that while the average of the HighPassive treatment is 52.27 (23.81 s.d.),

the average of HighPassiveInfoOther is 52.22 (25.26 s.d.). The p-value of the MWU-

test is 0.9285. Hence, including the information about the behavior of another random

subjects has no effct. In other words, the difference between HighPassive and HighAc-

tive is not likely to be driven be an effect in the spirit of Engelmann and Strobel (2000).

The effect I observe must be due to another reason, such as the strategic manipulation of

one’s own beliefs.

3.5.3 Caveats, Parallel Trend Assumption, and Lying as an Ex-

perience Good

One potential caveat of the empirical approach is the specification of the difference-in-

difference analysis. One underlying assumption of this approach is that the “anticipated

effect of the temptation environment” (cf. result section) must be the same for the active
20This is an exploratory additional treatment that has not been preregistered. This additional treat-

ment has 144 observations.
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players as well as for the passive players.21 One could argue that active players perceive

the effect differently because they experience the decision-making situation themselves.

In other words, lying would be an experience good, and one can only assess the costs of

lying after encountering the situation. That would imply that participants would deliver

better predictions of others’ behavior in the active conditions. However, there is no clear

evidence of this in the data. In the Low condition, active subjects are closer to the

true answer than passive subjects (but the difference is statistically insignificant); the

opposite is the case under the High condition. Beliefs about others are 52.27% under

HighPassive and 58.28% under HighActive (the true value being 44%). Hence, under

High, the active players are, on average, approximately 6 percentage points less accurate

than their passive counterparts. This suggests that being in the decision-making situation

does not give subjects a better capacity to assess the behavior of others.

Overall, I am cautious in interpreting the size of the point estimate based on the difference-

in-difference estimate. However, even if one considers the exact effect size to be unclear

and has doubts regarding the parallel trend assumption, the raw values of the main

outcome variable “beliefs about others” (cf. Table 3.2) show a clear picture. Beliefs

about others’ likely behavior under HighActive are much more pessimistic than in any

other condition, and it seems evident that lying has some effect on these beliefs. In the

same vein, even if one is convinced that the false consensus effect or other underlying

mechanisms are at play, it is hard to ignore that beliefs under HighActive stand out,

which suggests that motivated beliefs are a driving mechanism.

Furthermore, one might find it striking that there is no significant difference between the

average belief under LowActive and LowPassive (cf. Table 3.2) and might also con-

sider this finding to be at odds with H2. According to the hypothesis, lying leads to more

pessimistic beliefs and since there are no participants who have lied in LowPassive and

some people who have lied in LowActive, one could expect to see a difference in average

beliefs. One explanation for why we do not see a difference is the small share of people
21When applied as an econometric tool for observational data to mimic an experimental setting, this

assumption is commonly called the “parallel trend assumption,” and most often refers to a time compo-
nent.
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who lie in the active condition. Only roughly 14.33% (31% – 16.67%) of participants lie

under LowActive and this share might not be sufficiently high to significantly alter the

group’s overall average. Also, note that the preregistered specification of this work for

testing H2 is the difference-in-difference approach discussed in the result section, rather

than comparing the averages of HighActive with HighPassive and LowActive with

LowPassive separately. Investigating the underlying mechanisms of this finding further

might be an interesting direction for future research.

3.5.4 Non-causal Evidence That Lying Causes More Negative

Beliefs

The questionnaire I administer after the experiment contains additional evidence sug-

gesting that the results are indeed driven by subjects who choose to lie and subsequently

engage in strategic manipulation of beliefs. In the questionnaire, (active) participants are

asked to voluntarily disclose whether they had lied during the experiment.22 Although

such self-reported data should be viewed with caution, there is little reason to believe

that subjects who have not lied will decide to report engaging in dishonest behavior. 26

subjects in the HighActive condition and 26 subjects in the LowActive condition

choose to report lying behavior. The average belief about others’ behavior among these

52 subjects is 78.5%. The beliefs in this group are tremendously more negative than the

average belief in any of the four treatment groups (more than 20 percentage points higher

than in HighActive, the treatment with the most negative beliefs). While this observa-

tion is based on self-reported data and cannot be considered causal, it is consistent with

the reasoning and analysis presented in this paper. Examining the data in this way shows

a strong correlation between admitting to having lied and having negative beliefs. This

suggests that having lied is an important driving factor of the main results.
22The question has the following wording: “Your earnings have been determined and the following

question has no consequences for either your earnings, the approval of your submission, or your rating
on Prolific.co. As promised, the outcome of your die-roll is not known to us. We, therefore, don’t know
if you have been truthful or not when reporting the outcome of your die-roll. For our research purposes,
we would kindly ask you to voluntarily share this information by choosing one of the following options.”
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3.6 Conclusion

People sometimes find themselves in situations where behaving dishonestly seems irre-

sistible, even if they would prefer to have behaved honestly. This prompts the following

question: Once people give in to the temptation of lying, how does lying change the way

they see other people? I designed an incentivized experiment and conducted an online

study with a representative sample of the general UK population. My work provides

evidence that lying causes pessimistic beliefs regarding the behavior of others. In my set-

ting, I argue that belief manipulation occurs when individuals seek to maintain a positive

self-image.

The insight that lying causes negative beliefs raises the following question for future

research: Do people strategically adjust their reported beliefs after learning this evidence?

Being informed about this relationship between stating negative beliefs about others and

having lied oneself, subjects might strategically present their own beliefs as optimistic so

that they will be considered honest.

Broadly, these findings show that deficient institutions could be even more harmful than is

commonly understood. In my study, they did not only make people behave dishonestly; in

addition, they subsequently caused more pessimistic beliefs about the behavior of others.

This is particularly alarming, considering the evidence that humans tend to attribute

perceived misbehavior to personal characteristics rather than to factors in the environment

(Han, Liu, and Loewenstein, 2023). A fruitful direction for future research would be to

examine the scope of these negative impressions of others and whether they also translate

into pessimistic beliefs regarding behavior in other situations. Do they, e.g., decrease trust

and hamper cooperation? These questions are important for a better understanding of

the interplay between beliefs and behavior. I consider the current findings an important

step toward finding such answers.
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Grossman, Zachary and Joël J. Van der Weele. 2017. “Self-image and willful ignorance in

social decisions.” Journal of the European Economic Association 15 (1):173–217.

Han, Yi, Yiming Liu, and George Loewenstein. 2023. “Confusing context with character:

Correspondence bias in economic interactions.” Management Science 69 (2):1070–1091.

Hanna, Rema and Shing-Yi Wang. 2017. “Dishonesty and selection into public service:

Evidence from India.” American Economic Journal: Economic Policy 9 (3):262–290.

Isenberg, Arnold. 1964. “Deontology and the ethics of lying.” Philosophy and Phenomeno-

logical Research 24 (4):463–480.

Kajackaite, Agne and Uri Gneezy. 2017. “Incentives and cheating.” Games and Economic

Behavior 102:433–444.

Knack, Stephen and Philip Keefer. 1997. “Does social capital have an economic payoff? A

cross-country investigation.” The Quarterly Journal of Economics 112 (4):1251–1288.

Konow, James. 2000. “Fair shares: Accountability and cognitive dissonance in allocation

decisions.” American Economic Review 90 (4):1072–1092.

Kunda, Ziva. 1990. “The case for motivated reasoning.” Psychological Bulletin

108 (3):480–498.

La Porta, Rafael, Florencio Lopez-de Silanes, Andrei Shleifer, and Robert W. Vishny.

1997. “Trust in large organizations.” American Economic Review 87 (2):333–338.

Long, J. Scott and Laurie H. Ervin. 2000. “Using heteroscedasticity consistent standard

errors in the linear regression model.” The American Statistician 54 (3):217–224.

Maggian, Valeria. 2019. “Negative externalities of cheating: An experiment with chari-

ties.” In Dishonesty in Behavioral Economics. 183–191.

Mechtenberg, Lydia, Grischa Perino, Nicolas Treich, Jean-Robert Tyran, and

Stephanie W. Wang. 2024. “Self-signaling in voting.” Journal of Public Economics

Forthcoming.

72



CHAPTER 3. TRUTH-TELLING AND WISHFUL THINKING

Mullen, Brian, Jennifer L. Atkins, Debbie S. Champion, Cecelia Edwards, Dana Hardy,

John E. Story, and Mary Vanderklok. 1985. “The false consensus effect: A meta-analysis

of 115 hypothesis tests.” Journal of Experimental Social Psychology 21 (3):262–283.

Oexl, Regine and Zachary J. Grossman. 2013. “Shifting the blame to a powerless inter-

mediary.” Experimental Economics 16:306–312.

Offerman, Theo, Joep Sonnemans, and Arthur Schram. 1996. “Value orientations,

expectations and voluntary contributions in public goods.” The Economic Journal

106 (437):817–845.

Palan, Stefan and Christian Schitter. 2018. “Prolific.ac – A subject pool for online exper-

iments.” Journal of Behavioral and Experimental Finance 17:22–27.

Potters, Jan and Jan Stoop. 2016. “Do cheaters in the lab also cheat in the field?”

European Economic Review 87:26–33.

Ross, Lee, David Greene, and Pamela House. 1977. “The “false consensus effect”: An

egocentric bias in social perception and attribution processes.” Journal of Experimental

Social Psychology 13 (3):279–301.

Serra-Garcia, Marta and Nora Szech. 2022. “The (in)elasticity of moral ignorance.” Man-

agement Science 68 (7):4815–4834.

Sliwka, Dirk. 2007. “Trust as a signal of a social norm and the hidden costs of incentive

schemes.” American Economic Review 97 (3):999–1012.

Sobel, Joel. 2020. “Lying and deception in games.” Journal of Political Economy

128 (3):907–947.

Steele, Claude M. 1988. “The psychology of self-affirmation: Sustaining the integrity of

the self.” In Advances in Experimental Social Psychology. 261–302.

UK-Government. 2022. “Average hourly pay.” URL https://www.

ethnicity-facts-figures.service.gov.uk/work-pay-and-benefits/

pay-and-income/average-hourly-pay/latest.

73

https://www.ethnicity-facts-figures.service.gov.uk/work-pay-and-benefits/pay-and-income/average-hourly-pay/latest
https://www.ethnicity-facts-figures.service.gov.uk/work-pay-and-benefits/pay-and-income/average-hourly-pay/latest
https://www.ethnicity-facts-figures.service.gov.uk/work-pay-and-benefits/pay-and-income/average-hourly-pay/latest


CHAPTER 3. TRUTH-TELLING AND WISHFUL THINKING

Vrij, Aldert. 2008. Detecting lies and deceit: Pitfalls and opportunities. John Wiley &

Sons.

Zak, Paul J. and Stephen Knack. 2001. “Trust and growth.” The Economic Journal

111 (470):295–321.

Zimmermann, Florian. 2020. “The dynamics of motivated beliefs.” American Economic

Review 110 (2):337–363.

74



CHAPTER 3. TRUTH-TELLING AND WISHFUL THINKING

Appendix A

Is Misreporting in the Die-Roll Task “Immoral”?

Existing literature has presented overwhelming evidence that people exhibit a preference

for not lying23 using the Fischbacher-Höllmi-Heusi paradigm (Abeler, Nosenzo, and Ray-

mond, 2019). However, there may be differing opinions on whether dishonest behavior in

this context can be considered “unethical” or “immoral”. In particular, if one does not

view reporting untruths as unethical based on deontological reasons, the ethical judgment

of such behavior relies on its consequences (“consequentialism”). One might argue that

the harm caused by not telling the truth creates a burden on the budget of the experi-

menter, thus suggesting it is not morally wrong to choose an option that increases one’s

own payoff at the expense of the experimenter’s remaining budget.

However, considering some empirical evidence, there are compelling reasons to view mis-

reporting in this experimental context as unethical. First, Maggian (2019) conducted

an experiment varying the negative externality of misreporting, either affecting the ex-

perimenter’s budget or donations to charity. Arguably, appropriating funds that one is

not entitled to from charity (and thereby from disadvantaged individuals) constitutes im-

moral conduct. She reports no difference in misreporting between the treatment where

misreporting hurts the budget of the experimenter and where misreporting diminishes

donations made to charity. Fischbacher and Föllmi-Heusi (2013) report finding no effect

when altering whether misreporting hurts the experimenter or another participant. Sec-

ond, existing research has shown that dishonest misreporting in the lab is associated with

morally questionable actions outside the lab, such as prisoners’ offenses against in-prison

regulations (Cohn, Maréchal, and Noll, 2015), corrupt behavior by civil servants (Hanna

and Wang, 2017), high school students engaging in improper behavior at school (Cohn

and Maréchal, 2018) and passengers using public transport without paying for the ticket
23In this work, I follow Isenberg’s definition of “lying”: “A lie is a statement made by one who does

not believe it with the intention that someone else shall be led to believe it” (Isenberg, 1964, p. 466). For
a definition of lying and deception in context which are commonly studied in economics see Sobel (2020).
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(Dai, Galeotti, and Villeval, 2018). Further, Bicchieri (2005) argues that the vast ma-

jority of the behavioral literature on lying assumes that a truth-telling norm has been

internalized.

Still, one might remain reluctant to view misreporting as unethical in this experimental

task and emphasize that the outcome of a die-roll does not constitute a legitimate source

for determining the distribution of pay-offs. In such a case, one might choose to view the

results of my work in terms of “truth-telling” and “norm-following,” without adding a

moral dimension when interpreting the results.

The Interdependence Between Behavior and Beliefs

On a general level, there are some gaps in the literature regarding the causal relationship

between beliefs and behavior in moral dilemma situations: To what extent do beliefs

impact behavior and to what extent does behavior influence beliefs? The stance that be-

liefs influence behavior is quite prominent in economics and several studies have provided

evidence that exogenously treating beliefs leads to changes in behavior.24

The reverse causal path is understudied and more complicated to analyze because behavior

cannot be readily assigned exogenously. My experimental design provides an approach to

address this challenge. The results of this work document how people distort their beliefs

because of past behavior, even when there is no prospect of changing their behavior in the

future. While I do not challenge the view that beliefs shape behavior, this study points

out that beliefs are also shaped by (past) behavior and stresses a two-way interdependence

between behavior and beliefs.

Since my research is designed to measure whether one’s behavior affects beliefs about oth-

ers, I first elicit behavior, before measuring the beliefs. D’Adda, Drouvelis, and Nosenzo

(2016) provide a discussion on how eliciting behavior first can have an effect on beliefs
24A sizable body of literature has illustrated that social norms affect behavior (e.g., Sliwka, 2007;

Bursztyn, Egorov, and Fiorin, 2020; Allen IV et al., 2021). Arguably, social norms are inevitably shaped
by beliefs about others.

76



CHAPTER 3. TRUTH-TELLING AND WISHFUL THINKING

and how measuring beliefs first can have an impact on behavior.25 Note that one could

argue that regardless of when behavior and beliefs are measured, both of them might

still emerge simultaneously at the point of time when the person decides how to behave.

However, the underlying decision-making process is heterogeneous for different people.

While some will immediately think about what others would do in the situation when

confronted with the task at hand, others will not bother to reflect on the behavior of

others until they are asked about it. Importantly, my experimental design does not make

the question of “what would others do” salient at the point of time of the behavior and

only asks this question later.

Appendix B

Screenshots of the experiment follow on the next pages.

25The authors also conduct an experiment documenting little effect that the order makes a difference,
but they consider a specific case of playing the bribery game and measuring social norms using the
Krupka-Weber-method.
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Treatment HIGHPASSIVE  

Note: The consent page in the beginning and the questionnaire at the end are 
identical to the previous treatments and are therefore not shown again. 
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Treatment LOWPASSIVE 

Note: The consent page in the beginning and the questionnaire at the end are 
identical to the previous treatments and are therefore not shown again. 
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CHAPTER 3. TRUTH-TELLING AND WISHFUL THINKING

Appendix C

IRB approval (ethical clearance)

The ethical standards of this work have been reviewed by the Dean’s Office of the Fac-

ulty of Business, Economics and Social Sciences, University of Hamburg. Clearance was

approved on September, 28, 2021. The respective document is available upon request.

Preregistration

A copy of the preregistration follows on the next pages. Note that the naming of

the four treatments in the preregistration is slightly different compared to the main

text.
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CONFIDENTIAL - FOR PEER-REVIEW ONLY
Truth-telling and wishful thinking (#76432)

Created: 10/08/2021 04:25 AM (PT)

This is an anonymized copy (without author names) of the pre-registration. It was created by the author(s) to use during peer-review.
A non-anonymized version (containing author names) should be made available by the authors when the work it supports  is made public.

1) Have any data been collected for this study already?

No, no data have been collected for this study yet.

2) What's the main question being asked or hypothesis being tested in this study?

Lying leads to more pessimistic beliefs about the lying behavior of others.

3) Describe the key dependent variable(s) specifying how they will be measured.

Participants will answer the following question: "What do you think: What was the percentage of people in a previous study who have reported [a 5] OR

[their rolled number to be equal to their winning number]?" Prior to asking the question, I explain the statistical intuition behind the question to the

participants. This question results in the variable "beliefs about own condition". The question is incentivized.

4) How many and which conditions will participants be assigned to?

The experiment is built around the die rolling task (Fischbacher and Föllmi-Heusi 2013) which has been frequently used as a paradigm for truth-telling.

The study contains four experimental conditions: High Incentives Active (HIA), Low Incentives Active (LIA), High Incentives Passive (HIP), Low Incentives

Passive (LIP). 

I randomize participants into active and passive players. The former are exposed to a decision-making stage where they have the choice between lying and

telling the truth, while the latter remain passive. This allows me to identify the causal effect of one's own past actions on beliefs. Further, subjects face one

of two decision-making environments which provide different incentives to lie. These two conditions are designed in order to exogenously vary the share of

truth-tellers among active players in the different subgroups.

I aim to have the same number of participants in each of the four conditions. 

The study also contains one exploratory subtreatment (cf. section 8).

5) Specify exactly which analyses you will conduct to examine the main question/hypothesis.

Outcome variable: "Beliefs about own condition".

To test the main hypothesis, I use a difference-in-difference approach (regression specification including an interaction term). The Diff-in-Diff estimator

allows to analyze the effect of lying on beliefs while controlling for the varying incentive scheme, i.e. (HIA – LIA) – (HIP – LIP). The passive conditions allow

me to use the beliefs of "passive bystanders" in the same situation as benchmark. This specification includes standard controls for personal characteristics

(such as age and gender).

6) Describe exactly how outliers will be defined and handled, and your precise rule(s) for excluding observations.

Data points will be excluded from the analysis in four cases:

A participant did not complete the whole study.

A participant took an unrealistically small amount of time to finish the experiment: Less than 01:20.

A participant took an unrealistically large amount of time to finish the experiment: More than 5 standard deviations longer than the mean. 

A participant has provided an unreasonable answer to the question regarding his beliefs about others (i.e. less than 1/6 have reported the winning

number).

7) How many observations will be collected or what will determine sample size? No need to justify decision, but be precise about exactly how the

number will be determined.

I used the R package InteractionPoweR to conduct a power analysis for the relevant interaction term. Based on pilot data (03.08.21; 140 data points; data

not included in the main analysis) and theoretical considerations, my study requires roughly 1200 observations to reach the conventional level of power of

Available at https://aspredicted.org/9ZV_6Z9 
Version of AsPredicted Questions: 2.00



80% (given alpha = 0.05). All main effects and non-parametric tests (see below) should be adequately powered. 

Some observations will be excluded (according to the exclusion criteria): Add 10% of observations: 1320 observations.

Roughly 180 observations will be collected for an additional exploratory treatment (cf. section 8). 

Total amount of observations: 1500.

The data-collection via Prolific will be stopped automatically as soon as 1500 observations have been collected. Alternatively, I will end the data-collection

when no new participants can be recruited for 72 hours.

8) Anything else you would like to pre-register? (e.g., secondary analyses, variables collected for exploratory purposes, unusual analyses planned?)

Additional analyses: 

Non-parametric analysis of the main treatments

=> More pessimistic beliefs under HIA than under LIA (LIA > HIA): Wilcoxon rank-sum test

=> Slightly more pessimistic beliefs under HIP than under LIP (LIP > HIP): Wilcoxon rank-sum test.

Additional hypothesis: More people lie under high incentives than under low incentives (i.e. lying is context specific). The outcome variable is "share of

liars". This is a prerequisite to be able to test the main hypotheses.

Analyzing which beliefs are more accurate: Comparing beliefs to actual behavior.

Additional dependent variable: "beliefs about other condition". Same as the main outcome variable but with respect to the other incentive condition.

Testing if more pessimistic beliefs are transferred to other scenarios. 

Additional analysis based on the participants who have voluntarily admitted to have lied in during the experiment.

Exploratory subtreatment in treatment HIP: Providing information about the behavior of one other participant. This data will be used to compare the effect

of (knowing) own behavior and the effect of knowing the behavior of one other participant.

Available at https://aspredicted.org/9ZV_6Z9 
Version of AsPredicted Questions: 2.00



Chapter 4

Advised by an Algorithm: Assessing Advice Quality

with Informational Support and Reactions to Diverse

Advice Quality

Authors: Jan Biermann, John J. Horton, and Johannes Walter

Abstract

Algorithmic recommendations are becoming increasingly common in many different sit-

uations. When humans take decisions with the help of algorithms, what information do

they need to correctly assess the quality of algorithmic advice? Are humans able to effec-

tively use the recommendations when the algorithm’s advice quality fluctuates? We ask

these two related questions in a setting in which an algorithm provides (partially biased)

recommendations and the final authority to decide resides with the human. To answer

these questions, we conduct an online experiment involving 1565 participants. In the

baseline treatment, subjects repeatedly perform the same estimation task and receive an

algorithmic recommendation without any information about the algorithm. We set out

to test two feasible and apparent interventions intended to improve humans’ judgment of

the algorithmic advice, i.e., explanation of the algorithm and performance feedback. We

find that while explaining the algorithm reduces adherence to the algorithmic advice, it

does not improve human decision-making performance. Providing feedback in the form
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of revealing the correct answer after each round, leads to a reduction in adherence to the

algorithmic advice and an improvement in human decision-making performance. This

study also investigates whether individuals can adjust their assessment of an algorithm

when advice quality fluctuates. We find some evidence that individuals can assess algo-

rithmic advice thoughtfully. Understanding the influence of external circumstances on

algorithmic performance may be critical for humans to accurately assess the quality of

advice.

Keywords: Human-algorithm decision-making, algorithmic advice, learning

JEL: C91, D79, D80, M21, O30
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4.1 Introduction

Human decision-makers are increasingly being guided by algorithmic recommendation

systems. This trend is evident in areas as diverse as healthcare, the judiciary, and e-

commerce, where, respectively, physicians use algorithms to determine the most suitable

treatments for patients, judges rely on them to support sentencing decisions, and pricing

managers utilize them to strategically set discounts for products. Our paper focuses on

the ability to assess algorithmic advice, as this skill is critical whenever a human holds the

final decision-making authority. Our work provides experimental evidence in examining

which types of informational support teach people to evaluate algorithmic advice. First,

we study participants’ response to an algorithm with a stable advice quality. Second, we

analyze people’s assessments under varying algorithmic performance.

To achieve the study’s aims, we conduct an online experiment and ask 1565 participants

to estimate the number of dots in an image. Our subjects receive algorithmic advice

and are free to choose the extent to which – if at all – they want to incorporate this

advice in their answer. The task is repeated for 16 rounds, using an image that has

so many dots that counting them is infeasible. One important ongoing debate in the

literature on human-AI decision-making focuses on humans’ abilities to recognize and

correct an algorithm if it malfunctions. We, therefore, study an algorithm that, under

certain conditions, considerably underestimates the number of dots.

In the first part of the study, we test two interventions designed to improve a human’s

ability to optimally incorporate algorithmic advice. First, we provide participants with

an explanation of how the algorithm arrives at its recommendation. Second, we reveal the

solution to the prediction task after each round. This allows participants to better assess

the algorithm’s performance as well as their own ability. We also test a combination of

both interventions. These interventions speak to two different concepts of how people

could learn to assess the algorithm, namely learning by thought or learning by experience

(Myagkov and Plott, 1997). In the former, participants could learn by receiving abstract
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information about how the algorithm works, while in the latter, they could learn by

directly experiencing the consequences of relying on the algorithm.

The recommendation quality of our algorithm is dependent on the interaction with the

inputs (or environment) in which it operates. In the first part of our paper, we design the

inputs (the dot images) in a way that leads to biased recommendations. In the second

part, we also consider cases in which the same algorithm makes accurate predictions

due to different kinds of inputs. Hence, our algorithm is not biased per se; rather, it

delivers predictions of different qualities depending on the context. This mimics many

real-world settings in which it is impossible for the developers of an algorithm to foresee

all possible inputs or to estimate whether there would be a distributional shift in the input

data. For example, Obermeyer et al. (2019) demonstrate that a health care algorithm

advising physicians on which patient should receive a comparatively expensive treatment

was biased for black patients, but not for white patients.

The focus of the second part of the paper is on evaluating individuals’ ability to account

for contextual influences on advice quality. Hence, using changing inputs, we expose

subjects to a varying performance of the algorithm. Given that that algorithms are not

equally suited to every environment, adjusting adherence to the algorithm based on the

contextual circumstances becomes critical to achieving good outcomes.

Regarding our first intervention, we find that providing an explanation of the algorithm

decreases participants’ algorithm adherence, but it does not improve their guessing perfor-

mance. We also find evidence that giving an explanation adversely affects the performance

of some participants. Informing participants about what the true number of dots was at

the end of the round also causes participants to follow the algorithm less, but in this

case, it improves participants’ guessing performance. Our analysis focuses on how the

treatments influence outcomes compared to the baseline. We remain cautious about in-

terpreting the absolute levels (of adherence to the algorithmic advice and the resulting

performance) as these are strongly contingent on the task and context.1

1Existing work has, e.g., shown that individuals’ willingness to trust algorithms depends on whether
the task is (perceived as) objective (Castelo, Bos, and Lehmann, 2019) and whether the decision has a
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Regarding the second part of our experiment, we find evidence that participants adjust

their behavior to the changing environment and to the resulting varying quality of the

algorithmic advice.2 They put more weight on the advice if the algorithm produces good

recommendations. Hence, they are, to some extent, capable of viewing the algorithm in

a nuanced way, whereby they alternate between prioritizing reliance on the algorithmic

advice and prioritizing their own assessment. In addition, adherence to algorithmic ad-

vice in an unfavorable environment does not depend on whether subjects encounter the

algorithm only in that context or also in a favorable setting.

While AI has been shown to be capable of outperforming humans in various tasks (Lai

et al., 2021; Kleinberg et al., 2018), there are also prominent cases illustrating that re-

lying on dysfunctional algorithmic advice can have detrimental consequences (Angwin

et al., 2016). The ability to recognize biased algorithmic advice becomes critical.3 Ex-

isting field experiments have provided evidence that people do not optimally incorporate

AI advice in their decision-making and do not effectively update their beliefs about AI

performance (Agarwal et al., 2023; Kim et al., 2024). This indicates that humans need

further assistance when incorporating algorithmic advice in their decision-making.

In the field of computer science, several studies have empirically investigated different

assistance interventions such as stating the accuracy of the algorithm (Yin et al., 2019)

or providing confidence scores and local explanations (Zhang, Liao, and Bellamy, 2020;

Alufaisan et al., 2021). It has also been shown that a slower response time of an algorithm

can enhance the human evaluation of its performance (Park et al., 2019). From this angle,

the study most closely related to our work is Green and Chen (2019), which reports

experimental results on how people react to different aids, including two interventions

moral component (Bigman and Gray, 2018).
2In this part of the study, we provide our participants with the same two types of decision-making

support as in the first part of the study, i.e., with explanation and feedback.
3Several existing studies have compared how decision-makers react to advice depending on whether

the advice originates from an algorithm or from a human counterpart and they conclude that decision-
makers’ responses vary significantly (Önkal et al., 2009; Dietvorst, Simmons, and Massey, 2015; Prahl
and Van Swol, 2017; Dietvorst, Simmons, and Massey, 2018; Logg, Minson, and Moore, 2019; Prahl and
Van Swol, 2021; Sele and Chugunova, 2024). Examining the differences between human and algorithmic
advice is therefore not the focus of our work. Rather, we acknowledge a fundamental difference as being
established and ask the question: Given that the advice comes from an algorithm, which tools help
decision-makers to better assess this advice?
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that are similar to our treatments. However, Green and Chen (2019) do not investigate

heterogeneous performance, nor do they discuss different ways of learning. Their study has

a very different experimental set-up and task, i.e., pretrial release and financial lending,

than ours.

Related to our investigation of how people react to varying algorithmic performance,

several studies have looked at how people behave when they notice that the algorithm

makes mistakes. Dietvorst, Simmons, and Massey (2015) have shown that people tend

to abandon algorithmic advice after recognizing algorithms’ errors. Several subsequent

studies have explored different nuances of this seminal finding (e.g., Prahl and Van Swol,

2017; Dietvorst, Simmons, and Massey, 2018; Jung and Seiter, 2021; Zhang and Gosline,

2022; Reich, Kaju, and Maglio, 2023).

A number of studies in the field of decision-making under risk are related insofar as

they explore the two types of learning that our work examines through the interventions.

Myagkov and Plott (1997) are the first to distinguish between learning by thought alone

(i.e., without feedback) and learning by thought and experience (i.e., with feedback).

Several studies have empirically analyzed the difference between these learning types,

providing mixed evidence as to whether learning by thought alone is effective.4 Building

on these findings, we apply this framework to our domain of interest, i.e., to the ability

of humans to evaluate algorithmic advice. While the importance of feedback and directly

experiencing the consequences of using algorithms in decision-making has been discussed

in other domains, providing feedback has not received much attention from policymakers

in the context of AI regulation. For example, while article 14 in the EU’s AI Act (European

Commission, 2021) discusses several measures to ensure human oversight (e.g., appropriate

training and explanation), it neither implicitly nor explicitly mentions feedback.

We contribute to the existing literature in two major ways. First, we test interventions

designed to improve people’s assessment of algorithmic advice. Importantly, our inter-
4van de Kuilen and Wakker (2006) and van de Kuilen (2009) find that learning by thought and

experience leads to more rational behavior, while learning by thought alone does not. Conversely, Hey
(2001), Birnbaum and Schmidt (2015), and Nicholls, Romm, and Zimper (2015) report that learning by
thought alone is sufficient to increase rational behavior over time.
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ventions are informed by the existing work on decision-making under risk. We introduce

the concept of learning through thought vs. learning through experience to the literature

on empirical human-AI decision-making. In doing so, we ensure that the debate on how

people learn about algorithms becomes more nuanced.

Second, we investigate the extent to which individuals can skillfully adjust their evalua-

tions of the algorithm in response to varying levels of advice quality. We create a scenario

in which algorithmic performance fluctuates based on external factors (i.e., we analyze a

stable algorithm in a changing setting resulting in a varying performance). Our contribu-

tion is to illustrate that subjects do not inevitably discard the algorithm after seeing it

make poor predictions. If the low-quality advice is caused by the algorithm being unsuit-

able for a certain setting, humans will continue to use it under different circumstances.

Further, our study is innovative with regard to the experimental task we employ. To

the best of our knowledge, we are the first to investigate algorithm-supported decision-

making through the dot-guessing task. This task is attractive for several reasons. It is

accessible to lay people without specialized expertise. The general skill of counting dots is

one to which all humans have access (except under certain medical conditions). Further,

by employing this task we are able to vary the quality of algorithmic advice by altering

external conditions (i.e., the distribution of dots) while keeping the functionality of the

algorithm unchanged.

The remainder of this paper proceeds as follows: We subdivide the main part of the paper

into two parts. Section 4.2 investigates the effects of providing informational resources

(part 1). Section 4.3 examines our treatments employing varying performance (part 2).

Both parts contain subsections explaining the experimental design and presenting the

results. Section 4.4 discusses the findings of both parts. Section 4.5 gives the conclusion.
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4.2 Part I: Informational Support

4.2.1 Experimental Design

Experimental Task and Algorithm

The central component of our experiment is the dot-guessing task. Subjects see images

showing a large number of blue dots and are asked to guess how many dots they think each

of the images contains. Examples of dot images are shown in figure 4.2. The number of

dots in the images is chosen randomly and varies between 942 and 3084 dots. Participants

have 60 seconds to make their guesses, making it infeasible to count the dots in the image.5

Every round of the experiment consists of three stages: In the first stage, participants see

the image for the first time and submit their guesses. In the second stage, subjects see

the same image again and additionally receive an algorithmic prediction of the number

of dots, before submitting a new guess. We call the two entries the subjects make initial

guess guessi and revised guess guessr, both of which are incentivized. In the third stage,

participants can see their guesses guessi and guessr and some additional information

depending on the treatment. They do not take any action at this stage. Every subject

plays 16 rounds, each round including a new image and a new recommendation. In each

round, all participants see the same image (i.e., the same number of dots) and receive

the same recommendation. We employ a between-subject design and randomize our

participants on an individual level.

The algorithm we employ samples three subareas from the given image, calculates the

average of dots within these subareas, and extrapolates this average to the entire surface

of the image. We introduce a bias to the predictions of the algorithm in the following

way: We restrict the sampling of the algorithm to the outer edges of the image and in

addition we choose a triangular distribution with a denser center and fewer dots at the
5Our task is rooted in the tradition of Galton (1907). His research has produced the “wisdom of the

crowd” finding and involved a contest in which people guessed the weight of a butchered ox.
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edges. As a result, the algorithm systematically underestimates the number of dots in the

entire image.6 See figure 4.2 for further illustrations.

Description of Treatments

The treatments vary along two dimensions: explaining how the algorithm arrives at its

prediction and revealing the true answer after the revised guess has been recorded. The

design of our interventions speaks to whether humans learn by thought only or by thought

and experience (Myagkov and Plott, 1997) and is in this respect related to several empir-

ical studies which apply this concept to test expected utility-theory (Hey, 2001; van de

Kuilen and Wakker, 2006; van de Kuilen, 2009; Birnbaum and Schmidt, 2015; Nicholls,

Romm, and Zimper, 2015).

In the treatments Explanation and Explanation&Feedback, participants receive

an explanation of how the algorithm works. This includes a visual and a textual com-

ponent. Participants see the image of dots overlaid with squares indicating the subareas

the algorithm samples from (cf. figure 4.2). We also inform them in writing that the

algorithm counts the number of dots in the visualized squares and then predicts the total

number of dots in the entire area based on this sampling. Hence, we do not explicitly state

to participants that the predictions are biased, but we deem that our explanation provides

the necessary information to comprehend that the algorithm vastly underestimates the

number of dots.7 See appendix for experimental interfaces containing the exact wording.

Furthermore, in the treatments involving feedback, participants receive information about

the correct number of dots in the image at the end of every round. In treatments without

feedback, participants never find out the correct answer to the task. Seeing the solution

provides an opportunity to assess the performance of the algorithm in a specific round.

It also opens the chance to learn about one’s own performance.
6Images with uniform distributions will be employed in the second part of the experiment resulting in

unbiased algorithmic predictions.
7This information is provided in the second stage of each round, i.e., when participants state their

revised guess.
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Figure 4.1 Visualization experimental design part I
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To sum up, the two dimensions result in the four treatments NoInfo, Explanation,

Feedback, Explanation&Feedback. These treatments enable us to analyze which

type of information empowers humans to effectively assess the quality of algorithmic

advice and how they influence task performance. The experimental design is visualized

in figure 4.1.
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Figure 4.2 Functioning dot guessing algorithm

(a) Example dot image in treatments without expla-
nation

(b) Example dot image in treatments with explana-
tion

Notes: The algorithm arrives at its prediction by first randomly sampling three subareas from
the edges of each image and counting the number of dots within each subarea. It then calculates
the average number of dots over areas and projects this average to the entire image. Importantly,
the algorithm always samples the three subareas at the edges of a given image, never from the
center. Through the combination of triangular dot distribution and sampling being restricted to
the edges, we introduce a bias in the algorithm prediction. The image in panel (a) is an example
of a dot image that all participants see in the first stage of the experiment. Panel (b) shows
the same image but this time overlaid with the rectangular subareas from which the algorithm
samples dots. Only participants in the treatments with explanation see this image from panel
(b) in the second stage, complementing the verbal algorithm explanation.

Payment Scheme and Experimental Procedure

Our subjects receive a flat fee of $0.9 for completing the study. Guesses are incentivized

as follows: Participants receive $0.15 for a perfect guess, and this bonus is diminished by

$0.0002 for each point difference, resulting in a bonus if a participant’s guess is within

the range of +/- 749 dots from the true answer.8 The experiment contains 16 rounds

and each of the rounds involves two incentivized guesses (initial and revised). Therefore,

subjects could earn a maximum of $4.8 bonus payment in addition to the flat fee.

We conducted our online experiment in December 2021. The experiment was developed

using the software oTree (Chen, Schonger, and Wickens, 2016). We recruited our subjects

via Amazon’s crowd-working platform Mechanical Turk (MTurk). All of them are based
8The first visual impact of the images might be discouraging for certain participants. Hence, we

deliberately selected a broad range (almost 1500 dots) within which participants receive a bonus. This
is done to encourage our subjects to maintain an aspiration for receiving a bonus and to motivate them
to strive for accurate estimations.
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in the US, have completed at least 500 tasks on MTurk, and have an approval rate of

at least 95%. We conducted five sessions (two sessions with 200 and 3 sessions and 400

participants). Our data contain 1565 observations in total. 1263 of them are relevant

for the four treatments in part I and an additional treatment containing 302 observations

will be introduced in part II. On average, participants took 14 minutes and 18 seconds to

complete the study and earned $2.33. This translates to a hypothetical hourly wage of

$9.82.

4.2.2 Data

The main data we elicit from our subjects are their guesses with respect to the number

of dots in the image they see. When eliciting these guesses, we do not set an upper

bound (e.g., by employing a slider) as such an upper bound would serve as an orientation

point for some of our subjects. As a result, participants can enter very high numbers,

and in fact, some choose to do so. We, therefore, see large outliers in our distributions.

Three approaches are common to address the issue of outliers in the data: top-coding,

winsorizing, and taking the natural logarithm. We employ the latter method. Similarly,

although some participants state a very low guess for the number of dots, including 0, we

do not exclude these guesses at the lower end of the distribution either. This approach has

the advantage of not requiring us to exclude any observations from our analysis. Instead,

we can show that excluding very low guesses does not change our main results. For a

more in-depth discussion of this issue cf. the appendix.

Further, since the number of dots and the algorithmic advice changes every round, exam-

ining (the logarithm of) the guesses at their face value would have little meaning. We are

rather interested in the relation between guesses and i.) the algorithmic advice or ii.) the

correct number of dots. Therefore, we focus on two main outcome variables throughout

the paper: algorithm adherence, calculated as |log(algo)− log(guess)|, and guessing per-

formance, calculated as |log(truth) − log(guess)|. Tables 4.1 - 4.6 in the appendix give

an overview over these main outcome variables.
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Various parts of the analysis are based on a comparison among treatments in which case

we pool all rounds together. We recognize that the guesses of each individual are not

independent of each other. We, therefore, preprocess the data by calculating the mean of

the values of interest (e.g., distance to algorithmic recommendation) for all 16 rounds for

each individual.

4.2.3 Results

In this section, we report results regarding how different aids to better assess the algo-

rithm influence performance and algorithm adherence. More specifically, we are interested

in whether revealing the correct answer at the end of the round or providing an expla-

nation of the mechanics of the algorithm can help subjects learn from the interaction

with the algorithm. First, we analyze the effects on algorithm adherence by examining

the distance between the average revised guess and the algorithmic prediction for each

treatment. Figure 4.3a illustrates that feedback reduces algorithm adherence compared

to the baseline treatment.9 The same is true for explanations with an even stronger effect.

We observe the strongest reduction of algorithmic adherence in the treatment Explana-

tion&Feedback.

Result 1a: Explanation reduces algorithm adherence (medium effect).

Result 1b: Revealing the truth reduces algorithm adherence (weakest effect).

Result 1c: Combining explanation and the revealing truth reduces algorithm adherence

(strongest effect).

Knowing that both interventions reduce algorithm adherence, we now turn to the question

of how the treatments influence guessing performance. We hence examine the distance

between the revised guess and the correct answer. We present the results in figure 4.3 and

table 4.3 in the appendix. Based on figure 4.3, providing the explanation increases the
9Table 4.2 in the appendix contains more detailed, numeric information regarding algorithm adherence.
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Figure 4.3 Mean distance to the algorithm and the true number of dots by treatment

(a) Mean distance to the algorithm recommendation
by treatment.

(b) Mean distance to the true number of dots by
treatment.

Notes: The bar graph in panel (a) illustrates the treatment effects on algorithm adherence (mean
distance of the revised guesses to the algorithm recommendation per treatment). The numerical
treatment effects on algorithm adherence can be found in table 4.2 in the appendix. The bar
graph in panel (b) illustrates the treatment effects on guessing performance (mean distance of
the revised guesses to the true number of dots per treatment). The numerical treatment effects
on guessing performance can be found in table 4.3 in the appendix. The bar plots also include the
standard errors around the mean. For the outcome distance to the algorithm recommendation,
all three treatments are significantly different from the baseline NoInfo treatment on a 1% level
based on an independent two-sample t-test. For the outcome distance to the true number of
dots, only treatment Explanation&Feedback is not significantly different from the baseline
on a 1% level. We pre-process the data by taking log values and calculating the mean over all
16 rounds for each individual. For more details on data pre-processing see section 4.2.2.

average distance to the true number of dots compared to NoInfo, i.e., the explanation

makes participants perform worse.10 While this result is striking, we remain cautious

about over-interpreting this finding. First, we provide a robustness check in the ap-

pendix and find that the negative effect does not disappear after excluding extremely

small guesses, but is starkly reduced. Second, our experiment is not designed to uncover

the underlying mechanisms of this result.11 For these two reasons, we err on the side of

caution in the main body of the paper in proposing the interpretation that “explanation

does not improve performance.”
10Compare section 4.2.1 for more information on the content of the explanation.
11We, therefore, can not offer any causal experimental insights, but we provide a discussion of potential

driving forces of this result in the appendix.
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In contrast, revealing the correct answers improves guessing performance. Remarkably,

the effects of these two treatments have approximately the same size (and opposite direc-

tions). As a result, in treatment Explanation&Feedback, the two effects appear to

cancel each other out. Hence, the average performance under Explanation&Feedback

is statistically indistinguishable from NoInfo (t-test is not significant on a 5%-level).

Result 2a: Explanation does not improve performance (and possibly hurts performance).

Result 2b: Feedback improves performance.

Result 2c: Combining explanation and feedback does not significantly change perfor-

mance compared to the baseline treatment.

In the appendix, we also provide an additional analysis of the baseline treatment. It

suggests that without any additional aids, most subjects are not capable of assessing

the quality of the algorithm. One might therefore consider algorithmic advice to be a

credence good. However, we do not emphasize this analysis because such results are highly

dependent on the specific task and setting. Additional discussions and interpretations of

the results from this section follow in section 4.4.

4.3 Part II: Diverse Advice Quality

4.3.1 Experimental Design

The second part explores how people react to varying performance of the algorithm. To

this end, we introduce an additional treatment which we call VaryingQuality. The

experimental setup is largely the same as in the first part: Participants play the dot

guessing game for 16 rounds, they submit initial guesses, observe an algorithmic recom-

mendation, and then submit their revised guess. The appearance of the interfaces and

the incentive structure are identical to the first part. Importantly, in this treatment our
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participants receive both informational resources: the explanation of the algorithm and

the solution of how many dots were in the image at the end of each round as in Expla-

nation&Feedback from the first part. Therefore, we use Explanation&Feedback

as a benchmark in this section.

The difference to Explanation&Feedback is that participants in VaryingQuality

see only 8 images in which the dots follow a triangular distribution. The other 8 im-

ages show dots following a uniform distribution. Each participant in this treatment sees

an image where the dots are triangularly distributed in every odd round and an image

with uniformly distributed dots in every even round. The 8 dot images with the trian-

gular distribution are the same as the first 8 images in the four treatments in Explana-

tion&Feedback. Figure 4.5 shows two exemplary images for each type of distribution.

Changing the distribution has consequences on the performance of the advising algorithm.

Since the algorithm always samples from the edges of an image, it draws a biased sample in

case of a triangular distribution. In contrast, when the dots are uniformly distributed, the

sampled areas are representative of the whole image and this results in precise algorithmic

predictions. This setting mimics many real-world scenarios the in which algorithm’s

functionality remains consistent; however, the varying settings result in the algorithm’s

techniques yielding either accurate or inaccurate predictions. The experimental design is

visualized in figure 4.4.

4.3.2 Results

Do our participants disengage from the algorithm after seeing it perform poorly? Or

do they recognize when to rely on the algorithm and when to ignore it? Figure 4.6

shows the distance of the revised guesses to the algorithm recommendation averaged

over three different sets of rounds: The left bar shows shows the average over all 16

rounds in Explanation&Feedback which is our benchmark (algorithmic advice is of

poor quality). The bar in the center shows the average over the 8 rounds in which the

algorithm’s advice is of high quality in VaryingQuality. The right bar shows this
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Figure 4.4 Visualization experimental design part II
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distance averaged over the other 8 rounds in which the algorithm’s advice is of poor

quality in VaryingQuality.

The results illustrate that in rounds with high advice quality (uniform distribution), sub-

jects follow the algorithm more closely than in rounds with low advice quality (triangular

distribution). Theses differences are significant on a 1%-level (independent two-sample

t-tests). Hence, our participants appear to continue to engage with the algorithmic ad-

vice (of varying quality) even after encountering some low-quality advice. This may seem

at odds with previous literature showing that people do not forgive algorithmic errors

(Dietvorst, Simmons, and Massey, 2015). We interpret this apparent discrepancy in the
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Figure 4.5 Unifrom and triangular distribution of dots

(a) Triangular dot distribution with boxes (b) Uniform dot distribution with boxes

Notes: Participants in VaryingQuality see images alternating between triangularly dis-
tributed dots as in panel (a) and uniformly distributed dots as in panel (b).

Figure 4.6 Mean distance to the algorithm for Explanation&Feedback and VaryingQual-
ity

Notes: All three bars show the average distance of the log revised guesses to the algorithm
recommendation, including the standard errors around the mean. The leftmost bar does so for
Explanation&Feedback. The middle bar shows this result for VaryingQuality, but only
for the 8 rounds in which participants received unbiased recommendations. This treatment is
significantly different from each of the other two treatments on a 1%-level based on independent
two-sample t-tests.The rightmost bar shows this result for VaryingQuality, but only for the
8 rounds in which participants receive biased recommendations. For more details on data pre-
processing see section 4.2.2.
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discussion section.

Result 3: People follow algorithmic advice more in environments where the algorithm

gives high-quality advice than in environments where it gives low-quality advice.

Further, there is no statistically significant difference between distance to the algorithm

when advice quality is poor in VaryingQuality compared to Explanation&Feedback.

In other words, there are no spill-overs of trust from the high-quality advice rounds to

the low-quality advice rounds in VaryingQuality. Participants’ assessment of the algo-

rithm in poor-advice rounds is not influenced by experiencing the algorithm in a favorable

setting.

Result 4: Seeing the algorithm perform well in a favorable setting does not increase trust

in the algorithm in other settings (i.e., there are no positive spill-overs).

4.4 Discussion

4.4.1 Informational Support

Following the concept of Myagkov and Plott (1997), we examine whether experience is a

necessary component for decision-makers to learn and evaluate the quality of algorithmic

support systems. Existing empirical literature from different contexts has provided incon-

clusive evidence on whether or not learning by thought alone is effective.12 Addressing

this question in the context of algorithms is of vital importance. Consider high eco-

nomic impact decisions that managers have to make. Learning through thought is always
12Compare Hey (2001); van de Kuilen and Wakker (2006); van de Kuilen (2009); Birnbaum and Schmidt

(2015); Nicholls, Romm, and Zimper (2015).
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available, as the firm can simulate a series of hypothetical decisions. Learning through

experience is not available in some settings, e.g., when a decision occurs only once, the

consequences are unclear or only occur after a certain time lag. However, the results from

our experiment indicate that learning by thought is not sufficient and experiencing the

consequences of (dis-)trusting the algorithm is required in order to improve assessment.

Hence, the practical implication of this is that providing timely feedback can help improve

decisions and it is worthwhile to strive to implement such feedback in situations where it

is feasible.

Providing an explanation increases the participants’ average distance to the algorithm

compared to the baseline. This suggests that the explanations help participants recognize

that the algorithmic predictions are biased (in the case of triangular distributions). At the

same time, explanation does not improve performance. This is arguably because – after

recognizing that algorithmic predictions are biased – participants still don’t have a better

prediction at their disposal. Taken together, the effects on performance and algorithm

adherence can be seen as evidence of the ability to detect a bias and the inability to

correct a bias.13

The absence of a positive impact of explanation on performance is particularly striking.

We, therefore, present an alternative specification as a robustness analysis in the appendix

by excluding unreasonably small guesses. While the negative effect on performance is

smaller in this specification, it does not disappear completely. Nevertheless, given the

reduction in effect size, we err on the side of caution and conclude that explanation does

not improve performance (and possibly even has an adverse effect).

We discuss potential interpretations for why explanation does not improve performance

and why it leads to some unreasonably low guesses in the appendix. Overall, it appears

that the explanation we have provided has displeased or confused some participants and

did not have a positive effect on the average performances. Such heterogeneous treatment

effects can also be expected in many real-life applications: While some decision-makers
13In principle, explanation could have led to better performance because participants realized that the

algorithmic advice is biased, but can be used as a lower bound for a better estimation. However, we don’t
see evidence for this.
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will benefit from such explanations, others will ignore them in the face of their busy

workday, and still others might feel frustrated when having to read them. This highlights

the importance of providing such descriptions in a way that is appropriate for the target

user. Despite discussing the potential drivers of this finding, we do not draw any definitive

conclusions about the underlying mechanisms since our experiment was not designed for

such analysis. Further investigating the patterns of this adverse effect is an interesting

direction for future research.

Under Feedback participants move further away from the algorithm, but in this treat-

ment, they also move closer to the true number of dots. One potential mechanism of how

subjects arrive at their guess is the following: They start with an orientation point and

adjust this amount of dots based on their judgment. Examining figures 4.15 to 4.18 (in

the appendix) provides some suggestive evidence that this is indeed an important mech-

anism. The distribution of initial guesses in the first round is flat. This illustrates that

initially subjects are uncertain with regard to their own guess. In addition, participants

strongly react to the algorithmic advice. The specific number of dots recommended by

the algorithm gives the participants a potential orientation point to use.

The algorithmic advice is an orientation point that is always available when revising the

guess. Importantly, in the treatments where people receive feedback, an alternative orien-

tation point is provided: the true answer from the previous round(s). Therefore, providing

subjects with the opportunity to better access the quality of the algorithmic advice is not

the only channel through which the feedback in our experiment could influence partici-

pants.14

The concept of the orientation point might be considered particularly important in the

light of the fact that figures 4.15 to 4.18 suggest that participants are remarkably often

close to the true answer in treatments where they receive feedback. It appears that partic-

ipants are strong in taking the true number of dots as an orientation point, estimating the

relative change of dots in the next round, and delivering a good estimate for the current

round.
14Further, it may also impact participants in a third way: providing feedback about their own abilities.
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Treatment Explanation&Feedback shows an interesting cumulative result: Since pro-

viding an explanation and revealing the truth both increase the distance to the algorithm,

their combination does as well. And as these treatments individually have opposed effects

on guessing performance, their combination seems to annihilate any effect. Guessing per-

formance remains unchanged compared to the baseline. This illustrates that practitioners

must be careful when considering tools to improve decision-making. Generally, one cannot

simply assume that the more help available to the decision-maker, the better.

Despite the algorithmic predictions being biased (given a triangular distribution), it is

an empirical question whether it delivers better predictions than our participants. An-

swering it is relevant because it determines whether participants would have enhanced

their performance by incorporating algorithmic advice into their revised guesses. Gener-

ally speaking, there is a sizable proportion of people who have performed better as well

as worse than the algorithm. Consequently, there is notable heterogeneity in whether

increased or decreased adherence to the algorithm would have resulted in better revised

guesses. On average, participants would have gained from assigning a positive weight

to the algorithmic advice in most rounds in NoInfo (algorithmic prediction superior in

14/16 rounds) and Explanation (algorithmic prediction superior in 13/16 rounds). Con-

versely, this is not observed in Feedback (participant guess superior in 14/16 rounds)

and Explanation&Feedback (participant guess superior in 12/16 rounds). We provide

the corresponding analysis in the appendix.

Another important aspect is whether our interventions show their effect immediately or

if some repeated interaction is required for the effect to unfold. Overall, there appears to

be no pattern that evolves. The interventions do not seem to require warm-up time. One

exception is the first rounds of Explanation. Participants move closer to the algorithm

in the first two rounds after receiving the advice. In round three, the average distance

remains the same. Starting from round four, participants always move further away from

the recommendation (cf. figures 4.15 to 4.18). This suggests that participants must see

the explanation multiple times before the effect starts unfolding.
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4.4.2 Diverse Advice Quality

Our results on varying algorithmic performance show that participants adhere more to

algorithmic advice in rounds with good performance and less in instances of poor per-

formance. This may appear in contrast to Dietvorst, Simmons, and Massey (2015), who

present evidence indicating that subjects tend to abandon the algorithm upon observing

errors.

Most likely, the difference between the two setups is due to the fact that our participants

have the opportunity to comprehend the algorithm’s suitability for specific settings. We

provide our participants with informational resources, aiding their understanding that

the algorithm isn’t inherently flawed but varies in performance based on the setting. In

Dietvorst, Simmons, and Massey (2015), participants do not have the opportunity to

understand the causes of the observed mistakes.15

In this sense, one of our contributions is to investigate the circumstances under which

the pivotal result of non-forgiveness towards algorithms holds and to provide a context

for it. Another way to read the Dietvorst, Simmons, and Massey (2015) result is that

they document a negative spillover with regard to trust in algorithms: After encountering

low-quality advice, individuals tend to distrust the algorithm in other cases. Our study

addresses whether there are spillovers in the opposite direction. We find that after wit-

nessing the algorithm perform well in a favorable setting, people do not trust it more in

other cases.

Bringing together our results from both parts of the paper, one can say that Feedback

improves overall performance, while Explanation does not. Hence, learning by thought

alone is insufficient to improve performance in our context. Given both informational

resources, subjects are capable of distinguishing when to follow the algorithmic advice

and when to leave it aside. The results of the two parts of our paper can be seen as

evidence that the question of whether people can judge the quality of algorithmic advice
15The same holds true for relating our study with Bao et al. (2022) who have shown that people are

reluctant to follow advice from algorithms that appears inconsistent.
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is highly nuanced and dependent on many factors. On the one hand, our results suggest

that, provided with our explanation, subjects have a hard time assessing the capacities of

the algorithm in relation to their own capabilities. On the other hand, given explanation

and feedback, subjects seem to be able to adequately assess algorithmic advice in relation

to advice from previous rounds when performance varies.

4.4.3 Caveats and Potential Extensions

Some important caveats are in order. First, we exercise caution in generalizing our find-

ings to all scenarios involving human-machine interaction. We recognize the contextual

specificity of certain behaviors and focus on interpreting differences between treatments

rather than the absolute levels of our variables of interest. Our hope is that future research

will explore how our findings translate to different settings.

Second, our emphasis is on analyzing how algorithmic advice influences behavior out-

comes (rather than self-reported measures). Our results hint at the fact that subjects hold

(overly-)optimistic beliefs regarding the algorithm’s capabilities when we do not provide

any information regarding the algorithm. Further, we argue that reliance on algorith-

mic advice is driven by the interplay of two types of beliefs: beliefs about algorithmic

performance and beliefs about one’s own capabilities. A potentially fruitful avenue for fu-

ture research involves eliciting and correlating beliefs with behavioral outcomes to better

comprehend the underlying mechanisms.

Third, it would be interesting to conduct an additional treatment that includes feedback

after each round but does not provide algorithmic advice. This would make it possible to

separate the different components of providing feedback. In the current setup, by being

informed about the correct answer, subjects can infer information about the algorithmic

performance as well as their own performance (and also receive an orientation point).

Fourth, the current study explores at the assessment of varying algorithmic performance

while providing both feedback and an explanation. Exploring how reactions differ when

119



CHAPTER 4. ADVISED BY AN ALGORITHM: ASSESSING ADVICE QUALITY WITH INFORMATIONAL
SUPPORT AND REACTIONS TO DIVERSE ADVICE QUALITY

individuals receive only explanations or only feedback in this setting could provide further

insights.

Fifth, our study is not designed to pinpoint the reasons for why providing an explanation

does not improve performance. While we have suggested some mechanisms, a more in-

depth analysis of this phenomenon would be a valuable extension of our work.

4.5 Conclusion

We design an experiment in which subjects are asked to guess the number of dots they

see in an image while receiving advice from an algorithm. We test a set of interventions

- providing an explanation of the algorithm, revealing the solution ex post, or both - and

ask whether they can improve the ability to assess the algorithm.

Our results suggest that providing an explanation of the algorithm does not improve

performance and may possibly even hurt performance. Revealing the truth ex post on

the other hand does benefit people’s performance. We are cautious about attributing this

solely to participants learning about the algorithm’s quality. In this treatment, subjects

also have the chance to learn about their own performance and they receive a benchmark

for calibrating future guesses. These results suggest that learning by thought appears to

be insufficient to improve the assessment of algorithmic quality. In our setting, people

need to experience the consequences of their decisions and hence feedback is required.

Our study further considers a setting of varying algorithmic performance due to changing

circumstances. We argue that people do not abandon algorithms when errors occur if

they can comprehend the reasons behind the errors. Subjects appear to have some ability

to understand the strengths and weaknesses of the algorithm and to use it in cases where

it proves beneficial.

These findings suggest several practical recommendations. First, in organizational set-

tings, if concrete feedback about previous decisions can be provided and the decision
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environment does not fundamentally change, managers should seek to disclose the out-

come of past decisions. Second, our study indicates that explanations concerning how an

algorithm functions must be provided with caution, as they do not necessarily improve

human assessment of algorithm quality. This finding is in line with the results from the

literature on algorithm explainability: Its ability to improve decisions also depends on

various factors, and explanations are not a panacea. Third, there is hope that decision-

makers can be trusted to assess imperfect algorithms, provided they receive sufficient

informational resources for learning and have the opportunity to comprehend the reasons

behind algorithmic errors.
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Appendix A: Robustness Analysis: Excluding Unrea-

sonably Small Guesses

As discussed in section 4.2.2, some of our participants state very low guesses, including

0. This section explores the effect of these small guesses on our overall results. We

are particularly interested in the effect of the explanation and whether its impact on

performance is driven by such very small guesses. We start our investigation by plotting

pooled revised guesses from the two treatments with explanation against the revised

guesses from the two treatments without explanation (figure 4.7). This figure does not

include data from the VaryingQuality condition, since that data was generated under

alternating algorithm advice quality and can therefore not be compared to the other

treatments. To focus on low values, figure 4.7 shows the revised guess range from 0 to

200.16

In figure 4.7 it is evident that both types of treatments (with and without explanation)

exhibit a large number of guesses equal to 0. These 0 guesses are substantially more com-

mon in the explanation treatments. Moreover, again only for the explanation treatments,

there is a separate smaller hump between 10 and 100 guesses.

How common are these low guesses? As the VaryingQuality condition is not included

in this graph, we have 1263 participants (instead of 1565 in the entire sample) who stated

revised guesses in 16 rounds. We have therefore 1263 ×16 = 20,208 revised guesses. Out

of these 1294 values, or 6,4% out of the 20,208, are below the value of 100, where 100 is an

arbitrary, but not unreasonable threshold for serious guesses. Hence, the overwhelming

majority of revised guesses are in a range above 100 guesses.

Nonetheless, one can ask if our main results are driven by these low values. In order to

answer this question, one can examine figure 4.8, which shows the same information as
16For most of the paper, we analyze the natural logarithm as this is our way to address large outliers.

In the following analyses, we are concretely interested in the small values and their interpretation and do
not want to address them by taking the logarithm. We, therefore, analyze raw values.
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Figure 4.7 Revised guesses between 0 and 200 pooled for treatments with and without expla-
nation.

Notes: The figure shows raw values (unlogged).

our main result figure 4.3, except that all revised guesses below a value of 100 are excluded

from the calculation.

One can see that our main results hold (with one small exception) when revised guesses

below 100 are excluded from the analysis:

Result 1a: Explanation reduces algorithm adherence (weakest effect).

Result 1b: Revealing the truth reduces algorithm adherence (medium effect).

Result 1c: Combining explanation and revealing truth reduces algorithm adherence (strongest

effect).

Result 2a: Explanation does not improve performance (and possibly hurts).

Result 2b: Feedback improves performance.

Result 2c: When providing participants with both explanation and feedback, the net effect

is equal to the positive and negative effects of the two individual treatments.

The one change that appears is the sequence of effects on algorithm adherence. In the

initial analysis, revealing the truth has the weakest effect on algorithm adherence. When
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Figure 4.8 Mean distance to the algorithm and the true number of dots without guesses below
100

(a) Mean distance to the algorithm recommendation
by treatment

(b) Mean distance to the true number of dots by
treatment

Notes: The bar graph in panel (a) illustrates the treatment effects on algorithm adherence
(mean distance of the revised guesses to the algorithm recommendation per treatment). The
bar graph in panel (b) illustrates the treatment effects on guessing performance (mean distance
of the revised guesses to the true number of dots per treatment). The bar plots also include the
standard errors around the mean. We pre-process the data by taking log values and calculating
the mean over all 16 rounds for each individual. For more details see section 4.2.2.

values below 100 are excluded, revealing the truth has only the second weakest effect.

In the main results, explanation clearly hurts performance. In this robustness analy-

sis, this negative effect is reduced. Still, there is a statistically significant difference as

demonstrated by an independent two-sample t-test contrasting the mean outcomes of the

baseline and explanation treatments, yielding a p-value of 0.047 (t = -1.9844, df = 602.7).

Nonetheless, given that the robustness analysis markedly influences the effect size, we

adopt a conservative stance and do not claim that explanation hurts performance. Our

bottom line is that explanation does not improve performance, and there is a possibility

that it may even hurt. The next section explores possible explanations as to why this

might be the case.
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Appendix B: Why Does Explanation Hurt Performance?

In the previous section, we have seen that very low guesses below 100 account for some

part of the negative effect of explanation of performance. Figure 4.7 illustrates that only

the treatments with explanation contain more guesses equal to zero and a hump shaped

around 20-100. In this section, we address different hypotheses regarding what causes the

0-guesses and the humps in treatments with explanation.

One possible explanation for the higher number of guesses equal to zero is that some

of our participants were displeased or irritated by reading the explanation of how the

algorithm works and consequently state a nonsensical guess. Contrary to this hypothesis,

we observe that the number of revised guesses equal to zero decreases over the course of

the experiment. This can be seen in figure 4.9, which shows a histogram of revised guesses

in the Explanation treatment for the first four rounds.

The trend of fewer zeros over the course of the rounds continues until the end of the exper-

iment. Therefore, another possible explanation that is more in line with this observation

is that some participants did not want to play this task. Note that our participants did

not know that each round would contain the dot guessing task. Possibly, some were trying

to move quickly on to a task they might find easier and stated a guess that required a

low cognitive effort (namely a guess equal to zero).

We now turn to a discussion on what might have caused the hump shaped guesses around

values of 20-100. One hypothesis is that participants who saw the explanation of how the

algorithm worked interpreted this as an instruction. Instead of a critical assessment of the

algorithm’s quality, some participants might have concluded that the experimenter wants

them to use the same approach as the algorithm to come up with their guess. Yet, if this

were the case, we would expect to see more guesses around the algorithm recommendation

- which is not the case - rather than in the range of 20-100.

A related hypothesis is that some participants misinterpreted our instructions and mis-
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Figure 4.9 Histogram of revised guesses in the Explanation treatment for the first four rounds

Notes: “True dots” indicates the true number of dots, “Median guess” indicates the median
revised guess, “Algo rec” indicates the algorithm recommendation, and “Red dots” indicates the
number of dots within the red squares of the explanation which participants in this treatment
were exposed to. The figure shows raw values (unlogged).

takenly thought they should only guess the number of dots within the red boxes which

they saw as the visual part of the explanation of how the algorithm works. But if this

were the case, one would expect the hump shape to be centered above the number of dots

within the red boxes. Figure 4.9 displays the guesses and the number of dots within the

red boxes as a dotted dark red line. If this hypothesis was true, we would expect the

number of dots in the red boxes to be in the center of the distribution humps. However,

what we observe is that the hump shape is to the left of the dotted line in every round. If

this was the driving behavior, participants must have systematically counted fewer dots

than there actually were in the red boxes.

Another possibility is that some participants misinterpreted our instructions such that

they should guess the average number of dots within one red box. This would be in line

with the observed data but seems unlikely given that this would require them to read

the instructions carefully enough to understand the algorithm, but at the same time to
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Figure 4.10 Distribution of distances between revised guesses and true number of dots (non log
values).

severely misinterpret the goal of the task, while making several incorrect assumptions.

Finally, we discuss the point that there is a statistically significant negative effect of

explanation on performance even when low values are excluded. Figure 4.10 shows the

distributions of differences between the revised guesses and the true number of dots (for

non-log values), again pooled for the two treatments with and without explanation. From

this, it becomes apparent that there is no obvious effect on the distribution that could

drive the result. An eye-balling inspection could suggest that the distribution in the

explanation treatments is more spread out. This could hint at a heterogeneous effect of

explanation: Some participants might be adversely affected (due to boredom or other

negative unintended externalities), while other participants correctly deduce that the

algorithm advice is too low and over-correct for its bias. Yet, a Levene test for homogeneity

of variances cannot reject the null of equal variances (F-value of 2.77 and a p-value of

0.095).

Overall, we cannot provide a definite answer to the question of why explanation hurts

performance. Pinpointing the underlying mechanisms requires a new experimental design
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and must remain an open question for future research. In this section, we have provided

a discussion of the potential underlying mechanisms based on our experimental setup and

the available data.

Appendix C: Would Participants Have Benefited from

Following the Algorithmic Advice?

One relevant question is whether participants would have enhanced their performance

by incorporating algorithmic advice into their revised guesses. We address this question

for each round individually. The following figure illustrates the distance to the true

answer for each round in every treatment. The squares denote the distance between the

correct answer and the algorithmic recommendation, while the dots represent the average

distance between the true values and the initial guess. Lower values indicate better

performance. This figure allows to to compare whether participants’ initial guesses or the

recommendation of the algorithm is closer to the true answer. On average, participants

would have gained from assigning a positive weight to the algorithmic advice in most

rounds in the baseline treatment (algorithmic prediction superior in 14/16 rounds) and

the explanation treatment (algorithmic prediction superior in 13/16 rounds). Conversely,

this is not observed in the feedback treatment (participant guesses superior in 14/16

rounds) and the combined treatment (participant guesses superior in 12/16 rounds).

Appendix D: Extreme Behaviors: Complete Adher-

ence to Advice and Complete Disregard of Advice

The depicted figure illustrates the percentage of individuals who fully adhere to the algo-

rithm (i.e., the revised guess matches the algorithmic prediction) and those who disregard

the algorithmic advice entirely (i.e., the revised guess aligns with the initial guess). The
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Figure 4.11 Performance participants vs. algorithm

Notes: The figure shows logged values.

figure demonstrates a consistent reduction in trust in algorithmic advice across all treat-

ments. Further, treatments including feedback seem to elevate confidence in one’s initial

guess, likely due to the availability of an orientation point. In the explanation treatment,

there is no apparent reason to put greater trust in one’s initial guess compared to the

baseline treatment. Consequently, in the explanation treatment, subjects exhibit dimin-

ished trust in the algorithm, but this doesn’t translate into increased confidence in their

own assessment.

Appendix E: Additional Analysis Baseline Treatment:

Algorithmic Advice as a Credence Good

This section offers an additional interpretation of the baseline treatment, arguing that

participants perceive the algorithmic advice, in our setting, as a credence good. However,

we acknowledge that such a result is highly context-specific. Therefore, we don’t put
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Figure 4.12 Percentage of complete adherence to advice

Figure 4.13 Percentage of complete disregard of advice
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this interpretation forward in the main text. A common view among policymakers and

in the academic literature implicitly assumes that human decision-makers can accurately

assess the advice quality after observing the algorithm’s recommendation, for instance,

by comparing it to their own judgment (e.g., in the Artificial Intelligence Act as proposed

by the European Commission, 2021). From an economic point of view, this suggests

that algorithm advice is perceived as an experience good, i.e., consumers can accurately

assess the quality after consumption of the good. We challenge this assumption and argue

that algorithms are often perceived to be credence goods. Even after “consumption” of

the good – repeated interaction with the algorithm – humans cannot correctly assess its

advice quality. Our baseline treatment provides experimental evidence from a reasonable

setting that many people cannot correctly assess the quality of algorithmic advice even

after “consuming” it. It follows that they perceive algorithmic advice as a credence good.17

Our work is hence related to the literature on credence goods that can be categorized into

two different strands (Balafoutas and Kerschbamer, 2020). “Classical credence goods”

involve asymmetric information between the expert seller and their customer regarding

the fit between the characteristics of the products and the customer’s needs, prominent

examples being healthcare or repair services. Our case aligns with the second strand of

literature: “label credence goods.” Such goods have unobservable attributes that remain

undetected after consumption, common examples being organically produced food and

fairly traded products (Baksi and Bose, 2007; Harbaugh, Maxwell, and Roussillon, 2011;

Pigors and Rockenbach, 2016; Etilé and Teyssier, 2016).

We ask the question of whether people can assess the quality of algorithmic advice (and

if they act accordingly) after “consuming” this advice. To answer this question, one can

inspect figure 4.14, which shows the densities of the initial and revised guesses of the first

four rounds in treatment NoInfo.

In the first round, the initial guess density is flat: Participants vary vastly in their initial
17For our work, it is important that algorithms have unobservable attributes that remain undetected

after consumption. This type of credence goods is often referred to as “label credence goods.” The
analysis of “classical credence goods,” on the other hand, focuses on the asymmetric information between
an expert seller and the customer. In this article, we refer to “label credence goods” whenever we employ
the term “credence goods.”
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guess. After observing the algorithm recommendation, participants state their revised

guess, resulting in the revised guess density. Participants strongly react to the algorith-

mic advice and many subjects follow the advice closely. This can be directly inferred from

the revised density: It is centered above the algorithm recommendation and its variance

is greatly reduced. The second round illustrates that the initial guesses in round two are

still influenced by the algorithmic advice from round one: The density of the initial distri-

bution is centered above the previous round’s algorithm recommendation. The algorithm

recommendation in one round serves as an orientation point for the next initial guess. The

revised guess density in round two peaks again above the algorithm recommendation. In

rounds three and four one again observes the two effects (1) the revised guesses move

closer to the algorithm and (2) their variance is reduced (both compared to the initial

guess density in the same round). In fact, this pattern holds for all subsequent 12 rounds

(see figures 4.15 to 4.18).

Table 4.1 quantifies these differences and shows the average of the individual log distances

to the algorithm and the standard deviation for the initial and revised guesses. It also

exhibits p-values from a t-test comparing the initial and revised distance to the algorithm

recommendation and Levene’s test for homogeneity of variances of the initial and revised

densities.

The average distance to the algorithm recommendation is smaller for the revised guesses

than for the initial guesses in all 16 rounds (this difference is always significant except for

one round). In other words, revised guesses move closer to the algorithm. The standard

deviations of the revised guess densities are smaller for the revised guesses in a majority

of cases.18

If the algorithmic advice exhibited traits of an experience good, we would expect our

subjects to learn to optimally incorporate this advice into their decision-making and adjust

how strongly they adhere to the algorithm. Note that in each round, participants have

the possibility to compare the algorithm recommendation with their own guess, which

was elicited in the first stage. Given their own guess as a reference point, participants
18Note that many of the p-values of these differences are not significant.
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Figure 4.14 Densities of initial and revised guesses for the first five rounds of NoInfo

Notes: Initial (black line) and revised (dotted line) guess densities for NoInfo for the first
five rounds. Algorithm recommendation (AR) is the leftmost vertical line and the true number
of dots (TR) is indicated by the rightmost vertical line. The figure only shows the range of
log(guess) from 5 to 8 and therefore does not display the tails of the distributions. The range
of the axis showing the density differs between rounds.

could realize that the algorithm recommendation is consistently too low. Over time (i.e.,

over rounds), if participants had this realization repeatedly, and assuming they would also

optimally react based on this insight, we would see a shift in the revised guess density

away from the algorithm (and potentially closer to the true number of dots). As can be

seen from figure 4.14 and table 4.1 there is no evidence for this. In figure 4.14 there is

no increase in probability mass in the region above the algorithm recommendation for

the revised guesses over rounds. In table 4.1 average distance of the revised guesses to

the algorithm is in every round smaller than the distance for the initial guesses. In other

words, the average revised guess always move closer to the algorithm. So the participants

never learn to move further away from the algorithm recommendation (or ignore it).
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Table 4.1 Distances to algorithmic recommendation per round: NoInfo

|log(algo)− log(guessi)| |log(algo)− log(guessr)| p-values

Round mean sd mean sd t-test levene

1 1.29 1.78 0.59 1.39 0.00 0.00

2 1.20 0.73 0.88 1.13 0.00 0.00

3 0.78 0.93 0.42 0.74 0.00 0.13

4 0.51 0.67 0.45 1.02 0.28 0.33

5 0.66 0.89 0.35 0.74 0.00 0.77

6 0.67 1.16 0.42 1.00 0.00 0.22

7 0.60 1.06 0.33 0.90 0.00 0.06

8 0.61 0.91 0.37 0.81 0.00 0.21

9 0.58 0.96 0.42 1.03 0.00 0.66

10 0.62 0.99 0.40 0.98 0.00 0.60

11 0.46 0.74 0.31 0.90 0.00 0.69

12 0.47 0.70 0.29 0.68 0.00 0.68

13 0.53 1.08 0.33 0.89 0.00 0.19

14 0.64 0.74 0.42 0.95 0.00 0.82

15 0.52 1.07 0.34 1.01 0.00 0.31

16 0.68 0.89 0.49 0.98 0.00 0.24

Notes: Table contains the mean and standard deviation of the distance between the

guesses and the algorithmic recommendation for every round. This distance is included

with respect to the initial and the revised guesses. All values are logs. The table

also contains the p-values for the t-test (difference between means) and the Levene-test

(differences between variances) to test the difference between the values for initial and

revised guesses for every round. Values refer to NoInfo.
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Especially participants whose initial guesses fall within this range between the algorithm

and the true value should not move closer to the algorithm to maximize their payoff.

Yet, our data show that participants move closer to the algorithmic advice. Our results

therefore rather indicate that the algorithmic advice exhibits traits of a credence good:

Even after “consuming” the advice repeatedly, our participants appear not to be able to

assess the quality of the advising algorithm.

Consequently, we document the following result:

Result: The human decision-makers perceive the algorithmic advice as a credence good.

Participants in the baseline treatment NoInfo repeatedly see biased advice in a task

that does not require expert knowledge. Akin to many real-life decision situations, in

this treatment, they therefore can compare their own prediction (note that we prime

participants by specifically eliciting their initial guesses before seeing the algorithm) with

the algorithm prediction. In principle, this could allow any participant to realize that the

algorithm is biased and produces dot predictions that are too low. The question is how

many participants realize this and if they can correctly adjust for this bias.

From the written feedback that participants could state at the end of the experiment,

we know that some participants in the baseline treatment indeed recognize that the al-

gorithm is downward biased (e.g., “I thought the algorithm consistently underestimated

the number of dots”, “I did not trust the algorithm. It seemed to be generating numbers

that were too low.”), yet others fail to assess the existence, magnitude, or direction of the

bias (e.g., “I quickly began to depend on the algorithm and as the study progressed, got

close to guessing what the algorithm predicted”, “I figured that it was overestimating”).

Ultimately, the question about the nature of the algorithm as a good is an empirical one:

How do the majority of participants assess the algorithm? As described previously, most

participants follow the algorithm closely and never realize that they could improve their

payoff if they move away from a biased recommendation.
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Some important caveats are in order. We do not claim that all algorithms are always

perceived as credence goods. We merely point out that algorithms can be perceived as

credence goods in many applications. Clearly, one important determinant is how the

human and algorithm abilities compare. Our results and implications could be considered

in scenarios where neither human nor algorithm is obviously better, but where there is

ambiguity about performance comparison. Moreover, the nature of our task is rather

mathematical and objective, and behavior may vary for more subjective tasks (Castelo,

Bos, and Lehmann, 2019). Further, our participants may assume that the algorithm

performs better than humans because it would not be employed otherwise. In sum, one

might consider subjects’ priors that the algorithm is more capable to be justified. In

addition, one might criticize that learning is generally not possible without feedback and

explanation.19

In this section, we have stated the general assumption that individual humans can suc-

cessfully provide oversight for algorithms is flawed and discuss the implications of this. A

natural adjustment is, therefore, to put less emphasis on individual oversight and instead

shift the focus to collective oversight. For example, organizations could audit algorithmic

advice systems. This could entail checking possible training data, systematically challeng-

ing the algorithm, or controlled human-subject field experiments before deployment.20

Our results have implications for both policymakers and managers. We show that there

are situations in which humans are not able to accurately assess an advising algorithm’s

quality. In the context of regulation, this casts doubt on the effectiveness of individual

human decision-makers to recognize biased algorithm predictions and to correct this bias

to prevent harm. In the context of management, it means that organizations generally

can neither rely on individual decision-makers to optimize decisions, nor can they rely on

feedback from their decision-makers about the quality of an algorithm as a product.
19In response, we argue that what makes learning possible is the repeated engagement with the task

and the fact that subjects provide initial as well as revised guesses.
20This idea is similar to Green (2022), who suggests “institutional oversight.”
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Appendix F: Tables and Figures

Table 4.2 Treatment effect on algorithm adherence: Log-distance to algo-
rithm recommendation: Overview

Treatment n min mean max std. err.

NoInfo 324 0.001 0.426 9.514 0.035

Explanation 314 0.001 0.842 5.188 0.052

Feedback 312 0.001 0.711 1.989 0.017

Explanation & Feedback 313 0.001 0.969 4.271 0.034

Notes: The values in this table refer to the barplot in panel (a) of figure

4.3a. “Std. err.” refers to the standard error of the mean.

Table 4.3 Treatment effect on guessing performance: Log-distance to true
number of dots: Overview

Treatment n min mean max std. err.

NoInfo 324 0.001 0.897 9.122 0.033

Explanation 314 0.001 1.258 4.678 0.057

Feedback 312 0.001 0.479 2.025 0.022

Explanation & Feedback 313 0.001 0.792 5.087 0.052

Notes: The values in this table refer to the barplot in panel (b) in figure

4.3. “Std. err.” refers to the standard error of the mean.

Table 4.4 Distances to algorithmic recommendation per round: Explana-
tion

|log(algo)− log(guessi)| |log(algo)− log(guessr)| p-values

Round mean sd mean sd t-test levene
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1 1.45 1.95 1.26 1.89 0.14 0.58

2 1.44 1.19 1.24 1.16 0.00 0.04

3 0.82 1.12 0.84 1.17 0.77 0.04

4 0.65 0.93 0.79 1.14 0.03 0.00

5 0.75 0.94 0.91 1.46 0.04 0.00

6 0.66 0.99 0.80 1.25 0.06 0.00

7 0.63 0.98 0.76 1.30 0.05 0.00

8 0.62 0.77 0.70 1.02 0.19 0.00

9 0.60 0.69 0.78 1.20 0.00 0.00

10 0.70 1.02 0.79 1.12 0.20 0.00

11 0.58 0.68 0.75 1.13 0.00 0.00

12 0.56 0.82 0.75 1.21 0.00 0.00

13 0.60 0.95 0.73 1.12 0.04 0.00

14 0.63 0.66 0.69 1.02 0.34 0.00

15 0.59 0.87 0.82 1.33 0.00 0.00

16 0.81 0.81 0.86 1.01 0.32 0.00

Notes: The structure of the table is the same as in table 4.1, but the values refer to

Explanation.

Table 4.5 Distances to algorithmic recommendation per round: Feedback

|log(algo)− log(guessi)| |log(algo)− log(guessr)| p-values

Round mean sd mean sd t-test levene

1 1.25 1.76 0.44 1.05 0.00 0.00

2 1.71 0.72 1.52 0.94 0.00 0.00

3 0.71 0.86 0.68 0.87 0.58 0.50
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4 0.80 0.87 0.72 0.75 0.14 0.73

5 0.52 0.35 0.59 0.99 0.23 0.01

6 0.82 0.89 0.77 0.82 0.20 0.94

7 0.56 0.66 0.51 0.64 0.36 0.99

8 0.76 0.74 0.63 0.52 0.00 0.15

9 0.85 0.75 0.71 0.42 0.00 0.13

10 0.86 0.77 0.75 0.71 0.06 0.93

11 0.75 0.60 0.69 0.51 0.11 0.74

12 0.64 0.70 0.61 0.69 0.47 0.86

13 0.76 0.58 0.70 0.60 0.06 0.58

14 0.42 0.37 0.45 0.69 0.39 0.11

15 0.65 0.51 0.59 0.50 0.00 0.70

16 1.07 0.54 1.01 0.56 0.12 0.61

Notes: The structure of the table is the same as in table 4.1, but the values refer to

Feedback.

Table 4.6 Distances to algorithmic recommendation per round: Explana-
tion&Feedback

|log(algo)− log(guessi)| |log(algo)− log(guessr)| p-values

Round mean sd mean sd t-test levene

1 1.23 1.86 1.25 1.89 0.90 0.14

2 1.74 0.71 1.64 0.96 0.09 0.00

3 0.81 0.95 0.92 0.99 0.06 0.19

4 0.84 0.82 0.91 0.90 0.19 0.19

5 0.67 1.02 0.89 1.35 0.00 0.01
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6 0.85 0.84 0.95 0.91 0.07 0.12

7 0.64 0.85 0.74 0.91 0.15 0.12

8 0.79 0.87 0.91 1.05 0.06 0.08

9 0.89 0.79 0.96 0.85 0.15 0.16

10 0.89 0.71 1.07 1.26 0.01 0.00

11 0.86 0.79 0.93 0.92 0.16 0.10

12 0.73 0.82 0.85 0.89 0.04 0.16

13 0.88 0.90 0.91 0.88 0.61 0.48

14 0.51 0.67 0.59 0.70 0.08 0.11

15 0.75 0.80 0.84 0.90 0.12 0.05

16 1.10 0.63 1.14 0.68 0.41 0.04

Notes: The structure of the table is the same as in table 4.1, but the values refer to

Explanation&Feedback.
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Figure 4.15 Distribution of initial and revised guesses by treatment for rounds 1 to 4

Notes: Initial and revised guess densities for round 1 to 4.
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Figure 4.16 Distribution of initial and revised guesses by treatment for rounds 5 to 8

Notes: Initial and revised guess densities for round 5 to 8.
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Figure 4.17 Distribution of initial and revised guesses by treatment for rounds 9 to 12

Notes: Initial and revised guess densities for round 9 to 12.
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Figure 4.18 Distribution of initial and revised guesses by treatment for rounds 13 to 16

Notes: Initial and revised guess densities for round 13 to 16.
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Appendix G: Experimental Interfaces

Figure 4.19

Notes: All participants saw this text as their first page.

Figure 4.20

Notes: All participants saw this as their final page before exiting the experiment.

Figure 4.21

Notes: All participants learned about their final payoff and received a completion code.
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Figure 4.22

Notes: Upper part of initial guess page: All participants saw this page (with the number of

dots changing from round to round) before stating their initial guess. Participants had 60

seconds to state their guess.
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Figure 4.23

Notes: Lower part of initial guess page: All participants saw this when stating their initial

guess.
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Figure 4.24

Notes: In treatments without explanation, participants saw the same image again before

stating their revised guess. In
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Figure 4.25

Notes: All participants saw the algorithm prediction before stating their revised guess.

Figure 4.26

Notes: Participants in treatments in which the true answer was not revealed saw their initial

and revised guess again, before moving on to the next round.
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Figure 4.27

Notes: Participants in treatments in which the algorithm was explained saw the same image

again but overlaid with red rectangles indicating the areas from which the algorithm sampled.
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Figure 4.28

Notes: Participants in treatments in which the algorithm was explained additionally were

provided a verbal explanation of the algorithm.

Figure 4.29

Notes: Participants in treatments in which the true answer was revealed saw their initial and

revised guess as well as the solution before moving on to the next round.

In the VaryingQuality treatment the user interface looked identical to the Expla-

nation&Feedback treatment, except for the dot distribution, which alternated every

round between being uniformly and triangularly distributed. An example of a uniform

dot distribution can be seen in figure 4.5.
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Eine ältere Version wurde als SSRN Working Paper unter dem Titel “Does Discussing

How Much to Share Affect Sharing Behavior and Trust?” veröffentlicht:
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Abstract

This dissertation contains three empirical essays. The first essay examines the effects of a

debating process prior to a collective decision. We conduct a lab-in-the-field experiment

with school minors in Germany. We randomly assign some of them to discuss via chat

how much they want to donate to a charity supporting incoming refugee minors. In our

study, the pre-vote debate leads to higher donations. It does not directly affect trust

among discussants, but subjects who are perceived as refugee-friendly after the discussion

benefit from increased trust from their chat partners.

The second essay addresses belief formation and asks how breaking a social norm affects

what people think others would do in the same situation. To study this question, I

employ an online experiment with a representative sample of the UK’s general population

exposing subjects to either a high or a low temptation to lie. I find that subjects in

the tempting environment lie more and, importantly, hold more pessimistic beliefs about

what others would do in the same situation. I also include additional treatments in order

to argue that the observed effects are not driven by rational expectations. The study

provides causal evidence that breaking a social norm leads to strategic belief distortion

about other people’s behavior in order to maintain a positive self-image.

The third essay studies a situation in which a human decision-maker is assisted by an al-

gorithm. We conduct an online experiment with US participants who repeatedly perform

an estimation task while receiving (largely biased) recommendations from an algorithm.

We analyze two interventions and ask whether they can help humans to assess the quality

of algorithmic advice. First, we find that explaining the functioning of the algorithm in

abstract terms reduces adherence to algorithmic advice, but it does not improve decision-

making performance. Second, disclosing the correct answer after each round reduces ad-

herence to algorithmic advice and improves human decision-making performance. While

existing literature suggests that people abandon algorithms after seeing them err, this is

not confirmed in our setting. This is likely because in our setting people can comprehend
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the reasons why some of the algorithmic predictions are inaccurate. Jointly, the three

essays provide insights into (behavioral) economic concepts of trust, generosity, belief

formation, and advice taking through the lens of experimental methods.
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Zusammenfasssung

Die vorliegende Dissertation besteht aus drei empirischen Aufsätzen. Der erste Aufsatz

untersucht die Folgen einer Debatte, die einer kollektiven Entscheidung vorausgeht. Dieses

Kapitel diskutiert die Ergebnisse eines Lab-in-the-Field-Experiments mit minderjährigen

Schüler:innen in Deutschland. Einige von ihnen werden nach dem Zufallsprinzip zuge-

wiesen, im Chat darüber zu diskutieren, wie viel sie an eine Hilfsorganisation spenden

möchten, die minderjährige Geflüchtete unterstützt. In unserer Studie führt eine sol-

che Debatte, die einer Abstimmung vorausgeht, zu einer höheren Spendenbereitschaft.

Die Debatte hat zwar keinen direkten Einfluss auf das gegenseitige Vertrauen unter den

Schüler:innen, die miteinander chatten. Allerdings werden diejenigen, die nach der Diskus-

sion als flüchtlingsfreundlicher wahrgenommen werden, ebenfalls als vertrauenswürdiger

von ihren Chatpartner:innen eingestuft.

Der zweite Aufsatz beschäftigt sich mit dem Entstehungsprozess von Überzeugungen über

andere Menschen und geht der Frage nach, wie sich ein Verstoßen gegen eine soziale Norm

auf die Vorstellungen von Menschen auswirkt, was andere in der gleichen Situation tun

würden. Dieses Kapitel basiert auf den Ergebnissen eines Online-Experiments mit ei-

ner repräsentativen Stichprobe der britischen Gesamtbevölkerung. Dabei werden die Stu-

dienteilnehmer:innen entweder mit einer hohen oder einer niedrigen Versuchung zu lügen

konfrontiert. Die Ergebnisse zeigen, dass Proband:innen in dem Umfeld, in dem Lügen

attraktiver ist, mehr lügen und als Folge pessimistischere Vorstellungen davon haben, wie

sich andere in der gleichen Situation verhalten würden. Die Studie beinhaltet zusätzliche

experimentelle Bedingungen, um zu zeigen, dass die beobachteten Effekte nicht durch

rationale Erwartungen verursacht werden. Das Experiment liefert kausale Evidenz dafür,

dass das Verstoßen gegen eine soziale Norm dazu führt, dass Menschen ihre Vorstellungen

über das Verhalten anderer Menschen strategisch verzerren, um ein positives Selbstbild

aufrechtzuerhalten.

Der dritte Aufsatz analysiert eine Situation, in der Menschen von einem Algorithmus
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unterstützt werden. Die Erkenntnisse basieren auf einem Online-Experiment mit ame-

rikanischen Proband:innen, die wiederholt eine Schätzung abgeben und dabei (meist

verzerrte) Ratschläge von einem Algorithmus erhalten. Unsere Studie umfasst zwei In-

terventionen. Zum einen zeigen unsere Ergebnisse, dass eine abstrakte Erklärung der

Funktionsweise des Algorithmus dazu führt, dass die Menschen dem Vorschlag unseres

Algorithmus weniger folgen. Gleichzeitig verbessert diese Maßnahme die menschliche Lei-

stung bei der Schätzaufgabe nicht. Ein Offenlegen der richtigen Antwort nach jeder Run-

de der Schätzaufgabe führt hingegen dazu, dass die Menschen dem Ratschlag unseres

Algorithmus weniger vertrauen und die menschliche Leistung bei der Schätzaufgabe sich

verbessert. Zum anderen steht unsere Forschung im Zusammenhang mit existierenden

Studien, die nahe legen, dass Menschen aufhören, den Ratschlägen eines Algorithmus

zu folgen, nachdem sie beobachtet haben, wie der Algorithmus eine falsche Vorhersage

generiert. Dieses Ergebnis wird in unserer Studie nicht bestätigt. Die wahrscheinliche

Erklärung dafür ist, dass Menschen in unserem Setting nachvollziehen können, aus wel-

chem Gründen einzelne Schätzungen des Algorithmus ungenau sind. Zusammenfassend

liefern die drei Aufsätze neue Erkenntnisse über (verhaltens-)ökonomische Konzepte von

Vertrauen, Großzügigkeit, der Entstehung von Überzeugungen und der Akzeptanz von

Ratschlägen von Algorithmen mithilfe experimenteller Methoden.
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Durchführung: Grad der Einbindung in die konkreten Untersuchungen bzw. Analysen.
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