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Abstract

Picosecond timing detectors, e.g. low gain avalanche diodes (LGADs), gained increas-
ing attention in the context of future Higgs factory experiments due to their recent
technological advancements. One of the applications of fast-timing detectors in future
Higgs factory experiments is time-of-flight (TOF) particle identification (PID). However,
the benefits and challenges of incorporating timing technologies into the proposed de-
tector concepts remain unclear. TOF PID is expected to provide efficient PID at low
momentum. However, its performance strongly depends on the reconstruction methods
and achievable timing resolution of the specific timing technology, which is influenced by
other detector requirements. Thus, TOF PID’s influence on the physics program of fu-
ture experiments is yet to be understood. This study aims to advance our understanding
of the role of fast-timing technologies in future Higgs factory experiments.

This study uses physics samples from the central 2020 Monte Carlo production with a
full Geant4 simulation of and a corresponding reconstruction in the International Large
Detector (ILD). While the study is performed using the ILD as a showcase, the results are
also discussed in the context of other proposed future Higgs factory detector concepts.

This study establishes a novel state-of-the-art track length and TOF reconstruction
algorithms that significantly outperform previous state-of-the-art used in the ILD. This
study discovers the importance of precise track length reconstruction, which has always
been neglected due to its negligible contribution, which changes with picosecond timing.
Without the novel reconstruction methods, the results of future studies would be unreli-
able. The momenta spectrum of the majority of charged hadrons in the typical physics
processes at the future Higgs factory experiments is shown to be within the reach of the
TOF PID. The potential reconstruction and physics applications of the TOF PID stress
the importance of using modern reconstruction tools and highlight the potential physics
analyses that can benefit from the TOF PID.

TOF PID is a promising technique that can contribute to the physics reach of fu-
ture Higgs factory experiments. It covers the momentum range containing most of the
particles at a typical Higgs factory experiment and nicely complements the blind spots
of other high-momentum PID tools.
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Zusammenfassung

Pikosekunden-Timing-Detektoren, z.B. Low Gain Avalanche Diodes (LGADs), haben
aufgrund ihrer jüngsten technologischen Fortschritte im Zusammenhang mit zukünfti-
gen Higgs-Factory-Experimenten zunehmend an Aufmerksamkeit gewonnen. Eine der
Anwendungen von Detektoren mit schneller Zeitmessung in zukünftigen Higgs-Fabrik-
Experimenten ist die Flugzeit-Teilchenidentifikation (engl. TOF PID). Allerdings sind
die Vorteile und Herausforderungen, die sich aus der Einbeziehung von Zeitmessungs-
technologien in die vorgeschlagenen Detektorkonzepte ergeben, noch unklar. Es wird
erwartet, dass TOF PID effiziente Teilchenidentifikation im Regime kleiner Impulse er-
möglicht. Die Leistungsfähigkeit hängt jedoch stark von den Rekonstruktionsmethoden
und der erreichbaren Zeitauflösung der spezifischen Zeitmessungstechnologie ab, die wie-
derum von anderen Detektoranforderungen beeinflusst wird. Daher muss der Einfluss
von TOF PID Methoden auf mögliche Messungen an zukünftiger Experimente noch
verstanden werden. Diese Studie zielt darauf ab, unser Verständnis der Rolle der Fast-
Timing-Technologien in zukünftigen Higgs-Factory-Experimenten zu verbessern. Diese
Studie verwendet Daten aus der zentralen 2020 Monte-Carlo-Produktion mit einer voll-
ständigen Geant4-Simulation und einer entsprechenden Rekonstruktion im International
Large Detector (ILD). Obwohl die Studie am Beispiel des ILD durchgeführt wird, wer-
den die Ergebnisse auch im Kontext anderer vorgeschlagener zukünftiger Higgs-Factory-
Detektorkonzepte diskutiert. In dieser Studie wird ein neuer, hochmoderner Algorithmus
zur Rekonstruktion der Spurlänge und der TOF entwickelt, der die bisher im ILD ver-
wendeten Algorithmen deutlich übertrifft. Diese Studie zeigt die Bedeutung der präzisen
Rekonstruktion der Spurlänge, die aufgrund ihres geringen Einflusses, der sich mit dem
Pikosekunden-Timing deutlich erhöht, immer vernachlässigt wurde. Ohne die neuen
Rekonstruktionsmethoden wären die Ergebnisse zukünftiger Studien unzuverlässig. Es
wird gezeigt, dass das Impulsspektrum der meisten geladenen Hadronen in den typis-
chen physikalischen Prozessen der zukünftigen Higgs-Fabrik-Experimente innerhalb der
Reichweite der TOF PID Methode liegt. Die potenziellen Rekonstruktions- und Physik-
anwendungen der TOF PID Methode unterstreichen die Bedeutung des Einsatzes mod-
erner Rekonstruktionswerkzeuge und heben die potenziellen Physikanalysen hervor, die
von der TOF PID profitieren können. TOF PID ist eine vielversprechende Technik,
die zur physikalischen Reichweite der zukünftigen Higgs-Fabrik-Experimente beitragen
kann. Sie deckt den Impulsbereich ab, der die Mehrheit der Teilchen in einem typischen
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Higgs-Fabrik-Experiment enthält, und deckt die Schwächen anderer, für hohe Impulse
ausgelegter, PID-Techniken ab.
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1 Introduction

As of today, the Standard Model of particle physics (SM) remains at the leading edge of
our fundamental microscopic knowledge about the universe. The SM was developed in
the mid-1970s and has shown incredible predictive power and agreement with numerous
independent experiments over the decades [1–10]. The discovery of the Higgs boson by
Compact Muon Solenoid (CMS) and A Toroidal LHC Apparatus (ATLAS) experiments
at the Large Hadron Collider (LHC) revealed a candidate for the last missing particle
predicted by the SM in 2012 [11–13]. However, the SM still leaves many fundamental
questions about the universe unanswered, even after the discovery of the Higgs boson.
The SM cannot explain various experimental observations, indicating that it is not a
complete theory of the universe [14].

The recently discovered Higgs boson is a prime candidate for probing physics beyond
Standard Model (BSM). It plays a critical role in the SM, as it is predicted to couple to
all massive particles of the SM to provide a mechanism for them to acquire mass. Its
properties are the least known compared to the other particles of the SM, as it is the most
recently discovered particle without a long history of precision measurements. Many
BSM models predict a connection between the new physics and the Higgs boson [15,
16]. Moreover, it is yet unknown whether the discovered Higgs boson is the Higgs
boson predicted by the SM. Is the Higgs mechanism true, and what is the origin of the
electroweak symmetry breaking (EWSB)? Thus, measuring the Higgs potential via its
predicted self-interaction is the highest priority to give us hints about the BSM physics.

The new BSM physics searches are ongoing at LHC and other collider and non-collider
facilities. To enhance the BSM searches at LHC, the High-Luminosity Large Hadron Col-
lider (HL-LHC) upgrade is planned to provide unprecedented luminosity and upgraded
detectors [17]. HL-LHC is expected to substantially improve ongoing LHC searches for
the BSM physics, as well as the measurements of the Higgs boson properties. However,
it is evident that for a deeper understanding of the Higgs boson and its potential connec-
tion to the BSM physics, a new e+e− precision collider, the so-called “Higgs factory”, is
needed to complement HL-LHC measurements with measurements of per-mile precision.
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The 2020 European Strategy for Particle Physics Update has stated that an e+e− Higgs
factory is the highest-priority next collider [18].

The particle physics community actively develops several Higgs factories alongside
the detector designs for future experiments. Future Higgs factories’ detectors must
meet stringent performance requirements based on benchmark physics measurements.
Achieving excellent physics performance requires cutting-edge detector technologies and
reconstruction and analysis methods.

PID of charged hadrons, i.e. π±, K±, and p, is currently under the close attention of
many groups developing future detector concepts. The importance of the charged had-
ron PID at future Higgs factories recently gained increasing attention in the community.
There are various physics analyses which are impossible without dedicated charged had-
ron PID, and a handful of which receive a significant improvement with charged hadron
PID. When work for this thesis started there were no dedicated benchmark requirements
for the PID performance at a future Higgs factory detector. Nevertheless, the detector
concepts with gaseous trackers dedicate substantial efforts to the development of dE/dx

(dN/dx) PID tools and consider the possibility of an additional complementary TOF
PID to cover the blind spots at low momentum of the former method. The detector
concepts without gaseous trackers, i.e. based on full silicon tracking, do not feature
dE/dx (dN/dx) PID and implementing TOF PID standalone is one of the options for
consideration. The rising interest in the topic is evident that convergence to the specific
PID technologies and implementations has to happen at some point.

This thesis aims to advance understanding of the TOF PID role in future Higgs
factory experiments. The ILD, initially designed for the International Linear Collider
(ILC), is used as an example case. Ultimately, understanding the following questions is
important for future detector R&D: What are the possible time resolutions obtained with
the current state-of-the-art fast-timing technologies compatible with other requirements
of the Higgs factory detectors? What are the different ways to integrate a fast-timing
system in the detector, and at what conditions, e.g., cooling requirements? How does
time resolution translate into TOF PID performance, and are there other limiting factors,
e.g. the track length? How much does TOF PID enhance the overall PID capabilities
of the detector if other PID tools are present, e.g. dE/dx? What are the benefits and
implications of TOF PID for physics analyses, and at what time resolution is required?
How does this study translate to other detector concepts than ILD? While TOF PID
is not a new technique and has a long history of usage in various experiments, novel,
cutting-edge technologies delivering unprecedented precision bring new challenges.
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The thesis is structured as follows: Chapter 2 summarises the very concepts of the SM
and discusses its open questions. Chapter 3 gives an overview of the future collider pro-
posals and their respective detector designs. Chapter 4 presents various PID techniques
used in particle physics, including TOF PID. Chapter 5 mentions the software framework
and Monte Carlo (MC) physics samples used in this study and overviews reconstruction
algorithms necessary for understanding the results of this study. Chapter 6 assesses TOF
PID based on particle-level time resolution. It establishes the importance of the track
length reconstruction with picosecond timing, evaluates the TOF PID performance, and
discusses common mistakes encountered in the literature. Furthermore, a novel state-
of-the-art track length reconstruction algorithm is presented, and the interplay between
TOF PID and dE/dx PID is analysed. Chapter 7 presents potential technologies cap-
able of picosecond timing and discusses their implementation in the context of the future
Higgs factory detector concepts. Chapter 8 introduces a novel method of reconstructing
TOF, assuming that time measurements are implemented in a few first layers of the
calorimeter. Chapter 9 discusses various reconstruction and physics applications of the
TOF PID. Chapter 10 summarises this study’s key messages and takeaways.
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2 The Standard Model of Particle
Physics

The SM of particle physics is a fundamental theory describing the behaviour of sub-
atomic building blocks of the universe. The development of the SM was stretched out
through the 20th century, ranging from attempts to quantise the electromagnetic field in
the 1920s, which led to the establishment of quantum electrodynamics [19], to the intro-
duction of the Higgs mechanism in 1964 [20–22], which explained the mass generation of
elementary particles preserving gauge symmetry. The SM predicted many experimental
observations: the discovery of the charm quark [1, 2], gluon [3, 4], top quark [5, 6],
W and Z bosons [7, 8], precise evaluation of the W and Z bosons mass ratio [10], the
value of the electron magnetic moment [9], which is the most precise prediction of the
SM to 1 in 1012 and the most recently the discovery of the Higgs boson in 2012 [12, 13].
Nowadays, many books exist explaining the SM in detail [23–32]. The latest compilation
of published experimental and theoretical results relevant to particle physics is annually
updated and published by the particle data group [10]. The sections below present a
brief overview of the SM and its open questions that motivate building a new precision
e+e− collider facility.

2.1 Formalism of the SM

The SM is a gauge quantum field theory describing all known elementary particles com-
prising matter and three natural forces: the strong, the weak, and the electromagnetic.

Figure 2.1 shows the particle content of the SM.
The elementary particles of the SM are divided into fermions and bosons. Fermions

comprise matter, have half-integer spin and follow Fermi statistics. They are further
classified into quarks and leptons. Bosons represent force carriers, have integer spin and
follow Bose-Einstein statistics.

Quarks have mass, colour charge (r, g, b), and electric charge (±1/3, ±2/3). There

4



Figure 2.1: Elementary particles of the SM [33].

are six types of quarks, often referred to as flavours: up, down, charm, strange, top, and
bottom. Quarks are never found in isolation due to the property called confinement.
Instead, several quarks always form “colourless” bound states or composite particles
called hadrons. In collider experiments, quarks and gluons are said to “hadronise”,
producing a collimated spray of hadrons called a jet.

Hadrons are classified into two categories: baryons and mesons. Baryons are particles,
which are in the simplified quark-parton-model composed of three quarks. The most
common examples are protons (p) and neutrons (n), which comprise the nuclei of or-
dinary matter. Mesons are particles, which are in the same simplified picture composed
of quark-antiquark pairs. The most common examples are pions (π) and kaons (K),
often met in the typical particle physics detectors. In reality, hadrons have a much more
complex structure, comprising in addition to the previously mentioned valence quark
an ever-fluctuating sea of quark-antiquark pairs and gluons, all described in so-called
parton density functions [34].

Quarks can transform into another flavour via weak force mediated by the W± bosons,
resulting in a composed hadron particle decaying. The probability of such transforma-
tions is described by the Cabibbo-Kobayashi-Maskawa matrix. For example, the famous
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β decay describing the neutron decay to the proton is explained by the down quark d

decaying to the up quark u via the weak force. In collider experiments, a typical decay
chain of less stable hadrons like B → D → K is often observed due to the bottom quark
b inside the B meson decaying into c quark, producing D mesons, and eventually into
the s quark producing K mesons, which are often stable enough to be detected by the
particle physics detectors.

Leptons are elementary particles that do not interact via the strong force. There are
six types of leptons: electron e−, electron neutrino νe, muon µ−, muon neutrino νµ, tau
τ−, and tau neutrino ντ . The neutrinos are electrically neutral, and the others carry −1

electric charge.
The SM is based on the local invariance under SU(3)C × SU(2)L × U(1)Y gauge

group transformations. Ensuring the invariance under these gauge group transformations
necessitates the introduction of the force carrier particles described above. The SU(3)

gauge group introduces gluons g. The SU(2) × U(1) introduces W 1,2,3, and B fields,
mixing to the observable W±, Z0, and γ after EWSB. The quark colour charge is a
manifestation of the SU(3) symmetry, which allows quarks to interact with each other
via strong force mediated by gluons. Likewise, the hypercharge Y is manifested by
the U(1) symmetry group, which allows charged particles to interact with each other
via electromagnetism mediated by photons. The SU(2) is responsible for the weak
interaction and is governed by the particles’ weak isospin. The spin of the particles
plays an important role in the weak interactions of particles. It is used to define the
“chirality” of the particles. If the particle’s spin is in the same (opposite) direction
as its momentum, it is called a right-handed (left-handed) particle. The left-handed
fermions and right-handed anti-fermions are grouped into SU(2) doublets with the third
weak isospin component T3 = ±1/2. The right-handed fermions and left-handed anti-
fermions are singlets with the weak isospin zero T = T3 = 0. This unique property of
the weak force indicates that the W± bosons interact only with the left-handed particles
and right-handed anti-particles. Particles with T = 0 intact weakly only via Z0.

The SM has a fifth scalar boson called Higgs, which plays a crucial role in the SM.
The SM without the Higgs boson implies all particles are massless, which does not agree
with the experimental observations. The problem of the massless particles is resolved by
the Brout-Englert-Higgs (BEH) mechanism, as illustrated in Fig. 2.2. BEH mechanism
postulates a new scalar field, the Higgs field, that fills all the space. The Higgs is
the (pseudo-)Goldstone boson capturing the remaining degrees of freedom after EWSB,
i.e. the one not corresponding to a massive gauge boson state. The SM postulates
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Figure 2.2: The particles of the SM and how their properties change due to the spon-
taneous symmetry breaking depicting the role of the Higgs boson and the structure of
EWSB. From the reference [33].

that the Higgs field undergoes spontaneous symmetry breaking at some extremely high
temperatures and acquires a non-zero value at the minimum of the Higgs field potential,
which is in the shape of the Mexican hat. The particles become massive as a consequence
of the interaction with the Higgs field. Figure 2.2 illustrates the content of the SM before
and after EWSB and the role of the BEH mechanism in the mass generation. Before
the spontaneous symmetry breaking, the electroweak force was governed by the massless
electroweak bosons W 1, W 2, W 3, and B. During the spontaneous symmetry breaking,
the electroweak fields “mix”, as illustrated in Fig. 2.2. This mixing creates massive Z0,
W±, and γ particles, which are physically observable today. The Weinberg angle, or
so-called or weak mixing angle, θω is a parameter indicating how much initial W 3 and
B fields “rotate” to create Z0 and γ.
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2.2 Open Questions of the SM

The SM still leaves many questions open [14]. The SM does not incorporate gravity.
The quantum theories incorporating gravity are non-renormalisable and break down at
the Planck scale [35]. It implies that the SM and gravity can be unified only at low
energies as an effective theory. Such an effective theory at low energies may be only an
approximation of a more fundamental yet unknown theory.

A collected astronomical and cosmological data hint for the presence of the so-called
“dark matter (DM)”. The regular matter alone, described by the SM, is not enough to
explain a number of observations: galaxy rotation curves, galaxy cluster movements,
galaxy collisions, galaxy formation and evolution, cosmic microwave background aniso-
tropies, and gravitational lensing [36–42]. To explain the discrepancy between the data
and expectations, some form of hidden matter, the DM, or modified laws of gravity must
be considered. Currently, the presence of DM is the favourable concept, as it much bet-
ter describes all the observations combined. For example, modified Newtonian dynamics
can be used to explain the galaxy rotation curves [43, 44]. However, it struggles to ex-
plain the centre-of-gravity position of the mass distributed in the “bullet” cluster [42].
The centre-of-gravity of the total mass of the cluster, measured with the gravitational
lensing, has an 8σ significance spatial offset to the centre-of-gravity of the baryonic mass.
Any non-standard gravitational force scaling with baryonic mass is unable to reproduce
such observations. Thus, modified Newtonian dynamics has a really hard time explain-
ing such a discrepancy. While a dedicated theory to explain the bullet cluster alone can
be developed, the “DM” is the best candidate to explain the abovementioned disagree-
ments together. If the DM exists and is composed of subatomic particles, it has to be
incorporated into the fundamental model of particle physics. Given the cosmological
observations indicating the existence of DM, none of the particles of the SM fit as a
candidate for the DM particle. Thus, a new BSM theory is needed to explain DM.

The observed acceleration of the universe’s expansion cannot be determined and ex-
plained by the SM. The acceleration of the universe is often described by the cosmolo-
gical constant in general relativity. It indicates the presence of vacuum energy density,
so-called “dark energy”, filling up space. Attempting to predict cosmological constant
through the SM leads to a mismatch of 120 orders of magnitude [45].

The SM currently does not explain the nature of the observed neutrino oscillations [46].
The neutrino oscillations imply that the neutrinos are massive particles. While neutrinos
are massless in the current SM, the mass of the neutrinos can be introduced in the
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theory. However, the exact mechanism behind the generation of neutrino masses is still
unknown. The mass generated by the Higgs field, referred to as Dirac mass, requires
both left- and right-handed neutrinos. However, the right-handed neutrinos have not
been observed so far. The right-handed neutrinos can be introduced to the SM. The
mass can then be generated via the BEH mechanism. However, then, the right-handed
neutrinos must interact only with left-handed neutrinos and no other particle (except
Higgs boson) to explain why they are not directly observable [47]. An alternative solution
is to provide the Majorana mass term for the left-handed neutrinos typically via the
seesaw mechanism [48]. Providing Majorana mass terms proposes an explanation why
neutrinos masses are at the extremely small mass scale than other SM particles.

The visible matter-antimatter asymmetry in the universe cannot be explained by the
SM. In our universe, the observed matter significantly dominates over the antimatter.
The matter-antimatter asymmetry is directly linked to the violation of the invariance
under charge conjugation parity symmetry (CP-symmetry). CP violation dictates that
the laws of the universe act differently for particles and anti-particles, which can explain
the asymmetry. The weak force in the SM features CP violation. However, the CP
violating effects of the SM alone are not enough to explain the observed dominance of
the matter over the antimatter in the universe [49].

The enormous difference between electroweak and Planck energy scales in the SM
remains a puzzling issue. This issue is the so-called hierarchy problem. The electroweak
scale is the energy scale around 100GeV at which EWSB occurs. At this scale, the W±

and Z0 bosons acquire their mass through the BEH mechanism. The Planck scale is
the energy scale around 1019GeV at which gravity becomes as strong as the other fun-
damental forces. This scale is associated with the unification of all forces and quantum
gravity. There is no obvious reason why EWSB would occur at significantly different
energy scales than the Planck scale [50, 51].

The measured mass of the Higgs boson is surprisingly low, considering contributions
from the quantum corrections, which is another perspective on the hierarchy prob-
lem [52]. The Higgs boson mass is measured to be around 125GeV/c2. However, if
one tries to calculate the Higgs boson mass, the quantum loop corrections tend to be in
the order of the Planck scale. These corrections drive the value of the mass far above
the measured. The corrections must cancel each other with extreme precision to obtain
the measured Higgs boson mass [53]. The precise cancellation of the enormous quantum
corrections is considered “unnatural”.

The abovementioned open questions motivate a search for a more fundamental theory
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beyond the SM. The Higgs boson is a prime candidate to reveal hints for the BSM
physics due to its central role in the SM. Many BSM models predict modification of
the properties of the Higgs boson [15, 16]. Since the discovery of the Higgs boson in
2012, the collected data from actively running experiments is not yet sensitive enough
to show hints of the BSM physics, since deviations are expected to be very small, at
the per cent or sub per cent level [54] So far, the mass, spin, and parity of the Higgs
boson were experimentally established. However, many properties remain unknown.
For example, Higgs self-coupling yet remains unmeasured, neither the decay width nor,
therefore, the absolute couplings values. Moreover, whether the Higgs boson couples to
any undiscovered particles, particularly DM candidates, is unknown. Measuring Higgs
properties with unprecedented precision may hint at how to resolve the mysteries of the
SM. This motivates a new e+e− precision machine.
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3 Future e+e− Higgs Factories and
Their Detector Concepts

Figure 3.1: The unpolarised cross
sections of major SM processes on
a typical ECM range of planned fu-
ture Higgs factories [55]

Open problems of the SM discussed in Chapter 2
motivate a so-called Higgs factory, a new e+e− col-
lider facility. This facility should operate around
ECM ≈ 250GeV. This energy corresponds to a
peak cross-section of the Higgsstrahlung process
e+e− → HZ, as well as on the rise of other Higgs
production mechanisms, such as W and Z boson
fusion, shown in Fig. 3.1. The curves not associ-
ated with the Higgs boson production represent the
electroweak processes of the SM. The priority for a
future e+e− Higgs factory is to complement existing
LHC and planned HL-LHC measurements provid-
ing qualitatively better measurements with fewer
model assumptions, e.g. total cross section, and
achieving unprecedented precision. As highlighted
by the 2020 European Strategy for Particle Phys-
ics Update, an e+e− Higgs factory is the highest-
priority next collider [18]. An e+e− collider is an
excellent precision machine to complement LHC
measurements as it provides collisions of non-composite point-like particles with pre-
cisely known ECM and clean background conditions due to only electroweak interactions.
In contrast, LHC collides constituents of composite particles with large energy spectra,
and most interactions being hadronic background [56]. This chapter overviews existing
e+e− collider proposals and their corresponding detector concepts. The ILD detector
used for this study as an example case is discussed in more detail.
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3.1 Future e+e− Higgs Factories Candidates

There are four major Higgs factory candidates submitted to the 2020 European Strategy
for Particle Physics Update. The Future Circular Collider (FCC-ee) [57], the Circular
Electron-Positron Collider (CEPC) [58], the ILC [59], and the Compact Linear Collider
(CLIC) [60]. All candidates share the primary goal of studying the Higgs boson in
detail, but the complementary measurements differ. The main difference arises from
the shape of the facility. The luminosity of a circular collider at ECM < 250GeV is
significantly larger than that of the linear collider but degrades fast at higher energies
due to the beams losing too much energy via synchrotron radiation, making the circular
collider inoperable beyond ECM ≈ 370GeV. Circular colliders, like FCC-ee and CEPC,
can deliver unprecedented electroweak measurements at the Z-pole and investigations
of their contributions to the flavour physics beyond LHCb and Belle II experiments are
ongoing [61]. However, they cannot deliver the physics beyond tt̄ threshold in a clean
e+e− environment. Circular colliders can be upgraded to a high-energy pp collider later
once such a machine becomes technologically feasible. Linear colliders, like ILC and
CLIC, can deliver polarised beams, i.e. with a dominant chirality, and can operate at
energies beyond the tt̄ threshold, allowing for the complete t-quark physics program and
direct Higgs self-coupling measurement. Besides these four options, a few more appeared
recently: Cool Copper Collider [62, 63], Circular e+e− Collider using Energy-Recovery
Linac [64], Recycling Linear e+e− Collider [65], and Hybrid Asymmetric Linear Higgs
Factory [66, 67].

Interplay between Collider Technology and TOF PID

This chapter highlights the differences between the experimental environments at dif-
ferent collider concepts, which are directly relevant for TOF PID, but does not describe
all proposed collider concepts in detail.

The PID performance of a detector at such a Higgs factory will have some interplay
with the collider properties. Firstly, the longitudinal bunch length, which differs sub-
stantially between linear and circular colliders, directly impacts event time resolution T0,
as discussed in Section 7.6. Linear colliders typically feature substantially smaller bunch
lengths than circular colliders. For example, the longitudinal RMS of the bunch at ILC
is σz = 300 µm [59]. The longitudinal bunch length at FCC-ee varies based on the oper-
ated centre-of-mass energy from 12mm at the Z pole to 2mm at the tt̄ threshold [57].
The bunch length at CEPC is similar to that of FCC-ee and varies in 4–9mm range [58].
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Secondly, the repetition rate at circular and linear colliders is different. Circular colliders
operate continuously, allowing them to reach unprecedented luminosities at the cost of
cooling requirements. For example, FCC-ee has ∼20 ns bunch spacing at Z-pole and
∼3.4 µs at tt̄ threshold, meaning all electronics needs to be operated continuously and,
thus, cooling must be envisioned. Linear colliders have relatively low repetition rates.
For example, ILC has a repetition rate of 5–10Hz, with a beam structure depicted in
Fig. 3.2. Bunch trains at ILC are rougly 1ms long with approximately 200ms of no

Figure 3.2: The time structure of bunch trains at ILC (top) and the conceptual idea of
power pulsing (bottom).

beam between trains. Thus, switching off electronics between bunch trains is possible at
linear colliders, which is called power-pulsing. The power budget at future Higgs factory
experiment can be reduced by 80–100 assuming ILC-like beam structure [68]. A reduced
power budget enables air-cooled experiments at linear colliders with a minimal material
budget. The implications of different power budgets for timing at future Higgs factory
experiments are discussed in Section 7.6.

3.2 Detector Concepts at Future Higgs Factories

Many detector concepts are in the active development for the proposed collider facil-
ities discussed in Section 3.1. The landscape of these detector concepts is depicted in
Fig. 3.3. The detectors have a typical general-purpose collider experiment geometry
with a cylindrical shape and layered structure of different subdetectors: vertex detector,
tracking system, electromagnetic calorimeter (ECAL), hadronic calorimeter (HCAL),
and muon system. The tracking system is typically placed inside a magnetic field. The
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Figure 3.3: 3D models of detector concepts for future e+e− Higgs factories.
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magnetic field bends charged particle trajectories, enabling measurement of the trans-
verse momentum from the helical fit. The layered structure of the subdetectors is used
to identify common types of particles based on their signature in the detector, as illus-
trated in Fig. 3.4. Charged particles like e±, µ±, π±, K±, and p leave a visible track

Figure 3.4: A principle of identifying particles with a traditional layered detector design
based on their different signature in the detector. Taken from reference [69].

inside a tracking system due to ionisation. Neutral particles like γ, n, and K0
L pass the

central tracker undetected unless they convert, decay, or interact with a nucleus. The
ECAL is designed to stop light particles like e± and γ that interact electromagnetically.
The HCAL is designed to stop hadronic particles like π±, K±, p, and n, utilising their
strong interaction with nuclei. The muon chamber is the final layer to detect µ± particles
that, most of the time, penetrate all detector layers with only small ionisation losses,
producing a track-like signature in the calorimeters. As can be seen from Fig. 3.4, the
layered structure of a basic particle physics detector is not able to distinguish between
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charged hadrons, namely π±, K±, and p. The charged hadrons are identified with other
techniques detailed in Chapter 4.

The differences between the detectors arise due to the different technological im-
plementations of subdetector systems and optimisation for different collider environ-
ments discussed in Section 3.1. The following paragraphs briefly introduce each detector
concept, highlighting their conceptual differences.

The International Large Detector (ILD) concept has a Letter of Intent published in
2010 [70], a detailed baseline document in 2013 [68], and most recently, the Interim
Design Report (IDR) in 2020 [71] and is one of the most mature concepts. It was
designed as one of the detector concepts for ILC featuring a time projection chamber
(TPC) for the central tracking which provides dE/dx PID with pad readout, and po-
tentially dN/dx PID with GridPix readout [72]. Studies for the possibility of the ILD
implementation at a circular collider are ongoing [73]. ILD is optimised to achieve un-
precedented precision of physics measurements up to 1TeV. It is optimised for particle
flow reconstruction [74] with a minimal material budget, no active cooling, and the coil
placed outside calorimeters. In contrast to other detector concepts, it has an established
full simulation of the detector in Geant4 and a corresponding reconstruction chain. This
makes ILD an ideal showcase for TOF studies. ILD has a silicon external tracker (SET)
in the barrel region, which may be adapted to be used as a silicon timing layer equipped
with LGAD. However, the equivalent subdetector for the endcaps, endcap tracking de-
tector was previously removed [75]. Given timing applications, this decision can be
revisited in future studies.

The Silicon Detector (SiD) concept is presented in a Letter of Intent [76], in a detailed
baseline document [68] and the recent detector concept update in 2021 [77]. It is an
alternative detector concept proposed for ILC based on a full silicon tracking system.
Likewise ILD, it is optimised for particle flow reconstruction with a minimal mater-
ial budget. It provides a more compact, cost-constrained detector design with similar
physics benchmarks to ILD.

The CLICdet concept is presented in post-CDR note in 2017 [78]. It is designed for
the CLIC collider and has been obtained by merging two detector concepts CLIC_ILD
and CLIC_SiD, derivative detectors from ILD and Silicon Detector optimised for CLIC,
presented in CLIC CDR in 2012 [60]. CLICdet features a full silicon tracking system
and is adapted for running at higher centre-of-mass energies of 380–3000GeV envisioned
at CLIC.

The CLIC-like detector (CLD) concept is presented in 2019 in FCC-ee CDR [57] and
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the following note in reference [79]. It is an adaptation of CLICdet for operating at FCC-
ee and features a full silicon tracking system. One crucial difference between operating
at circular and linear colliders is the continuous operation of electronics for the former,
making power pulsing discussed in Section 3.1 impossible. Thus, the impact on cool-
ing and material still needs to be understood and requires further detailed engineering
studies, as the impact depends on technology choices.

The Innovative Detector for Electron-positron Accelerator (IDEA)1 is presented in
both FCC-ee and CEPC CDRs [57, 58]. It is designed primarily for the operation at
circular colliders featuring a drift chamber (DC) as a central tracker surrounded by inner
and outer silicon strip wrapper layers that may potentially be implemented as timing
layers if power consumption limitations discussed in Section 7.6 are met. The DC is a
gaseous tracker like a TPC and provides dE/dx or dN/dx PID [80]. It handles high event
rates better than a TPC, which is crucial at circular colliders. IDEA envisions a compact
(≲ 20 cm) and ultra-light (< 100%X0) solenoid placed in front of the calorimeter. Such
design allows the solenoid to act as a first absorber layer and minimise its cost. However,
such magnet design requires significant engineering R&D efforts and simulation studies to
show the feasibility of the design [57]. Furthermore, the compatibility with the particle
flow reconstruction and validation of physics performance needs to be performed. In
contrast, in ILD, SiD, CLICdet, and CLD, the magnet solenoid is placed outside the
calorimeter system to enhance particle flow reconstruction.

Different detector concepts are also studied for operation at CEPC, which has four
proposed detector concepts similar to those presented above [58]. The full silicon tracking
detector concept is analogous to CLIC-like detector at FCC-ee and features a full silicon
tracking design. The “CEPC Baseline” is the derivative detector from ILD featuring TPC
as a central tracking system. A notable difference between “CEPC Baseline” and ILD
concerning the potential timing layers that “CEPC Baseline” features endcap tracking
detector that was removed from ILD [75]. The IDEA detector concept is also considered
at CEPC, as conceptually CEPC and FCC-ee are similar. A fourth detector concept
for CEPC is also being proposed with DC as central tracking, crystal ECAL, and the
solenoid placed between ECAL and HCAL [81].

All the detector concepts presented above are in active R&D phases, and several
subdetector technologies are under consideration. While timing is actively discussed as
a potential option for all detector concepts, none of the detector designs have a realistic
implementation that takes cooling and supporting structures into account, which could

1sometimes referred to as International Detector for Electron-positron Accelerator
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impact particle flow reconstruction. Such a realistic implementation requires a clear
design target for the TOF system. This thesis contributes to defining such a target.

When comparing different detector concepts, it is crucial to remember that they are
all at different levels of the R&D phase. For example, to compare two extreme cases,
ILD has a long R&D history with detailed baseline document published in 2013 utilising
proven technologies benchmarked against testbeam performance of prototypes, has full
simulation and reconstruction available, and many reconstructed physics samples from
2018 and 2020 MC production. On the other hand, IDEA is a relatively new detector
concept presented in FCC-ee CDR in 2019. While many subdetector parts undergo
active R&D and prototyping, some studies are still necessary to show that conceptual
performances are feasible. Furthermore, a full simulation of its different subdetector
prototypes is available, but a simulation of the full detector concept with a corresponding
reconstruction chain is not. Thus, all current IDEA studies are still based on fast
simulation.

TOF PID can be implemented for any detector concept, and this study aims to under-
stand the benefits, challenges, and limitations of integrating TOF PID for any arbitrary
detector concept at any e+e− Higgs factory. In order to do that, a full Geant4 simulation
of the ILD detector initially developed for ILC is used. It has the most mature detector
concept, with fully simulated and reconstructed physics samples available, which bene-
fits the realism of this study. The obtained results are discussed agnostically from any
detector model and can be easily translated between different detector concepts with
a few caveats. Firstly, as briefly discussed in Section 3.1, the beam structure of linear
and circular colliders is very different and poses different challenges for the respective
detector concepts. More stringent power budget requirements for circular machines may
introduce more material budget when implementing timing into the detector concept,
as extra cooling may be required. Secondly, as presented in Chapter 6, the track length
is a crucial component for TOF PID and is something not very well studied in the liter-
ature. This study presents the track length performance in Section 6.4 using the TPC
as a central tracker at ILD. Dedicated studies with full simulation using a DC and full
silicon tracker are needed to understand the extent to which the track length limits TOF
PID for different tracking approaches. If the achieved track length resolution signific-
antly differs between tracking approaches, when translating from ILD to other detector
concepts the conclusions may correspondingly change.
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3.3 The International Large Detector

This section provides an overview of the specific implementation of the ILD detector
concept initially proposed for ILC used in this study. ILD has a long development
history and a full Geant4 simulation available, making it an excellent example case for
TOF PID studies. IDR discusses several options of ILD with the different central tracker
sizes and detector technologies for the ECAL and HCAL [71]. This study focuses on
only one particular detector model. Figure 3.5 and Tables 3.1 and 3.2 comprehensively
illustrate the main parameters of the ILD detector model used in this study.

Figure 3.5: r-z view of an ILD quadrant pointing different subdetector regions with
dashed red. From reference [71].

The detector has a typical general-purpose collider experiment geometry with a cyl-
indrical shape and layered structure of different subdetectors. From the innermost to
the outermost, the subdetectors are vertex detector, silicon inner tracker (SIT), TPC,
SET, ECAL, HCAL, and muon system. A coil is placed between the HCAL and muon
system, creating Bz = 3.5T magnetic field inside the detector. In the forward region
close to the beampipe, there are the forward tracking detector, luminosity calorimeter,
low-angle hadronic calorimeter, and beam calorimeter.
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Table 3.1: Parameters of the barrel part of the ILD detector model used in this study.
Adapted from reference [71]

Barrel system

System rin rout zmax technology comments
(mm)

VTX 16 60 125 silicon pixel sensor 3 double layers at r = 16, 37, 58 mm
σrϕ,z = 3 µm (layers 1–6)
σt = 2–4 µs

SIT 153 303 644 silicon pixel sensor 2 double layers at r = 155, 301 mm
σrϕ,z = 5 µm (layers 1–4)
σt = 0.5–1 µs

TPC 329 1770 2350 MPGD readout 220 layers σrϕ ≈ 60–100 µm
1× 6mm2 pads

SET 1773 1776 2300 silicon strip sensor 1 double layer at r = 1774mm
σrϕ = 7 µm ϕstereo = 7◦

ECAL 1805 2028 2350 W absorber 30 layers
silicon sensor 5× 5mm2 cells SiECAL

HCAL 2058 3345 2350 Fe absorber 48 layers
scintillator sensor 3× 3 cm2 cells AHCAL

Coil 3425 4175 3872 3.5T field int. length = 2λ
Muon 4450 7755 4047 scintillator sensor 14 layers

3× 3 cm2 cells

Table 3.2: Parameters of the endcap part of the ILD detector model used in this study.
Adapted from reference [71]

Endcap system

System zmin zmax rin rout technology comments
(mm)

FTD 220 371 153 silicon pixel sensor 2 discs σrϕ,z = 3 µm
645 2212 300 silicon strip sensor 5 double discs σrϕ = 7 µm

ϕstereo = 7◦

ECAL 2411 2635 250 2096 W absorber 30 layers
silicon sensor 5× 5mm2 cells SiECAL

HCAL 2650 3937 350 3226 Fe absorber 48 layers
scintillator sensor 3× 3 cm2 cells AHCAL

Muon 4072 6712 350 7716 scintillator sensor 12 layers
3× 3 cm2 cells

BeamCal 3115 3315 18 140 W absorber 30 layers
GaAs sensor

LumiCal 2412 2541 84 194 W absorber 30 layers
silicon sensor

LHCAL 2680 3160 130 315 W absorber
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ILD is optimised to achieve outstanding physics measurements up to 1TeV. Vertex
detector is implemented as three barrel double layers and is required to have 3 µm po-
sition resolution and a minimal material budget of around 0.15%X0 per layer. The
high-precision and low-material vertex detector is essential for efficient quark tagging
and impact parameter resolution, which are necessary for branching ratio and coupling
measurements. The total material budget of the tracking system of ILD is depicted
in Fig. 3.6 and is at the level of ≈ 10%X0 in the barrel. A minimal material budget

Figure 3.6: Average total material budget of the ILD tracker subdetectors as a function
of polar angle [71].

before the ECAL is crucial for particle flow reconstruction. Adding a timing layer with
active cooling may substantially deteriorate the transparency of the tracking system, as
discussed in Chapter 7, based on the current technologies.

In the implementation used in this study, the TPC is read out by micro-pattern
gas detectors, creating 220 radial tracker hit measurements per (non-curling) track. The
tracking system of ILD achieves the momentum resolution of ∆(1/pT ) ∼ 2×10−5GeV−1

which is necessary to achieve an excellent resolution on the recoil mass of the Higgs.
Alternative readout technology with GridPix is possible [82]. Ionisation loss (dE/dx) in
the TPC can be directly measured with better than 5% resolution [71, 72] and enable
dE/dx PID of charged hadrons. Optional dN/dx PID with more granular GridPix
readout could provide dN/dx resolution of 3.3% or even better [72]. SIT, SET, and
forward tracking detector complete the tracking system, allowing almost 4π coverage
of the detector. The jet energy resolution reaches RMSjet

90/Meanjet
90 ≈ 3% for Ejet >

100GeV. ECAL and HCAL are designed to be highly granular to provide good jet and
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particle separation, allowing for particle flow reconstruction.
Notably, the SET and ECAL sensor technologies have not been completely finalised.

SET can be a potential timing layer providing TOF PID if equipped with fast-timing
technology. The same holds for a few first ECAL layers, which can also be equipped
with fast timing. The open R&D questions on the SET and ECAL sensor technology
strongly motivate this study. A deep understanding of TOF PID and its role in physics
at a future Higgs factory directly impacts the detector R&D and its final performance.
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4 Charged Hadron Particle
Identification Techniques

In order to understand the role of TOF PID for future Higgs factory experiments, it
is crucial to understand the overall scope of all available PID methods and their inter-
play with TOF PID. For example, the ILD and IDEA detector concepts presented in
Chapter 3 feature dE/dx PID and dN/dx PID discussed below, and TOF PID may play
a complementary role. The proposed detector concepts for a future Higgs factory are
not finalised and may be changed to incorporate other PID techniques. This section
gives an overview of all existing PID methods used by collider experiments.

4.1 Energy Loss (dE/dx)

Typical particles produced in collider environments have 0.1 < βγ (or pc/mc2) < 1000.
The ionisation energy loss of charged particles when passing through the material in this
momentum range is described by the Bethe-Bloch equation [10]:〈

−dE

dx

〉
= Kz2

Z

A
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β2

[
1

2
log
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− β2 − δ (βγ)

2

]
(4.1)

Energy loss depends on the particle’s velocity β and, together with the momentum,
can be used to identify particles, as illustrated by Bethe-Bloch curves in Fig. 4.1 for
the example of the A Large Ion Collider Experiment (ALICE) TPC. The dE/dx bands
show different behaviour with momentum, meaning particles can be distinguished if the
dE/dx resolution is good enough. For example, the dE/dx resolution goal for the ILD
concept is below 5%, and 4.7% has been achieved [72]. dE/dx PID is very popular
among particle physics experiments and has been used by many in the past: PEP4,
DELPHI, ALEPH, OPAL, H1, STAR, BaBar, and ZEUS, and is currently used by the
ALICE experiment [83–85]. It is a default PID tool for future Higgs factory detector con-
cepts with gaseous main trackers, such as the ILD and CEPC baseline. It is considered
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Figure 4.1: Particle’s energy loss in the TPC at the ALICE experiment versus particle’s
momentum [83].

impossible with full silicon tracker detector concepts due to the small number of meas-
urements per track and huge single-measurement fluctuations. The dE/dx PID at ILD
provides above three standard deviations π/K separation in the 2–20GeV/c momentum
range and slightly below two standard deviations K/p separation above 5GeV/c [71,
72]. The interplay between dE/dx PID and TOF PID assuming an ILD-like dE/dx

performance is discussed in Section 6.8 in detail.

4.2 Cluster Counting (dN/dx)

Sampling ionisation energy loss dE/dx along the particle’s trajectory results in a Landau
distribution with a long tail. Long tails spoil dE/dx resolution, and a truncated mean
evaluation of dE/dx is commonly used. An alternative is the “cluster counting” or dN/dx

approach, avoiding the uncertainties connected with the Landau distribution. dN/dx

PID is based on counting the number of primary ionisations produced during the process
of energy loss discussed in Section 4.1. dN/dx is discrete, following Poisson distribution,
which potentially can outperform dE/dx PID, as shown in Fig. 4.2 based on the IDEA
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detector study. Note that the analytic results shown in Fig. 4.2 suffer from simplified

Figure 4.2: Analytic evaluation of dE/dx (dashed) and dN/dx (solid) particle separa-
tion [80].

assumptions making the performance overoptimistic, which is in detail discussed in Sec-
tion 6.2. dN/dx PID performance heavily relies on efficient cluster counting, which is
necessary to outperform the dE/dx method. In a TPC, the cluster counting efficiency
heavily depends on the readout granularity. With the ILD detector concept used in
this study [71] featuring 1 × 6mm2 TPC readout pads, dE/dx PID performs better
than dN/dx PID. However, with the future developments and implementation of the
GridPix readout with 50× 50 µm2 granularity, more efficient cluster counting should be
possible [72, 82]. Cluster counting in the drift chamber is performed by analysing the
waveform shape of a signal from the wires.

4.3 Transition Radiation Detector (TRD)

When a particle traverses the border between two mediums with different dielectric con-
stants or refractive indices, it has a different probability of emitting radiation. This
probability depends on the Lorentz factor γ = 1/

√
1− β2, which allows the disen-

tangling of light particles from heavier particles within a certain momentum range by
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detecting additional energy deposits from emitted radiation. It is usually used for e±/π±

identification (ID) and is used in ALICE and ATLAS experiments. π±/K± separation
is only possible in the 200–700GeV/c momentum range [86, 87]. This momentum range
is far from the expected momentum of particles at a e+e− Higgs factory. Thus, the TRD
PID option is not further discussed. However, Transition Radiation Detector PID may
gain interest for a potential µ+µ− collider or a linear e+e− collider operating at several
TeV.

4.4 Ring Imaging Cherenkov Detector (RICH)

Ring imaging Cherenkov detector (RICH) PID is based on the dependence of the angle
of the emitted Cherenkov radiation from the speed β of the relativistic π±, K±, and p

causing the radiation:

cos θc (λ) =
1

n (λ) β
, (4.2)

where θc is the Cherenkov angle, λ is the wavelength of the emitted photon, n is the
refractive index of the medium, and β is the charge particle’s velocity. RICH PID has
been used in the BaBar and DELPHI experiments [88–90] and is currently in used by
LHCb [91, 92]. RICH PID is being studied as a potential PID system for future Higgs
factory experiments [93, 94] with a potential design implementation shown in Fig. 4.3.
Charged particles passing through a gas radiator emit Cherenkov radiation, which is

Figure 4.3: Side view of proposed gaseous RICH detector at SiD or ILD [93, 94].

focused by mirrors into an array of silicon photomultipliers (SiPMs). Proponents aim at
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a design with maximum 4–5%X0 by utilising light materials, particularly beryllium mir-
rors. However, such a design requires significant dedicated space. Space requirements for
integrating the RICH system into existing ILD detector geometry require either shrink-
ing the tracking system or expanding calorimeters. Due to the fixed coil radius, such
modification requires further studies on the potential deteriorating effect on momentum
resolution, cost, energy resolution, and particle flow performance.

Nevertheless, assuming the RICH system is implemented in the future, it can po-
tentially enable π±/K± separation above three standard deviations in the 15–40GeV/c

momentum range. It, thus, covers higher momenta than dE/dx PID, but the momentum
region below 15GeV/c becomes uncovered. The TOF PID can be an excellent comple-
mentary tool for RICH PID. While lower momenta are possible to achieve with RICH
PID using mediums with larger refractive index n, e.g. not with gaseous but liquid or
solid Cherenkov radiators, such options would respectively be more limited at high mo-
menta and provide even more severe challenges in terms of material budget, cooling, and
overall integration.

4.5 Detection-Of-Internally-Reflected-Cherenkov-

Light (DIRC) and Time-of-Propagation (TOP)

An alternative design of the RICH system is possible, where internal reflection guides
the Cherenkov photons to the side, where the focusing is performed, as illustrated in
Fig. 4.4. Such variation of RICH is known as the detection of internally reflected cher-

Figure 4.4: Illustration of DIRC detector concept [95].

enkov (DIRC). It features a more compact design and has been first successfully used in
the BaBar experiment [89]. With the DIRC concept, another approach to reconstructing
the Cherenkov angle is possible by measuring Cherenkov photons’ time-of-propagation
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(TOP). The TOP of the Cherenkov photons is correlated with the Cherenkov angle and
allows particle identification similar to the RICH technique.

While conceptually, TOP PID is not TOF PID, it also benefits from fast-timing tech-
nologies. This technique is employed in the Belle II experiment achieving 85% K±

tagging efficiency with 10% π± mis-id rate [96]. The 30–40 ps single-photon time resol-
ution of microchannel plate photomultiplier tubes (MCP-PMTs) is achieved [97] with a
similar contribution from the readout electronics [98]. With approximately 20–40 Cher-
enkov photons detected per charged particle, it enables precise determination of the
Cherenkov angle. TOP PID nicely covers the momentum below 4.5GeV/c momentum
range at Belle II. However, the potential momentum reached by TOP PID at the future
Higgs factory detector has not been studied.

TOP PID may be suitable for the future Higgs factory detector. The material budget
studies for Belle II indicate the TOP contribute ≈ 20%X0 material budget [99], which
is on the level of the material budget of dedicated silicon timing layers with cooling, as
discussed in Chapter 7. Except for corners, where material budget spikes to ≈ 40%X0

due to readout boards, PMTs, and cooling. The benefit of TOP PID for physics at future
Higgs factories needs future studies. As of now, there are no apparent showstoppers or
drawbacks. As TOP PID covers the TOF PID momentum range, having two systems
together is likely unnecessary. However, TOP PID can be converted into a specific TOF
PID, as discussed in Section 4.6.

4.6 Time-Of-Flight (TOF)

TOF PID is based on the direct measurement of the velocity β. Given the relativistic
momentum relation:

pc =
mc2β√
1− β2

, (4.3)

the mass of the particle can be derived as

mc2 =
pc

β

√
1− β2. (4.4)

The momentum p is reconstructed from the track’s curvature Ω of the charged particle
in the magnetic field, as detailed in Section 5.2. The speed β is reconstructed as the
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ratio of the travelled path length L over the time-of-flight T :

β =
υ

c
=

L

cT
(4.5)

The track length and TOF must be measured precisely enough for efficient TOF PID.
The momentum is often measured precisely enough and is not a limiting factor.

The TOF PID requires a dedicated TOF measurement device, which can be implemen-
ted as a dedicated timing layer or integrated within the calorimeter, as will be discussed
in Chapter 7.

While Eq. (4.4) and Eq. (4.5) illustrate the basic idea behind TOF PID, there are
many caveats if one aims at unprecedented precision. For example, if the particle’s
speed changes over time β(T ), e.g. due to energy loss, the measured quantity from
Eq. (4.5) is the average speed β. However, simply substituting the average speed β into
Eq. (4.4) is not rigorously correct. Many of such caveats are addressed in this study and
presented in detail in Chapter 6.

TOF PID is used by many heavy-ion experiments such as Solenoidal Tracker at RHIC,
SPS Heavy Ion and Neutrino Experiment, and ALICE [100–102]. It has become a high-
interest topic for future Higgs factory experiments due to the recent development of
the timing capabilities of the detector technologies, and in particular silicon sensors,
which are in detail discussed in Chapter 7. Previously, the TOF measurement caused
the dominant uncertainty, and the track length uncertainty was often neglected. This
study illustrates that with the recent fast-timing technologies, the track length resolution
becomes relevant and not negligible anymore, which is discussed in Section 6.3.

4.7 Time-Of-Internally-Reflected-Cherenkov-Light

(TORCH)

Recently, a new TOF detector concept based on DIRC has been proposed: TORCH [103].
The TORCH detector concept expands on DIRC and TOP PID options discussed above.
It aims to achieve 10–15 ps TOF resolution per particle by utilising around 30 detected
Cherenkov photons produced in a 10mm quartz radiator on average [104–106]. Thus, a
single-photon resolution of the MCP-PMT must be 70 ps. It is planned for the upcoming
LHCb luminosity upgrade [92]. A possible TORCH layout is being discussed for FCC-ee
as an option for a timing layer [107].

The material budget in the central detector regions is similar to the SiPM option,
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as the main contribution comes from a few mm of the scintillating crystal bar. How-
ever, a focusing system is required, which takes up a significant part of the space in the
corner between the endcap and the barrel. A focusing system can lead to a factor of two
increases in the material budget in the small angular corner regions, as shown in Sec-
tion 4.5 using TOP PID at Belle II as an example. More importantly, its volume occupies
substantial space, producing a “dead” volume with no other possible instrumentation.
Thus, the particle flow may be severely degraded in the corners, but quantitative results
depend on the implementation details.
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5 Software and Analysis Framework

This chapter presents a detailed description of the software used throughout this study.
Section 5.1 describes how the MC samples used in this study were generated, simulated,
and reconstructed capturing the overall framework. The goal of this chapter is to ensure
the study is reproducible. Moreover, Section 5.2 details the track parametrisation at ILD,
which is necessary for understanding the track length analysis presented in Section 6.4.

5.1 Analysis Framework and Monte Carlo Samples

The MC samples used in this work were produced as a part of the central 2020 ILD
MC production [108, 109]. They were produced using many packages from the iLC-

Soft v02.02 software environment [110]. The MC physics samples were generated
using WHIZARD 2.8.5 [111–113] with PYTHIA 6.427 [114] for parton showering
and hadronisation. The beam conditions were simulated using GUINEA-PIG assum-
ing beam conditions at ILC. The energy spread of the beams at the interaction point
was simulated with GuineaPig [115, 116], which was used as an input for physics
event generation with WHIZARD. The beam background from the pair creation in the
beam-induced strong electric field is simulated separately with GuineaPig and added
to the physics events. Only pairs that propagated within the detector acceptance re-
gion were considered, selected by the SGV fast simulation tool [117]. Low-pT hadrons
beam background is generated separately with PYTHIA and a custom-made gener-
ator [118] and overlayed on top of the physics events. The simulation of generated files
was performed using the ddsim tool of the DD4HEP v01-11-02 [119] framework with
Geant4-10.4.3 [120–122] using the ILD_l5_o1_v02 detector geometry, available as the
DD4HEP xml file in the lcgeo package [123]. Simulated files were reconstructed using
various reconstruction packages from the iLCSoft orchestrated via the Marlin frame-
work [124]. All reconstruction algorithms are written as modular Marlin processors.
The config files specifying the exact Marlin processors and their parameters as used in
the ILD standard reconstruction are defined in the ILDConfig v02-02 [125] package

31



with the MarlinStdReco.xml being the central Marlin steering file. The output is
written using LCIO event data model [126, 127].

During the MC production, various physics processes were generated for all helicity
configurations. The study in Chapter 6 and Chapter 8 uses MC samples of e+e− → Z →
qq̄ and e+e− → W+W− → qq̄qq̄ at ECM = 250GeV. The selected physics processes
have the highest cross sections and were chosen for practical reasons to get as many
π±, K±, and p particles for the analysis as possible. Only a minimal quality selection
has been applied to require the charged hadrons to have exactly one reconstructed track
and shower, and the true TOF as defined in Section 6.4 to be more than 6 ns, as it is
physically impossible to get shorter time in ILD, which only occurs in rare cases due to
a bug1. The study in Chapter 9 uses a similar selection for other physics channels (and
beam background).

Studied algorithms and corresponding analyses were implemented in a custom code in
the MarlinReco [128] package under the Analysis/TOFAnalysis. The analysis and
the plots were performed using the ROOT library [129, 130].

5.2 Track Parametrisation in ILD

This section introduces ILD coordinate system and track parameterisation convention
used throughout this study. The coordinate system at ILD is Cartesian and right-handed
with its origin located at the nominal interaction point (IP). The z axis lies along the
bisecting line of the smaller angle between the momenta of incoming electron p⃗e− and
positron p⃗e+ and is parallel to the p⃗e− − p⃗e+ . The y axis is vertical and points upwards.
The x axis, according to the right-handedness, is horizontal and points leftwards if one
looks along the z axis direction. The vectors in the abovementioned Cartesian system
are typically represented in the spherical coordinates as

r⃗ =

r sin θ cosϕ

r sin θ sinϕ

r cos θ

 , (5.1)

with the polar angle θ ∈ [0, π] and the azimuthal angle ϕ ∈ (−π,+π].
In the LCIO event data model used by ILD, each track is described with respect to

a reference point r⃗ref = (xref, yref, zref) as a helix with five track parameters: φ, Ω, tanλ,

1https://github.com/iLCSoft/MarlinTrk/issues/20

32



d0, and z0 [131]. The track parameters are illustrated in Figs. 5.1 and 5.2.

Figure 5.1: Illustration of the definition of track parameters in the xy plane. Adapted
from the reference [131].

Figure 5.2: Illustration of the definition of track parameters in the sz plane. Adapted
from the reference [131].

The reference point is often assumed to be (0, 0, 0) for extracting the particle’s mo-
mentum at the IP. However, in principle, it can be an arbitrarily chosen point. A new
method for the track length reconstruction introduced in Section 6.4 uses tracker hits as
reference points. For the TOF reconstruction studies in Chapter 8, the reference point
is chosen to be at the ECAL surface. The chosen reference point defines the point of
closest approach (PCA), the point on the helical curve closest to the reference point.
The five helix parameters are:
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• The φ track parameter φ ∈ (−π, π] is the azimuthal angle of the particle’s mo-
mentum at the PCA.

• The Ω track parameter defines the curvature of the track. The sign of Ω is defined
by the direction of the particle’s momentum. A clockwise (anticlockwise) move-
ment defines positive (negative) curvature. If the magnetic field is parallel to and
points in the same direction as the z axis, which is the case for ILD, then the signs
of Ω and of the electric charge of the particle are the same.

• The d0 track parameter is the signed distance between the reference point and the
PCA in the xy plane. It is defined as:

d0 = n⃗PCA · (r⃗PCA − r⃗ref) = − sinφ (xPCA − xref) + cosφ (yPCA − yref) , (5.2)

where n⃗PCA is the unit vector parallel to the momentum of the particle at the PCA
in the xy plane rotated anticlockwise by 90◦:

n⃗PCA =
{
cos

(
φ+

π

2

)
, sin

(
φ+

π

2

)
, 0
}
= {− sinφ, cosφ, 0} (5.3)

d0 > 0 (d0 < 0) if the particle travels from left to right (right to left) looking from
the reference point to the PCA. This convention results in sgn (d0) = sgn (Ω) if
the reference point is inside the helix arc and sgn (d0) = − sgn (Ω) if it is outside.

• The z0 track parameter is the z position of the track at the PCA with respect to
the zref:

z0 = zPCA − zref (5.4)

• The tanλ track parameter is the slope dz/ds of the straight line in the sz plane,
where s is the arc length in the xy plane between the PCA and any other arbitrary
point on the helix. This parameter is directly related to the particle’s momentum
and the polar angle of the coordinate system θ:

tanλ =
pz√

p2x + p2y
= cot θ (5.5)

Using the track parameters as described above, the momentum of the particle can be
reconstructed as follows:

p = pT
√

1 + tan2 λ, (5.6)
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where pT is the transverse momentum, which can be calculated as follows:

pT =
qB

|Ω|
, (5.7)

where q is the charge of the particle, B is the magnetic field. For practical purposes,
this formula can be rewritten to work with the typical units in particle physics:

pT (in GeV/c) = 0.299 792 458× 10−3 B (in T)

|Ω (in 1/mm)|
(5.8)

Lastly, the individual track momentum components are:

px = pT cosφ = p cosφ sin θ

py = pT sinφ = p sinφ sin θ (5.9)

pz = pT tanλ = p cos θ
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6 Time-Of-Flight Particle
Identification for Future Higgs
Factories

This chapter describes the TOF PID performance evaluation process used in this study.
It illustrates common pitfalls in the literature that lead to the incorrect evaluation of the
TOF PID performance. It highlights the importance of the track length reconstruction
for the TOF PID and shows its development in ILD. Additionally, it describes a method
to account for variable momentum of particles. Lastly, it discusses a few scenarios of
reconstructing the TOF using multiple ECAL measurements. The plots presented in
this chapter use charged hadrons extracted from MC samples as detailed in Chapter 5.

6.1 Evaluating TOF PID Performance

The performance of TOF PID is usually assessed by plotting β, 1
β
, m, or m2 as a function

of the momentum and calculating a separation power between π/K and K/p. Figure 6.1
illustrates the visual difference between π, K, and p bands using different variables
mentioned above obtained from the full ILD reconstruction with the assumed 30 ps TOF
resolution per particle using the best optimal reconstruction algorithms derived from this
study, which are described below. The choice of the variable is mainly arbitrary, and
different analyses use different variables. The ALICE collaboration uses β to determine
the performance of their TOF system [132, 133], NA61/SHINE experiment uses m2 [134],
and the STAR experiment used 1/β, m, and m2 depending on the context [100, 135].
This study uses m2 to avoid common pitfalls detailed in Section 6.2, which become
increasingly important with better TOF and track length resolutions available for future
experiments. The width of the bands is determined by the momentum, the TOF, and the
track length resolutions ∆p, ∆T , and ∆L, respectively. Qualitatively, the performance
of TOF PID can be assessed by looking at 2D histograms in Fig. 6.1 and visually seeing
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(a) β vs p (b) 1
β vs p

(c) m vs p (d) m2 vs p

Figure 6.1: π, K, and p bands of TOF PID obtained from the full ILD reconstruction
with the assumed 30 ps TOF resolution.

at which momentum bands start to overlap. For a quantitative assessment, one can
define a separation power quantity. Different definitions of separation power exist, as
shown in Eqs. (6.1) to (6.3). They produce equal results for two Gaussians with equal
standard deviations σ1 = σ2 but slightly differ if σ1 ̸= σ2.

Z =
|µ1 − µ2|√
0.5(σ2

1 + σ2
2)

(6.1)

Z =
|µ1 − µ2|

0.5(σ1 + σ2)
(6.2) Z =

|µ1 − µ2|
max(σ1, σ2)

(6.3)
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In essence, they all aim to estimate the distance between the means of two Gaussians
in units of their standard deviations. This study calculates separation power in each
momentum bin using a different “p-value” method [136]. Rather than considering the
separation power as the distance between the means of two Gaussians, it is derived from
the p-value measurement. Classification of particles requires the computation of a cut.
With a given cut, one can define the efficiency and the misidentification (mis-ID) as the
fraction of “signal” and “background” particles passing the cut: Eqs. (6.4) and (6.5).

ε = efficiency =
S

S0

=
correctly identified signals

all signal events
(6.4)

rmisID = mis-id =
B

B0

=
wrongly accepted background

all background events
(6.5)

In each momentum bin, the cut is selected so rmisID = 1 − ε, as illustrated in Fig. 6.2.
Figure 6.2 shows a m2 distribution of π and K selected on a MC truth level in the

Figure 6.2: The m2 distribution of π and K in the 3.14–3.43GeV momentum range
obtained from Fig. 6.1d assuming 30 ps TOF resolution per particle in the full ILD
reconstruction.

3.14–3.43GeV momentum slice obtained from Fig. 6.1d. The cut value (dashed line) is
calculated so the shaded areas that represent the mis-ID of π as K and missed K as π

38



are equal. The calculated efficiency ε can be mapped to the separation power Z:

Z = 2Φ−1(ε), (6.6)

where Φ−1 is the inverse of a cumulative distribution function of a Gaussian:

Φ(x) =
1√
2π

∫ x

−∞
e−x2/2dx (6.7)

The separation power definition shown in Eq. (6.6) results in an equivalent estimate to
Eqs. (6.1) to (6.3) definitions when applied to two perfect Gaussians. However, it is
more versatile as it can be applied to two distributions with arbitrary shapes, providing
more honest results rather than when fitting a Gaussian.

6.2 Common Mistakes

The performance of the TOF PID should not depend on the chosen method. However,
the performance results may differ due to the assumptions made when calculating the
performance. This section addresses a few common mistakes in the literature analysing
TOF PID.

Using Gaussian Fit Based Separation Power

Most commonly, the separation power is estimated by fitting a Gaussian to each dis-
tribution and calculating the distance between their mean values µ1, µ2 in standard
deviations σ1,σ2 via Eqs. (6.1) to (6.3). However, the momentum slice distributions are
not necessarily Gaussian. Thus, µ and σ of the Gaussian fits may poorly represent the
underlying distributions correctly.

Figure 6.3 shows the distributions shown in Fig. 6.2, but in the logarithmic scale with
the thin red line representing a Gaussian fit to the Kaon distributions.

The distributions have long overlapping non-Gaussian tails, which are not accounted
for if the separation power is calculated using Gaussian fits. The Gaussian fits ignore
the tails, resulting in overly optimistic standard deviations and, thus, overestimating
the TOF PID performance. Additionally, it is not given that distributions maintain the
Gaussian shape in general. The β distributions, commonly used as a convention, may
lead to non-Gaussian distributions, especially at low momentum slices, as illustrated in
Fig. 6.4.
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Figure 6.3: Slightly broader view of Fig. 6.2 in a logarithmic scale illustrating long non-
Gaussian tails for both distributions. A thin red line highlights a Gaussian fit for Kaon
distribution.

(a) β momentum slice (b) m2 momentum slice

Figure 6.4: m2 resulting in more Gaussian distribution of K than β in the same 0.86–
1.14GeV/c momentum slice.

The method described in Section 6.1 is used in this study and is expected to work for
non-Gaussian and overlapping distributions. It gives substantially more honest perform-
ance estimates of TOF PID, which is also independent of the choice of the variable and
produces identical results with β and m2, despite their different shapes. This study uses
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m2 variable. Compared to other variables, it looks more symmetrical and Gaussian-like
and has a constant mean position along the momentum with the arbitrarily assumed
uncertainties.

Assuming a Linear Approximation for Error Propagation

An essential aspect of the TOF PID analysis is assessing how much ∆p, ∆L, and ∆T

uncertainties affect the TOF PID performance. The assessment can be done analytically
without involving any MC samples. The mass m of the particle can be calculated using
Eq. (6.8), as presented in Section 4.6.

mc2 = pc

√(
c2T 2

L2
− 1

)
(6.8)

In the literature, the mass uncertainty ∆m is usually calculated from the ∆p, ∆L,
and ∆T uncertainties using Eq. (6.9).

∆m =

√(
∂m

∂p

)2

∆p2 +

(
∂m

∂L

)2

∆L2 +

(
∂m

∂T

)2

∆T 2 (6.9)

Calculation of partial derivatives results in Eq. (6.10).

∆m = m

[
∆p

p
⊕ 1

1−
(

L
cT

)2(∆L

L
⊕ ∆T

T

)]
(6.10)

Equation (6.10) can be shortened to Eq. (6.11).

∆m = m

[
∆p

p
⊕ γ2

(
∆L

L
⊕ ∆T

T

)]
(6.11)

Figure 6.5 shows two examples of the mass uncertainty calculation done by using
Eq. (6.11) in the literature.

The upper and lower uncertainty bands m+∆m and m−∆m estimated with Eq. (6.11)
evolve symmetrically relative to the true mass of particles. It is crucial to keep in mind
that Eq. (6.11) propagates the uncertainties based on the linear approximation of the
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(a) The STAR experiment TOF [100] (b) The SiD detector TOF [77]

Figure 6.5: The analytically estimated m uncertainties of the TOF PID for STAR ex-
periment and SiD detector concept taken from the literature.

mass m and is applicable only when ∆p, ∆L, and ∆T uncertainties are relatively small
so that the linear approximation is sufficient. However, this is not always the case.

Figure 6.6 shows mass directly obtained using Eq. (6.8) (solid lines) and its linear
approximation (dashed lines) as a function of TOF m(T ) in the proximity of the true
TOF.

Figure 6.6: The evolution of m obtained using Eq. (6.8) (solid) and its linear approxim-
ation (dashed) as a function of the ∆T = T − Ttrue illustrating a high discrepancy even
with relatively low TOF resolutions.

π, K, and p in Fig. 6.6 have the momentum 4GeV/c and track length 2200mm as
an example case. A substantial deviation of linear approximation from the actual mass
is visible already with the TOF uncertainty ∆T ≈ 50 ps. The deviation is momentum-

42



dependent, increasing for higher momentum particles, and mainly affecting π and K,
and less p. Using the linear approximation can substantially overestimate the upper
bound uncertainties m + ∆m (∆T > 0) and underestimate lower bounds m − ∆m

(∆T < 0). Thus, using the linear approximation can lead to the TOF PID performance
being miscalculated, especially at higher momentum, where the linear approximation
becomes less applicable.

To illustrate the potential discrepancy arising from using linear approximation, the
STAR uncertainty bands from Fig. 6.5a are reproduced. Figure 6.7 shows a comparison
between uncertainties calculated using the linear approximation in Eq. (6.11) (dashed
lines), which are identical to the solid lines from Fig. 6.5a and the uncertainties calculated
using directly Eq. (6.8) by substituting p±∆p, L∓∆L, and T ±∆T as arguments in
the equation mimicking the uncertainties, where the independent uncertainties ∆p, ∆L,
and ∆T are always assumed to add up constructively.

Figure 6.7: A comparison of m 1-σ bands calculated directly from Eq. (6.8) and linear
approximation Eq. (6.11) illustrating a strong disagreement at high momentum.

Figure 6.7 illustrates that the linear approximation substantially overestimates upper
bands m + ∆m and underestimates the lower bands m − ∆m compared to the un-
certainties extracted directly, especially at high momentum. In general, ∆L and ∆T

uncertainties partially compensate for each other. At the same time, filled areas rep-
resent the upper-limit (the worst-case scenario) bands when independent uncertainties
always add up constructively, meaning the actual 1-σ bands are narrower and further
away from the linear approximation. The disagreement between the linear approxima-
tion and the directly calculated uncertainties propagates to the incorrect assessment of
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the momentum reach of the TOF PID and its efficiency.
One can use Eq. (6.12) for m2 to estimate uncertainties using linear approximation

Eq. (6.9).

m2c4 = p2c2
(
c2T 2

L2
− 1

)
(6.12)

Resulting in Eq. (6.13).

∆(m2) = 2m2

[
∆p

p
⊕ γ2

(
∆L

L
⊕ ∆T

T

)]
(6.13)

This study refrains from using the linear approximation. However, the m2 variable
secures substantially more reliable results with linear approximation, as illustrated in
Fig. 6.8.

(a) The evolution of the m2 obtained using
Eq. (6.12) (solid) and its linear approxima-
tion (dashed) hidden by the solid lines as a
function of the ∆T = T − Ttrue illustrating
no visible discrepancy at relevant TOF resol-
utions.

(b) A comparison of m2 1-σ bands calculated
directly from Eq. (6.12) and linear approx-
imation Eq. (6.13) illustrating not so strong
disagreement in contrast to using m.

Figure 6.8: Effects of linear approximation on uncertainties propagation using m2.
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Ignoring the Data with m2 < 0

Uncertainties and mis-reconstruction can naturally cause the measured m2 to appear
negative, as seen in Figs. 6.1d and 6.8b. However, the m distributions like in Fig. 6.1c
intrinsically hide all particles with m2 < 0, as when computing the square root, they
result in the imaginary masses naturally not present in the plot as they are impossible
to display in the real plane. Hiding part of the initial dataset in such a way can poorly
affect the TOF PID performance calculation when using m, as with the increasing ∆T

and ∆L resolutions more π background, which is easily separable from K, will disappear.
When a part of the easily separable background distribution is dismissed, it is ef-

fectively treated as the background is placed closer to the signal distribution, resulting
in wrongly assessed decreased TOF PID performance when working with efficiency and
mis-id quantities, as in this study, which do not depend on relative signal and background
fluxes.

To avoid this while working with m distribution, one needs to ensure one does not
ignore part of the particles, simply due to the uncertainties and manually set imaginary
masses to, e.g. m = −1GeV/c2, so they are still accounted for when calculating TOF
PID performance. This mistake is naturally avoided by using m2 in this study, as all
particles with m2 < 0 are accounted for in the efficiency and mis-id calculations.

6.3 Relevance of the Track Length Resolution

The track length resolution is often considered small or negligible compared to the dom-
inant TOF resolution. Relatively low time resolutions achievable by modern technologies
motivate a deeper investigation of the impact of track length resolution. Equation (6.13)
illustrates that the relative track length resolution ∆L

L
and the relative TOF resolution

∆T
T

are present in the equation on equal footing. The relation between ∆L and ∆T

can be calculated as ∆L ≈ c∆T for relativistic particles with β ≲ 1, meaning that
∆T = 10 ps is equivalent to the ∆L = 3mm. There are many test beam measurements
in the literature discussed in Chapter 7 that give an impression of how ∆T = 10 ps is
achievable. On the contrary, at the moment of writing, there are no existing studies on
measuring the track length resolution ∆L for any tracking system, and if ∆L = 3mm is
easily achievable and whether it depends on the momentum or angle of a particle. The
STAR experiment quotes their TPC total track length resolution to be ∆L < 5mm [100].
No information is given on how this number was obtained, which makes it likely an in-
telligent guess or a rough approximation, which can be far from the truth in certain
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circumstances. The individual effects of two TOF resolution scenarios and track length
resolution from STAR are compared in Fig. 6.9, highlighting the importance of the track
length resolution studies with increasingly better TOF resolutions.

(a) ∆T = 100 ps (b) ∆T = 20ps

Figure 6.9: A comparison of ∆T and ∆L effects for TOF PID using track length resolu-
tion from the STAR experiment assuming modest and novel TOF resolution scenarios.

Figure 6.9a shows a scenario with the modest ∆T = 100 ps as in the STAR experiment,
illustrating that TOF resolution is the dominant uncertainty source over the track length
resolution. Figure 6.9b shows a scenario with the novel ∆T = 20 ps, which is assumed
to be achievable at future Higgs factory experiments, illustrating that TOF resolution
has comparable scale to the track length resolution. The track length resolution also
becomes a limiting factor for the TOF PID performance with increasingly better TOF
resolutions. This fact motivates a deeper look into the track length reconstruction in
ILD that follows in Section 6.4.

6.4 Track Length Reconstruction

This section compares the effects of different track length reconstruction algorithms
developed and tested throughout this study. All reconstruction algorithms calculate
the track length from the PCA to the beam collision point, which is assumed to be at
(0, 0, 0), to the entry point of the extrapolated track at the ECAL surface. The true
TOF is used throughout this section, assuming the perfect TOF resolution at the ECAL
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surface. Timing information is unavailable at the ECAL surface directly in the ILD
MC samples. Thus, an ECAL hit is used to approximate the true TOF at the ECAL
surface. True TOF is defined as the MC truth time of the closest ECAL hit to the
track extrapolation point at the ECAL surface corrected for the distance d travelled
from the ECAL surface to the centre of the ECAL hit, assuming the speed of light. The
above-described method of determining the true TOF at the ECAL surface is illustrated
in Fig. 6.10. The d/c correction is crucial, as ILD has two absorber layers between

Figure 6.10: The true TOF to the ECAL surface is defined using MC truth time of the
closest hit to the extrapolated track position at the ECAL surface correcting for the
distance between the surface and the ECAL hit centre, assuming the particle travels
with speed of light through absorber layers before first sensitive volume.

the ECAL surface and the first sensitive layer of about ≈ 7mm, producing a visible
delay if uncorrected. The reconstructed momentum at the IP is used for calculating m2

throughout this section. The impact of the momentum reconstruction on TOF PID is
further discussed in Section 6.5.

Helix Arc Length

In ILD, each track is described as a helix with five track parameters: φ, Ω, tanλ, d0,
z0 and the reference point (xref, yref, zref), as presented in Section 5.2. Given the ILD
parametrisation, a helix arc between two points can be calculated using Eq. (6.14),
Eq. (6.15), and Eq. (6.16) which give identical results for a perfect helix in the barrel
region:

L =

∣∣∣∣φ2 − φ1

Ω

∣∣∣∣√1 + tan2 λ (6.14)
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L =

√(
φ2 − φ1

Ω

)2

+ (z2 − z1)2 (6.15)

L =

∣∣∣∣z2 − z1
tanλ

∣∣∣∣√1 + tan2 λ , (6.16)

where Ω is the curvature, tanλ is the dip angle, φ1 and φ2 are azimuthal direction at
the beginning and end points, and z1 and z2 are the z coordinates of a helix curve that
are deduced from the track parameter z0 and the reference point zref as in Eq. (6.17):

z = zref + z0 (6.17)

Despite their mathematical identity during the reconstruction process, the resolution
of each track parameter can be different, resulting in different performances for each
method. Moreover, the methods defined by Eqs. (6.14) and (6.15) have several crucial
difficulties compared to the method defined by Eq. (6.16) related to their usage of Ω and
φ track parameters, which are discussed below.

The Tracks with Multiple Curls

Furthermore, the methods relying on φ are unable to reconstruct the length of the
tracks with multiple curls, as deducing the number of curls from the curvature Ω and
two azimuthal track directions φ1, φ2 is impossible, which makes these methods unusable
for the tracks in the endcap region with ∆φ > 2π.

The Singularity Point between φ = −π and φ = +π

The methods relying on φ encounter an ambiguity due to a singularity point in φ. The
azimuthal angle φ in ILD is defined in the range φ ∈ (−π, π]. Figure 6.11 shows the
ambiguity created when the track’s flight direction passes the singularity point ±π. This
ambiguity can be corrected using 2π −∆φ instead of ∆φ when ∆φ > π is encountered.
This correction fixes the singularity problem for the tracks in the barrel, which geo-
metrically must always have ∆φ < π, meaning any track encountered with ∆φ > π is
simply due to passing through the singularity point. However, this correction makes the
methods relying on φ unusable for endcap tracks even further with π < ∆φ < 2π, which
is not always due to the passing through singularity point.
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Figure 6.11: A sketch of a particle making a turn for ∆φ = π
2
, which is miscalculated as

∆φ = 3π
2

due to passing through the singularity point ±π.

Ambiguity of ∆φ vs 2π − ∆φ

For methods relying on φ, it is ambiguous whether a particle followed a shorted or longer
arc trajectory, as having only two azimuthal track directions φ1 and φ2 is insufficient to
deduce the track flight direction.
Figure 6.12 illustrates that the track
length is ambiguous and can be either
L ∼ ∆φ or L ∼ 2π − ∆φ, when given
only φ1 and φ2. In principle, this ambi-
guity alone can be corrected with several
if-else statements using the sign of the
curvature Ω, which represents the recon-
structed charge of the particle, for dedu-
cing the actual direction of the track and
choosing the corresponding equation for
∆φ. However, the combination of this
ambiguity and the ambiguity caused by
the singularity point makes the recon-
struction of the track length using the
methods that rely on φ not trivial, if at
all possible, for the tracks with ∆φ > π.

Figure 6.12: Given only φ1 = 0 and φ2 =
3π
4

it is ambigiuous if ∆φ = 3π
4

or ∆φ = 5π
4

.

Bias of the Curvature Ω

For the track reconstruction in ILD, all tracks are fitted with π± mass hypothesis,
resulting in a bias of the reconstructed curvature Ω for K± and p at low momentum
as illustrated in Fig. 6.13. Figure 6.13a shows how curvature Ω is overestimated for
K and p particles with low momentum p < 1GeV/c due to the fit with the π± mass
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(a) Ω (b) tanλ

Figure 6.13: Biases between reconstructed and true track parameters Ω and tanλ for π,
K, and p with momentum p < 1GeV/c.

hypothesis. In contrast, Fig. 6.13b shows that helix dip angle tanλ is unaffected and
remains unbiased for all particle species. Thus, methods that rely on Ω miscalculate the
track length for such low momentum K and p, which are the primary targets for the
TOF PID.

Uncertainties of tanλ and z0 for Transverse Tracks

The abovementioned issues highlight how preferential the method in Eq. (6.16) is com-
pared to Eqs. (6.14) and (6.15) for the endcap. Equation (6.16) does not suffer from
any ambiguities or biases and is expected to work even for tracks with multiple curls.
Its only potential disadvantage is dealing with highly transverse tracks in the barrel for
which distortions of the tracking system along the z coordinate can cause the uncertain-
ties of the tanλ and the z0 track parameters to be higher and more impactful than the
uncertainties of the Ω and the φ. In such cases, methods Eqs. (6.14) and (6.15) are more
performant.

Comparison of the Methods

Figure 6.14 shows TOF PID performance comparing three methods for the track length
reconstruction mentioned above, Eqs. (6.14) to (6.16). To avoid ambiguities, for the
methods Eqs. (6.14) and (6.15), all particles are assumed to travel the shorter arc length
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(a) “φλ” method Eq. (6.14) (b) “φz” method Eq. (6.15) (c) “”zλ” method Eq. (6.16)

Figure 6.14: The TOF mass bands reconstructed with different track length estimators
assuming perfect TOF resolution.

∆φ < π. In case ∆φ > π is encountered, the 2π − ∆φ is used to correct for the
ambiguity, assuming ∆φ > π has been caused by the singularity. Equation (6.14) has
been the default state-of-the-art method used in the ILD IDR [71] without ambiguities
treatment. As expected, the methods depicted in Figs. 6.14a and 6.14b are not able
to resolve particles in the endcap with the momentum below 1GeV/c, which is the
typical transverse momentum needed to reach the barrel region of ILD. The method in
Fig. 6.14c resolves the particles below 1GeV/c momentum in the endcap. Moreover,
Eq. (6.16) results in substantially thinner particle bands at high momentum compared
to Eqs. (6.14) and (6.15) methods. However, at the intermediate momenta 1–2GeV/c

Eq. (6.16) has slightly wider proton band and more prominent halo compared to the
Eq. (6.15), which is especially visible around the π±.

Figure 6.15 illustrates the m2 distributions around each particle species mass peak for
the three methods Eqs. (6.14) to (6.16) integrated through all momentum range. The
histograms use an identical dataset of charged hadrons as described in Chapter 5. The
entries represent the total number of particles reconstructed with a given mass-squared.
A higher amplitude indicates that more charged hadrons have a correctly reconstructed
mass-squared. The lower amplitude indicates the opposite. Many particles had incor-
rectly reconstructed mass-squared and lie outside of the plotting range. The default
ILD method from Eq. (6.14) performs the worst among the three, resulting in the high
bias of the peak position, relatively large RMS, and asymmetric tails. Equation (6.16)
shows the best performance among the three methods with π± and slightly worse than
Eq. (6.15) with K± and p particles.
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(a) π± mass peak (b) K± mass peak (c) p mass peak

Figure 6.15: π±, K±, and p mass peaks calculated with the track length reconstruction
defined in Eq. (6.14), Eq. (6.15), Eq. (6.16) in black, green, and yellow respectively using
Ω and tanλ track parameters reconstructed at the IP.

Accounting for the Energy Loss

Tracks of charged particles are often approximated with a helix using parameters re-
constructed at the beginning of the track (IP). However, particles experience multiple
scattering and energy loss due to the ionisation and radiation processes in the track-
ing detector medium. The curvature Ω and the dip tanλ track parameters at the end
and the beginning of the particle’s trajectory may differ substantially. Such effects are
especially prominent for non-relativistic particles that experience considerable energy
loss. Figure 6.16 highlights the difference between the reconstructed track parameters
at the IP and the ECAL. Figure 6.16a illustrates that by the end of the track, the
curvature increases (radii decreases) as the particle loses energy. The dip of a helix also
changes from its initial value in both directions, as shown in Fig. 6.16b. Track length
reconstruction that neglects the change of the particle trajectory by using only track
parameters at the IP yields suboptimal results. Two approaches to improve the track
length reconstruction are further discussed, considering the change of track parameters
along the particle’s trajectory.

Using Track Parameters at the ECAL

Figure 6.17 presents the mass peaks reconstructed with the three methods presented
above in Eqs. (6.14) to (6.16) but using track parameters at the ECAL: Ω = ΩECAL and
tanλ = tanλECAL, in contrast to the track parameters at the IP used in Fig. 6.15. Using
the track parameters at the ECAL significantly improves the track length reconstruction
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(a) Change of Ω (b) Change of tanλ

Figure 6.16: The difference between the reconstructed track parameters Ω and tanλ at
the end of the track (ECAL) and at the beginning (IP).

(a) π± mass peak (b) K± mass peak (c) p mass peak

Figure 6.17: π±, K±, and p mass peaks calculated with the track length reconstruction
defined in Eq. (6.14), Eq. (6.15), Eq. (6.16) in black, green, and yellow respectively using
Ω and tanλ track parameters reconstructed at the ECAL.

and, thus, mass reconstruction. All mass peaks become narrower and higher by a factor
of two, illustrating that more charged hadrons from the dataset are reconstructed with
a true mass-squared inside the plotting range, compared to using track parameters at
the IP presented in Fig. 6.15, where many particles have been outside of the plotting
range. The bias becomes more consistent between different methods. The method
from Eq. (6.16) in yellow shows the best performance compared to other methods. An
improvement of the track length reconstruction when using the track parameters at the
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ECAL can be explained by the fact that most of the particle’s energy loss happens at
the track’s beginning in the dense materials: vertex detector, beam pipe, and inner Si
tracker. Thus, the track parameters at the ECAL better describe most of the particle’s
trajectory than the track parameters at the IP.

Utilising Track Parameters at Tracker Hits

The track reconstruction at ILD uses the Kalman Filter for the track fit procedure [137,
138]. Using Kalman Filter, the track length can be reconstructed accounting for the
energy loss along the track [139]. If the particle loses energy, the track parameters, such
as Ω and tanλ, are not constant along the track. The track parameters are constantly
updated during the fit, accounting for multiple scattering and energy loss. An example
of how the track parameters are updated along the track can be seen in Section 6.9
in Fig. 6.32b. If one obtains the track parameters during the fit, track parameters are
estimated locally for a track segment within the proximity to the PCA to the reference
point. Thus, tracker hits can be used as reference points to improve the track length
reconstruction during the fit procedure. The track length can be reconstructed as the
sum of small individual helix arc lengths calculated between all consecutive track states
at every tracker hit:

L =

Nhits−1∑
i=1

Li =

Nhits−1∑
i=1

∣∣∣∣φi+1 − φi

Ωi

∣∣∣∣√1 + tan2 λi (6.18)

L =

Nhits−1∑
i=1

Li =

Nhits−1∑
i=1

√(
φi+1 − φi

Ωi

)2

+ (zi+1 − zi)2 (6.19)

L =

Nhits−1∑
i=1

Li =

Nhits−1∑
i=1

∣∣∣∣zi+1 − zi
tanλi

∣∣∣∣√1 + tan2 λi , (6.20)

It is vital for methods in Eqs. (6.18) to (6.20) that the track states (track hits) are sorted
along the track’s trajectory. Any mistakes in sorting the hits affect the total track length
reconstruction substantially. For the transverse tracks in the barrel consisting of a single
arc, at most half-turn curl, all hits are sorted along the transverse radii during the fit
procedure, which agrees with the particle’s trajectory. The situation is more difficult
for the curly tracks in the endcap, which consist of multiple half-turn curl pieces. Each
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curl is fitted separately, and the hits are sorted along radii. In such a case, the hits’
sorting order of every second curl is likely opposite to the particle’s trajectory. When
reconstructing the total track length, as in Eqs. (6.18) to (6.20), each curl is assumed to
come from the IP (0, 0, 0) and hits are ordered based on the first and last hit z position.
Hits are sorted along the transverse radii if the last hit position is the furthest from
z = 0 and in reverse order if the first hit is the furthest from z = 0. The curls with
|zlast hit − zfirst hit| < 10mm are sorted based on the transverse radii, assuming the curl
goes outwards, as using z is assumed to be less performant. Track parameters at every
tracker hit are not stored in production files after the reconstruction chain at ILD. In this
study, each track’s semi-curl hits are refitted following the standard reconstruction fit
procedure to extract track parameters at every tracker hit. Figure 6.18 shows the mass-
squared distributions when using track length reconstruction with Eqs. (6.18) to (6.20).
It shows significantly better results than the methods presented above in Figs. 6.15

(a) π± mass peak (b) K± mass peak (c) p mass peak

Figure 6.18: π±, K±, and p mass peaks calculated based on track length reconstruction
algorithms relying on multiple track states at tracker hits as defined in Eq. (6.18),
Eq. (6.19), Eq. (6.20) in black, green, and yellow respectively.

and 6.17 that relied on track parameters at the IP or ECAL. The amplitudes are larger
by a factor of 2 for π± and around 1.5 for K and p compared to Fig. 6.17, indicating
a better efficiency and resolution. The method based on z and tanλ track parameters
from Eq. (6.20) shows the best performance among all methods.

6.5 Mass Reconstruction with a Variable Momentum

When discussing the track length reconstruction in Section 6.4, the novel method of
iterating through the many track states addressed the issue of accounting for the vari-
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able momentum. However, throughout Section 6.4, the momentum taken for the mass
reconstruction with Eq. (6.21) was the reconstructed momentum at the IP pIP.

m2c4 = p2c2
(
c2T 2

L2
− 1

)
(6.21)

If p ̸= const using pIP or pECAL in Eq. (6.21) is not mathematically correct and can lead
to a biased estimation of the mass. This chapter presents the derivation of a modified
equation Eq. (6.21) that accounts for the variable momentum [139].

The relativistic momentum equation holds at any local given point:

m2c4 = p2i c
2

(
c2T 2

i

L2
i

− 1

)
(6.22)

One can measure pi and Li using the local track parameters during the Kalman Filter
fit procedure as described in Section 6.4. However, individual measurements of Ti are
not feasible, and only the total TOF is measured T =

∑
i Ti. In order to do further

calculations, let us eliminate the Ti from Eq. (6.22) and replace it with a measurable
total TOF T . Extracting Ti from Eq. (6.22) gives:

Ti =
Li

c

√
1 +

(
mc2

pic

)2

(6.23)

Summing over all i yields:

T =
∑
i

Li

c

√
1 +

(
mc2

pic

)2

(6.24)

Calculating the mass from Eq. (6.24) is a rigorously correct method for accounting
for the variable momentum. However, extracting the mass from Eq. (6.24) is impossible
analytically and requires a numerical solution. The analytical solution can be derived
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only by assuming a relativistic particle mc2

pic
≪ 1:

T ≈
∑
i

Li

c

[
1 +

1

2

(
mc2

pic

)2]
≈ (6.25)

≈ L

c
+

(mc2)2

2c

∑
i

Li

(pic)2

Deriving the mass from Eq. (6.25) yields:

m2c4 =

∑
i Li∑

i
Li

(pic)2

· 2
(
cT

L
− 1

)
(6.26)

The
∑

i Li∑
i

Li
(pic)

2

in Eq. (6.26) is the harmonic mean of the squared momentum (pic)
2

weighted with track length segments Li, which can be shortly written as
〈
(pc)2

〉
HM

.
Then Eq. (6.26) can be rewritten as Eq. (6.27).

m2c4 =
〈
(pc)2

〉
HM

· 2
(
cT

L
− 1

)
(6.27)

Thus, the derived Eq. (6.27) from Eq. (6.21) can be used for relativistic particles to
account for the change of the particle’s momentum. It is remarkable that Eq. (6.27)
can be derived from the Taylor expansion of Eq. (6.21) formally by replacing square
momentum (pc)2 with the harmonic mean of the squared momentum

〈
(pc)2

〉
HM

[139].
The corresponding equation to Eq. (6.27) for non-relativistic particles has no similar easy
expression. One finds a quadratic equation with non-trivial coefficients when trying to
derive it. Using Eq. (6.27) for mass reconstruction yields a significant bias for the non-
relativistic particles, mainly protons, due to the relativistic approximation used to derive
the equation, as illustrated in Fig. 6.19.

In order to avoid the bias and still account for the momentum change, the following
equation is proposed and used further in this study:

m2c4 =
〈
(pc)2

〉
HM

·
(
c2T 2

L2
− 1

)
(6.28)

Equation (6.28) can be thought of as “fake” Eq. (6.21) with (pc)2 substituted for〈
(pc)2

〉
HM

to account for the momentum change.
The low-momentum particles are substantially more affected by energy loss than high-

momentum particles. However, the harmonic mean momentum
〈
(pc)2

〉
HM

is derived

57



Figure 6.19: The m2 distribution reconstructed using Eq. (6.27) illustrating a bias caused
by relativistic approximation.

for relativistic particles. It is worth mentioning that low-momentum particles are the
primary target of the TOF PID. While it gives some accountability for energy loss, there
might be better solutions. Extracting mass numerically from Eq. (6.24) may yield better
results. Figure 6.20 shows the effect of using the momentum at the IP, ECAL or the
harmonic mean average for the mass-squared reconstruction as discussed above.

(a) π± mass peak (b) K± mass peak (c) p mass peak

Figure 6.20: The effect of using pIP, pECAL, and pHM for the mass reconstruction with
TOF. The track length reconstruction is done using Eq. (6.20), and perfect TOF resol-
ution is assumed.

The mass-squared distributions are significantly less affected by the momentum than
the track length. As seen from Eq. (6.13), the momentum contribution to the uncertainty
is suppressed by γ2. Using the momentum reconstructed at the ECAL or the harmonic
mean average improves the bias of the peak position.
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6.6 The Comparison of Previous and Current

State-Of-The-Art Methods

This section compares the current state-of-the-art method that is the result of the re-
construction improvements performed in this study, which are detailed in Section 6.4
and Section 6.5, with the previous state-of-the-art method reconstruction that has been
used in 2020 for ILD MC samples production and in ILD IDR. The results of this section
highlight how the previous sub-optimal reconstruction of the track length limited the
performance of TOF PID even with the assumed perfect TOF resolution. The previous
state-of-the-art method calculated the track length and the mass as follows:

L =
φIP − φECAL

ΩIP

√
1 + tan2 λIP (6.29)

m2c4 = (pc)2IP ·
(
c2T 2

L2
− 1

)
(6.30)

Equation (6.29) is very similar to Eq. (6.14) discussed in Section 6.4. It calculates the
track length using helix parameters reconstructed at the IP, assuming a perfectly helical
track. The previous state-of-the-art method defined in Eq. (6.29) does not account for
singularity ambiguity and may reconstruct negative track length when ∆φ and Ω signs
appear opposite, which has been corrected for in Eq. (6.14) during the development
of the better track length reconstruction algorithm. The mass reconstruction used by
the previous state-of-the-art method, defined in Eq. (6.30) used momentum at the IP
and had no correction for energy loss, which is discussed in Section 6.5. The current
state-of-the-art method derived from this study reconstructs the track length and the
mass-squared as follows:

L =

Nhits−1∑
i=1

Li =

Nhits−1∑
i=1

∣∣∣∣zi+1 − zi
tanλi

∣∣∣∣√1 + tan2 λi , (6.31)

m2c4 =
〈
(pc)2

〉
HM

·
(
c2T 2

L2
− 1

)
(6.32)

Equation (6.31) calculates the track length, as line segments in the sz space using z

and tanλ and avoids usage of the curvature Ω and azimutal angle φ compared to the
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previous method. Equation (6.31) yields substantially better track length reconstruction
and allows for the proper track length reconstruction of the curled particle in the endcaps
that was not possible with the previous method, limiting its usage mostly to the barrel
region. The mass reconstruction is defined in Eq. (6.32) and uses harmonic mean average
momentum. It allows for some accountability for the particle’s energy loss and improves
the bias of the measured masses of charged hadrons, as presented in Section 6.5. The
performance comparison between the previous and current state-of-the-art methods is
presented in Figs. 6.21 and 6.22. The novel method shown in Fig. 6.21b shows better

(a) Previous state-of-the-art method defined
by Eqs. (6.29) and (6.30).

(b) Current state-of-the-art method defined
by Eqs. (6.31) and (6.32).

Figure 6.21: The mass-squared reconstructed with the TOF method assuming perfect
TOF resolution per particle of π, K, and p as a function of the momentum illustrating
the current method b outperforming the previous method a.

reach for low momentum particles and generally has higher precision visible by the
thinner bands throughout all momenta as compared to the Fig. 6.21a. In addition, one
can see the effect of slight improvement caused by calculating the track length as a sum
running through the track states at the tracker hits in contrast to calculating the track
length of a whole track as a helix using the track state at the IP or ECAL, which is
visible in the reduced halo when comparing to Fig. 6.14c. Figure 6.22 further highlights
how limiting the improper track length reconstruction can be for the TOF PID. The
perfect TOF resolution is assumed, and the difference between the two methods is mostly
due to the better track length reconstruction approach. The sharper peak structure of
the current state-of-the-art method indicates that substantially more particles are now
reconstructed with their proper mass and are not scattered with the mass values outside
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(a) π± (b) K± (c) p

Figure 6.22: The mass-squared reconstructed with the TOF method that assumes perfect
TOF resolution per particle of π, K, and p integrated over all momenta, illustrating the
current method in orange outperforming the previous method in black.

of the plotting range. In conclusion, the improvements highlighted that the track length
resolution is not always negligibly small compared to the TOF resolution. Sub-optimal
reconstruction of the track length well may be the limiting factor of the TOF PID. The
improvements done in this study enable further discussion on the impact of the different
time resolution scenarios, discussed in Section 6.7 and 7, and potential physics reach
and applications of the TOF PID, discussed in Chapter 9.

6.7 TOF PID with Different TOF Resolutions

After introducing the track length and mass reconstruction improvements presented
above, a quantitative assessment of TOF PID can be performed. For that, the notion
of separation power based on the p-value is used, as defined in Section 6.1. The sep-
aration power is usually defined by fitting Gaussians, which is avoided here to avoid
common pitfalls discussed in Section 6.2. The performance is assessed assuming dif-
ferent TOF resolution per particle. The true TOF approximated at the ECAL surface
as defined in Section 6.4 is smeared with a Gaussian with the corresponding standard
deviation to mimic the assumed resolution. The separation power calculation is detailed
in Section 6.1. The separation power calculation begins with the distribution of the re-
constructed mass-squared versus the momentum, as in Fig. 6.21b, but with the applied
Gaussian smearing on TOF. Then, the distribution is sliced in O(10) momentum bins,
chosen as a compromise such that there is still a significant number of particles present
at high momentum bins and that a steep performance drop due to particles not reaching
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the ECAL anymore is captured with enough points and not averaged out in a single bin
at low momentum. For each momentum slice, the normalised mass-squared distributions
for each particle species are drawn in π/K and K/p combinations, as illustrated for the
example in Fig. 6.2. The particle species are selected on the true level. Then, a value for
the m2 cut is chosen so that the mis-id rate equals the efficiency rmisID = 1−ε that defines
a working point for the separation in a given momentum slice. Given the efficiency for a
chosen m2 cut value, it can be converted to the separation power as defined in Eq. (6.6).
Figure 6.23 presents the separation powers and the corresponding efficiencies of the TOF
PID made in the fifty momentum slices in 0–18GeV/c momentum range assuming differ-
ent TOF resolutions per particle in 0–100 ps range. The plots do not include the particles

(a) π± vs K± (b) K± vs p

Figure 6.23: The TOF PID separation powers obtained using Eq. (6.6) assuming different
TOF resolutions per particle with the best reconstruction algorithms derived in this
study.

that do not reach the ECAL and have no reconstructed shower and, thus, associated
TOF measurement. The separation power is defined with only two distributions and is
produced for π/K and K/p pairs, ignoring the background effects of the third particle
species p and π correspondingly. The efficiency on the π/K (K/p) separation power
plots can be interpreted in both ways, as the efficiency of identifying K (p) given the π

(K) background and as the efficiency of identifying π (K) given the K (p) background.
It is because the chosen working point where rmisID = 1− ε makes these values identical.
To determine K ID efficiency assuming both π and p as a background, the efficiencies
from both plots must be considered, as it involves two separate background hypotheses
checks with two different m2 cut values. The small fluctuations of the separation power
at high momentum in Fig. 6.23 are due to the low statistics in the corresponding bins.
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The separation power at low momentum is limited not by the TOF PID itself but by
the shower confusion in the forward region and severely the wrong track extrapolation
of the low momentum tracks. ILD’s tracking and shower-track association have reduced
performance at such low momentum [71]. With the 100 ps TOF resolution per particle,
TOF PID can provide separation above three up to 1.5GeV/c (2.5GeV/c) momentum
for π/K (K/p). With the 30 ps TOF resolution per particle, TOF PID would almost
double the momentum coverage up to 3GeV/c (5GeV/c)for π/K (K/p). The 30 ps

TOF resolution per particle is known to be achievable [140, 141]. With the 10 ps TOF
resolution per particle, TOF PID can extend the reach by another 2GeV/c (3GeV/c)
for π/K (K/p) compared to the 30 ps TOF resolution per particle. Improving the TOF
resolution beyond 10 ps can increase the momentum range of TOF PID even further.
The momentum gain per time resolution unit increases as the TOF resolution improves.
By improving the TOF resolution from 10 ps to 5 ps, the momentum reach improves
by 2GeV/c, the same amount when improving from 100 ps to 30 ps. Picosecond time
resolutions are currently considered unreachable in the full-running experiment environ-
ment due to significant limitations from the readout and the event time determination.
However, there are Si sensors that are shown to be able to achieve O(1 ps) precision
level. However, the finest time resolution comes with the hindered position resolution
and radiation hardness. The TOF PID performance with the perfect TOF resolution
can reach quite a high momentum. However, in Fig. 6.23, it is significantly limited by
the true TOF approximation at the ECAL surface, as addressed in Section 6.9. When
correcting true TOF for the distance between the ECAL hit and the ECAL surface, the
ECAL hit centre position is always used. As the ILD ECAL cell size is 5 × 5mm, it
creates significant deviations if the particle hits far from the centre. This effect adds
another O(1 ps) level of uncertainty on the approximated true TOF at the ECAL sur-
face. The current state-of-the-art track length reconstruction at ILD is not a limiting
factor regarding the momentum within a range of potential TOF resolutions. The satur-
ation of TOF PID performance across all momentum ranges around the 3.5 separation
power or 95% efficiency is most likely due to the various cases of mis-reconstruction
that need further case-by-case investigation. Potentially, those are the particles where
the track length reconstruction yields incomprehensible results or where shower overlaps
mis-reconstruct the true TOF used in this chapter. Furthermore, shower overlapping
is not an issue for the TOF PID implemented via a dedicated timing layer before the
ECAL. However, assuming TOF reconstruction implemented using multiple ECAL hits,
presented in Chapter 7, may perform worse with the denser environment such as tt̄.
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6.8 The Interplay between TOF and dE/dx PID

The detectors with the gaseous tracking provide dE/dx PID that focuses on high-
momentum particles. In ILD, dE/dx resolution below 5% is reachable [71]. TOF PID
complements dE/dx PID at low momentum, covering the blind spots that are entirely in-
accessible to dE/dx PID due to the nature of overlapping Bethe-Bloch curves, providing
a concrete motivation for this study. The complementary nature of TOF PID to dE/dx

PID is known. However, it has not been studied in detail concerning the different time
resolution scenarios. Moreover, this study provides substantial improvements to the
previous TOF PID and evaluation method of its performance, which motivates another
look into the interplay between dE/dx and TOF PID. Figure 6.24 shows π/K and K/p
separation for existing dE/dx1 at ILD and the current state-of-the-art TOF PID method
assuming 30 ps TOF resolution per particle. The 30 ps is chosen as achievable by the

(a) π± vs K± (b) K± vs p

Figure 6.24: The separation powers obtained using Eq. (6.6) for TOF PID assuming
30 ps TOF resolution per particle and dE/dx PID from the standard reconstruction at
ILD.

current technology and for comparison with the previous result, which is discussed be-
low. The separation powers are derived identically for dE/dx and TOF, with the p-value
method described above. In contrast to Fig. 6.23, Fig. 6.24 shows separation power in
thirty momentum slices spaced logarithmically in the 0.5–20GeV/c momentum range.
Logarithmic binning is driven by the dE/dx Bethe-Bloch curves, which are steep and
require fine slicing at low momentum to perform separation power calculation. Addi-
tionally, it helps with low statistics at high momentum by making wider bins there. All

1the angular correction addressing previous bug is applied https://agenda.linearcollider.org/
event/9197/
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particles with the timing information (reaching the ECAL) are considered to evaluate
TOF PID performance similar to Fig. 6.23. For dE/dx PID, all particles with a track
have been considered to evaluate the dE/dx PID performance, as dE/dx is applicable
for all particles with a track regardless of reaching the ECAL. This results in the ex-
ceptional performance of dE/dx PID with respect to TOF PID in the low-momentum
region below 1GeV/c. The combined separation power is calculated as a sum in quad-
rature of both PIDs. The combining separation powers in quadrature only works if the
performances of both PIDs are uncorrelated, which is assumed throughout this study.
To avoid this assumption, one can study the optimal cut in the dE/dx and TOF phase
space, which can also be performed with the boosted decision tree or NN approach. TOF
PID completely covers the blind spots of dE/dx at 1GeV/c for π/K and 2.5GeV/c for
K/p separation. Moreover, TOF PID, in combination with dE/dx PID, improves the
total PID performance even at higher momentum than the blind spot. Especially for
K/p separation, TOF PID significantly contributes up to 10GeV/c momentum. A sim-
ilar plot with the combination of dE/dx and TOF PIDs has already been published in
ILD IDR [71]. Given the number of improvements of the TOF PID, it is interesting to
compare the current results presented in Fig. 6.24 with the previous results, depicted in
Fig. 6.25. The “TOF100” in Fig. 6.25 refers to the assumed time resolution of 100 ps in

Figure 6.25: The separation powers of dE/dx PID, TOF PID, and their combination
from ILD IDR [71].

the first ten ECAL layers. The measurements within the first ten ECAL layers are com-
bined as described in Chapter 7. Combining ten independent time measurements yields
a TOF resolution per particle approximately 100 ps/

√
10 ≈ 31.6 ps, which is very close

to the 30 ps TOF resolution assumed in Fig. 6.24. Thus, the TOF curves from Fig. 6.24
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and Fig. 6.25 showcase a similar TOF resolution per particle assumed and are compar-
able. The first striking difference is that separation power reaches above ten for π/K
and fifteen for K/p separation in Fig. 6.25, while in current results, separation power
does not exceed seven. The separation power of ten is exceptionally pristine. Given the
working point used in this study, such rmidID = 1−ε, the separation power of ten implies
the efficiency of ε = 99.999 97% with the mis-id rate of rmidID = 0.000 03%. Two points
can explain the difference. Firstly, Fig. 6.25 uses single-particle MC samples, while
Fig. 6.24b uses physics MC samples of Z → qq̄ and WW → qq̄qq̄ at ECM = 250GeV.
Single-particle MC samples contain events where only a single particle is simulated with
an isotropic direction and logarithmic momentum distribution. Using single-particle MC
samples excludes any inefficiencies caused by the shower overlapping, track mismatching,
or any other mis-reconstruction in the environment with several particles. The results
from this study presented in Fig. 6.24 are affected by the mis-reconstructions in the
physics event samples. It is especially prevalent at low momentum, with a high shower
confusion rate, limiting overall PID performance. Secondly, Fig. 6.25 uses a method
based on a Gaussian fit of evaluating the separation power. As detailed in Section 6.2,
the Gaussian fit method ignores entries in the non-Gaussian parts of the distributions.
That creates an impression of pure separation, as no particles outside the Gaussian fit
are considered. Using the p-value method of defining a separation power presented in
Section 6.1, all particles of the distributions are considered, which results in an hon-
est estimate of the separation power with any arbitrary given distribution. Moreover,
separation power in Fig. 6.24 directly translates to efficiency, as the specific cut value
defines the separation power. No translation to the efficiency can be done immediately
in Fig. 6.25 as the separation cut value is not yet chosen. The comparison of the mo-
mentum reach of the methods from Fig. 6.24 and Fig. 6.25 with 30 ps TOF resolution per
particle does not differ substantially despite the improvements in the track length. TOF
PID with 30 ps TOF resolution per particle covers the blind spots of dE/dx PID and
combined with dE/dx improves the overall PID up to 5GeV/c (12GeV/c) momentum
for π/K (K/p) separation. Figure 6.26 presents results as in Fig. 6.24, but assuming
10 ps TOF resolution per particle. Improving the TOF resolution to 10 ps makes TOF
PID complement dE/dx PID on a substantially broader momentum range, enhancing
overall PID up to 10GeV/c (20GeV/c) momentum for π/K (K/p) separation.
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(a) π± vs K± (b) K± vs p

Figure 6.26: The separation powers obtained using Eq. (6.6) for TOF PID assuming
10 ps TOF resolution per particle and dE/dx PID from the standard reconstruction at
ILD.

6.9 Outlook

This chapter discusses remaining open questions and potential ways for improving this
analysis further.

TOF PID in Full Si Detector Design

This study showcases the importance of the precise track length reconstruction, as it can
be a limiting factor for TOF PID with O(10 ps) TOF resolutions, as shown in Section 6.6.
This study assesses different track length reconstruction algorithms in Section 6.4 and
proves that precise track length reconstruction is achievable using the ILD detector with
a TPC as a central tracker with 220 radial hits. However, no track-length reconstruction
studies exist that use full Si detectors. Thus, it is not shown that track length is not
a limiting factor for TOF PID in full Si detector concepts. A full Si central tracker
substantially differs from a TPC. The current TPC at ILD has 220 radial hits, while
full Si trackers have only O(10) hits per particle. The material budget of the gaseous
TPC is generally smaller than that of the analogous full Si tracker, allowing for milder
distortions from material interactions. More tracker hit measurements per particle and a
relatively small material budget are beneficial for precise track length reconstruction. On
the other hand, full Si trackers usually have better individual hit position resolution and
do not have multiple scattering between the layers, which also benefits the total track
length resolution. In the end, it is not clear if the same level of track length resolution
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is achievable with full Si trackers as with TPC, which is a subject for further studies. It
is crucial to understand if the track length reconstruction in full Si tracking detectors is
feasible and whether it limits TOF PID. Si trackers have poor dE/dx resolution compared
to gaseous trackers, such as TPC. Thus, TOF PID might be the only available PID tool
for such detector design concepts if one does not involve additional PID tools, e.g.,
the RICH PID system, which may substantially impact the particle flow design of the
detector.

Limitations of the TOF Approximation at the ECAL Surface

As seen from Fig. 6.21b, this study’s current state-of-the-art TOF PID shows finite
uncertainty at high momentum even with the perfect TOF resolution and the latest
track length reconstruction, as defined in Eq. (6.31). The true TOF approximation at the
ECAL surface, as defined in Section 6.4, causes the remaining uncertainty, as the track
length reconstruction must be relatively straightforward at high momentum and should
perform better than at low momentum. The approximation is used as a workaround for
the technical limitation. In the current software, the truth information directly at the
ECAL surface is unavailable. Thus, it is approximated using the closest ECAL hit to the
track extrapolated position at the ECAL surface. The approximation corrects for the
straight line distance between the closest ECAL hit centre and the track position at the
ECAL surface. The correction time is then derived assuming the speed of light as d/c.
Given the ECAL cell size 5× 5mm, using the centre of the cell may be substantially far
off from the true particle’s trajectory. Figure 6.27 illustrates how the distance used to
approximate true TOF at the ECAL surface is miscalculated if the particle hits off the
hit centre. The impact is highly dependent on the particle’s incident angle and the track
impact position relative to the cell centre. The SET can be an alternative to the ECAL
true TOF approximation. The truth TOF is extracted as the MC truth time of the hit
in the first SET layer. The track length and harmonic mean momentum are calculated
up to the first SET layer instead of the ECAL surface. There is no gap when using
SET, as both the track length and TOF are calculated to the first SET layer, in contrast
to the gap of the two absorber layers when measuring the track length to the ECAL
surface and the TOF at the first sensitive ECAL layer. Thus, no distance correction is
required. The comparison with the SET has some limitations. Firstly, the SET covers
only the barrel region of the ILD detector, meaning no comparison can be made for
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Figure 6.27: The reconstructed and the true distance correction between the first ECAL
layer and the ECAL surface for tracks (dashed lines) hitting the first sensitive ECAL
layer off the ECAL hit centre.

particles in the endcap. Secondly, the digitisation of the Si strips had a bug2 during the
full reconstruction of the MC samples used in this study. Due to the bug, the centre of
the SET strips is wrongly positioned, resulting in the 25% of the particles in the barrel
missing the reconstructed SET hit. The quality of the reconstructed 75% of the SET
hits remains uncertain. The effect of this bug on the track length reconstruction remains
unclear and out of the scope of this study. Figure 6.28 shows the comparison between
using the ECAL surface in Fig. 6.28a and the first SET layer in Fig. 6.28b as the final
point for the track length determination and the harmonic mean of the momentum.
Figure 6.28a is created from Fig. 6.21b by selecting particles with a reconstructed SET
hit for a fair comparison with Fig. 6.28b. Figure 6.28b shows visibly thinner bands
at high momentum in comparison with Fig. 6.28a, meaning that the current state-of-
the-art track length reconstruction is not limiting the momentum reach, at least in the
barrel. The remaining finite resolution at high momentum in Fig. 6.28a is caused by the
approximation of the true TOF at the ECAL surface from the closest ECAL, as defined
in Section 6.4. This approximation effectively adds O(1 ps) resolution to the true TOF
used in this chapter. However, the rare outliers in the “halo” at low momentum are
still visible and thus unexplained by the approximation and are limited by the track
length reconstruction. The outliers may contribute to the efficiency loss and mis-id rate
increase of TOF PID, but not the momentum reach. If one uses the true TOF at the
ECAL surface, the approximation at the ECAL surface would add the resolution of
the reconstructed TOF if reconstructing TOF using ECAL as discussed in Chapter 7.

2https://github.com/iLCSoft/MarlinTrkProcessors/issues/50
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(a) ECAL surface (barrel only). (b) SET first layer.

Figure 6.28: The mass-squared reconstructed with Eqs. (6.31) and (6.32) as a function
of the momentum assuming perfect TOF resolution per particle. The track length and
TOF are determined to the first SET layer in b and to the ECAL surface in a. Only
particles in the barrel with the reconstructed SET hit are shown.

Thus, the additional resolution introduced by the correction still must be considered.
In the case of the dedicated timing layer in front of the ECAL, like SET, almost no
correction is present. The two SET layers must be used to gain the

√
2 factor for

the TOF resolution, and thus, the correction for some position between the two layers
must still be introduced. However, the position resolution of the SET is 7 µm, which
introduces negligible correction in comparison to the ECAL cell size of 5 × 5mm. The
separation powers presented in Fig. 6.23 assuming the TOF reconstruction at the ECAl
surface are limited by the correction, which is especially relevant for relatively low TOF
resolutions of 5 ps, 1 , and 0 ps. Thus, the separation powers obtained with the SET
must result in even better momentum reach for extremely low TOF resolutions than
presented in Fig. 6.23. However, due to the readout constraints, realistically, such low
TOF resolutions are not easily achievable with a dedicated double layer. To overcome
the time resolution limitations of a single sensor, Chapter 7 discusses combining several
time measurements from ECAL to improve the TOF resolution. As a recommendation
for further studies, an invisible measuring layer should be implemented at the ECAL
surface of ILD. Such a layer would be a precise reference for the true information at the
ECAL surface and will be helpful for further studies. The track length reconstruction
could be decoupled from the effects of the TOF at ECAL surface approximation. It
would help to understand the origin of existing outliers, the effects of multiple scattering
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on the track length reconstruction, and the bias of the reconstructed mass discussed
below. One could check the quality of the track’s extrapolated position at the ECAl
surface, which might be important for the PandoraPFA track-cluster association. The
TOF reconstruction with several ECAL hits, as presented in Chapter 7, pushes for better
TOF resolution per particle. Currently, it uses the true TOF approximation from the
closest hit, meaning that the additional resolution from the approximation itself is not
reflected in the performance results. Having a true reference at the ECAL surface would
allow the additional resolution of propagating to the ECAL surface to be included in
the account for any TOF reconstruction studies with the ECAL.

The Remaining Mass Bias

The TOF PID enables a direct mass reconstruction of particles, providing K mass meas-
urement as one of the applications for TOF PID, in detail discussed in Chapter 9. During
the previous studies, a significant bias has been observed and not understood [72]. The
previous sub-optimal track length reconstruction algorithm significantly influenced the
bias. With the current state-of-the-art TOF PID, the bias is reduced but remains non-
negligible and has an unclear origin. Figure 6.29 shows a zoom into Fig. 6.28, with two
minor differences. Firstly, Fig. 6.29 uses mass instead of mass-squared in contrast to
Fig. 6.28 for a more straightforward quantitative bias assessment. Secondly, the distribu-
tions using TOF at the ECAL surface in Figs. 6.29a to 6.29c include the endcap regions
and all the particles without the reconstructed SET hit, which is visible by the abund-
ance of particles below 1GeV/c momentum. Figure 6.29 illustrates a bias dependence
for each particle species on the momentum. The true TOF approximation at the ECAL
surface in Figs. 6.29a to 6.29c smears the mass bands making it hard to judge the bias
at high momentum. However, an increasing bias proportional to the particles’ masses is
visible throughout all momenta. Figures 6.29d to 6.29f show substantially thinner mass
bands and reveal a prominent dependence of the mass bias versus the momentum. The
bias of π± shows the highest deviation at high momentum towards overestimated mass
values, while K± and p show milder behaviour. Notably, the overall bias of K± and p

becomes smaller but not ideal with the SET compared to using the ECAL surface, while
the bias of π± worsens. Figure 6.30 shows the distributions from Fig. 6.29 integrated
over the full momentum range. The distributions are used for a more quantitative assess-
ment of the bias presented in Fig. 6.31. The distributions in Fig. 6.30 are fitted with a
Gaussian in a narrow window around the peak position. The mean of the fitted Gaussian
is then used as the input reconstructed mass for Fig. 6.31. Figure 6.31 illustrates the
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(a) π±, ECAL surface. (b) K±, ECAL surface. (c) p, ECAL surface.

(d) π±, first SET layer. (e) K±, first SET layer. (f) p, first SET layer.

Figure 6.29: The mass reconstructed with the current state-of-the-art TOF PID assuming
perfect TOF resolution at ECAL (top row) and SET (bottom row), which are used as a
final point for the track length and harmonic mean momentum versus momentum. The
dashed red lines indicate the true particles’ masses.

difference between the fitted mean position of the peak and the true particles’ masses.
In all cases, the reconstructed mass is overestimated. Based on Eq. (6.32), the overes-
timated mass can be caused by the overestimated TOF, the overestimated momentum,
and the underestimated track length. The behaviour and origin of the observed bias
remain open questions and require further studies. Understanding and correcting the
bias is vital for the K± mass measurement application.

Harmonic Mean Momentum of Non-Relativistic Particles

The harmonic mean average of the squared momentum ⟨(pc)2⟩HM used in Eq. (6.32)
is a viable approximation for relativistic particles as has been derived in Section 6.5.
For the mathematically rigorous solution across all momenta, including non-relativistic
cases, one must derive the mass numerically from Eq. (6.24). Potentially, this can lead
to the improved mass reconstruction of the non-relativistic particles, e.g. protons with
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(a) π±, ECAL surface. (b) K±, ECAL surface. (c) p, ECAL surface.

(d) π±, first SET layer. (e) K±, first SET layer. (f) p, first SET layer.

Figure 6.30: The mass reconstructed with the current state-of-the-art TOF PID assuming
perfect TOF resolution at ECAL (top row) and SET (bottom row), which are used as a
final point for the track length and harmonic mean momentum integrated over the full
momentum range. The dashed red lines indicate the true particles’ masses. The solid
red curves indicate the fitted Gaussian within a narrow region around the peak position.

1GeV/c momentum. The quantitative impact of such change has to be studied.

Refining the Current State-Of-The-Art Track Length

Reconstruction

The current state-of-the-art track length reconstruction significantly outperforms the
previous state-of-the-art. However, it occasionally produces sub-optimal results, which
may be improved with further optimisation. Refining such scenarios with an improved
algorithm could reduce the number of outliers and enhance the mass reconstruction,
providing a slightly better overall reconstruction. However, in principle, it should not
seriously affect any known results. Things that can be potentially further improved:
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Figure 6.31: The bias of the reconstructed mass with the current state-of-the-art TOF
PID estimated from the Gaussian fits in a narrow window around the highest bin of the
corresponding mass distribution peaks as a function of the charged hadrons masses using
ECAL surface and first SET layer as the endpoints assuming perfect TOF resolution.
The fit uncertainties of the means are within the dot size.

• Accounting for the potential relatively large difference between two neighbouring
track state parameters.

• Calculating the track length to the associated vertex origin.
• Using variable momentum for the track extrapolation to the ECAL of forward

low-momentum particles.
• Calibrating for multiple scattering.
• Refitting tracks with the true mass hypothesis.

The current state-of-the-art track length reconstruction, defined in Eq. (6.31), calcu-
lates the arc length between i and i + 1 hits always using the track state at the i hit,
assuming the distance and thus the difference between the two track state parameters
is negligible. While this is generally the case, occasionally, it may not hold when the
particle experiences a sudden energy loss due to the material interaction and when there
is a considerable distance between two consecutive tracker hits. As an example scen-
ario, there is a sudden energy loss due to the bremsstrahlung photon emission in the
SIT. Calculating the distance between the two consecutive layers of SIT using the track
parameters before the photon emission at the i SIT hit and after the photon emission
at the i+1 hit may produce visibly different results. The choice of using i track state in
Eq. (6.31) is not optimised. Always using the track state at i+ 1 or a weighted average

74



between the two track states may enhance the track length reconstruction. The forward
tracks may experience longer distances without tracker hits than between consecutive
SIT layers. Figure 6.32a illustrates an example of a particle travelling in the forward
region of the ILD detector curving out of the TPC into the beampipe and back into the
TPC producing a significant distance between two consecutive TPC tracker hits along
the track. Moreover, passing through the beampipe material twice changes the track

(a) An event display. (b) The tanλ along z.

Figure 6.32: A particle curling out of the TPC inner radius into the beampipe and back,
creating a spacial gap and a difference in the tanλ between two neighbouring hits along
the track’s trajectory.

parameters substantially due to material interactions. Figure 6.32b shows an evolution
of the tanλ versus z coordinate along the track’s trajectory. The reconstructed tanλ

shown in blue is obtained at every tracker hit from refitting the track with a Kalman
Filter. The true tanλ shown in red is obtained from the true momentum recorded at the
corresponding simulated tracker hits as pz/

√
p2x + p2y. Figure 6.32b illustrates a sudden

drop of tanλ before and after the beampipe. The tanλ changes from tanλ1 = 0.413 to
tanλ2 = 0.395, which corresponds to 1◦ change in polar angle θ, over the distance of
approximately 300mm.

The track length estimated over the distance of 300mm using tanλ1 or tanλ2 is
significantly different, which is easy to show:

L1 =
∆z

tanλ1

√
1 + tan2 λ1 =

300mm

0.413

√
1 + 0.4132 = 785.9mm (6.33)
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L2 =
∆z

tanλ2

√
1 + tan2 λ2 =

300mm

0.395

√
1 + 0.3952 = 816.6mm (6.34)

The actual path length of the segment is between the two extremes obtained in Eqs. (6.33)
and (6.34). The current state-of-the-art estimates the track length of this segment as
in Eq. (6.33) producing underestimated track length. The particle depicted in Fig. 6.32
is a π+ with the reconstructed mass Mreco = 141.94MeV/c2, which is overestimated by
2.37MeV/c2 using current state-of-the-art algorithm.

The second point for improvement is the involvement of the vertex information. The
track length is always estimated between the track state at the IP (0, 0, 0) and the
entry point to the ECAL (or SET). If the particle originates from the secondary vertex,
calculating the distance directly to the track state at the IP is unnecessary, resulting
in the overestimated track length. It primarily impacts the TOF PID of the products
of the V0 particles, as they usually produce significantly displaced vertices. Moreover,
the secondary vertices of B and D hadrons, essential for various physics studies and
usually displaced by a few millimetres, may also be affected. Thus, the track length
reconstruction and TOF PID for displaced vertices may yield worse performance, but this
needs further quantitative investigation. It is worth noting that implementing the track
length reconstruction up to the associated vertex position may require the corresponding
correction to TOF for the time of the vertex creation, as secondary vertices can be
produced with a substantial delay to the event time.

The third point for improvement is the extrapolation of the track position at the ECAL
surface using the variable momentum. In the current track length reconstruction, the
track position at the ECAL surface is extrapolated using the track parameters of the
last tracker hit. Generally, this works well for high-momentum particles, as the distance
between the last tracker hit and the ECAL is relatively small. However, consider the
low-momentum particle curling in the forward region of the detector, which experiences
substantial energy loss. Despite a few centimetres gap between the end of the central
tracker’s volume and the beginning of the ECAL surface along the z coordinate, the
particle may still curl multiple times in the central tracking, travelling meters along the
helix and losing a considerable fraction of its momentum. Using the particle’s momentum
at the last tracker hit may make its extrapolated track position at the ECAL surface
far from its actual position. To improve the extrapolated track position at the ECAL
surface of such tracks, one could consider the energy loss experienced by the particle.
Extrapolating the particle’s trajectory not with the constant momentum of the last
tracker hit but with the variable momentum extrapolated based on the track’s average
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energy loss along the trajectory inside the central tracking could improve the predicted
position of the particle at the ECAL surface.

The fourth point for improvement is related to how the Kalman Filter smoothes
the trajectory. Smoothing hides multiple scattering effects, resulting in smaller track
lengths than travelled by the particle. Figure 6.32b illustrates how the true tanλ in red
fluctuates from hit to hit due to the multiple scattering, which Kalman Filter averages
out in segments, where the values are constant and only change between the segments.
Smoothing out the fluctuations can also lead to underestimating the track length. The
effects of multiple scattering can be further studied and calibrated.

Lastly, the K± and p tracks are fitted with the Kalman Filter, assuming π± rest mass
hypothesis. This assumption may lead to improper track length reconstruction due to
the biased track parameters shown in Section 9.4.

6.10 Summary

This chapter presents new methods for reconstructing the track length, reconstructing
the mass accounting for varying momentum, and assessing the separation power. The
newly proposed methods outperform the previous state-of-the-art methods. The new
track length reconstruction no longer limits the separation at high momentum with ex-
cellent TOF resolution. It is highlighted that the track length reconstruction in full
Si tracking needs to be studied. The new mass reconstruction slightly improves the
bias of mass peaks. The new method of assessing the separation power relying on the
p-value no longer overestimates the performance, as the Gaussian method fits and is
directly convertible to the efficiency and mis-id rate. Furthermore, this chapter studies
the separation power of TOF PID, assuming different TOF resolutions per particle and
its interplay with the standard dE/dx PID at ILD. It shows that ∆T = 30 ps, which
is proven achievable by the current technology, maintains the separation power above
three up to 3GeV/c (5GeV/c) momentum for π/K (K/p) separation. Combined with
dE/dx PID, TOF PID with ∆T = 30 ps contributes to the overall PID up to 5GeV/c

(12GeV/c) momentum for π/K (K/p) separation. Assuming ∆T = 10 ps TOF resol-
ution can be achieved, the momentum coverage of TOF PID would improve with the
separation power maintained above three up to 5GeV/c (8GeV/c) momentum for π/K
(K/p) separation. Combined with dE/dx PID, TOF PID with ∆T = 10 ps contributes
to the overall PID up to 10GeV/c (20GeV/c) momentum for π/K (K/p) separation.
The substantially extended momentum coverage motivates the development of technolo-

77



gies capable of achieving excellent timing resolution. While Chapter 6 studies different
TOF resolutions, it avoids technicalities of how the TOF measurement is implemented in
the detector, what TOF resolutions per particle are realistically achievable, and related
hardware constraints. Chapter 7 describes the challenges of precise TOF reconstruction,
presents the idea of improving TOF resolution per particle using several time meas-
urements in the ECAL, and refines the previous state-of-the-art TOF reconstruction
algorithm used by ILD.
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7 Technologies and Challenges of
Picosecond Timing

This chapter gives an overview of technologies that can achieve picosecond time resolu-
tions and their applicability to future Higgs factory detectors. A comprehensive overview
of the current state-of-the-art timing technologies already exists elsewhere [142–144].
This chapter summarises existing technologies and discusses them in the context of the
future Higgs factory detectors.

7.1 Low Gain Avalanche Diode (LGAD)

LGADs are silicon sensors, and their working principle is based on electron-hole pair
production, which occurs when a charged particle passes the depletion region. Its cross-
section is depicted in Fig. 7.1. LGADs feature an extremely thin O(µm) avalanche

Figure 7.1: Cross-section of the LGAD sensor [145].

multiplication region, which is crucial to the picosecond timing resolution. The avalanche
region creates a high electric field and amplifies the produced signal by 10–30.

79



LGAD is an established picosecond timing technology for high-energy physics applica-
tions [146]. It is the chosen technology for ATLAS High-Granularity timing detector and
CMS MIP timing detector, which are dedicated endcap timing layers for the HL-LHC
upgrade to reduce the pile-up. The goal is to reach 30–40 ps per track [141, 147]. LGAD
technology may also be considered by ALICE [148]. Test beam measurements prove
the technology is capable of providing single-hit timing resolution better than 50 ps, in-
cluding contributions from the dedicated readout electronics necessary for building large
system detectors [147]. Assuming 50 ps resolution per hit, a double (triple) timing layer
results in 35 ps (29 ps) TOF resolution per particle. LGAD endcap timing double-layer
at CMS is expected to bring ≈ 16%X0 material budget in front of the ECAL, mostly
from cooling and support structures. It is at the same level as the total material budget
of the whole tracking system envisioned in ILD in the barrel section, as discussed in
Section 3.3 and shown in Section 3.3. Nevertheless, the material budget of a dedic-
ated LGAD timing layer is minimal in contrast to other technologies discussed below,
which is ideal for particle flow detectors. The current application-specific integrated
circuits (ASICs) for LGAD-based timing layers in CMS and ATLAS yield 0.3W/cm2

and 0.4W/cm2 respectively [149]. The 0.1W/cm2 threshold can be considered as a rule
of thumb to decide if air cooling is possible. Such power consumption is considerably
above the threshold, making air cooling impossible in a continuous operation mode at a
circular collider. As discussed in Section 3.2, experiments at linear colliders are designed
for air cooling in mind and power pulsing operation mode. Thus, active cooling may
not be necessary at linear colliders, and the total power and material budgets can be
reduced, enabling excellent particle flow reconstruction.

7.2 Silicon Photomultiplier (SiPM)

SiPMs are silicon sensors with high amplification gain 1 × 106. They are pixilated
devices comprising microcells of 10–100µm in size, which makes from a few hundred
to tens of thousands of microcells per device. Each microcell works in a Geiger mode,
meaning these devices measure the number of fired microcells rather than the total
charge compared to LGADs. An example structure of a typical SiPM is depicted in
Fig. 7.2. Unlike LGADs, SiPMs are not used to directly detect a signal from a charged
particle passing through them. Instead, SiPMs are combined with scintillating material
and detect scintillating photons from a charged particle passing through the scintillating
material. Scintillation light travels to the SiPM through the scintillating material via
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Figure 7.2: From left to right: a cross-section of three microcells in a possible architecture,
the top view, and an equivalent electrical circuit of a typical SiPM [150].

internal reflectivity or an external reflector and produces the signal. The CMS experi-
ment has chosen LYSO:Ce scintillating crystal bars with two SiPMs on each end of the
bar as the technology for the timing layer in the barrel region [151]. Test beam meas-
urements show below 50 ps time resolution per SiPM as shown in Fig. 7.3. Two SiPMs

Figure 7.3: Time resolution of the left, right, and the average of two SiPMs in one bar,
as a function of the impact point X along the crystal bar axis [140].

on each side of the crystal bar result in around 30 ps per particle achieving similar per-
formance to that of an LGAD. The main reason CMS uses two different technologies is
the significantly larger surface area of the barrel region, which would be costly to equip
with LGADs. The preference of LGADs over SiPMs in the endcap is motivated by the
harsh radiation environment after the HL-LHC upgrade. The material budget of meth-
ods using scintillating crystals is typically larger than that of the LGADs. The CMS
barrel timing layer consisting of 4mm LYSO:Ce bars yields ≈ 32%X0, about two times
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more material budget than the CMS endcap LGAD timing layer. Moreover, placing too
spatially large structures would require either shrinking the tracker system, sacrificing
momentum resolution, or expanding the calorimeter, which increases the cost due to the
magnet coil and yoke.

7.3 Microchannel Plate Photomultiplier Tube

(MCP-PMT)

MCP-PMT is a thin resistive material, most commonly glass, with holes that act like
a continuous dynode amplifier for single photons, as illustrated in Fig. 7.4. It can be

Figure 7.4: Schematic diagram of the operation of an MCP-PMT.

coupled with the scintillating material and a photocathode, and its working principle is
similar to that of SiPMs. MCP-PMTs presently achieve record time resolutions among
all devices. As an example, test beam measurements of a single pixel MCP-PMT without
amplification show below 4 ps time resolution [152] in the best case scenario when hit-
ting the centre of a pixel and degrading to the sides. However, MCP-PMTs are known
for their ageing problems and operational performances in large detector systems [142].
Operating at high gains without an amplifier is known to cause fast ageing of the devices
due to the ion backflow. Moreover, in large multi-pixel systems, MCP-PMTs show severe
cross-talk, charge sharing and ringing effects that are difficult to control. Thus, 4 ps time
resolution currently is not realistically achievable in a real experiment. Many develop-
ments are ongoing, and novel MCP-PMT devices are more robust and perform better
than a decade ago. This technology may be interesting for future Higgs factory detectors
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as it can reach unprecedented time resolutions if developments show stability improve-
ments. Currently, MCP-PMTs are used in the Belle II experiment TOP system showing
better than 50 ps time resolution per photon [153]. Furthermore, MCP-PMTs are used
in a TORCH detector design discussed in Section 4.7. MCP-PMTs in the TORCH pro-
totype test beam measurements show 60–110 ps time resolution per photon, with the
best time measurement being at the centre of the MCP-PMT degrading at the edges.
While this method introduces additional time resolution to correct the propagation time
of photons in the scintillating bars, its strength comes from the several photons emitted
for a single track. MCP-PMT array allows measuring time of each photon, providing
TOF resolution per track improved with

√
Nphotons, which is advantageous compared to

only 1–3 measurements with the several LGAD layers or two SiPMs. e.g. with 70 ps per
photon, assuming 30 photons produced on average, 10–15 ps TOF resolution per track
can be achieved.

7.4 Multigap Resistive Plate Chamber (MRPC)

An multigap resistive plate chamber (MRPC) device comprises gas gaps separated by
resistive (glass) plates in a high electric field [154–156]. The working principle of the
MRPC is that a particle passing through the gas medium creates an avalanche of elec-
trons due to the high electric field read out by a padded cathode and anode. One
gap provides one measurement. A good time resolution can be achieved by combining
the measurements from multiple gas gaps. Figure 7.5 illustrates the cross-section of
the TOF MRPC strip used by the ALICE experiment as an example case. The fast-
timing MRPCs as TOF PID systems have been used at STAR [158–160], are currently
used at ALICE [133, 157], and are planned to be used at future Compressed Baryonic
Matter [161–163], HIRFL-CSR External-target Experiment [164, 165], and Search for
Oscillations with a Lithium-6 detector [166, 167] experiments. The TOF detector at
ALICE using MRPC has shown 40–50 ps time resolution per particle during the test
beam measurements [168] and total 56 ps time resolution during LHC run 2 [133]. The
most recent developments of MRPCs show that reaching 20 ps with a 32-gap MRPC
may be possible [143]. The MRPC devices are relatively cheap. The MRPC device at
ALICE is 20mm thick and has ≈ 18%X0 material budget taking into account support
materials, water cooling, and all electronics [157]. As they take up too much space, they
are unlikely to be implemented as a dedicated timing layer at the future Higgs factory.
Pushing the technology to the time resolutions of 20 ps with the 32-gap MRPC would
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Figure 7.5: Cross-section of the MRPC strip for the ALICE TOF [157].

require even more space. The abovementioned LGAD or SiPM options yield similar
timing capabilities and are more compact, making them a better choice for a dedicated
timing layer technology. However, the application of MRPC as HCAL layers is possible.

7.5 PICOSEC Micromegas

The PICOSEC is a relatively new detector concept based on a Cherenkov radiator
coupled to a semi-transparent photocathode with a Micromegas gas amplification [169,
170]. The working principle is depicted in Fig. 7.6. This gaseous detector technology
is relatively compact compared to MRPCs, as the amplification region is only a few
hundred micrometres, and most of the material budget is from a few millimetres of the
Cherenkov radiator crystal, e.g. MgF2. The most recent results of test beam measure-
ments with relativistic muons show time resolution at the level of 20 ps [170, 171]. While
currently in the early stages of development and not employed by existing experiments,
it could be considered one of the potential technologies for TOF PID at future Higgs
factory experiments.
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Figure 7.6: The PICOSEC detector concept. A charged particle passing through the
Cherenkov radiator produces UV photons, which are then absorbed by the photocathode
and partially converted into electrons. The electrons are amplified in the two high-field
drift stages. The induced signal is measured between the anode and the mesh [169].

7.6 Challenges of Timing in a Large Detector System

The readout electronics remains a dominant contributor to the total time resolution in a
larger detector system. CMS MIP timing detector has a dedicated Endcap Timing Layer
Read-Out Chip (ETROC) ASIC prototypes in development [147]. The CMS goal is to
achieve 50 ps time resolution per hit. Assuming an LGAD time resolution of 30 ps, the
contribution to the time resolution from ETROC ASIC, clock distribution, and the rest
is required to be less than 40 ps. Currently, the second prototype ETROC1 is expected
to contribute ∼ 20 ps from the discriminator leading-edge jitter and ∼ 6 ps from the
time-to-digital converter. The beam test of ETROC1 bonded to an LGAD shows total
42–46 ps time resolution satisfying 50 ps requirement. The dedicated ATLAS LGAD
Time Read-Out Chip ASIC for ATLAS High-Granularity timing detector shows similar
time resolutions with 15–35 ps jitter depending on the deposited charge and 23 ps time-
walk residual contribution [172]. The TOFHIR2 ASIC for CMS barrel MIP timing
detector coupled to SiPM technology is expected to yield 24 ps time resolution [173].
Thus, the electronics’ contribution to the total time resolution remains comparable to
the sensor’s and is not negligible. Thus, further developments of fast-timing readout
electronics are essential to achieve O(ps) TOF resolution independently from the chosen
sensor technology. Currently, a few examples of electronics exist that can reach O(ps)

time resolution under certain circumstances [174, 175]. However, better time resolution
often implies higher power consumption, posing implementation challenges for a large
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detector system.
As discussed in Chapter 3, different detector concepts are designed with different cool-

ing requirements. Current LGAD ASICs power consumption of ≈ 0.3W/cm2 at CMS
and ATLAS presented above can serve as an example of power-hungry timing electronics.
Cooling would be necessary in a continuous operation, resulting in an additional mater-
ial budget for a dedicated timing layer. Introducing an additional material budget may
severely impact the detector’s performance, e.g., particle flow reconstruction. However,
as of now, the particle flow performance difference between no timing layer (≈ 0%X0),
LGAD timing double-layer with cooling (≈ 16%X0), and crystal bars with SiPMs with
cooling (≈ 32%X0) is unclear and requires further studies. In ILD, the ECAL starts
with two W absorbers occupying 7mm, which is equivalent of 200%X0. Thus, the extra
material budget from the active cooling of the timing layer could be mitigated by thin-
ning the first ECAL absorber layer if ILD operates continuously. For example, in IDEA,
the magnet solenoid is envisioned as the first absorber layer, followed by the pre-shower
detector in front of the ECAL. Thus, placing the timing layer with active cooling is sub-
stantially more challenging without spoiling the performance of the pre-shower detector
and particle flow reconstruction. In the continuous operation mode, implementing timing
layers in ECAL layers, as discussed in Chapter 8, may not be possible without signific-
antly deteriorating ECAL performance with the substantial “dead” material introducing
∼ 10%X0 per layer. In operation mode with power pulsing, active cooling may not be
necessary. For comparison, a dedicated ECAL readout electronics developed for ILC and
specifically optimised for low power consumption of a high-granular calorimeter yields
≈ 0.89 µW/cm2 assuming power pulsing with ILC duty cycle [176]. Thus, the dedicated
timing layers in front of the ECAL may be possible without active cooling using power
pulsing of linear colliders as presented in Section 3.1. Integrated timing layers in the
ECAL assuming power pulsing may be possible. However, this may depend on the total
number of fast-timing channels, which can be controlled by the number of ECAL layers
equipped with fast-timing. For a comprehensive understanding of such limitations at
different detector concepts, comparable power dissipation studies are required.

The event time uncertainty can be a limiting factor for TOF PID. This study does not
account for event time T0 and always assumes it is known precisely. The longitudinal
bunch length mostly dominates the event time uncertainty. As discussed in Section 3.1,
the bunch length varies based on the collider option. At linear colliders bunch length
of ≈ 300 µm translates to 1 ps contribution to the TOF resolution. Therefore, it is
negligible and enables TOF PID to its fullest potential. At circular colliders at the Z-
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pole accounting for beamstrahlung effects, the 12mm bunch length translates to 40 ps

contribution to the TOF resolution. Thus, event time uncertainties at circular colliders
may significantly deteriorate TOF measurement and TOF PID performance, especially
at the Z pole run. A dedicated event-by-event reconstruction algorithm is required to
reduce the time uncertainty. For example, the ALICE experiment at LHC determined
collision time event-by-event, which improved the 200 ps event time uncertainty from
the bunch length at LHC down to the 80 ps at low track multiplicity in the event of
≲ 6 and to the 20 ps at high track multiplicity of ≈ 70 in the event [177]. However, the
average track multiplicity at future e+e− Higgs factories experiments can be expected to
be lower than at ALICE experiment. Thus, this correction may be less effective, which
needs to be addressed in future studies. Using more realistic event time determination
in future studies is strongly encouraged.

The synchronisation among many detector components also contributes to the final
TOF resolution, and its impact has not been studied. During the real experiment,
calibrations must be performed to account for various potential delays due to the different
cable lengths, changing operating temperature, clock distribution system jitter, and
other effects.

7.7 Summary

Several timing technologies are available for consideration for future Higgs factory exper-
iments. Given the active ongoing R&D activities in all detector technologies, there is no
obvious favourite. The LGAD technology is robust with a minimal material budget cap-
able of withstanding radiation-hard environments and is already planned to be exploited
by CMS and ATLAS experiments. Thus, the silicon sensor technology, mainly LGAD,
inverse low gain avalanche diode, and similar, is the primary technology to consider for
future Higgs factory experiments. Besides silicon sensors, many alternatives exist, such
as SiPM, MCP-PMT, and Micromegas, which are based on fast-timing scintillation or
Cherenkov light. While having a slightly worse material budget due to a few mm scin-
tillating crystal or Cherenkov radiator materials compared to silicon technology, they
may deliver even better timing resolutions by measuring several photons per particle.
Notably, most timing technologies are driven by studies for HL-LHC implying severe ra-
diation hardness requirements during the R&D process. The future e+e− Higgs factory
experiments are not limited by radiation hardness, and dedicated R&D without severe
radiation hardness constraints may reveal more stable technologies with even better tim-

87



ing capabilities. So far, the future Higgs factory detector designs have yet to converge
on a specific timing technology and its implementation in the detector.
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8 Potential TOF Implementation in
the ECAL of a Future Higgs
Factory Detector

A straightforward approach to implementing a TOF measurement in the detector is to
place a dedicated timing layer before the ECAL, like in CMS and ATLAS, for the HL-
LHC upgrade [140, 141]. With the dedicated (double) layer providing two measurements
30–40 ps time resolution per particle can be achieved. The intrinsic time resolution of
the measuring device and its readout must be improved to go beyond this time resolu-
tion. While R&D studies to improve the time resolution of a single device are ongoing,
surpassing a certain resolution limit at some point becomes unrealistic. This chapter
discusses an alternative approach of utilising several independent time measurements in
the ECAL.

Combining N independent time measurements in the ECAL can improve the TOF
resolution per particle by

√
N if correcting the shower propagation effects with good

enough precision is possible. The study is performed assuming time measurements, with
50 ps hit time resolution, are implemented in the first ten layers of the Si/W ILD ECAL
described in Section 3.3. As discussed above, the 50 ps per hit is proven achievable with
today’s technology. The results obtained in this study can be directly translated to more
conventional timing resolutions in the ECAL, e.g. 100 ps. Assuming a charged hadron
produces a MIP-like shower in the first ten layers with ten ECAL hits, 50 ps/

√
10 ≈

15.8 ps is the target TOF resolution of this study.
Equipping ECAL layers with fast-timing silicon sensors may be challenging due to

the power consumption, as discussed in Chapter 7. A dedicated study is necessary to
evaluate feasible power budget constraints and the potential number of layers possible
with fast timing. This study assumes only the first ten ECAL layers integrated with
fast-timing as a compromise to account for such limitations when implementing timing
layers into the calorimeter. The exact number of ten layers has been chosen arbitrarily.
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It has been used by default in previous ILD studies, and this study inherits the same
number of layers. From the TOF PID perspective, using more layers provides more
independent time measurements and, thus, better TOF resolution. However,

√
N grows

rather slowly. On the other hand, the quality of time information worsens deeper into the
ECAL due to the shower propagation distortions. In parallel to this work, the potential
gain of equipping more layers is investigated [178].

This study uses all reconstructed π±, K±, and p with a shower and at least one hit
within the first ten ECAL layers. The particles are from e+e− → Z → qq̄ and WW →
qq̄qq̄ physics samples at ECM = 250GeV. The time of the reconstructed ECAL hit of
the shower Thit is defined as the time of the earliest MC energy contribution to the hit.
This time is then smeared with a Gaussian with the standard deviation corresponding
to the assumed hit time resolution. The true TOF is defined as in Section 6.4, the true
MC time of the closest ECAL hit to the track position at the surface is used.

For the TOF PID, the TOF of the particle at the ECAL surface is needed, as the track
length is computed up to that point, as detailed in Section 6.4. The time measurement of
each hit needs to be corrected to reconstruct the TOF of the particle at the ECAL surface
using ECAL hit time information. In this study, the hit time is corrected by assuming
the speed of light and the linear distance between the extrapolated track impact position
at the ECAL surface and the centre of the ECAL hit, where time is measured, as shown
in Eq. (8.1).

Thit, corr = Thit −
d

c
= Thit −

|r⃗track at ECAL surface − r⃗ECAL hit centre|
c

(8.1)

Corrected hit time measurements are then averaged to deduce the final TOF of the
particle:

T =

Nused hits∑
i=1

Thit, corr

Nused hits
(8.2)

8.1 TOF Reconstruction without Hit Selection

The most naive approach is to reconstruct TOF using all ECAL hits from the reconstruc-
ted shower within the assumed first ten layers. The results are illustrated in Fig. 8.1.
The red curve illustrates the result of a Gaussian fit of the narrow core region of the
distribution. The three standard deviations are depicted: “RMStotal” for total distribu-
tion in black, “RMS90” for the shortest interval containing 90% of the total distribution,
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Figure 8.1: The TOF residual of π±, K±, and p reconstructed with Eq. (8.1) and Eq. (8.2)
using all hits from the ECAL shower in the first ten layers assuming 50 ps hit time
resolution.

and “RMSfit” for the Gaussian fit in red. The RMS of the Gaussian fit of 17.6 ps indic-
ates that some charged hadrons leave a clean MIP-like track inside the first ten ECAL
layers, and the TOF can be reasonably easily reconstructed. Given the obtained TOF
resolution of 17.6 ps and the assumed single hit time resolution of 50 ps and the effective
number of independent time measurements used on average can be calculated resulting
in 502/17.62 ≈ 8.1 independent time measurements used on average. The number differs
from the expected ten independent measurements, likely due to the inefficiencies of cor-
recting for shower propagation effects. The fraction of particles in the total distribution
above 50 ps is 56%. The long non-Gaussian tail indicates that TOF reconstruction fails
for most particles due to the shower effects deteriorating the time measurement in some
ECAL hits. It is also clearly visible by “RMStotal” and “RMS90” being far beyond the
assumed 50 ps single hit time resolution. Thus, using all shower ECAL hits within the
first ten layers without selection produces unusable results for TOF PID, as the shower
development significantly deteriorates the time information. Selecting ECAL hits only
with a reasonable time measurement is essential for the TOF reconstruction with the
ECAL.
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8.2 Previous State-Of-The-Art TOF Reconstruction

at ILD

The previous state-of-the-art TOF reconstruction using ten ECAL layers used in the ILD
IDR [71] used the following hit selection: Firstly, the line representing the direction of
the particle in the ECAL is reconstructed. A line is built from a point and the direction
vector. The point is the track impact position at the ECAL surface. The direction
vector is the particle’s momentum at the ECAL surface. Then, only the closest ECAL
hit to this particle direction line is selected in each layer, as illustrated in Fig. 8.2. The

Figure 8.2: A sketch of the hit selection used by the previous state-of-the-art algorithm.
The black solid curve is a track entering the ECAL. The cyan dotted line is the re-
constructed particle’s direction in the ECAL. Orange cells are active cells in the ECAL
shower. The cells close to the track extrapolation line, marked with magenta stars, are
selected for the TOF reconstruction.

idea behind this selection is that hadrons leave MIP-like showers in the ECAL, and the
hits close to the particle direction should have better time information than the hits
far off produced by the shower development. Figure 8.3 shows the performance of the
TOF reconstruction using the previous state-of-the-art algorithm. The non-gaussian
tail is reduced, and there are only about 13% of particles above 50 ps. However, the
non-gaussian tail is still significant, which this study addresses by introducing a novel
hit selection.
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(a) Linear scale. (b) Logarithmic scale.

Figure 8.3: The TOF residual of π±, K±, and p reconstructed with Eq. (8.1) and Eq. (8.2)
using previous state-of-the-art ECAL hit selection at ILD in the first ten layers assuming
50 ps hit time resolution.

The hit selection of the previous method has several drawbacks that can be improved.
Firstly, there is no quality check on how far from the direction line the closest ECAL
hit is. In principle, the current selection accepts the hits even a few cm away from
the direction line if there is no closer hit within the same layer. Such transverse hits
may be induced by late neutrons and mis-reconstructed hits from other particles, and
they will likely not contain useful time information and deteriorate the average TOF
measurement. Secondly, by selecting only the closest hit, the previous state-of-the-art
selection is constrained to use only a single hit per layer. It is not impossible to have
two or more hits within a layer, which contain valuable time information usable for
TOF reconstruction. The more independent time measurements are used, the better
the final TOF resolution is. Thirdly, the previous state-of-the-art selection uses only
spatial information. Mis-reconstructed particles not usable for TOF reconstruction are
detectable by the time measurement that is far off the measurement time resolution.
Especially late neutrons can be filtered out as they tend to give a signal with considerable
delay of O(10 ns). Fourthly, as most hadrons do not shower within a few first ECAL
layers, they still experience a magnetic field inside the ECAL, as in ILD the coil is placed
outside the calorimeter. Thus, they travel along the helical curve, most noticeable at low-
momenta, the region especially relevant for TOF PID. Using a line to represent particle
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direction is, thus, not ideal and may cause bias and affect the final TOF resolution.
A curve, ideally helical track extrapolation, should be better than a line for particle
direction in the ECAL. The above considerations motivate a new hit selection that
further advances the previous state-of-the-art selection.

8.3 Novel State-Of-The-Art TOF Reconstruction at

ILD

This section proposes a new cut-based selection for the TOF reconstruction that ad-
dresses most of the drawbacks of the previous state-of-the-art method. The new method
is described as follows: Firstly, the direction line of the particle in the ECAL is defined
similarly as in the previous state-of-the-art method. Then, only the ECAL hits within
a certain radius R to this particle direction line are selected in each layer. Further,
the median time is calculated based on the corrected time at the surface (Eq. (8.1)) of
all selected ECAL hits after the cut on radius R. The median is chosen as it is less
sensitive to outliers than the average. Lastly, only remaining ECAL hits within some
time interval Tcut to the median time are selected.

Radius cut R and time cut Tcut may reject all the hits and discard the particle com-
pletely if the cuts are too tight or the reconstructed shower is abnormal. However, the
algorithm is supposed to measure TOF for any particle, regardless of how “inconvenient”
the particle is for the algorithm. Discarding particles would complicate the comparison
to the previous state-of-the-art method, as the residual distributions would contain dif-
ferent sets of particles. Thus, if no hits are found within the radius cut R, or the time
cut Tcut, the cut values are loosened until at least one hit is accepted, ensuring that the
particle is not discarded.

To find optimal cut parameters R and Tcut, a scan has been performed, looking for
the RMS90 minimum with results depicted in Fig. 8.4. The optimal cut parameters are
found to be R = 10mm and Tcut = 170 ps.

Given the ILD ECAL geometry and the assumed ECAL hit time resolution, these
values can be interpreted. Figure 8.5 illustrates the coverage of the cut R = 10mm

assuming the particle enters perpendicular to the ECAL. As ILD ECAL cells have 5×
5mm granularity, the cut covers the area within the radius of two cells. This cut helps
reject back-scattered late neutrons that can leave significantly transverse hits from the
particle’s trajectory, assuming the particle leaves a MIP-like shower in the early layers. In
the deeper ECAL layers, this cut helps to reject outer parts of the shower, which may be
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Figure 8.4: RMS90 of the residual distribution of the novel hit selection with different
values of the R and Tcut assuming 50 ps ECAL hit time resolution. The yellow star
shows optimal cut values.

substantially distorted time information. Thus, generally, for the cylinder hit selection,
using ECAL hits transversely further than two cells away from the particle’s position is
not beneficial for TOF reconstruction. Given the assumed ECAL hit time resolution of

Figure 8.5: A sketch illustrating how many ILD ECAL cells are within optimal cut radius
R = 10mm shown in light green. A particle is assumed to pass perpendicularly to the
ECAL surface illustrated as a red circle. The ECAL cells within the optimal cut radius
are marked with dark green circles.
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50 ps, 99.7% of the ECAL hits are naturally smeared by the Gaussian within 150 ps to
the MC true measured hit time, which is represented by the Tcut = 170 ps cut. The time
measurements of the hits further than 170 ps to the median are likely deteriorated from
the shower propagation. Cut values need to be optimised for different ECAL granularity
scenarios and ECAL hit time resolutions individually.

The performance of the novel selection using the optimal cuts is shown in Fig. 8.6.
While little non-gaussian tails are still present, they are significantly improved com-

(a) Linear scale. (b) Logarithmic scale.

Figure 8.6: The TOF residual of π±, K±, and p reconstructed with Eq. (8.1) and Eq. (8.2)
using novel ECAL hit selection in the first ten layers assuming 50 ps hit time resolution.

pared to the previous state-of-the-art indicated by the enhanced RMS90 from 24.9 ps to
17 ps. The new distribution also features more symmetric tails. Notably, with the new
hit selection, the RMS90 is very close to the RMSfit, indicating that the non-gaussian
tails in total contain less than 10% of the total distribution. The irreducible RMStotal

can be explained by the mis-reconstruction, such as shower confusion or wrong track
extrapolation.

8.4 Neural Network TOF Reconstruction at ILD

TOF reconstruction can also be done using a NN. An NN-based TOF reconstruction
study is ongoing in parallel with this study [178]. It is based on a similar dataset, making
the direct comparison possible. As illustrated in Fig. 8.7, the developed transformer-
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based NN already shows better resolution than the novel cut-based selection presented
proposed in this study featuring 15.5 ps RMS90 in contrast to the 17 ps. The power of the

(a) Linear scale. (b) Logarithmic scale.

Figure 8.7: The TOF residual of π±, K±, and p reconstructed with the trained trans-
former neural network assuming 50 ps hit time resolution in the first ten layers. Based
on results from the reference [178].

acnn is that it can learn to filter the data and find not-so-obvious interconnections that
are tricky to utilise with a cut-based method. In principle, NNs can learn to smoothly
change the weight of hit contributions respectively according to their importance to the
TOF reconstruction. A smooth fading of hit importance can yield better results than
an abrupt cut. Hypothetically, the NN can learn to distinguish when the particle stops
propagating MIP-like and starts a shower cascade to treat those parts differently for the
TOF reconstruction. Moreover, the open problems of the speed-of-light assumption and
linear distance can also be addressed. The NN technique becomes even more critical
for future timing studies with the more realistic simulation. The hit time resolution
dependence on the deposited energy can be naturally deduced during the NN training.
At the same time, the cut-based method becomes more sophisticated as the level of
complexity grows. Thus, the real benefit of the NNs is the higher robustness once a more
realistic electronics emulation is introduced, since it can easily learn the dependence of
the time resolution on the deposited energy in ECAL cells.
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8.5 Outlook

Table 8.1 summarises the results obtained with the studied hit selections. In conclusion,

Table 8.1: Performance comparison of TOF reconstruction with the different studied hit
selections.

Selection RMSfit (ps) RMS90 (ps) RMStotal (ps) Tails (|∆T | > 50 ps) (%)

None 17.6 850.3 3127.9 ≈ 56

Previous 17.4 24.9 2415.6 ≈ 15.8

New cut-based 17.1 17.0 2180.2 ≈ 7.7

New NN-based 15.6 15.5 2316.9 ≈ 6.8

using dedicated timing layers in the ECAL with a proper ECAL hit selection, TOF
measurement of the charged hadrons can be further improved approximately by the
factor of

√
Nhits. Given the results presented in previous sections, this section gives a

brief overview of other ongoing studies on the topic, discusses open questions for future
studies and outlines the importance of detailed simulation.

The study is performed with full ILD simulation, which has a simplified time simula-
tion. In the current ILD simulation, the true time of the earliest MC contribution is used
for the hit time measurement, regardless of whether the deposited energy of the contribu-
tion is enough to surpass the threshold. The hit time resolution is simulated by smearing
the MC truth time of the earliest MC contribution in the hit with the Gaussian. It does
not feature any energy dependence that would be observed realistically. The realistic
time measurement with proper readout electronics differs substantially. The arrival time
is determined by the signal surpassing a certain discriminator threshold and may not
always be directly connected to the earliest energy deposition to the cell. The amount
of deposited energy directly impacts the signal-to-noise ratio. Therefore, the time res-
olution is substantially better for high-energetic hits. Thus, the hits in the centre of
the shower may have substantially better time resolutions than the hits further away.
Two time-wise distant shower particles hitting a single cell may spoil the pulse shape
and time measurement. The uncertainties connected with event time, synchronisation,
and calibration are not simulated. They play a crucial role and may be the dominant
contribution to the TOF measurement.

The abovementioned points highlight the differences between realistic and simplified
simulations, and their effect on the TOF reconstruction is unknown. The performed
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study strongly motivates further studies and the development of realistic time simula-
tion to understand the potential limitations of the simplified simulation. However, a
more realistic simulation needs a specific choice of technology. Understanding potential
limitations from the clock jitter and event time is essential for a realistic assessment of the
performance of the final TOF PID. Advancements in electronics readout are necessary
to achieve timing beyond 10–20 ps.

For a more realistic simulation, more sophisticated methods should be developed.
Suppose the hit time resolution becomes energy-dependent and proper threshold effects
are simulated. In that case, the performance of the TOF reconstruction algorithm
discussed in Chapter 9 is affected. Thus, reoptimisation of the proposed algorithms
has to be done when more realistic simulation is in place. A dedicated study of TOF
reconstruction at CEPC exists, assuming more realistic energy-dependent time resolution
based on CMS measurement of the hit time resolution of a silicon sensor as a function
of the deposited energy [179, 180].

Below is an overview of different aspects that can further be improved.

Time-Of-Flight Correction

The calculation of the corrected TOF defined in Eq. (8.1) can potentially be further
improved. The shower of charged hadrons does not travel at the speed of light through
the dense calorimeter medium. The speed-of-light assumption in Eq. (8.1) is sufficient for
relativistic particles but may lead to a bias for non-relativistic particles. TOF correction
with the proper particle’s velocity assumption can enhance the reconstruction, but that
needs further studies. Such correction can be implemented iteratively. At first, the
speed-of-light assumption is used to reconstruct the TOF and then the velocity β of
the particle. Then, the process can be repeated using reconstructed β instead of the
speed-of-light assumption.

This study attempted another approach to get rid of the speed-of-light assumption.
TOF has been reconstructed from a linear fit, relying on the slope of the fit to represent
the particle’s velocity β correctly. The unconstrained fit should yield better results if
the fit can measure the particle’s velocity β with enough precision. The reconstructed
TOF is then the offset of the linear function at r = 0. The concept is illustrated in
Fig. 8.8, where the TOF reconstructed from a linear fit (red star) is visibly closer to the
MC true TOF (yellow star) than the algorithm defined by Eqs. (8.1) and (8.2). From
Fig. 8.8, it is evident that the speed-of-light assumption is unreliable for low-momentum
particles, resulting in significantly overestimated TOF bias. Moreover, the definition of
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Figure 8.8: True time of ECAL hits passing new selection described in Section 8.3 (dark
circles) vs their distance to the track position at the surface. The yellow star represents
“true” TOF as defined in Section 6.4. The green star represents reconstructed TOF as
an average of Eq. (8.1) with the green line representing the speed of light. The red line
and red start represent a linear fit of the hit’s times and the reconstructed TOF as an
offset of the fit function.

the “true” TOF used in this study, presented in Section 6.4 also relies on the speed-of-light
assumption to correct for the two absorbers in front of the ECAL. Thus, the really true
TOF, inaccessible in this study due to software limitation, may be very close to the red
star in Fig. 8.8. Nevertheless, preliminary attempts using the fit method to improve the
TOF resolution made in this study did not show any improvements. The results turned
out to be significantly worse than using Eq. (8.1) and Eq. (8.2) with a new hit selection
as summarised in Table 8.1. Firstly, Fig. 8.8 illustrates an example using the hit’s true
time. Fit’s precision substantially suffers if the times are smeared with 50 ps. Moreover,
the fit is often unstable, especially with increasing momentum or if hit times are affected
by shower development, which causes them not to align on a line, resulting in values far
from meaningful. However, most attempts were made using the previous state-of-the-art
hit selection. Using the novel selection introduced in Section 8.3 based on R and Tcut has
the potential to improve the fit stability by rejecting hits severely affected by the shower
propagation. Moreover, this idea can be further expanded. So far, quite a simple fit has
been tested without constraints. Limiting the fit slope parameter, e.g., to be close to
the speed of light, may help improve the fit stability. A loss function different from χ2

100



can be attempted, e.g. Huber loss, which is less sensitive to outliers, or even an iterative
removal of high χ2 hits. Future studies may attempt a second-order polynomial fit to
correct for the slowing down of the particle. Moreover, the fit method’s performance may
be studied only in the low-momentum region and can be applied as a complementary
technique only at low momenta. All the studies of the TOF reconstruction would benefit
from the dedicated time measuring layer implemented directly at the ECAL surface to
serve as a true TOF reference from the simulation without any additional correction
factors or assumptions.

The particle’s direction is currently described as a line derived from the particle’s
momentum at the ECAL surface. The straight-line assumption is unrealistic. Ideally,
a helical or parabolic extrapolation of the particle’s direction must be used, following
the curvature of the MIP-like shower part of the particle inside the ECAL due to the
magnetic field. Thus, the travelled path along the helical trajectory should be considered.
Secondly, particles naturally travel longer distances during the shower development.
Back-scattered particles inside a shower are an extreme example of that. In principle,
a corresponding distance calibration can be studied and introduced based on the hit
position to the track. Calibrated distances may result in better TOF performance,
making more hits usable for TOF reconstruction.

Hit Selection

The hit selection can also be further studied and improved.
The selection can be based on the shower start position. The shower can be split into

the MIP-like part and the part where the considerable shower development starts. Hits
within the MIP-like part of the shower are expected to give good timing measurements
undisturbed by the shower effects. If a reliable generic shower-start finder algorithm
can be developed, it can enhance the hit selection for the TOF reconstruction. The
shower-start finder algorithm based on the sudden excess hits and energy in the sub-
sequent layer has been studied and developed for the Analogue Hadron Calorimeter
prototype [181, 182]. The algorithm shows the efficiency of correctly identifying shower
start within ±2 layers above 90%, 70–80% within ±1 layer, and ∼ 38% requiring exact
layer match. The algorithm has been tested on π± in the 10–100GeV/c momentum
range and 10GeV/c and 30GeV/c K0

L, but not on K± and p particles. Only particles
perpendicularly flying into the Analogue Hadron Calorimeter surface were considered.
In the future Higgs factory collider experiment, charged hadrons are often produced be-
low 10GeV/c momentum, as presented in Section 9.1, and at different angles. Moreover,
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an ECAL is in front of the HCAL with a different layer structure and granularity should
be taken into account. Thus, a dedicated study and reoptimisation of the algorithm at
lower momenta, various angles, and accounting for the ECAL is needed. Cross-checking
the algorithm performance for K± and p showers is also essential.

Furthermore, a cone or a paraboloid selection instead of a cylinder can be considered
and has yet to be studied. The simplified line of the particle’s direction is used for the
cylinder hit selection as a reference for the radial cut R. As mentioned above, ideally, a
helical or parabolic extrapolation of the particle’s direction must be used.

8.6 Summary

In summary, TOF reconstruction using multiple time measurements from the ECAL is
a promising technique. This technique can be used standalone or in addition to dedic-
ated timing layers. The study shows that using ECAL timing layers can improve the
TOF resolution by a factor of the number of hits as

√
N . The current state-of-the-art

algorithms presented in this chapter can still use a number of improvements to enhance
robustness and reduce number of the outliers. However, further fine-tuning of the al-
gorithms makes sense only with more realistic electronics simulation in place. Currently,
the realistic implementation needs to be converged on based on the specific technolo-
gical option. The choice of the technological option is still non-trivial and drives the
following questions. How many layers can be equipped with fast-timing without spoiling
the particle flow reconstruction or energy resolution? Alternatively, can a decent TOF
measurement be achieved using conventional silicon sensors without severe adaptations
to the fast-timing layers? Furthermore, what is the impact of the synchronisation, clock
jitter, and event time on the TOF measurement? A detailed simulation is essential to
studying TOF reconstruction using multiple time measurements from the ECAL. With
a more realistic simulation, the currently existing methods must be revised and replaced
by more sophisticated ones.
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9 Potential Applications and Impact
of TOF PID

This chapter investigates how beneficial TOF PID is by analysing π±, K±, and p from
the typical physics processes at a future Higgs factory experiment. Whether the had-
rons are produced at high or low momentum drastically affects the impact TOF PID
makes, as its momentum reach is limited. Two benchmark options for the TOF res-
olutions are discussed: “reachable” 30 ps, which is proven to be achievable by current
technologies and “challenging” 10 ps, which requires further advances in the readout and
detector technologies and is not yet feasible in the large detector systems, as described
in Chapter 7. Furthermore, two scenarios are discussed: the one where TOF PID com-
plements the dE/dx PID1, representing the detectors with gaseous tracking when TOF
PID is the only PID tool, representing the detectors with full Si detector design. The
literature overview and discussion of potential reconstruction and physics applications
then follow. This chapter motivates and serves as an entry point for more detailed
physics studies on the quantitative contributions of TOF PID for specific analyses.

9.1 Charged Hadrons’ Momentum Spectra in the

Context of Future Higgs Factories

This section overviews the momentum distribution of π±, K±, and p produced in the typ-
ical physics processes at ECM = 250GeV, namely e+e− → Z → qq̄, e+e− → W+W− →
ℓνℓqq̄, and e+e− → ZH → νµ,τ ν̄µ,τH. Additionally, the beam-induced background had-
rons are studied as well. Figure 9.1 shows that most of the produced hadrons (generator
level) have low momenta accessible for TOF PID independently of the physics process.
The most probable value of the momentum stays around 1GeV/c, for π± being slightly
below, and for p slightly above, and K± somewhere in between. The ZH process not-

1assuming dE/dx reconstruction and performance at ILD

103



(a) π±. (b) K±. (c) p.

Figure 9.1: Momentum distributions of π±, K±, and p produced in e+e− → Z → qq̄,
e+e− → W+W− → ℓνℓqq̄, and e+e− → ZH → νµ,τ ν̄µ,τH at ECM = 250GeV illustrating
the majority of hadrons are at relatively low momentum, thus accessible for TOF PID.
The polarisation assumed to be 50% eLpR and 50% eRpL for Z and ZH channels. The
WW channel used 100% eLpR polarisation.

ably contains more low-momentum particles and fewer particles above 10GeV/c. Such
distributions illustrate that a good fraction of particles can benefit from TOF PID.
These processes serve as di-jet event examples while looking into the four-jet events,
like e+e− → W+W− → qq̄qq̄, and e+e− → ZH → qq̄H and other similar, produce
similar momentum distributions, with twice as many charged hadrons from additional
hadronisation. Next, each physics process’s decay modes are compared, highlighting the
extreme scenarios with leading and soft hadrons.

Z → qq̄

Figure 9.2 illustrates how the momentum distribution depends on the hadronic decay
channel of Z boson. π± momentum distributions are identical for all decay channels. p

momentum distributions also look alike, with the gradual shift from bb̄, with the softest
protons, towards uū, with the highest momentum protons, with all other channels in-
between. It is also noticeable that there are slightly more produced protons per event in
uū than in other channels and the least in bb̄. The most noticeable difference is in K±

momentum distributions. uū and dd̄ show identical distributions for K±. K± in these
decay modes are produced directly in the hadronisation process and are not directly
associated with the quark products of Z boson. ss̄ has slightly more K± produced on
top of the uū and dd̄ distributions, especially at high momentum. These additional K±

come directly from the hadronisation of s quarks and are often leading particles, which
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(a) π±. (b) K±. (c) p.

Figure 9.2: Momentum distributions of π±, K±, and p produced in different decay modes
of e+e− → Z → qq̄ at ECM = 250GeV.

is visible by the elevated tail and larger fraction of K± beyond 10GeV/c momentum of
ss̄ compared to the uū and dd̄. Consequently, cc̄ and bb̄ produce even more K± overall
due to the additionally produced K± in the typical decay chains of D and B mesons
from c and b quarks respectively. Due to these decay chains of intermediate hadrons,
the overall momentum distribution of K± in cc̄ and bb̄ is shifted towards low momentum
compared to ss̄. Notably, cc̄ is relatively more similar to ss̄ than to bb̄. Regardless of the
decay channels of Z boson, all distributions look overall alike with similar peak positions
around 0.5GeV/c for π±, 1GeV/c for K±, and 1.5GeV/c for p.

W+W− → ℓνℓqq̄

Figure 9.3 shows momentum distributions for the W+W− → ℓνℓqq̄ decay channel with
similar properties to the ones shown in Fig. 9.2 for the Z → qq̄. For Fig. 9.3, only
left-handed electrons and right-handed positrons were considered (eLpR), as the other
polarisation option is strongly suppressed in this process. The polarisation impacts the
final cross-section of the physics channel. However, it is not expected to impact the
momentum distribution of hadrons discussed in this section. The semileptonic decay
channel is chosen to be comparable to the di-jet Z → qq̄ channel and to illustrate the
decay properties of a single W boson. The fully hadronic WW decay channel is then
comprised of all combinations of the possible decay channels of a single W . Similar to
Z → qq̄, there is no difference in π± and p distributions for different hadronic decay
modes. K± produced in ud̄ (dū) shown in Fig. 9.3b in blue are only produced directly
in the hadronisation and feature softest K±. us̄ (sū) and cs̄ (sc̄) in pink and red feature
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(a) π±. (b) K±. (c) p.

Figure 9.3: Momentum distributions of π±, K±, and p produced in different decay modes
of e+Re

−
L → W+W− → ℓνℓqq̄ at ECM = 250GeV.

hardest K± produced from the s quark. cd̄ (dc̄) in green features more high-momentum
K± than the softest scenario of K± produced directly in hadronisation process ud̄ (dū),
but less than the decay modes directly to the s-quark, as part of the momentum is being
lost during the D meson decays to K± and other decay products.

ZH → νµ,τ ν̄µ,τH

Figure 9.4 shows momentum distributions for the e+e− → HZ, which is the most im-
portant process for measuring the properties of the Higgs boson. The general pattern is

(a) π±. (b) K±. (c) p.

Figure 9.4: Momentum distributions of π±, K±, and p produced in different decay modes
of Higgs boson in e+e− → HZ → νµ,τ ν̄µ,τH at ECM = 250GeV.

similar to the Z → qq̄ and W+W− → ℓνℓqq̄ processes presented above. The momentum
distributions peak at similar values and mildly depend on the decay mode of the Higgs
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boson, except outstanding H → gg and H → ss̄. H → gg notably differs from other
decay modes, producing almost twice the number of charged hadrons as other processes
with the highest fraction of hadrons at low momentum. H → ss̄ features hardest K± and
p among all decay channels, evident from the large, 28.7% for K± and 20.0% for p frac-
tion of particles above 10GeV/c momentum, shown in Fig. 9.4 in the legend. H → cc̄

illustrates somewhat intermediate values between the hardest hadrons from H → ss̄

and the rest decay channels. The decay modes of Z and W bosons in H → WW and
H → ZZ are not further classified, thus allowing all possible decay modes, leptonic,
hadronic, and semileptonic, explaining slight deviations of these decay channels from
Z → bb̄ and Z → ss̄.

Beam Background Overlay

During the simulation, each generated physics process is overlayed with the particles
coming from the beam background, as described in Chapter 5. These particles are
independent of the physics process but heavily depend on the parameters of the incoming
beams defined by the accelerator facility. In particular, the beam background wildly
differs for linear and circular collider options. Due to its known low momentum, rejecting
beam background is one of the potential applications of the TOF PID. The momentum
distributions above explicitly exclude overlayed particles from the beam background
and illustrate only the hadrons produced directly in the physics processes. The beam
background hadrons from γγ → low pT hadrons overlay are presented in Fig. 9.5. The

(a) π±. (b) K±. (c) p.

Figure 9.5: Momentum distributions of π±, K±, and p produced in the ILC-like beam
background γγ → low pThadrons at ECM = 250GeV.

beam background’s momentum distributions have distinctly different peak positions that
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shift towards lower momentum. The momentum distributions presented above strongly
encourage further analysis of the impact of TOF PID.

However, the distributions above illustrate particles at the generated level. PID is
possible only on the reconstructed particles. The momentum distributions for the re-
constructed particles may differ substantially, as many particles may be missed due
to the detector’s acceptance, limitations of pattern recognition, or other reasons. The
limitations of the reconstruction are further addressed and discussed in Section 9.2.

9.2 Limitations of the Reconstruction

To study TOF PID impact on physics, the efficiency (separation power) curves obtained
in Chapter 6 can be combined with the momentum distributions of produced π±, K±,
and p presented in Section 9.1. However, firstly, one must account for the limitations of
detector acceptance, pattern recognition, and reconstruction in general. The two phys-
ics channels are selected to showcase the impact of TOF PID, H → gg and Z → ss̄.
These channels serve as extreme example scenarios, with H → gg illustrating the highest
fraction of low-momentum K± and Z → ss̄ is an example with the most leading K±.
The momentum distributions of other physics channels lie between these two extremes,
and the impact of TOF PID on them can be roughly interpolated. In principle, this
section’s study can be performed with any arbitrary momentum distribution spectrum
one is interested in studying. Figure 9.6 shows the evolution of the momentum dis-
tribution of the generated charged hadrons when additional reconstruction properties
are required. The Z → ss̄ process is chosen as an example case, and the limitations

(a) π±. (b) K±. (c) p.

Figure 9.6: Momentum distributions of generated and reconstructed π±, K±, and p from
Z → ss̄ at ECM = 250GeV.
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for other physics processes are expected to be similar. Blue curves represent the total
momentum distribution of all generated particles. The blue curves correspond to the
momentum distributions discussed in Section 9.1. The below pink curves showcase only
particles with the reconstructed particle flow object (PFO) that have only one track, as
is expected for most of π±, K±, and p. The relatively large fraction of particles is not
reconstructed with a track, especially prominent below 1GeV/c. The drop between the
blue and pink curves represents the drop in the tracking efficiency at low momentum,
detector acceptance and efficiency of creating PFO objects. Notably, the sudden drop
of K± above 1GeV/c is most likely caused by the PandoraPFA creating the PFOs, as
no drop of tracking efficiency at this momentum is expected. It is especially relevant
for reconstructing secondary vertices, as the current LCFIPlus software relies on the
PFOs, not separate tracks, to form the vertices. Therefore, LCFIPlus misses a vital
input for flavour tagging by missing a considerable fraction of K±. In principle, the
fraction of particles in the pink curves can be further increased by optimising the re-
construction. The PandoraPFA used for creating PFOs is optimised for the jet energy
resolution and not necessarily for tracking performance, which can be optimised for PID
purposes. The particles in the pink curves with the reconstructed track are accessible
for dE/dx PID but not necessarily for TOF PID. TOF PID requires the endpoint with
the corresponding time measurement. However, the particles with low momentum can
decay in the tracking volume without reaching the outer tracker or calorimeter. The
following green lines show the reconstructed particles with a track, excluding particles
decayed inside the tracking volume. These particles can be assumed to reach the outer
tracker for TOF measurement and be accessible for TOF PID. A substantial amount
of low momentum particles decay in the tracking volume, limiting the impact of TOF
PID overall, especially for overlay rejection. The last red curves show particles with the
reconstructed track and shower, which look similar to the green curves. The particles
from the red curves are accessible for TOF PID using timing in the calorimeter, as
presented in Chapter 7. However, the shower confusion is not considered in Fig. 9.6.
Especially in the endcap, the reconstructed shower may contain substantial energy de-
posits from different particles, making TOF PID more challenging at low momentum.
The shower confusion likely heavily depends on a physics process and is a potential
challenge for TOF PID with calorimeter information. With the dedicated timing outer
tracking and no needed track-shower matching, no such problems exist. However, the
intrinsic resolution of the sensor then drives the time resolution.
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9.3 TOF PID Impact in the Context of Future Higgs

Factories

This section discusses TOF PID as a complementary tool for dE/dx and as a standalone
PID tool assuming two TOF resolution scenarios 30 ps and 10 ps. Only non-decaying
particles (particle flow object) with a single track, corresponding to the green curves
in Fig. 9.6, are considered. Excluding those particles hides the actual performance
of dE/dx PID for comparison with TOF PID on the same dataset of particles. The
two physics processes are analysed, e+e− → Z → ss̄ which features the hardest K±

momentum spectrum, and e+e− → ZH → gg with the softest K± spectrum. The im-
pact of TOF PID is assessed by multiplying the PID efficiency obtained as discussed in
Chapter 6 by the number of particles per event, which are considered signals, in a given
momentum bin. The resulting distribution illustrates the fraction of identified particles.
Similarly, the momentum distribution of the background particles is multiplied by the
mis-id rate to represent the fraction of the background particles misidentified as signals.
Figure 9.7 illustrates that there are substantially more π± produced than K± and p in
physics processes discussed in this section. It highlights that the π± are major back-

(a) e+e− → Z → ss̄. (b) e+e− → ZH → νµ,τ ν̄µ,τgg.

Figure 9.7: Fractions of reconsructed with a track and not decayed in a tracker π±,
K±, and p in e+e− → Z → ss̄ and e+e− → ZH → νµ,τ ν̄µ,τgg physics processes at
ECM = 250GeV illustrating a dominance of π± background.

ground contributors to the K± PID. Considering a large fraction of π±, the PID may
be interpreted more like a tool for rejecting π± than identifying K±. To be consistent
with the results shown in Chapter 6, this section’s analysis is performed at the working
point where rmisID = 1 − ε. However, in future physics analyses, the working point
may be readjusted to the higher purity working point to suppress large π± background,
according to the needs of a particular analysis. Figure 9.8 shows what fraction of had-
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rons are affected by the different PID options. The dotted lines show the performance

(a) e+e− → Z → ss̄. (b) e+e− → ZH → νµ,τ ν̄µ,τgg.

Figure 9.8: Momentum distributions of identified K± and misidentified π± as K± with
dE/dx PID and dE/dx PID combined TOF PID with 30 ps and 10 ps TOF resolution
per particle.

of only dE/dx PID, using dE/dx performance at ILD. The red dotted lines represent
the fraction of correctly identified K±, and the dotted blue lines represent the fraction
of misidentified π± background as K±. In the 1–2GeV/c momentum range, the per-
formance of dE/dx PID drops due to the Bethe-Bloch curves overlapping at 1GeV/c.
While the momentum spectrum of K± having a track and not decaying in the tracker
drops shortly below 1GeV/c, the blind spot of dE/dx is still visible. At this point,
the identification is equivalent to random guessing. As there are substantially more π±

particles in the analysed physics processes than K±, the number of misidentified π±

goes far above the plotting range. Only around 1.8GeV/c momentum the number of
misidentified π± and correctly identified K± become equal, further improving at higher
momenta. Figure 9.9 shows a zoomed-out version of Fig. 9.8 top illustrate how much π±

background mixed in at low momentum at the blind spot of dE/dx PID. The dashed
and solid lines represent the performance of the dE/dx PID combined with the TOF
PID assuming 30 ps (10 ps) TOF resolution per particle in dashed (solid) lines. The
black lines represent the total momentum distribution of K± illustrating the efficiency
of hundred per cent ε = 100%. The efficiency of the dE/dx combined with TOF PID
is visually very close to the perfect ID across all momentum ranges. The two resolution
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(a) e+e− → Z → ss̄. (b) e+e− → ZH → νµ,τ ν̄µ,τgg.

Figure 9.9: A zoomed-out version of Fig. 9.8.

options 30 ps and 10 ps are significantly overlapping with efficiency ε > 95%, making no
visible difference on the plots. Nevertheless, the comparison of their performance can
be judged by the mis-ID rate. Having TOF PID even with 30 ps reduces the mis-ID
rate in the blind spot by a factor of ten compared to only dE/dx. Furthermore, starting
from the 0.8GeV/c, the number of background π± becomes smaller than the number
of correctly identified K±. The overall number of the misidentified π± is substantially
reduced, noticeable up to 5GeV/c momentum compared to the dE/dx only PID. The
improvement of the TOF resolution from 30 ps down to 10 ps can be seen from the com-
parison of blue dashed and solid lines. While the change in efficiency is visually not
noticeable, the mis-ID can be further reduced by a considerable factor, at most three, in
2.5–8GeV/c momentum range. The effects on the different physics processes are qualit-
atively no different. e+e− → Z → ss̄ is chosen as an example containing larger fraction
of leading K±, and e+e− → ZH → νµ,τ ν̄µ,τgg as the one with the softest K±. How-
ever, the momentum distributions of π± look relatively similar and independent from
the physics process. As the main improvements come from reducing the π± background,
no significant difference is observed between different physics processes, as the identi-
fication efficiency is relatively high throughout all momenta. TOF PID, in combination
with dE/dx, benefits overall K± ID by reducing a substantial amount of π± background
and improves overall purity independently of the physics process.

The results discussed here may differ for the higher-purity working point. For the
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actual physics analyses, rmisID = 1 − ε working point is often suboptimal due to the
high abundance of π±. Usually, the working point with a higher purity is used. Using
a high-purity working point reduces π± background substantially and decreases the
efficiency. As a result, the difference in K± ID efficiency improvement between dE/dx,
TOF 30 ps, and TOF 10 ps may become more prominent and noticeable. At the same
time, the background rate may appear similar, as the high-purity working point heavily
suppresses it. Notably, the higher-purity working point may show PID performance
dependence on the physics process depending on more soft or hard K± spectra. While
the difference at rmisID = 1 − ε may not be visible, as the π± momentum distributions
are identical across different physics processes.

The scenario of the PID without dE/dx, when TOF PID is the only available option,
is illustrated in Fig. 9.10 TOF PID with 30 ps TOF resolution per particle, shown in

(a) e+e− → Z → ss̄. (b) e+e− → ZH → νµ,τ ν̄µ,τgg.

Figure 9.10: Momentum distributions of identified K± and misidentified π± as K± with
TOF PID with 30 ps and 10 ps TOF resolution per particle.

dashed, shows an excellent performance up to 3GeV/c momentum, at which point the
efficiency begins to drop and mis-ID rate starts to increase rapidly ending up at a
random guess level at high momenta. With only TOF PID available, the difference in
performance between 30 ps and 10 ps is more noticeable. Without a dedicated high-
momentum PID tool, TOF PID can still provide a good PID up to 7GeV/c momentum
with 10 ps per particle. The mis-ID is then improved by a factor of two to three in 2–
12GeV/c momentum range (solid blue lines) compared to the 30 ps (dashed blue lines).
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The efficiency of K± ID is also improved, illustrated by red lines.
Similarly to the K± ID discussed above, the p ID is analysed considering K± as

background particles, which is further shown in Figs. 9.11 and 9.12. A similar conclusion

(a) e+e− → Z → ss̄. (b) e+e− → ZH → νµ,τ ν̄µ,τgg.

Figure 9.11: Momentum distributions of identified p and misidentified K± as p with
dE/dx PID and dE/dx PID combined TOF PID with 30 ps and 10 ps TOF resolution
per particle.

for the TOF PID for p ID can be drawn with an even higher impact due to the better
momentum reach and generally higher separation power. In particular, the efficiency of
p ID of only dE/dx, shown in Fig. 9.11 in dotted red, remain noticeably below 90% after
the blind spot slightly above 2GeV/c momentum. It is also visible by the separation
power plots, presented in Chapter 6, as the dE/dx K/p separation power remains around
two even at high momentum. TOF PID substantially extends and complements dE/dx

PID. Even with TOF PID only, a significant amount of protons are covered by TOF
PID.
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(a) e+e− → Z → ss̄. (b) e+e− → ZH → νµ,τ ν̄µ,τgg.

Figure 9.12: Momentum distributions of identified p and misidentified K± as p with
TOF PID with 30 ps and 10 ps TOF resolution per particle.

9.4 Reconstruction PID Applications

This section provides an overview of the potential reconstruction applications for PID.
Applications discussed are track refitting, vertex reconstruction, V0 ID, flavour tagging,
kinematic fitting, and correction of missing neutrino momentum in b/c jets. The impact
is studied assuming perfect PID, preselecting K± and p based on the MC true informa-
tion. All K± and p with the timing information in the calorimeter from e+e− → Z → qq̄

and e+e− → WW → qq̄qq̄ at ECM = 250GeV are used. The exact physics processes are
unimportant for this study and have been chosen for practical reasons, explicitly aiming
for more available K± and p with the information available at the hit level.

K± and p Track Refiting

PID can be used to refit the low-momentum tracks with their true mass hypothesis. The
mass hypothesis in a track fit is used for energy loss correction. All tracks are fitted
with the π± mass hypothesis by default. Fitting a track with π± mass hypothesis is a
common practice as π± are the most commonly seen particles, and the discrepancy is
negligible at high momentum. However, the wrong mass hypothesis can lead to biased
track parameters and wrong track parameter uncertainties at low momentum when the
energy loss is considerable. The prominence at low momentum makes TOF PID a
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primary candidate for providing the correct mass hypothesis.
The potential impact of using a true mass hypothesis in a track fit on the track para-

meters is then studied. K± and p tracks fitted using the π± mass hypothesis in the
standard ILD reconstruction are compared with the tracks formed from the same hits
but fitted using their proper mass hypothesis. Figure 9.13 shows the five track paramet-
ers Ω, tanλ, d0, z0, and φ, as defined in Section 5.2, as a function of the momentum
reconstructed at the IP when fitted with the π± and true mass hypothesis compared to
the true track parameters calculated from the momentum of the particles at the MC
true level. Most of the track parameters remain unaffected by the fit mass hypothesis,
except the curvature Ω, depicted in the first row in Fig. 9.13. Low-momentum particles’
curvature Ω, below 1GeV/c, becomes visibly overestimated, which is appropriately cor-
rected using the true mass hypothesis. The effect is more prominent on p due to their
heavier mass and is milder on K±. Figure 9.14 illustrates residuals normalised by the
reconstructed uncertainties of the track parameters (pulls). Considering uncertainties
highlights the impact of a true mass hypothesis fit even better. Ideally, the standard
deviation of the pull distributions shown in Fig. 9.14 must be as close to one as possible.
A standard deviation larger than one indicates that uncertainties are generally too small
and underestimate the discrepancy between reconstructed and true values. The stand-
ard deviation smaller than one indicates that uncertainties are generally too big and
overestimate the discrepancy between reconstructed and true values. Fitting the tracks
using the true mass hypothesis, shown in red in Fig. 9.14, improves the pull’s standard
deviations closer to one compared to the default fitting with the π± mass hypothesis.
The improvement is most prominent for the curvature of p shown in Fig. 9.14d, where
the red distribution is less biased and additionally has a smaller standard deviation.
However, the uncertainties of all track parameters improve, becoming larger and more
realistic. Thus, low momentum K± and p track parameters and their uncertainties can
be refined with low-momentum PID, such as TOF PID.

It is worth noting that Fig. 9.13 and Fig. 9.14 illustrate the impact assuming perfect
PID. As discussed in Section 9.2, TOF PID is limited at low momentum, as the particles
need to reach the timing layer at the end of the tracker or in the calorimeter, and dE/dx

PID has blind spots. Taking PID efficiencies into account must yield a less significant but
more realistic impact on track parameters. Further studies are encouraged to establish
the realistic effects of overall PID and the contribution of TOF PID.

Potential improvements from the track refitting with the true mass hypothesis im-
prove the overall quality of the event reconstruction. There are a few potential re-
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Figure 9.13: Residuals of track parameters of K± and p as a function of the momentum
comparing the default track fit using π± mass hypothesis and refit using true K± or p
masses respectively.

117



(a) Ω of K±. (b) tanλ of K±. (c) d0 of K±.

(d) Ω of p. (e) tanλ of p. (f) d0 of p.

(g) z0 of K±. (h) φ of K±.

(i) z0 of p. (j) φ of p.

Figure 9.14: Track parameter residuals normalised by their uncertainty (pulls) for K±

and p with p < 2GeV/c comparing the default track fit using π± mass hypothesis and
refit using true mass hypothesis.
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construction applications, but they are not game-changing. As discussed below, better
low-momentum track parameter uncertainties can be utilised for vertex reconstruction
and kinematic fitting. However, the magnitude of the impact on the level of physics
analyses remains to be seen and requires dedicated studies.

Secondary Vertex Reconstruction

PID can be used to improve vertex reconstruction. As discussed above, PID used for the
track fit results in more realistic track parameter uncertainties. Track parameters and
their uncertainties, in particular d0 and z0, play a crucial role in the vertex reconstruction.
It is natural to expect that more realistic uncertainties can improve vertex reconstruction.

This section tests the PID impact on the secondary vertex reconstruction algorithm.
Secondary vertices typically consist of only 2–3 tracks and only occasionally more. Thus,
individual track parameters of each track are important. The impact on primary vertices
is expected to be negligible, as they are reconstructed from a relatively large number
of tracks, and the high-momentum tracks with small uncertainties usually drive their
uncertainties.

Vertex reconstruction is crucial for flavour tagging and many physics analyses. For
example, tracks from the secondary vertices are used for b/c quark charge measurement
to determine their couplings from the polar angle spectrum [183]. The importance of a
high-quality vertex reconstruction motivates this study.

This study uses the LCFIPlus secondary vertex reconstruction algorithm. It is the
default secondary vertex reconstruction algorithm used by ILD. In order to understand
the potential PID impact, the secondary vertex reconstruction algorithm needs to be
understood in detail. This section describes the LCFIPlus algorithm and discusses
potential entry points for PID. The improvements from using PID directly and better
tracking parameter uncertainties, as mentioned above, are discussed.

The secondary vertex reconstruction is performed with LCFIPlus v00-10-012. Fig-
ure 9.15 shows a comprehensive overview of the LCFIPlus secondary vertex reconstruc-
tion algorithm with all the values, as used in the standard ILD reconstruction. Here is
an overview of the LCFIPlus algorithm presented in Fig. 9.15. LCFIPlus uses a col-
lection of PFOs as an input. As a side note, ideally, tracks should be used. Sometimes,
PandoraPFA fails to reconstruct PFO from a reconstructed track. Thus, such tracks
are not considered by the LCFIPlus, which may result in ∼ 3% tracks discarded [183].

2https://github.com/lcfiplus/LCFIPlus/tree/v00-10-01
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Figure 9.15: Flowchart of the LCFIPlus secondary vertex reconstruction in ILD stand-
ard reconstruction.
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Firstly, a selection of good PFOs is performed by selecting potential candidates to form
secondary vertices. Secondly, all combinations of the selected potential PFO candidate
pairs are tested to form a vertex. Thirdly, if the pair of PFOs passes the criteria to form
a secondary vertex, the V0 candidate criteria are checked to mark the potential vertex
as V0. Fourthly, vertex fit is performed, and the vertex is formed if the fit succeeded
with the acceptable χ2. Then, non-V0 vertices are checked for other PFO candidates
that can be potentially attached to the vertex and form a 3+ prong vertex. Lastly,
PFOs from the reconstructed primary vertex are checked if their χ2 is better with the
secondary vertex. If so, PFOs reconstructed in the primary vertex are moved to the
secondary vertex. LCFIPlus v00-10-01 used in this study, has a bug, where PFOs are
not moved but copied. Thus, in some PFOs are attached to both primary and secondary
vertices simutaneously3. PID can be used in a few places of the vertexing algorithm:
track (PFO) selection, pairing, and vertex fit, which are discussed below.

The track selection can benefit from more realistic track impact parameter uncer-
tainties obtained from refitted tracks with the true mass hypothesis. The top block in
Fig. 9.15 shows all tunable cuts for the track selection. In standard ILD reconstruction,
only the cuts depicted in the first row are used. Impact parameters and their uncer-
tainties are crucial in the track selection. Refitted tracks with the true mass hypothesis
generally show relatively larger but more realistic uncertainties impacting the track se-
lection. Larger uncertainties cause fewer tracks to pass impact parameter uncertainty
cuts σd0 < 0.1mm and σz0 < 0.1mm. Thus, the track selection becomes tighter with the
constant cut values but not necessarily better, even with more realistic uncertainties.
Figure 9.16 illustrates that, indeed, cuts on uncertainties noticeably suppress refitted
K± and p tracks with their true mass compared to the same tracks fitted with π± mass
hypothesis. About a few per cent less refitted tracks pass impact parameters uncer-
tainty cuts, resulting in a tighter selection. The tighter selection shifts the algorithm
to a different working point with an improved background rate but worse efficiency.
Thus, tracks refitted using their true mass hypothesis, in principle, can improve track
selection of the vertex reconstruction, but quantitative assessment requires dedicated
studies. In order to properly understand the potential benefits, different cuts represent-
ing identical background rates should be compared. The different working point makes
the judgement about the PID impact on further stages of the algorithm challenging.
Ideally, the LCFIPlus track selection cuts must be re-optimised. However, note that
re-tuning LCFIPlus parameters is not considered a worthwhile effort. Many upcoming

3https://github.com/lcfiplus/LCFIPlus/issues/66
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(a) K±. (b) p.

Figure 9.16: Number of K± and p PFOs with p < 1GeV/c passing the LCFIPlus track
selection from Fig. 9.15 at different cut stages.

machine learning (ML) tools already outperform LCFIPlus. The next section clearly
illustrates the advancements of the ML algorithms. Thus, the results discussed here are
a conservative estimate hindered by the LCFIPlus performance. Using modern ML
tools that utilise as much information as possible, including PID, may better reveal the
importance of the PID. Thus, the PID impact on further stages of LCFIPlus is not
quantitatively studied in detail but only qualitatively discussed.

PID can be utilised to improve track pairing. In LCFIPlus, a pair of tracks form a
vertex when two conditions are met, depicted at the top of a second block in Fig. 9.15.
The invariant mass of the two PFOs must be less than 10GeV/c2 and less than the least
energy of the two PFOs. Moreover, similar cuts are checked to match additional tracks
to the 3+ prong vertices. All charged hadron PFOs are default assigned the π± mass.
When PFOs have been identified, their mass is set to the corresponding mass of the π±,
K±, or p. PFO masses directly impact the invariant mass calculation used in the cut.
While the motivation for these particular cuts may not be obvious, according to private
communications with authors, this cut aims to reduce the background of fake vertices.
The cuts are optimised for relativistic tracks, for which the rest of the mass can be
neglected, and are not meant to account for different PFO masses. The cut is expected to
show degraded performance if used with PFOs, where the proper mass is used. However,
performance degradation is a software limitation rather than a conceptual one, as, in
principle, the proper PFO mass must not affect track pairing in the worst-case scenario
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and only help if it gives usable information. Thus, PID can potentially be used to
improve track pairing and track matching for 3+ prong vertices. However, the pairing
selection criteria must be severely overhauled to account for different particle species.
Determining the extent of the benefits requires detailed studies.

PID can be potentially utilised to improve the V0 selection criteria of LCFIPlus. In
case two PFOs have been paired to form a vertex candidate, several checks are performed
for V0 hypothesis, shown in the central region in Fig. 9.15. It is a crucial part of the
LCFIPlus vertex reconstruction as the treatment of V0 and other vertices significantly
differ. V0 vertices are constrained to have exactly two oppositely charged tracks, and
vertex fit is considered successful when χ2 < 2. If a pair of tracks does not pass the V0

criteria, they are fitted with a looser cut χ2 < 9. If the fit is successful, the vertex is not
constrained to exactly two tracks, and other track candidates are searched to form a 3+
prong vertex with similar cuts to the vertex pairing. Correctly identifying V0 vertices
close to the IP is essential for separating them from secondary vertices produced by the
short-lived particles such as D and B mesons. The PID of V0 decay products can be
used directly for testing the V0 hypothesis. Notably, the LCFIPlus criteria for the Λ0

hypothesis always assumes p as the leading particle, which can be improved if one particle
is identified as p. Besides V0 selection inside LCFIPlus, ILD reconstruction has another
dedicated V0 finder 4 for displaced particles, leaving V0 signature inside the TPC, which
can also benefit from PID. Thus, PID has a potential benefit for separating V0 vertices
from the vertices of short-lived D and B mesons, which are crucial for flavour tagging.
That involves changes to the vertex algorithm and detailed performance studies.

Refitted tracks with a true mass hypothesis can be utilised for the vertex fit. d0

and z0 uncertainties primarily contribute to the χ2 of the track during the vertex fit.
Larger d0 and z0 uncertainties reduce the track’s χ2, which overall makes tracks more
likely to be merged into a vertex with a constant χ2 cut criteria. Likewise, with a track
selection, more realistic track uncertainties should, in principle, result in a better vertex
reconstruction. In order to evaluate potential improvements in vertex reconstruction
efficiency, χ2 < 2 and χ2 < 9 cuts need to be optimised with the new and more realistic
uncertainties.

More realistic uncertainties of track impact parameters must translate into more real-
istic uncertainties of the vertex positions. Figure 9.17 illustrates normalised residuals of
the z position of the secondary reconstructed vertices. The vertices reconstructed from
the refitted (default) tracks with more realistic (unchanged) uncertainties are shown

4https://github.com/iLCSoft/MarlinReco/tree/master/Tracking/V0Finder

123

https://github.com/iLCSoft/MarlinReco/tree/master/Tracking/V0Finder


(a) Vertices with K±. (b) Vertices with p.

Figure 9.17: Normalised residuals of the z position of the reconstructed secondary ver-
tices with the K± (left) and p (right) PFOs with p < 2GeV/c. Only vertices successfully
reconstructed using default tracks (black) and refitted tracks with the true mass hypo-
thesis (red) simultaneously are plotted.

in red (black). Only the vertices reconstructed with correct prongs on the MC true
level with both default and refitted track scenarios are considered. As discussed above,
refitted tracks result in tighter selection and many vertices are lost, significantly redu-
cing statistics in Fig. 9.17. Figure 9.17 shows the impact only on the vertex position
of directly comparable vertices between two scenarios. The cases where the vertex is
reconstructed in one scenario and is not reconstructed in another are not plotted. The
requirement of correctly identified prongs on the MC true level ensures that the vertex
position is unaffected by additionally accepted or missed tracks. Thus, Fig. 9.17 dir-
ectly translates the improvement track parameter uncertainties to the vertex position
uncertainty. There seems to be a slight improvement, evident by the standard devi-
ations of the distributions closer to one. However, the improvement is likely hindered
by severely non-optimised vertex reconstruction for refitted tracks. The effects on x and
y are similar, and the z position is shown as an example.

So far, the effects of perfect PID on the vertex reconstruction have been discussed.
After realistic PID efficiency and momentum reach are considered, the effects will be
reduced. Moreover, in the detectors with the gaseous tracker, dE/dx PID and TOF
PID are complementary to each other. Thus, whether the main contribution comes
from dE/dx PID or TOF PID needs further assessment. Nevertheless, further studies
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of PID impact on vertexing must be performed with the more modern ML vertexing
algorithm.

Jet Flavour Taging

Jet flavour tagging is a technique for identifying the origin of the jet before hadronisation,
i.e., the specific quark flavour: b, c, s, u, d or a gluon g. Secondary vertices and strange
particles, e.g. K±, play a crucial role in flavour tagging. b and c jets feature secondary
and tertiary vertices from the D and B meson decays and leading strage particle. s

jets feature leading strange particles but no secondary vertices. In particular, s jet ID
is impossible without K± ID, as then their signature becomes undistiguishable from
light u, d, and g jets. u and d jets feature no secondary vertices and no leading strange
particle. g jets feature more constituents on average than q jets.

Modern flavour tagging tools use advanced ML techniques. Not so long ago, flavour
tagging techniques only used the kinematic variables of the jet and only a (few) first
leading constituent(s) in a jet. Modern ML techniques utilise as much information as
possible and include information about all constituents in the jet. They use kinematic
variables and the PID assessment of each constituent. For example, the analysis of
H → ss̄ introduced a novel flavour tagging algorithm based on recurrent neural net-
work combined with the multilayer perceptron trained on the fully reconstructed at
ILD MC samples of e+e− → Z(→ νν̄)H(→ qq̄/gg) at ECM = 250GeV [93]. Another
novel algorithm based on ParticleNet [184] with a graph neural network architecture
has been presented trained on Delphes fast simulated with IDEA MC samples of the
same e+e− → Z(→ νν̄)H(→ qq̄/gg), but at ECM = 240GeV [185]. Recently, another
jet-origin identification algorithm based on ParticleNet has been presented and assessed
with the full simulation of the CEPC “Baseline” detector on similar physics events [186].
All three examples above use PID information of the constituents. The former example
uses ten leading jet constituents, while the latter two, based on ParticleNet, use the
information on all jet constituents. Therefore, the PID became another essential input
parameter of modern flavour tagging tools. The PID of all particles within the jet be-
comes relevant, not only of the leading particle. As can be seen from the discussed above
momentum spectrum plots of charged hadrons presented in Sections 9.1 and 9.2, e.g. in
Fig. 9.6, TOF PID has a great potential to contribute to the modern flavour tagging
tools, as the momentum of most jet constituents is covered by TOF PID.

Figure 9.18 showcases plots from three studies mentioned above highlighting flavour
tagging efficiencies with different PID options. The crucial role of PID for s jet ID vs
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(a) The s jet tagging efficiency vs. light
jet background rejection assuming different
PID scenarios from the reference [93].

(b) The s jet tagging efficiency vs. light jet
background rejection assuming different PID
scenarios from the reference [185].

(c) The jet tagging efficiency assuming
different PID scenarios from the refer-
ence [186].

Figure 9.18: Three studies featuring modern jet flavour tagging techniques illustrating s
jet tagging performance impacted by K±ID. See references for details.

light jets is shown in Figs. 9.18a and 9.18b. The “No PID” scenario in dash-dotted light
yellow in Fig. 9.18a represents the NN performance trained without any provided PID
information of the particles in a jet, resulting in the performance of NN being equivalent
to random guessing. The “Full PID” in blue in Fig. 9.18a represents the NN performance
trained using MC true PID information of the particles in a jet, illustrating the area
under the curve 0.766. Curves in-between mimicking perfect PID only up to a certain
momentum indicated in the legend. Notably, low-momentum PID, e.g. TOF PID, yields
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a noticeable contribution as well. The PID below 10GeV/c momentum improves area
under the curve to 0.63 from the random-guess level of 0.5. In Fig. 9.18b, different
PID scenarios at IDEA are explored, highlighting that dN/dx PID provides excellent
s jet tagging efficiency, which improves to almost perfect when combined with TOF
PID assuming 30 ps TOF resolution per particle. The results in Fig. 9.18c reinforce the
importance of K± ID on s jet ID. Thus, it is evident that PID is an essential tool for s

jet tagging.

Jet Charge Measurement

Measuring the jet charge is important to distinguish between quark and antiquark for
the forward-backwards asymmetry measurement AFB to measure processes cross-section.
There are three conceptually different methods to measure jet charge. The first method
is to sum up the charge of all particles related to the quark. For example, this can be
performed on the reconstruction level by summing up the charge of all reconstructed
particles of the reconstructed secondary vertices from the identified B and D meson
decays [183]. Alternatively, this can be done by using all particles in the jet, weighting
the charge with the particle’s energies [187]. The second method is to rely on the charge
and the PID of the leading particle, as a charge of the leading particles is typically
correlated with the quark charge. The third method is by using a NN.

The PID can be useful for all methods. The first method does not rely on PID directly.
However, as discussed above, PID can improve performance indirectly by improving
vertex reconstruction and flavour tagging. The second method uses PID directly for
leading particles. Thus, high-momentum PID is important for leading particle jet charge
measurement. Usually, two approaches are combined to enhance jet charge measurement.
Thus, PID performance contributes to the final result. Figure 9.19 illustrates the charged
hadron PID effect on the two methods. The “WJC” methods, referred to in the text as
the first method, yield constant performance independently of the PID performance, as
it sums the charge of all particles in the jet independently of their species. The “LPJC”
methods, referred to in the text as the second method, degrade with PID performance.
The effect is more noticeable for the c jets than for the b jets. Thus, combining the two
methods (HFJC) also declines with a higher mis-ID rate.

Recent studies presented a novel NN-based jet-origin identification algorithm [186].
This method combines flavour tagging and charge measurement and is expected to pro-
duce the quark-ID including the charge measurement, as shown in Fig. 9.20. The de-
veloped NN takes all kinematic and species information of all final-state particles in the
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Figure 9.19: Jet charge tagging efficiency vs mis-ID of the charged hadron PID for b and
c jets using different methods. “WJC” is the weighted charge method. “LPJC” is the
leading particle method. “HFJC” is the combination of the two. [187].

Figure 9.20: The confusion matrix of identified jet origings from νν̄H, H → jj at ECM =
240GeV. Perfect particle identification of leptons and charged hadrons is assumed. The
matrix is normalised to unity for each row [186].

jet. The exact contribution of the charged hadron PID for the jet charge measurement
is not yet studied when using a NN algorithm. However, it is evident that PID is one of
the contributing parameters for the excellent performance of the algorithm.
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Kinematic Fitting

Kinematic fitting is a technique that improves the precision of a final measurement
by varying the measurements within their uncertainties and constraining them with
conservation laws, e.g. momentum and energy conservation. It can be used to improve
jet energy and di-jet invariant mass resolutions. For example, it has been used at Large
Electron-Positron Collider to improve the W mass measurement [188]. Moreover, many
future linear collider studies rely on Kinematic fitting technique [189–193], which is
implemented as a dedicated “MarlinKinFit” package within Marlin framework [194, 195].
The uncertainties of the four-momentum of PFOs and jets play a crucial role in the
kinematic fitting. As discussed above, using PID for the track fit can improve track
parameter uncertainties and, consequently, PFO’s four-momentum uncertainties.

Semileptonic decays in Z/H → bb̄ and Z/H → cc̄ are known to reduce the precision
of reconstructed invariant mass due to the undetected neutrinos carrying part of the
momentum. In principle, missing neutrino momentum can be deduced if four-momenta
of all visible particles and the mass and the flight direction of the mother hadron are
known [191]. The flight direction can be reconstructed using primary and secondary,
or secondary and tertiary vertices. Thus, vertex reconstruction is an essential part of
correcting for neutrino momentum. As discussed above, potential PID improvements of
the vertex reconstruction can contribute to correcting the neutrino missing momentum.

9.5 Physics PID Applications

This section gives an overview of the potential PID applications from the physics per-
spective. Table 9.1 showcases physics analyses relying on PID and gives a rough estimate
of the PID importance.

The H → ss̄ analysis establishes upper limits for the s Yukawa couplings. Excellent
s tagging performance against all backgrounds is crucial for this study. As discussed
above in the flavour tagging section and shown in Fig. 9.18 s tagging vs light background
without PID is impossible. Leading particles from jets are of the most interest for s tag-
ging. Therefore, PID above 10GeV/c is vital for such analysis, while below 10GeV/c,
it gives a mild but noticeable improvement. The focus topics for the European Com-
mittee for Future Accelerators study states that PID is one of the target methods for
the H → ss̄ analysis and the impact of the complementarity of different PID techniques
needs to be understood [200].

Flavour physics describes analyses typically studying Cabibbo-Kobayashi-Maskawa
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Table 9.1: A list of physics analyses at future Higgs factories that benefit from the
charged hadron PID.

Analysis PID role Ref.

H → ss̄ crucial for s tagging [93, 185]

Flavour physics crucial for identifying B and D mesons decay
modes

[107, 196]

W → cs̄ crucial for rejecting W → ud background [72]

Z → uū/dd̄ valuable for rejecting Z → cc̄ background [197]

H → bb̄/cc̄/gg indirect for flavour tagging [198]

Z → bb̄/cc̄ indirect for quark charge measurement [187, 199]

b/c frag. and g split. indirect for momentum spectrum of B and D had-
rons

[200]

matrix universality, CP-violation, and rare decays in detail. Identifying B and D meson
decay products is essential to any flavour physics analysis. B physics program at Z pole,
particularly at the tera-Z program of FCC-ee, can substantially benefit from PID [107].
PID down to 0GeV/c is important as most of the K± are below 10GeV/c momentum.
K± ID is crucial for Vcs measurement. Disentangling W → cs vs W → ud channels

requires excellent PID [72]. Similar applies to the Z → uū/dd̄ analysis.
The H → bb̄/cc̄ and Z → bb̄/cc̄ can also indirectly benefit from the PID. The meas-

urements of the heavy quarks are typically less affected by the PID performance, as the
secondary vertices typically identify the b and c quarks. However, PID can contribute
indirectly by improving tracking, vertex, jet charge, and jet flavour reconstruction, as
discussed above in Section 9.4. With the development of the novel NN reconstruction
methods that utilise PID information from all jet constituents, correctly identifying all
particles becomes more important.

Precise modelling of heavy quark hadronisation and gluon splitting is vital for precise
measurements at future Higgs factories. Systematic uncertainties of the current mod-
elling and their impact on the key measurement at future Higgs factories are ongoing
efforts [200]. Tuning the generators requires precise measurement of the momentum
spectrum of B and D hadrons. Thus, vertex reconstruction and flavour tagging are
essential to the model tuning. The discussed reconstruction improvements of the PID
can apply.

Many analyses focus on charged hadrons produced directly from the B and D mesons
decay chain or directly from the s quark hadronisation. Such K± and p typically feature
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high momentum above the typical average momentum presented in Section 9.1. Thus,
leading particles are more interesting for general physics analyses than low-momentum
particles. A high-momentum PID tools, e.g. dE/dx in detectors with gaseous tracking
like TPC, are more important than TOF PID standalone. However, TOF PID covers
blind spots of such high-momentum PID tools, providing a full-momentum coverage
with highly efficient PID performance.

In the full silicon detector design, with potential no high-momentum PID, the role of
the TOF PID is not shadowed by another PID tool anymore and becomes prominent.
As discussed in Section 9.1, K± and p are typically produced in the momentum range
accessible for TOF PID. Thus, TOF PID standalone still may provide valuable contri-
butions to physics analyses. While not as significant as high-momentum PID, it still has
considerable benefits compared to no PID at all.

The discussion above strongly supports the importance of the PID tools in future
Higgs factory experiments. Some physics analyses would not be possible without dedu-
cated PID. Some can strongly benefit from the improved reconstruction techniques with
PID. Novel NN algorithms utilising as much information from the particles as possible
also benefit from the information about the particle’s species. Many physics analyses
are performed with perfect PID, assuming that some PID is given at a future collider
experiment. However, any physics analysis has not yet set the concrete PID performance
benchmark.

K± Mass Measurement

The current estimate of K± mass is an average of six measurements with uncertain-
ties ranging from 7 keV/c2 to 54 keV/c2 and is set to MK± = 493.677(13)MeV/c2 [10].
Figure 9.21 illustrates 60 keV/c2 tension between the two most recent and precise meas-
urements, “GALL 88” [201] and “DENISOV 91” [202] done by measuring X-ray energies
from kaonic atoms. The average uncertainty is scaled by a factor of 2.4 to account for the
tension. The uncertainty of the K± mass is larger by an order of magnitude than that of
the π± mass. Moreover, the K± mass uncertainty is essential in non-perturbative QCD
for determining the chiral symmetry breaking from calculating kaon-nucleon scattering
lengths and, thus, the kaon-nucleon sigma terms [203]. Such tension between the most
recent and precise measurements motivates a novel measurement of the K± mass.

The K± mass measurement can be in the future. It is already planned to be revisited
using X-ray transitions in the kaonic atoms with High Purity Germanium detector at
Double Annular Φ Factory for Nice Experiments [203]. This section discusses an altern-
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Figure 9.21: Ideogram of MK± mass measurements [10].

ative approach for measuring K± mass at future Higgs factories with TOF PID. Such a
measurement would be entirely independent of the Kaonic atoms method, which is im-
portant for cross-checking. The measurement at the future Higgs factory could achieve a
meaningful contribution to the world’s average if statistical and systematic uncertainties
can be kept at the level of ∼ 10 keV/c2.

It has been studied that ∼ 10 keV/c2 statistical uncertainty can be achieved at a future
Higgs factory experiment [72]. Figure 9.22 shows the results of the K± mass precision
study assuming H-20 ILC running scenario 5 with ILD. The preselection contained the
quality cuts on d0, z0, and a number of TPC hits of the K± tracks. Further preselection
was performed using dE/dx PID information, which gives a mild improvement to the
final results visible from the difference between solid and dotted curves in Fig. 9.22.
The results are shown as a function of the upper momentum cut-off. As TOF PID per-
formance degrades with increasing momentum, it is beneficial for the K± mass precision
to drop the particles above a certain momentum. The momentum cut-off establishes a
balance between as many statistics as possible and cherry-picking good measurements.
The optimum cut-off is around 2.5GeV/c. The previous stat-of-the-art TOF and track
length reconstructions were used, as detailed in Sections 6.6 and 8.2 with the three hit
time resolutions assumed: 50 ps in blue, 10 ps in red, and perfect time resolution in black.
The time information from the first ten ECAL layers was used. Therefore, 50 ps hit time
resolution translates to roughly 17 ps TOF resolution per particle. Figure 9.22 shows
that 10 keV/c2 statistical uncertainty with 17 ps TOF resolution per particle, assuming

5only events at 500GeV/c2 are used, without 2 ab−1 at 250GeV.
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Figure 9.22: Achievable statistical precision on K± mass as a function of the momentum
cut-off assuming perfect (black), 10 ps (red), and 50 ps time resolution per hit using ten
ECAL layers with (solid) and without (dashed) dE/dx refinement assuming L = 4ab−1

of H-20 ILC running scenario [72].

H-20 ILC running scenario is already achievable with the previous state-of-the-art TOF
PID. Such uncertainty provides a considerable contribution to the world’s average. How-
ever, the observed systematic uncertainty appeared to be significantly larger than the
statistical uncertainty of the order of O(MeV/c2) [72]. The large systematic uncertainty
is yet to be understood and addressed by future studies.

Redoing the study with the novel state-of-the-art TOF and track length reconstruc-
tions obtained as a part of this study would substantially improve the results. The novel
track length reconstruction, as presented in Section 6.4, enables K± mass measurement
in the endcaps, which was not possible with the previous state-of-the-art track length
reconstruction. Access to more K± would improve the statistical uncertainty and less
biased reconstruction of the K± mass of the systematic uncertainty. A novel TOF re-
construction algorithm would also increase the number of K± reconstructed with the
reasonable mass, as the previous state-of-the-art algorithm had many problems discussed
in Section 8.3. Moreover, with a novel NN TOF reconstruction algorithm, the results
could be enhanced even further [178].

The statistical precision will improve with the higher luminosity. The discussed study
considered L = 4ab−1 assuming H-20 run of ILC. At the Z run of FCC-ee L ≈ 150 ab−1

is expected [57], which would make statistical uncertainty negligible. Therefore, fu-
ture Higgs factory experiments with implemented TOF PID can achieve precise enough
statistical uncertainty to contribute to the world’s average of the K± mass measure-
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ment. However, understanding the origin and calibrating the systematic bias is yet to
be performed and proven feasible at the O(keV/c2) level by the future studies.
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10 Conclusions

Despite the discovery of the Higgs boson at LHC, the SM still leaves many open ques-
tions. The e+e− Higgs factory is established as the highest priority next collider to
reveal potential hints for the BSM physics and advance our understanding of the Higgs
boson properties and electroweak physics. Utilising a clean e+e− collider environment
would allow us to achieve qualitatively novel measurements impossible at hadron col-
liders and reach unprecedented precision. Several collider proposals are currently on the
table, along with a few proposed detector concepts, which must meet stringent physics
benchmark requirements. The modern reconstruction and analysis methods also play a
crucial role in future measurements and physics analyses.

The PID tools at the future Higgs factories have started to be recognised as important.
The detector concepts with gaseous tracking aim at excellent dE/dx PID performance.
The alternative cluster counting dN/dx method in a drift chamber and a TPC with
a pixel readout are under study to push PID performance beyond dE/dx PID. PID
is already a valuable input for modern NN-based flavour tagging tools. It also makes
possible some physics analyses, e.g. H → ss̄. There is a proposal for the potential RICH
PID system with ultra-light materials to cover extremely leading momenta. The TOF
PID system covering low-momentum is under close attention by all detector concepts,
given the technological advancements of fast-timing technologies. It covers the blind
spots of dE/dx for the detectors with a gaseous tracking system. It is the only PID
tool for the full silicon detector designs, which can be implemented without serious
modifications to the detector geometry layout. At the time of this study, there are no
quantitative benchmark requirements for the PID performance at the future detector
concepts. However, the valuable contributions of PID have become more prominent,
motivating ongoing R&D and physics studies, including this one.

Understanding the role of fast-timing technologies in the context of future Higgs fact-
ory experiments is becoming increasingly important. Recent advancements in fast-timing
technologies, particularly of silicon sensors, made time resolutions of O(10 ps) possible
in large particle physics experiments. The dedicated timing layers are planned for HL-
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LHC experiments for the pile-up rejection, which drives a lot of current R&D efforts.
Implementing fast-timing in future Higgs factory experiments looks attractive. The 4D
tracking, the 5D particle flow, and TOF PID become conceptually interesting with pi-
cosecond timing. The benefits and challenges of such integration are yet to be studied
in detail. This thesis advances our understanding of the role of the TOF PID in future
Higgs factory experiments.

This study performs a comprehensive analysis of the TOF PID performance. Par-
ticularly, it has been highlighted in Section 6.2 that estimating PID tools’ performance
using Gaussian fits and linear error propagation tends to give overly optimistic results
and should be avoided. This study uses the “p-value” method introduced in Section 6.1
to achieve realistic results.

This study has stressed the importance of the track length reconstruction. The track
length resolution is typically neglected in the literature, as even a few years ago, the
TOF resolution has always dominated the total uncertainty. However, with modern
fast-timing technologies, the track length resolution becomes comparable to the TOF
resolution. Section 6.3 illustrates that at the level of 20 ps TOF resolution, the contri-
bution of the track length resolution may become comparable and cannot be neglected
anymore. Thus, extremely fast-timing technologies create new challenges that have not
yet been studied in detail in the literature. This study investigates the performance
of the track length reconstruction in the full simulation at ILD. During the studies, a
new state-of-the-art track length reconstruction was developed, greatly outperforming
previous state-of-the-art, as presented in Section 6.6. A milestone improvement is that
the new track length reconstruction algorithm enables TOF PID for the low-momentum
curly tracks in the endcaps, which was impossible with the previous state-of-the-art
method. It greatly enhances the PID coverage for any physics analyses. This study has
greatly improved the track length reconstruction with the TPC central tracker at ILD.
However, studies still need to be done for full silicon tracker detector concepts. Full
silicon trackers feature significantly fewer measurements per track. However, the indi-
vidual precision of each measurement is better than that of the TPC. The implications
of such different environments for the track length reconstruction must be determined.
Given the significance of the precise track length reconstruction, evaluating the track
length reconstruction performance in the full silicon detector concepts is strongly motiv-
ated. It is of special importance for the full silicon tracker detectors, as TOF PID may
be the only possible PID option for them.

Section 6.7 presents how the TOF PID performance evolves, assuming different TOF
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resolution scenarios in the 0–100 ps range. After the abovementioned improvements to
the track length reconstruction, the momentum reach of TOF PID improves with the
TOF resolutions increasingly closer to perfect. Increasingly better TOF PID perform-
ance with better TOF resolution highlights that reaching increasingly better resolutions
down to the O(ps) level is beneficial for the TOF PID, further motivating R&D efforts
of the fast-timing technologies and their electronic systems. Notably, without the track
length improvements introduced in this study, one would arrive at a completely oppos-
ite and wrong conclusion. For example, with the previous state-of-the-art track length
reconstruction, one concludes that with the increasingly better TOF resolutions, the
improvements of the TOF PID performance are diminishing. However, the diminishing
returns are caused by the limitation of the mediocre track length resolution, which was
not considered before.

The concrete implementation of the time measurement at a future Higgs factory de-
tector has yet to be finalised. Several detector concepts conceptually envision the pos-
sibility of timing layers but do not provide concrete technological implementations that
take into account detector constraints. Chapter 7 presents an overview of all fast-timing
technologies that can be potential candidates for future Higgs factory detectors. The
silicon technology, e.g. LGADs, is a robust and optimal choice that can be implemen-
ted as a dedicated silicon timing layer, as already planned for the HL-LHC detector
upgrades. However, further studies are required to determine the heating implications
caused by the high power consumption for the detector design. These implications can
be completely different for circular and linear colliders. They should be studied separ-
ately, as those have completely different running environments and, therefore, detector
constraints, as discussed in Section 7.6. Besides silicon technology, other interesting tech-
nological options are also worth consideration. For example, the MCP-PMT coupled to
a scintillator can provide an excellent TOF PID performance with a novel TORCH de-
tector concept. Moreover, a novel PICOSEC detector concept based on a Cherenkov
radiator coupled to the micromega amplification system shows similar performance and
compact design. Further studies must carefully assess technological options with similar
timing capabilities and an active ongoing R&D converting on a specific implementation.
Other characteristics, such as the total material budget given the cooling requirements,
spatial size, cost, and feasible repetition rates, will be defining characteristics along-
side the potential R&D advancements in timing capabilities for converging on a specific
implementation.

Chapter 8 discusses the implementation of the timing layers in the ECAL that al-
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lows us to overcome the limit of timing resolution of a single sensor by using multiple
measurements in the ECAL shower. The TOF reconstruction from the ECAL shower,
even with moderate timing achievable by conventional silicon sensors, can contribute to
the measurement of the dedicated timing layer. It has been shown that the

√
N im-

provement can be achieved, yet shower development may create a significant number of
outliers for which timing is poorly reconstructed. A dedicated reconstruction of the TOF
is needed to reduce the number of outliers. This study presents a novel state-of-the-art
TOF reconstruction algorithm that substantially outperforms the previous state-of-the-
art at ILD. Moreover, the results of the ongoing study in parallel based on NN are also
presented, showing even better improvements. The NN-based reconstruction will be-
come increasingly important once more realistic timing is implemented. However, the
specific implementation is yet to be determined.

Lastly, Chapter 9 presents potential reconstruction and physics applications of TOF
PID. Notably, most of the produced hadrons at future Higgs factory experiments are
within a few GeV/c momentum range accessible by TOF PID. Given the rise of modern
NN-based reconstruction tools, e.g. flavour taggers, that take as much information as
possible, including the PID information about all particles, TOF PID becomes increas-
ingly noteworthy. Besides flavour tagging, it has the potential for further reconstruction
applications at low momentum, such as improving the track parameter uncertainties
and vertex reconstruction. Many physics analyses at future Higgs factory experiments
rely on PID as an input. Given the momentum distribution of the π±, K±, and p,
having TOF PID can visibly contribute to many of these studies. However, the quant-
itative contribution strongly depends on the technological implementation and feasible
final TOF resolution per particle. Identifying the best-case TOF PID application among
physics analyses and potentially setting the benchmark for the TOF PID performance
is important for understanding the specific requirements for the timing technologies.

This thesis substantially contributes to our understanding of the role of TOF PID in
future Higgs factory experiments. Within this study, a novel state-of-the-art track length
and TOF reconstruction algorithms were developed, enabling further studies. The TOF
PID reconstruction applications using available algorithms at the moment of this study
are explored, motivating further studies with more modern techniques that use the TOF
PID to its fullest potential. A broad overview of the timing technologies and physics
applications is given in the context of the environments in which future Higgs factory
experiments will be conducted.
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