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Preface

The purpose of the preface is to provide context and navigate the reader through the
structure of this thesis, clarifying the required background knowledge and thereby
setting expectations. My thesis delves into the field of inflow, all-electric, label-free
single-particle detection. Within this field, a diverse spectrum of detection methods
exists in the literature. These methods have subtle differences that initially led to
some confusion. Therefore, I want to contextualize the detection method described
in this thesis and pinpoint the developments I have contributed to the intricate land-
scape of inflow electrical single-particle sensing.

This landscape can be untangled by the measurement frequency of the detection
method starting with direct current (DC), which is used by resistive pulse sensing
(RPS), also known as the Coulter Counter principle. It is the most popular all-electric
and label-free single-particle detection method. It consists of two reservoirs con-
nected by an orifice. A DC voltage applied across the reservoirs creates a constant
flow of ions through the orifice. As particles move through the orifice, they displace
their volume of conductive fluid, causing a change in electrical resistance, detected
as a pulse in the electrical current.

Electrical impedance spectroscopy (EIS) is a widely utilized technique at higher fre-
quencies for characterizing materials. When EIS is specifically applied to the detec-
tion or characterization of particles in a fluidic channel, it is often termed Electrical
Impedance Flow Spectroscopy (EIFS). It involves suspending particles in a conduc-
tive liquid, which flows through a microfluidic channel. Electrodes are embedded
within or in close proximity to this channel, which apply an alternating voltage
across the channel. This induces a current flow through the fluid, which can be
measured subsequently.

The channel impedance is the ratio between the applied voltage and the measured
current. When particles translocate close to the electrodes, they induce variations
in this impedance. The differences in impedance are related to the particle’s size,
shape, and material properties. Different particle attributes can be explored by alter-
ing the frequency of the applied alternating voltage. The most popular application
of that method is the detection of cells, called electrical impedance flow cytometry
(EIFC). However, in literature, the expression EIFC is not exclusively used for detect-
ing cells, and the three expressions EIS, EIFS, and EIFC are used interchangeably. To
maintain terminological consistency, I will only use the expression EIFC throughout
this thesis.

The EIFC method utilizes a trans-impedance amplifier (TIA), which converts a cur-
rent into a voltage. TIAs inherently restrict the bandwidth of EIFCs. A maximum
bandwidth of 450 MHz can be achieved with the most advanced EIFC setups. More-
over, the gap between electrodes becomes purely capacitive at high frequencies, re-
sulting in a high impedance, which converts the applied voltage into a small current,
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resulting in a less sensitive EIFC setup. Consequently, conventional EIFC architec-
tures are not capable of measuring at GHz frequencies.

At GHz frequencies and for inflow all-electric single particle detection methods, ab-
breviations have not been established. They are commonly termed microwave sen-
sors, microwave reflectometry, and sometimes microwave impedance spectroscopy.
A reflectometric approach is most commonly used at these frequencies. In such a
measurement, similar to the EIFC setup, electrodes are placed in close proximity
to a fluidic channel. Microwave signals are reflected at the gap between the elec-
trodes, caused by an impedance mismatch on the transmission line. Particles that
translocate through the channel modulate the gap impedance, which results in a
modulation of the reflected signal intensity and phase. The reactive components
of impedance (inductance and capacitance) vary more significantly with increasing
frequency, which enhances the sensitivity of the reflectometric approach at high fre-
quencies.

In this thesis, microwave resonators have been implemented to enhance the sensi-
tivity of the reflectometric approach in particle sensing. Conceptually, a resonator
operates like an electrical tank circuit (TC), where the sensing volume acts as a ca-
pacitance integrated into the resonant circuit. The presence of particles within this
sensing volume alters the circuit’s capacitance, leading to a shift in the resonance fre-
quency. There are many different resonator types: ring, split ring (SRRs), coplanar
waveguide (CPW), hairpin, microstrip, and many more. A summary of resonators
used for microfluidic particle detection is presented in section 3.3. This thesis dis-
cusses the development of a new type of resonator which is called coupling-based
coplanar waveguide resonator (cCPW). The geometry is based on a λ/2 CPW res-
onator with some adjustments that improve sensitivity. However, the main innova-
tion relies on a coupling-based approach. This approach adds a coupling component
that increases sensitivity. Indeed, this coupling approach can be universally added
to any resonator type. The development of the cCPW sensor resulted in the publica-
tion: Coupling-Based Sensing with a Microwave Resonator for Single Nanoscale Particles
Detection [1].

Another challenge has been to get a good overview of the advancements in mi-
crowave reflectometry, which were outside the field of particle detection and part of
the much more extensive field of reflectometric techniques like scanning microwave
microscopy (SMM) or microwave resonators sensors for dielectric characterization
of liquids, not single particles. This interdisciplinary aspect was a challenge but also
a chance to learn from these fields and incorporate their solutions to the sensing of
particles. Benefiting from this interdisciplinary approach, I introduced an interfero-
metric impedance matching circuit commonly used in SMM setups. I also proposed
a figure-of-merit (FOM) inspired by the field of resonator-based liquid characteriza-
tion.

The structure of this thesis is organized into eight main chapters: Introduction, The-
ory, Sensor Development, Fabrication, Setup, Interferometer & Data Analysis, High
Frequency Particle Detection, and Conclusion.

The introduction aims to motivate why high-frequency nanoparticle sensing has
great potential. After the introduction, the following chapter presents the theory.
It includes a comprehensive discussion of the theoretical fundamentals, focusing on
the transmission line (TL) theory and its application to TL resonators. Furthermore,
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the coupling theory is derived, which describes the operation of the novel coupling-
based sensor type. Then, the geometric optimization process of the sensor is ex-
plained in detail. This phase is guided by theoretical principles and finite element
method (FEM) simulations. Finally, the theoretical coupling concept is validated by
characterizing a fabricated sensor and comparing its sensitivity with existing liter-
ature. In the next chapter, I describe the fabrication process of the sensor, followed
by a forward-looking perspective on future fabrication approaches, in particular one
that utilizes sacrificial layer fluidics (SLF), which has the potential to create fluidic
channels that are strictly confined between the sensing electrodes. The following
chapter presents the measurement setup using an interferometric impedance match-
ing approach. Actually, it is the first demonstration of interferometric impedance
matching for inflow microwave particle sensing. The use of an interferometer and
general impedance matching presents unique challenges in data analysis and repro-
ducibility, which are explored in the following chapter. The final chapter of the thesis
demonstrates the inflow detection of single particles such as polystyrene beads, cells,
droplets, and liposomes with unprecedented sensitivities.
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Single Nanoparticle Sensing in Fluidic Chips at Gigahertz Frequencies

by Lucjan GRZEGORZEWSKI

State-of-the-art microfluidic devices face challenges in detecting and characterizing
the dielectric properties of individual nanoscale objects due to their limited sensi-
tivity. To overcome this issue, a new coupling-based coplanar waveguide (cCPW)
sensor was proposed and demonstrated. This sensor features a capacitively coupled
λ/4 resonator with improved sensitivity owing to its reduced electrical length and
finely tuned characteristic impedance. Additionally, the innovative design extends
the established tank circuit configuration with a coupling component, significantly
improving sensitivity. The performance of this system is evaluated against con-
ventional sensors by introducing a new figure-of-merit (FOM). The sensor’s FOM
is 1300, indicating a 15-fold sensitivity enhancement over the most sensitive mi-
crowave sensors to date.

A wafer-level manufacturing process was developed that integrates 16 individual
sensor chips onto a single two-inch wafer. Each chip occupies a compact footprint
of 8 x 12 mm. Additionally, a setup was established that interfaces these chips with
a radio frequency (RF) circuit, a fluorescent microscope, and a fluidic system. This
arrangement permits the simultaneous electrical sensing and optical monitoring of
particles while maintaining control over the fluidic flow.

The RF circuit consists of a new interferometric impedance matching configuration,
demonstrating unprecedented sensitivity and ultra-fast sensing capabilities by in-
flow detection of polystyrene beads, cells, droplets, and liposomes. In particular,
for the detection of polystyrene beads as small as 200 nm, a signal-to-noise ratio of
up to 417 has been achieved. To our best knowledge, these are the smallest single
particles detected at RF with the highest signal-to-noise ratio. Furthermore, a peak
processing algorithm was developed to ensure reproducible data by correcting the
impedance-match quality and the drift in the amplitude and phase values.

Our research represents a significant advancement towards the high-throughput
classification of virions, proteins, and DNA utilizing their high-frequency dielectric
properties. Since RF characterization is still an under-explored field, especially for
the dielectric characterization of single nanoparticles, it opens up vast opportunities
for advances in both scientific and diagnostic applications.
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Zusammenfassung

Detektieren von einzelnen Nanopartikeln mit einem Mikrofluidik-Sensor bei
Gigahertz-Frequenzen

von Lucjan GRZEGORZEWSKI

Bisher etablierte mikrofluidische dielektrische Messsysteme sind nicht sensitiv
genug, um einzelne nanoskopische Partikel zu detektieren/charakterisieren. Um
dieses Hindernis zu überwinden, wurde ein neuartiger kopplungsbasierter ko-
planarer Wellenleitersensor entwickelt. Dieser Sensor besteht aus einem λ/4-
Resonator, der über eine Kapazität mit der Zuleitung verbunden ist. Das
Messprinzip dieses Sensors beruht auf der Modulation dieser Kopplungskapazität.
Diese Anordnung beruht also nicht nur auf der konventionellen Modulation der
Eigenfrequenz eines elektrischen Schwingkreises, sondern auch auf der Modulation
der Kopplung. Die Leistungsfähigkeit des Sensors wird im Vergleich zu konven-
tionellen Sensoren durch die Einführung einer neuen Metrik, der Figure-of-Merit
(FOM), bewertet. Die FOM des Sensors beträgt 1300, was eine 15-fache Verbesserung
der Sensitivität gegenüber den bisher sensitivsten Mikrowellensensoren bedeutet.

Darüber hinaus wurde ein Herstellungsverfahren auf Wafer-Ebene entwickelt, mit
dem 16 Sensoren mit einer Größe von 8 x 12 mm auf einem einzigen 2-Zoll-Wafer
hergestellt werden können. Außerdem wurde ein Aufbau entwickelt, der die Sen-
soren in einen Hochfrequenzschaltkreis, ein Fluoreszenzmikroskop und ein Flu-
idiksystem integriert. Diese Anordnung ermöglicht die gleichzeitige elektrische
und optische Beobachtung von Partikeln bei paralleler Kontrolle des Partikelflusses.
Eine Besonderheit des Hochfrequenzschaltkreises ist die Impedanzanpassung des
Mikrowellensensors, die interferometrisch realisiert wurde. Dies ist die erste An-
wendung einer solchen Impedanzanpassung in einem mikrofluidischen Sensor. Mit
dem neuartigen Sensor und der Impedanzanpassung konnte die bisher höchste
Sensitivität bei ultraschneller Messgeschwindigkeit demonstriert werden. Mit dem
neuen Aufbau wurden Polystyrolkügelchen, Zellen, Tröpfchen und Liposomen de-
tektiert. Bei der Detektion von Polystyrolkügelchen mit einer Größe von 200 nm
wurde ein Signal-Rausch-Verhältnis von bis zu 417 erreicht. Dies sind nach unserem
Kenntnisstand die kleinsten Partikel mit dem höchsten Signal-Rausch-Verhältnis,
die mit Mikrowellen detektiert wurden. Darüber hinaus wurde ein Algorithmus
zur Peakverarbeitung entwickelt, der die Impedanzanpassung sowie Amplituden-
und Phasendrift korrigiert und somit reproduzierbare Messungen gewährleistet.

Unsere Forschung stellt einen bedeutenden Fortschritt auf dem Weg zur
Hochdurchsatz-Charakterisierung von Virionen, Proteinen und DNA anhand ihrer
dielektrischen Eigenschaften dar. Da die Charakterisierung mit Mikrowellen ein
noch wenig erforschtes Gebiet ist, insbesondere die dielektrische Charakterisierung
von einzelnen Nanopartikeln, eröffnet sie vielfältige Möglichkeiten sowohl für wis-
senschaftliche als auch für diagnostische Anwendungen.
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ically varied from the micro- to the nano-scale. a displays the total
FEM model, while b shows a magnified view of the sensing volume.
The dotted lines illustrate the size of the sensing volume. The sens-
ing volume’s width, height, and length are maintained at the same
value wx. That size is reduced from 10 µm to 100 nm. c introduces the
tapered ground configurations, highlighted in green. Images repro-
duced from my publication [1], © 2023 IEEE . . . . . . . . . . . . . . . . 36

3.3 Relation between electrode tip size and gap capacitance: The elec-
trode tip size (i.e, volume unit) wx is scanned from 10 µm to 200 nm
at 1 GHz. a plots the insertion loss ( |S21|-parameter), and b displays
the corresponding gap capacitance. The gap capacitance Cg consists
of the sensing volume capacitance Cs (dotted) and parasitic capaci-
tance Cp (solid line). The straight ground configuration is displayed
in black, and the tapered ground plane configuration is displayed in
blue. The corresponding geometries are displayed in Fig. 3.2c. Graph
reproduced from my publication [1], © 2023 IEEE . . . . . . . . . . . . 37

3.4 Overview of high-frequency resonators for inflow particle sensing:
a, Tank circuit [25, 24, 66, 26]; b, Transmission line λ/4-resonator [52,
67]; c, Coplanar waveguide λ/4-resonator [68]; d, Two coupled λ/2-
microstrip resonators [69]; e, CPW λ/2 resonator [70]; f, Hairpin res-
onator [71]; g, Double split ring resonator [72]; h, Microstrip resonator
[72]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.5 Schematic overview of the coupling-based CPW (cCPW) sensor: A
short-circuited CPW λ/4-resonator couples via a sensing volume to
a feedline. A fluidic channel intersects the sensing volume between
the electrode tips. The flow of particles through this channel mod-
ulates the coupling between the resonator and feedline. Illustration
reproduced from my publication [1], © 2023 IEEE . . . . . . . . . . . . 40
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3.6 Theoretical solutions for the sensor’s coupling sensitivity: This il-
lustration outlines the calculated solutions based on the circuit param-
eters (Z0 = 50 Ω, ZR = 80 Ω, and Q0 = 117). a, The sensitivity param-
eter (Ps = δΓ/δCc) is evaluated over a range of coupling capacitances
Cc spanning from 0 to 50 fF, and at various resonance frequencies f0
from 5 to 40 GHz. Graph b plots the corresponding coupling coeffi-
cient g for the same frequencies and coupling capacitances. Graphs
reproduced from my publication [1], © 2023 IEEE . . . . . . . . . . . . 41

3.7 Distributed circuit model and FEM simulation: a, The distributed
circuit model of the coupling-based sensor. It is a gap-coupled short-
circuit CPW λ/4-resonator. b, The corresponding FEM simulation
consists of two sub-models: the coupling capacitance model and the
CPW λ/4-resonator model. Both models are cascaded to obtain the
total sensor model. The metal layer of the coupling capacitance model
is simulated in 3D, while the resonator’s metal layer is modeled in 2D.
Image reproduced from my publication [1], © 2023 IEEE . . . . . . . . 42

3.8 Coupling strength and resonance frequency dependence on res-
onator length l: a, The simulated |S11|-parameter as the resonator
length l varies from 1 - 6 mm. A dotted red line represents the
Lorentzian peak fit. b, The relationship between the resonator length
and the resonance frequency f0. The black dots denote the reso-
nance frequencies derived from the Lorentzian fits, while the blue line
presents the analytical solution from Eq. 3.8. Graphs reproduced from
my publication [1], © 2023 IEEE . . . . . . . . . . . . . . . . . . . . . . . 44

3.9 Dependence of circuit parameters on coupling coefficient g: Black
dotted lines represent FEM simulation results, while blue lines in-
dicate theoretical solutions derived from Eq. (3.8). a, Resonator
length ranges from 1 mm to 6 mm. b, Volume unit wx reduces from
10 µm to 200 nm. c, The dependence between the CPW characteristic
impedances of the resonator ZR and feedline Z0 and the coupling coef-
ficient. Inset: Correlation between the characteristic impedance of the
resonator ZR and the feedline Z0, and the CPW signal-to-ground dis-
tances of the resonator sr, and feedline sc, respectively. Adjustments
of the CPW geometry result in a characteristic impedance between
35 Ω to 93 Ω. Graphs reproduced from my publication [1], © 2023 IEEE 45

3.10 Experimental validation of the coupling-based concept: a, The char-
acterization of the sensor’s |S11|-parameter (i.e., reflection coefficient),
and b the sensor’s phase. The red dashed line represents FEM simula-
tion results. The average |S11|-parameter and phase from 8 resonators
are shown in black, with error bounds calculated as the standard de-
viation indicated by the shaded gray region. Graphs reproduced from
my publication [1], © 2023 IEEE . . . . . . . . . . . . . . . . . . . . . . . 47

3.11 Comparison of coupling-based λ/4-sensor and conventional tank
circuit sensor: a, Coupling-based short-circuit λ/4-resonator model.
b, Open-circuit λ/2-resonator model, and b2, Equivalent RLC-
resonant circuit representation. The capacitive response is investi-
gated by modulating ∆C. . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
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3.12 Comparison of responses between a coupling-based sensor and a
conventional TC sensor: The graphs depict the theoretical amplitude
(black) and phase (blue) responses of a, a short-circuit λ/4-resonator
(coupling-based) and b, an open-circuit λ/2-resonator (conventional).
The depicted data corresponds to the circuits illustrated in Fig. 3.11,
with the circuit parameters detailed in Table 3.1. Difference spectra,
arising from a capacitive change of ∆C = 0.1 fF, are presented for c,
the short-circuit λ/4-resonator and d, the open-circuit λ/2-resonator.
The coupling-based λ/4 configuration exhibits a higher response to
the identical capacitive change. . . . . . . . . . . . . . . . . . . . . . . . 52

3.13 Finite element method (FEM) analysis of sensor’s response to com-
plex permittivity in the sensing volume: a, Amplitude |S11| and c
Phase Θ responses as a function of real permittivity ε′ ranging from 1
to 100 with imaginary permittivity ε′′ held constant at 0. b, Amplitude
|S11| and d, Phase Θ responses due to changes in imaginary permit-
tivity ε′′ from 0 to 50, with the real permittivity ε′ maintained at 40.
The vertical line at ff = 21.3 GHz marks the most sensitive frequency,
which is used for the predictive model. Graphs reproduced from my
publication [1], © 2023 IEEE . . . . . . . . . . . . . . . . . . . . . . . . . 55

3.14 Predictive model coefficients: Through linear regression, I determine
the coefficients of the predictive model Eq. 3.18. The x-axis plots the
change of the real and imaginary permittivity. On the left, the graph
demonstrates the amplitude shift ∆|S11| at 21.2 GHz corresponding
to real and imaginary permittivity changes. The graph on the right
delineates the changes in the loaded quality factor ∆QL induced by
real and imaginary permittivity changes. The values are extracted
from the spectra depicted in Fig. 3.13. Graphs reproduced from my
publication [1], © 2023 IEEE . . . . . . . . . . . . . . . . . . . . . . . . . 56

3.15 Sensitivity of the frequency shift: The colored dots plot the res-
onance frequencies obtained from FEM simulation displayed in
Fig. 3.13a. The black lines display the theoretical values derived from
numeric solutions of Eq. 2.27 for a resonator length between 1 mm -
5 mm. The numeric solutions are summarized in Tab. 3.2. . . . . . . . . 58

4.1 Manufacturing process of metal and fluidic structures: a, Cross-
sectional view of the sensing region (tip region) detailing the metal
structure fabrication steps. b, Cross-sectional and top views illustrat-
ing the fluidic channel fabrication. Illustration reproduced from my
publication [1], © 2023 IEEE . . . . . . . . . . . . . . . . . . . . . . . . . 62

4.2 Electrode tip: SEM image of electrode tips, taken at a 37° tilt, fabri-
cated using physical argon ion etching. The tips are spaced 2.5 µm
apart, showcasing vertical walls. . . . . . . . . . . . . . . . . . . . . . . 64

4.3 Wafer and sensing region: On the left, the wafer post-drilling and
dicing. The detailed wafer layout and individual chip layout are de-
picted in Fig. A.2 and Fig. A.3 in the appendix. On the right, the tip
region of the final chip is sealed with OrmoStamp cover foil. This chip
features an 8 µm tip-to-tip distance and a 12 µm wide sensing region
channel. Parts of that image reproduced from my publication [1], ©
2023 IEEE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
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4.4 Sensor response to manufacturing steps and water loading: The in-
fluence of the fluidic material system and water loading on the res-
onance frequency and quality of the resonator. The |S11|-parameter
is measured during various manufacturing steps of the sensor, start-
ing with the bare silver resonator shown in black. The addition of the
SU-8 layer, which forms the microfluidic structures, is represented in
green. The sealing of the chip with the OrmoStamp lid is illustrated
in red. Lastly, the chip is loaded with water, as depicted in blue. Each
subsequent step causes a shift in the resonance peak towards lower
frequencies. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

4.5 Fabrication nanoscopic sensing volume: a, Fabrication steps for
nano-electrodes integrated into a nanochannel. b, SEM image of elec-
trode tips separated by 30 nm and integrated into a 200 nm wide chan-
nel, highlighting the high-resolution capabilities of e-beam lithography. 67

4.6 Electron-beam lithography contrast curves for polycarbonate resist:
A polycarbonate layer was spin-coated on a silicon wafer, resulting
in a thickness of 1.1 µm. Red and blue dotted lines represent the elec-
tron beam dose curves for wet and thermal development, respectively.
Thermal development involved a 3-minute treatment on a 300°C hot-
plate, while the wet development spanned 120 seconds using cyclo-
hexanone at ambient temperature. The height-to-dose relationship is
derived from a line scan across the dose structures shown in Fig. 4.7. . 69

4.7 Thermal decomposition of polycarbonate electron-beam dose struc-
tures: A sample with dose structures, developed thermally on a 300°C
hotplate for 3 minutes, undergoes subsequent heating from 310°C to
550°C. After each heating interval, a height profile of the dose struc-
tures is captured. After the final 15-minute exposure at 550°C, all the
resist had decomposed, and no line profile could be recorded. . . . . . 71

4.8 Sacrificial layer fluidics (SLF) manufactured by thermal decomposi-
tion: A time-lapse sequence of four images showcases isopropanol
flowing through three parallel channels, each 1 µm wide. Arrows
highlight the progression of the isopropanol-air boundary. . . . . . . . 72

5.1 Validation of particle flow by fluorescent microscopy: The image
captures 1.75 µm fluorescent polystyrene beads moving between the
sensing electrodes. The image overlays selected frames where translo-
cation events occurred during a 4-second video. The chip features
electrodes spaced 2 µm apart and a 12 µm wide channel. . . . . . . . . 75

5.2 Experimental setup: A fluorescent microscope (Eclipse LV100, Nikon)
paired with a custom-designed stage featuring a Polytetrafluoroethy-
lene (PTFE) chip holder and micromanipulators for the CPW probe
tip control. The holder grants excess for tubing from the bottom of
the stage. Pressure pumps control the inlet and outlet pressure. A
50 Ω CPW probe tip connects the chip with the RF circuit. A cavity
beneath the chip decouples the resonator from the holder material.
Image adapted from my publication [1], © 2023 IEEE . . . . . . . . . . 76
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5.3 PTFE holder cross-section: This holder establishes the chip’s connec-
tion to fluidic tubing. A section of the PTFE holder is cut away to
reveal the 300 µm diameter holes, aligning the chip with flat-bottom
fittings. These fittings at the base ensure a secure, pressure-tight seal
to the external tubing. A cavity below the resonator decouples from
the sensor from the holder material. The chip is attached to the holder
using double-sided M3 VHB 4926 tape (black), providing a pressure
seal of over 500 mbar. Illustration reproduced from my publication
[1], © 2023 IEEE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

5.4 S-Parameter response of various holder materials: The influence of
the holder materials (PEEK, PTFE, and air) on the resonator’s reso-
nance frequency and quality factor is assessed by attaching them to
the chip’s backside. A sensor devoid of the SU-8 fluidic layer, featur-
ing only metal structures, was utilized for this evaluation. . . . . . . . 78

5.5 Microwave circuit for time-resolved single particle sensing: The cir-
cuit is divided into three sections: (i) Sensor: comprising of coupling-
based λ/4-resonator (red); (ii) Signal generation and detection, which
involves radio frequency (RF) and local oscillator (LO) sources, signal
amplification using low-noise amplifiers (LNAs), down-conversion to
the MHz range via a mixer, and detection with a lock-in amplifier
(LIA) (blue); and (iii) Interferometer for impedance matching of the
sensor (yellow). Illustration reproduced from my publication [1], ©
2023 IEEE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

5.6 Lock-in amplifier: a, Schematic representation of a lock-in amplifier.
The input signal Vs(t) is mixed with a reference signal Vr(t) and its
90° phase-shifted counterpart. Both signals are low-pass filtered, re-
sulting in the in-phase X and quadrature component Y. These com-
ponents can be translated to polar coordinates as amplitude R and
phase Θ. The image was taken from reference [115] and modified. b,
In-phase and quadrature (IQ) diagram of a signal with amplitude R
and phase Θ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

5.7 90° hybrid coupler as used for the interferometry setup: A 4-port
device where the RF signal enters at port A(∑), splits equally with a
90° phase delay between ports D & C. Port D links to the sensor, while
C connects to the reference arm. Port B (∆) is the output port where
signals from D & C undergo destructive interference. . . . . . . . . . . 83

6.1 Circuit model analysis of the cCPW sensor with and without an in-
terferometer: a, The circuit model of the coupling-based cCPW sen-
sor. b, The interferometrically impedance-matched version of the sen-
sor. The sensor is modeled by CPW terminated by a CPW ground.
The sensing volume is depicted as a parallel circuit with capacitance C
and resistance R. The capacitance C is sensitive to the real permittivity
ε′), while the resistance R models the imaginary permittivity ε′′) in the
sensing volume. c, The |S|-Parameter response compares the original
sensor (black) with its impedance-matched version (blue). The inter-
ferometer is adjusted to a phase shift of 35.5° and an attenuation of
1.75 dB, ensuring optimal impedance matching at 19.76 GHz on the
left flank of the resonance curve. . . . . . . . . . . . . . . . . . . . . . . 86
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6.2 IQ-diagram depicting the impact of interferometric impedance
matching: The simulation results from the circuits depicted in Fig. 6.1
are displayed in an IQ-diagram. a, The diagram compares the inter-
ferometrically impedance-matched sensor (red) with the standalone
sensor (black) across the 18 to 22 GHz frequency range. Impedance-
matching shifts the circle into the origin of the diagram reduces the
radius by half and rotates by 90°. b, The diagram illustrates the ca-
pacitance and resistance response at 19.76 GHz, simulating a parti-
cle within the sensing volume. Capacitance variation ∆Cs (magenta)
spans from -0.2 fF to +0.2 fF, and resistance ∆Rs (green) varies between
-7 kΩ and +7 kΩ. The response reduces by half and rotates by 90°,
matching the effects induced by interferometric impedance matching
observed in a. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

6.3 Reproducibility challenges in amplitude and phase measurements
resulting from impedance-matching: A schematic representation in
an in-phase and quadrature (IQ) diagram. a, The variable attenua-
tor and phase shifter displace the measurement point on the diagram.
During impedance matching, that point is not controlled and is lo-
cated somewhere close to the origin of the IQ diagram. The black
dots indicate exemplary impedance match points. The magenta and
green lines show the sensor’s response to variations of losses ∆Rs
and capacitance ∆Cs in the sensing volume. b, Depicts the amplitude
∆Ri = |Ri − R′

i| and phase response ∆Θi = |Θi − Θ′
i| for the same ca-

pacitance change at different impedance matching points. The ampli-
tude and phase responses are different for both impedance matching
points ∆R1 ̸= ∆R2 and ∆Θ1 ̸= ∆Θ2. . . . . . . . . . . . . . . . . . . . . 90

6.4 Analysis of peak parameters: a, Time-traces of in-phase X (blue) and
quadrature Y (red) component during the flow of 1.75 µm polystyrene
beads (Carboxy 17687, Flouresbrite). b, Peak heights (∆X, ∆Y) are
calculated separately for the X and Y trace. The peak width wp is
based on the full-width half maximum (FWHM). Two Python algo-
rithms evaluate height and FWHM: algorithm 1 employs SciPy’s sig-
nal.find_peaks, while algorithm 2 utilizes optimize.curve_fit [120]. c, IQ-
diagram representation of the X, Y-peaks with the relative amplitude
∆RT and phase ΘT}. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

6.5 Correction of a drifting peak phase: a, Time-depended drift of the
peak phase ΘT and b, corrected peak phase Θn of the events displayed
in Fig. 7.1. The black line displays the moving average. . . . . . . . . . 93

7.1 Peak amplitude and width analysis of 1.75 µm polystyrene beads:
Scatter plot of peak amplitude ∆RT against peak width wp detected at
18.326 GHz. Every point represents an individual translocation event.
Histograms and kernel density estimation are located above and to
the right of the scatter plot. The color encodes the corrected peak
phase Θn . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
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7.2 Analysis of the corrected peak phase of 1.75 µm polystyrene beads:
Large data set recorded over a time period of 30 min at 18.326 GHz.
In total, 43971 translocation events were captured. a, Amplitude ∆RT
against peak width wp: The color coding represents the phase Θn of
the detected particles. b, Phase Θn against peak width wp: The color
encodes the peak amplitude ∆RT. The dotted lines indicate trends in
the data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

7.3 Influence of the outlet pressure on peak parameters: The scatter plot
shows the relationship between the outlet pressure and the amplitude
(∆RT) and peak width (wp) of 1.75 µm polystyrene beads detected at
18.326 GHz. Each point represents a single translocation event. The
pressure varied from -40 to -200 mbar, with the color indicating the
different pressure values. The experiments were conducted for 60 sec-
onds. Kernel density estimates are located above and to the right of
the scatter plot. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

7.4 Number of translocation events at various outlet pressure: In a flow
experiment with 1.75 µm polystyrene beads, the outlet pressure was
adjusted between -40 and -200 mbar. The number of translocation
events is counted at each pressure over 60 seconds. The number cor-
responds to the cumulative sum of the events displayed in Fig. 7.3. . . 100

7.5 Source power: a, Scatter plot illustrating the relationship between
peak amplitude (∆RT) and peak width (wp) for various source powers.
Dotted lines indicate the characteristic L-shape at different power lev-
els. A difference in the input and output pressure at the highest power
level is responsible for the shift in peak width. That shift is indepen-
dent of the source power. The color coding represents the power level.
b, The mean amplitude value for each power level (source voltage).
A dotted line is a visual aid indicating the expected linear correlation. 101

7.6 Detection of 200 nm polystyrene beads: The amplitude R signal,
measured at a 5 kHz bandwidth, is presented. A 1 Hz highpass filter
is applied to remove the DC offset. The right axis shows the signal-
to-noise ratio (S/N) for the corresponding peak height, with a noise
level of σnoise = 0.73 µV, calculated using the standard deviation of
600 data points. Beneath the primary graph, a detailed view of three
distinct peaks highlights the variability in peak amplitudes. Figure
reproduced from my publication [1], © 2023 IEEE . . . . . . . . . . . . 102

7.7 Dependence between translocation height and peak width: This
cross-sectional sketch of a fluidic channel highlights the translocation
of a polystyrene bead close to the electrodes. The blue line depicts
the Poiseuille flow, while the red lines illustrate the electrode fringing
fields represented by equipotential electric field lines. The horizontal
lines d above the electrode illustrate the increasing distance a particle
must travel to cross an equipotential line. That distance represents
the detected peak width wp, and with increasing height hp, the peak
width wp increases. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
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7.8 Particle flow velocity profile:. The data for 1.75 µm polystyrene beads
from Fig. 7.1 is transformed from peak amplitude to translocation
height hp, and from peak width to flow velocity vp using Eq. 7.4 &
7.4, respectively. The normalization factors are set to α1 = 22 and
α2 = 1 · 10−4. The blue line represents the theoretical water velocity
profile (Eq. 7.7) for a Poiseuille flow in a rectangular channel mea-
suring 12 µm in width and 7 µm in height under a pressure drop of
7.78 mbar. The similarities between both flow profiles suggest the
efficacy of the sensor and transformation method in assessing flow
profiles within microfluidic channels. . . . . . . . . . . . . . . . . . . . 106

7.9 Particle flow velocity profile for various pressures:. The data for
1.75 µm polystyrene beads and various outlet pressures from Fig. 7.3
is transformed from peak amplitude to translocation height hp, and
from peak width to flow velocity vp using Eq. 7.4 & 7.4, respectively.
The normalization factors are set to α1 = 22 and α2 = 1 · 10−4. The
dotted black lines are guides to the eye indicating parabolic event dis-
tributions. Kernel density estimates are located above and to the right
of the scatter plot. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

7.10 Detection of pluripotent stem cells: Time-trace amplitude R show-
casing the differentiation between human induced pluripotent stem
cells and cell debris in a PBS buffer solution. Peaks exceeding 1.5 mV
are attributed to cells, while those below are identified as cell debris. . 109

7.11 Cell peak parameters: Scatter plots representing flow experiments
with human induced pluripotent stem cells and cell debris. a, Peak
amplitude ∆RT against the peak width wp, and b, peak amplitude
against the peak phase Θn. A histogram and a kernel density estima-
tion are located above each scatter plot. The red dotted line serves as
a visual guide, highlighting an observable trend. . . . . . . . . . . . . . 109

7.12 Detection of water droplets in oil: Top graph shows time-traces of
the raw in-phase (X) and quadrature (Y) components during droplet
translocation over 290 s. The measurement frequency is 18.720 GHz
with a power of -8 dBm. The bottom graph provides a magni-
fied view, displaying various peak types corresponding to different
droplet sizes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

7.13 Droplet peak parameter: Scatter plots depicting the peak parameter
of water droplets in oil, showing a the relationship between peak am-
plitude ∆RT and peak width wp, and b the relationship between peak
amplitude and peak phase Θn. Red dotted lines indicate trends, pro-
viding visual guidance. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

7.14 Hydrodynamic diameter of liposome solutions: Using dynamic light
scattering (DLS), we determined the hydrodynamic diameter of lipo-
somes. The black curve illustrates the size distribution of liposomes
processed through an accidentally ruptured 100 nm polycarbonate fil-
ter. In contrast, the blue curve depicts those extruded through an in-
tact 100 nm polycarbonate filter. . . . . . . . . . . . . . . . . . . . . . . . 114
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7.15 Liposome detection: Continuous amplitude R traces, recorded over
a span of 10 minutes for a liposomes with an average diameter of
332 nm, and b liposomes with an average diameter of 139 nm. A
size distribution of these liposomes is depicted in Fig. 7.14. In total,
26,734 peaks above the threshold of 35 µV were detected for the larger
liposomes, and 2,547 peaks over the threshold of 30 µV were detected
for the smaller liposomes. . . . . . . . . . . . . . . . . . . . . . . . . . . 116

7.16 Peak parameters of larger-sized liposomes: Measurements taken at
18.70 GHz captured 26,734 translocation events over 10 minutes. a,
Plots amplitude ∆RT against peak width wp, with colors representing
the phase Θn. b, Shows the correlation between ∆RT and phase Θn. . 117

7.17 Peak parameters of smaller-sized liposomes: Measurements taken
at 18.657 GHz captured 2,547 translocation events over 10 minutes. a,
Amplitude ∆RT against peak width wp, with color representing the
phase Θn. b, Correlation between amplitude ∆RT and phase Θn. . . . . 118

A.1 Popularity of resistive pulse sensing (RPS): Total number of entries
in PubMed for the keywords nanopore, resistive pulse sensing and Coul-
ter counter. The gray bars display the sum of all publications until that
year and the yellow line is a exponential fit. The number of publica-
tions doubles every 4.26 years since 2010. . . . . . . . . . . . . . . . . . 125

A.2 Wafer layout with 16 chips: The manufacturing protocol has been
optimized to facilitate wafer-scale production, accommodating 16 in-
dividual chips, each measuring 8 mm x 12 mm, on a 2-inch wafer. . . . 126

A.3 Layout of an individual chip: Illustrates various components, includ-
ing microfluidic and microwave elements. . . . . . . . . . . . . . . . . . 127

A.4 Fabrication process one of the SLF-based sensor: A quartz wafer
with Ag resonator structures is spin-coating with polycarbonate (PC)
resist and e-beam lithography is used to write micro- and nanochan-
nels. Wet or thermal development creates the sacrificial structures.
Due to the reduction of the sacrificial layer height upon development,
its height is below the thickness of the electrodes. A physical mask
is employed to shield the CPW probe tip contacts while exposing the
sacrificial PC area. This is followed by the encapsulation of the sacri-
ficial layer with a 2 µm SiO2 layer via PECVD. Inlets are then created
by drilling, and the wafer is segmented into individual chips. The
wafer is heated to 600°C to eliminate the sacrificial layer, forming hol-
low channels and facilitating the self-encapsulation of the Ti/Ag/Ti
metal layers. Finally, the inlet holes are sealed with OrmoStamp foil.
Cross-sectional and top views are provided for each step. . . . . . . . . 128
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A.5 Fabrication process two for the SLF-based sensor with enhanced
sealing: A high-resistivity silicon wafer is utilized as the substrate.
The Ag resonator structures are fabricated identical to the sensor pre-
sented in this thesis. The wafer, with metal structures, is spin-coating
with polycarbonate (PC) resist. E-beam lithography is then employed
to pattern micro- and nanochannels. Wet or thermal development
forms the sacrificial structures. Due to the reduction of the sacrificial
layer height upon development, its height can be below the thickness
of the electrodes. A physical mask is employed to shield the CPW
probe tip contacts while exposing the sacrificial PC area. This is fol-
lowed by the encapsulation of the sacrificial layer with a 2 µm SiN
layer via PECVD. The wafer’s top side is then coated with a KOH-
protective resist, while its bottom side is spin-coated with a KOH-
stable photo-resist (e.g., SX AR-PC 5000/41, Allresist). Photolithog-
raphy is used to define the inlets and dicing lines on the resist. The
wafer undergoes deep silicon etching using KOH, but the silicon ni-
tride remains intact due to its KOH resistance [107]. This process
yields open inlets and resist that is sealed by the silicon nitride and
simultaneously separates the wafer into individual chips. In the fi-
nal step, the sacrificial layer is removed by heating the wafer to 600°C
under a nitrogen flow. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129

A.6 Simulation of interferometerically impedance-matched sensor us-
ing QucsStudio 2.5.7: a, Model of an interferometer combined with a
coupling-based sensor. The interferometer consists of a hybrid cou-
pler, variable attenuator, and phase-shifter. Adjusting the attenu-
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Chapter 1

Introduction

The opening words of my thesis quote Richard Feynman’s famous 1959 lecture:
“There is plenty of room at the bottom”. Feynman aimed to establish a new field of
physics at the atomic level of matter. He used the word bottom to refer to the ability
to manipulate matter on an atomic scale. In contrast, this thesis focuses on detecting
and characterizing individual nanoscopic particles in fluid. Here, bottom refers to ob-
jects at the nanoscale, significantly smaller than the biological cell, which is around
ten micrometers and already thoroughly explored. This nanoscale is significant be-
cause many crucial processes occur at the subcellular level involving nanoscopic
entities such as bacteria, viruses, proteins, or DNA. Consequently, these entities of-
ten play direct or indirect roles in human diseases, and therefore, detecting these
particles is the subject of many scientific and clinical endeavors. However, detecting
and characterizing such small objects in fluids remains a challenging task.

Evolution of Resistive Pulse Sensing: A Blueprint for High-Frequency Sensing?

In 1996, Kasianowicz et al. demonstrated a remarkably high sensitivity of the resis-
tive pulse sensing (RPS) method, also known as the Coulter counter, by detecting
single strands of RNA [2]. RPS is an all-electric, label-free method for detecting sin-
gle particles in a fluid. It consists of two reservoirs connected by a pore. A voltage
applied across the reservoirs creates a constant flow of ions through the pore. As
particles translocate through the pore, they cause a modulation in the ion current.
The strength of this modulation depends on the size of the translocating particles.
Thus, the Coulter counter provides information on particle size in a label-free and
non-invasive manner.

Fig. 1.1 illustrates the findings of Kasianowicz et al. in their detection of individ-
ual RNA strands. The first arrow indicates applying a -120 mV potential across a
membrane, resulting in a stable -120 pA current. A second arrow indicates the addi-
tion of poly[U] oligomers, averaging 210 bases in length. The translocation of RNA
molecules through a channel blocks the ionic current. An expanded time scale in the
lower graph illustrates two exemplary blockade events. The detection of individual
RNA strands opened a new field of electrical nanoparticle sensing and led to the
revival of a technology that Wallace H. Coulter had established already in 1953 [3].

Within 15 years after the detection of single RNA strands by RPS for the first time,
numerous companies, including Oxford Nanopore Technologies, Ionera, Nanopore
Solutions, and Goeppert, have successfully commercialized RPS-based devices [4].
Because of their all-electric nature, the instruments have been miniaturized into
portable, handheld devices. These modern RPS devices can detect single nucleic
acids (e.g., gene sequencing), proteins, and polymer species [5, 6, 7, 8, 6, 9]. These
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FIGURE 1.1: Single RNA strand detection via resistive pulse sens-
ing (RPS): At the first arrow, a -120 mV potential was applied across
the membrane, generating a steady -120 pA current. The second
arrow points to when poly[U] oligomers (mean length: 210 bases)
were added, causing short-lived current interruptions indicative of
RNA translocation events. The lower graph, with an expanded time
scale, depicts two representative blockade events. This experiment,
conducted by Kasianowicz et al. (1996), demonstrates the excep-
tional sensitivity of RPS in detecting nanoscale objects. Adapted
from "Characterization of individual polynucleotide molecules using
a membrane channel," Kasianowicz et al., 1996, in Proceedings of the
National Academy of Sciences of the United States of America. Vol.

93., pp. 13770-13773 [2], © 1996 National Academy of Sciences.

developments have made the RPS the most successful all-electric inflow single par-
ticle detection system. Clinical applications range from human genomics to cancer
diagnostics and virus detection [10]. The scientific community has also recognized
the potential of RPS. Since the year 2000, the number of publications (PubMed en-
tries) on the topics of resistive pulse sensing, nanopore, and coulter counter has increased
dramatically. In particular, since 2010, this number has doubled approximately ev-
ery 4.3 years, as detailed in the Appendix A.1.

In summary, since the establishment of nanoscopic sensing capabilities by detecting
single RNA strands, RPS has experienced an unprecedented success story. RPS’s
trajectory may provide a path forward for AC sensing techniques, which are still in
an earlier stage of development.

However, RPS also has its limitations. In particular, they are unable to discriminate
between particles of the same size, and their measurement speed is typically limited
to a bandwidth (BW) of about 10 kHz, with a maximum value of 10 MHz [4, 11,
7, 12]. At higher BWs, the f 2 noise component limits the maximum measurement
speed. This noise originates from the system’s total capacitance and amplifier input-
referred voltage noise [7]. These limitations necessitate an alternative approach to
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ultra-fast inflow single-particle sensing.

High-Frequency Single Particle Sensing

Electrical impedance flow sensing is a compelling alternative to RPS. It is an all-
electric label-free approach with ultra-fast sensing capabilities. This method relies on
the interaction of objects with alternating electric fields created by electrodes placed
in close proximity to a fluidic channel. In 1999, Ayliffe et al. first introduced such
a sensor [13]. Fig. 1.2a illustrates the original design of Ayliffe’s sensor, featuring
microchannels with integrated gold electrodes. Fig. 1.2b and c present the sensor’s
magnitude and phase response to human polymorphonuclear leukocytes (PMNs)
and teleost fish red blood cells (RBSs) at four selected frequencies. This pioneering
work achieved the first detection of individual cells and demonstrated the potential
of electrical impedance flow cytometry (EIFC) in differentiating between cell types.

FIGURE 1.2: Electrical impedance flow sensing of individual cells:
a, SEM image of microchannels with integrated gold electrodes, de-
picting the first chip used for electrical impedance flow sensing of in-
dividual cells. The magnitude b and phase c of the impedance mea-
sured for two cell types, for human polymorphonuclear leukocytes
(PMNs) and teleost fish red blood cells (RBS) at four selected frequen-
cies. Error bars depict one standard deviation. Adapted from "Elec-
tric Impedance Spectroscopy Using Microchannels with Integrated
Metal Electrodes," Ayliffe et al., 1999, in IEEE Journal of Microelec-

tromechanical Systems, Vol. 8. No.1, pp. 50-57 [13], © 1999 IEEE.

The AC signals change the nature of the measurement, making it a complementary
method to RPS. Compared to RPS, which measures particle size, the electric fields
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of the EIFC interact directly with the particle, probing its dielectric properties, and
different measurement frequencies provide information about different properties
of the particle under test. For example, at frequencies between 10 kHz and 10 MHz,
the EIFC is most sensitive to the properties of the cell membrane [14]. The membrane
capacitance is short-circuited at frequencies above 10 MHz, allowing the intracellu-
lar parts of the cell to be probed [15]. A cell circuit model can be used to infer cell
properties such as cell size, membrane potential, capacitance, or cytoplasmic con-
ductivity.

Conventional EIFCs have two major limitations: (1) they lack sensitivity compared
to RPS, and (2) their measurement frequency is limited to the MHz range. Recently,
Xie et al. [16] used EIFC to detect 200 nm particles with a maximum signal-to-noise
ratio (S/N) of ≈ 6, currently the smallest single particles detected with AC signals.
The other major limitation is bandwidth, as conventional EIFCs operate primarily in
the low MHz range [17], typically limited by the trans-impedance amplifier (TIA).
The maximum reported measurement frequency for such a setup is 450 MHz [18].
Thus, the EIFC has yet to achieve measurements at GHz frequencies.

Reflectometry and the GHz Regime for Biomolecules

As mentioned in the previous section, EIFC does not operate in the GHz regime.
Consequently, the GHz regime has been less studied than the kHz and MHz regimes.
Nevertheless, the GHz regime is highly relevant, as recent research in cell studies has
shown. At these frequencies, different cell states and types can be identified [19, 20,
21]. Hussein et al. discovered a unique dielectric signature for breast cancer cells
in this regime [22]. These discoveries underscore the potential of GHz frequencies
to discriminate between different cell types and states, including the identification
of cancer cells. Given the structural and functional similarities between cells, bacte-
ria, and viruses, it is plausible that the GHz regime may also provide insights into
smaller biological objects.

Reflectometry offers another detection architecture that differs from traditional
EIFCs, allowing it to operate and probe particles in the GHz regime without relying
on a TIA. This architecture was first demonstrated by Schoelkopf et al. [23]. They
measured the reflected signal intensity from a tank circuit (TC) connected to a high
impedance single electron transistor at 1.7 GHz. Unlike the RPS, such a configura-
tion is not limited by f 2 noise, allowing super-fast particle detection with measure-
ment bandwidths exceeding 100 MHz. Schoelkopf’s work inspired the development
of similar detection architectures. These have been used for inflow particle detection
and have achieved measurement bandwidths exceeding 30 MHz [24, 25, 26]. Re-
flectometric methods currently offer advantages over RPS in some areas. However,
their sensitivity needs further improvement, as the smallest detected object is a 500
nm polystyrene bead [24].

In summary, both the EIFC and TC-based reflectometric approaches share the same
attributes that have contributed to the success of RPS. They are label-free, non-
destructive, all-electric, and reflectometry has an increased measurement BW com-
pared to RPS, making it suitable for high throughput screening (HTS) of particles.
The non-destructive nature allows analyzed or sorted samples to remain viable for
subsequent scientific or medical applications. An advantage of AC sensing is the
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ability of electric fields to interact directly with a particle. Unlike RPS, this interac-
tion allows for an internal view of a particle, differentiating particles of similar size
based on their dielectric properties.

However, AC-based techniques fall short of RPS in terms of sensitivity. Further
improvements in sensitivity will enable the detection of sub-cellular objects such
as bacteria, viruses, proteins, or DNA. Such advancements might propel electrical
impedance flow sensing to a success similar to that achieved by RPS.

The limitations of AC-based techniques have led to the primary goal of this thesis:
Enhance sensitivity for the detection of nanoscopic particles at GHz frequencies.
To accomplish this, I have developed, optimized, and fabricated an ultra-sensitive,
finely-tuned novel sensor type that operates in a coupling-based configuration. A
distinctive feature of this configuration is the modulation of coupling strength be-
tween the feedline and resonator as particles translocate through the sensing vol-
ume. The development process of the novel sensor, included deriving an analytical
model that describes the working principle and finite element method (FEM) simula-
tions which guided the geometrical optimization process that drastically improved
sensitivity and adjusted the sensor for the operation frequency of approximately
20 GHz. Concluding the developmental phase, the sensor was manufactured and
thoroughly characterized, and its performance was compared with analytical and
simulation results. Altogether, the analytical models, the FEM simulations, and the
empirical measurements provide a complete picture of the novel coupling-based res-
onator type. Incorporating that sensor in a new interferometric impedance-matching
circuit detected 200 nm-sized polystyrene beads, the up-to-date smallest particles
detected at RF, with unprecedented signal-to-noise ratios. These advancements rep-
resent significant progress towards the dielectric classification nanoscopic particles
like virions, proteins, and DNA.



This page has been intentionally left blank.



7

Chapter 2

Theory

This chapter provides a comprehensive introduction to transmission line (TL) theory, which
is essential for the analytical modeling of the novel coupling-based sensor. This model is
used in section 3.7 to compare analytical results with simulations and experiments. More-
over, the insights gained from the TL theory enabled the derivation of the coupling-based
theory. Specifically, I derived an equation that illustrates how the coupling coefficient
changes in response to the modulation of the capacitance with respect to the sensing area
and relates the coupling coefficient with circuit parameters. This relation provides a frame-
work for systematically tuning the sensor geometry, as explored in section 3.5.

2.1 Transmission Line Theory

Transmission line theory describes the propagation of electrical signals in circuits
with a length smaller than the electrical wavelength. It is commonly applied to ra-
dio frequencies ranging from about 3 kHz, corresponding to a wavelength of several
kilometers, to 300 GHz, corresponding to a wavelength of 1 mm. At lower frequen-
cies, circuit analysis is used, approximating a circuit’s behavior by lumped elements
such as resistors, inductors, and capacitors. This method assumes that both the mag-
nitude and phase of the voltage and current in a circuit are approximately constant
across the lumped elements.

However, the constant magnitude and phase assumptions are no longer valid when
the electrical wavelength is shorter than the circuit approximated by the lumped
elements. In such cases, a more accurate representation can be achieved by using a
distributed element model of the TL. This distributed model is the starting point for
deriving the famous telegrapher equations.

2.1.1 Telegrapher Equations

In this section, I derive the Telegrapher Equations, which provide a mathematical
framework to describe wave propagation on TL. The derivation follows the text-
book Microwave Engineering by D. Pozar [27].

Fig. 2.1a illustrates ∆z, an infinitesimally long TL segment. The current and volt-
age along the line are described by i(z, t) and v(z, t), respectively. Two parallel lines
schematically represent the TL. The representation of two parallel lines is essential,
especially at high frequencies, where the electric wave requires a return path, typi-
cally between two conductors. These lines can be represented with lumped element
components as shown in Fig. 2.1b. A lumped element is valid under the condition
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a

b

FIGURE 2.1: Schematic illustrations of an infinitesimal length seg-
ment ∆z in a transmission line (TL): a, Standard representation de-
picted by two parallel lines symbolizing the conductive paths. b,
Lumped element representation showing the simplification into dis-

crete components.

that the phase and amplitude components of the voltage and current remain approx-
imately constant over an infinitesimal length of the TL. This assumption is especially
true when the signal’s wavelength is much larger than the segment of the TL under
consideration.

These lumped elements are a series resistance and inductance per unit length, R
and L, respectively, and a shunt conductance and shunt capacitance, G and C, re-
spectively. A given length of a TL can be viewed as an interconnection of many
infinitesimally small sections.

Applying Kirchoff’s voltage law to the circuit in Fig. 2.1b yields the following rela-
tionship between voltage and current along the TL:

v(z, t)− R∆zi(z, t)− L∆z
∂i(z, t)

∂t
− v(z + ∆z, t) = 0 (2.1)

and Kirchoff’s current law leads to

i(z, t)− G∆zv(z + ∆z, t)− C∆z
∂v(z + ∆z, t)

∂t
− i(z + ∆z, t) = 0 (2.2)

Both equations are divided by ∆z and the limit ∆z → 0 leads to the Telegrapher
Equations

∂v(z, t)
∂z

= −Ri(z, t)− L
∂i(z, t)

∂t
,

∂i(z, t)
∂z

= −Gi(z, t)− C
∂v(z, t)

∂t
.

(2.3)

These differential equations can be investigated in a standard sinusoidal steady-state
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condition. In that condition, the current and voltage can be represented as phasors
with:

v(z, t) = V(z)ejωt,

i(z, t) = I(z)ejωt (2.4)

with ω being the angular frequency of the sinusoidal source.

Substituting these representations into the Telegrapher’s Equations (2.3) and using
∂ejωt/∂t = jωejωt, we can transform the Telegrapher’s equations into the follow-
ing steady-state phasor form:

dV(z)
dz

= −(R + jωL)I(z),

dI(z)
dz

= −(G + jωC)V(z).
(2.5)

2.1.2 Waves on a Transmission Line

The steady-state Telegrapher Equations 2.3 are two dependent differential equations.
If a second derivative with respect to z is taken for Eqs. 2.5, we get

d2V(z)
d2z

= γV(z),

d2 I(z)
d2z

= γI(z),
(2.6)

with γ = α + jβ =
√
(R + jωL)(G + jωC). γ is called the complex propagation

constant with α the attenuation constant and β the phase constant. Eqs. 2.6 indicate
that V(z) and I(z) have structurally similar solution. By substitution, it can be seen
that each Eq. 2.6 has two independent solutions of the form

V(z) = V+
0 e−γz + V−

0 eγz,
I(z) = I+0 e−γz + I−0 eγz.

(2.7)

The term e−γz describes a wave that propagates in positive z direction with an am-
plitude of V+

0 and correspondingly, the term eγz describes a wave that propagates in
negative −z direction with an amplitude of V−

0 .

Applying the wave solutions to the current Eq. 2.5 (can be derived analogously for
V(z)), we get

I(z) = − 1
(R + jωL)

dV(z)
dz

I(z) = − 1
(R + jωL)

d(V+
0 e−γz + V−

0 eγz)

dz

I(z) =
1

(R + jωL)
(V+

0 γe−γz − V−
0 γeγz)

I(z) =
γ

R + jωL
(V+

0 e−γz − V−
0 eγz).

(2.8)
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The quotient of I(V) and I(z) from Eq. 2.7 and Eq. 2.8,results in

Z0 =
V(z)
I(z)

=
R + jωL

γ

=

√
R + jωL
G + jωC

.

(2.9)

The derived equation is independent of the position z on the TL and is called the
line’s characteristic impedance Z0.

The characteristic impedance relates the current and voltage on a TL as follows

V+
0

I+0
= Z0 =

−V−
0

I−0
(2.10)

The current and voltage can be written in terms of their characteristic impedance of
the TL as:

I(z) =
V+

0
Z0

e−γz −
V−

0
Z0

eγz,

V(z) = I+0 Z0 e−γz − I−0 Z0 eγz.
(2.11)

2.1.3 Transmission Line Terminated with a Load Impedance

FIGURE 2.2: Transmission line terminated with a load impedance
ZL: This schematic illustrates the connection between a TL and a load,

characterized by a load impedance value of ZL.

As demonstrated in the previous section, the characteristic impedance Z0 is constant
over the entire TL, ensuring no reflection of an electric wave. This relation changes
once a load impedance ZL terminates the line. Fig. 2.2 displays a TL terminated with
a load impedance. The load impedance induces a boundary condition at z = 0. At
that boundary condition, the ratio between the voltage and current has to be ZL.
If the load impedance differs from the line’s characteristic impedance (Z0 ̸= ZL),
the boundary condition can only be satisfied if an additional backward traveling
wave is excited. A voltage wave on a TL is mathematically described as V+

0 e−jγz,
with γ = α + jβ the propagation constant. The voltage at each point of the TL is a
superposition of the incident and reflected waves with

V(z) = V+
0 e−jγz + V−

0 ejγz. (2.12)
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The incoming and reflected voltage waves have corresponding current waves given
by Eq. 2.11.

I(z) =
V+

0
Z0

e−jγz +
V−

0
Z0

ejγz. (2.13)

The load impedance at z = 0 is

ZL(0) =
V(0)
I(0)

=
V+

0 + V−
0

V+
0 − V−

0
Z0 (2.14)

Eq. 2.14 can be solved for the reflected wave V−
0

V−
0 = V+

0
Z0 − ZL

Z0 + ZL
. (2.15)

As expected, this equation shows that the reflected wave becomes zero for Z0 = ZL.
The ratio between the reflected and incoming wave is called the reflection coefficient
Γ given by

Γ =
V−

0

V+
0

=
ZL − Z0

ZL + Z0
. (2.16)

The reflection coefficient is an important quantity that can be measured with a vector
network analyzer (VNA) and is used extensively in this thesis. It can be used to
characterize circuits and, for example, describe the quality of an impedance match
between a load and the feedline.

It is generally desirable to have zero back reflections on TLs in order to transfer the
maximum power to a circuit (e.g., a sensor). This condition is achieved when the
load impedance matches the feedline impedance ZL = Z0. If the load impedance is
much lower or higher, the reflection coefficient becomes one, and the total power is
reflected |Γ| → 1.

Next, the current and voltage waves on a not-perfectly-matched TL are investigated.
For such a condition, Eqs. (2.12) & (2.13) can be rewritten with the definition of Γ
from Eq. 2.16 as

V(z) =V+
0 (e−jγz + Γejγz),

I(z) =
V+

0
Z0

(e−jγz − Γejγz),
(2.17)

The reflection of waves at a not perfectly impedance-matched load leads to standing
waves. For special applications, standing waves can be utilized to build resonators.
Such resonators will be discussed in section 2.2. These waves alter the impedance at
each point of the TL. From Eq. 2.17, the input impedance at a distance l = −z in the
direction of the load is

Zin =
V(−l)
I(−l)

= Z0
ejγl + Γe−jγl

ejγl − Γe−jγl (2.18)

In the following, two load impedance cases are discussed. The first case is a short-
circuited load. A shorted load has an impedance of ZL = 0, and from Eq. 2.16 we get
Γ = −1. The corresponding input impedance can be calculated with Eq. 2.18, and
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by applying the trigonometric identities, the input impedance becomes

Zshort = Z0
ejγl − e−jγl

ejγl + e−jγl

= Z0 tanh γl.
(2.19)

The second case is an open load. The calculation of an open load is similar to the
shorted load. The only difference is the reflection coefficient, which becomes Γ = 1.
To reduce the length of calculation, we observe that Eq. 2.18 becomes the inverse
with respect to the shorted load with

Zopen = Z0 coth γl. (2.20)

The similarity between the input impedance of an open and shorted load allows the
use of either termination to build a TL resonator. The following section will discuss
such resonators and the differences between an open or shorted TL termination.

2.2 Transmission Line Resonator

This section discusses TL resonators and compares them with conventional RLC-
resonant circuit models. This comparison allows us to derive relationships between
TL parameters and RLC-resonant circuit parameters. Furthermore, the differences
between a λ/2- and λ/4-resonator are demonstrated. The theory of both resonators
is used in section 3.7 to highlight the advantages of a coupled λ/4 resonator over a
λ/2 resonator for capacitive sensing. These resonators can be obtained by terminat-
ing a TL with an open or short circuit. The terminations of a TL were discussed in
the previous section 2.1.3.

In Fig. 2.3a, TL models for both open- and short-circuited TLs are presented in black
and blue, respectively. The corresponding voltage profiles along these TLs are illus-
trated in Fig. 2.3b. The open TL has a length of lλ/2, while the shorted TL measures
lλ/4. These TLs are characterized by an attenuation constant α, a phase constant β,
and a characteristic impedance Z0. Both TLs receive a signal with a wavelength of
λ. They are positioned such that the termination point of the shorted TL is offset by
a distance of λ/4 relative to the open termination. This configuration ensures that
the reflected voltage waves from both TLs are identical in magnitude and phase.
This illustration reinforces the idea that different TL lengths can produce identical
standing waves when properly terminated, resulting in resonators with equivalent
resonant conditions.

At resonance, both resonators can be modeled as a parallel RLC-resonant circuit [27],
as shown in Fig. 2.3c. The input impedance ZRLC into a parallel RLC-resonant circuit
is

ZRLC =

(
1
R
+

1
jωLR

+ jωCR

)−1

(2.21)

with R the resistance, LR the magnetic inductance, and CR the capacitance of the
resonant circuit.

In the book Microwave Engineering by Pozar [27], relationships are established be-
tween the parameters of a parallel RLC resonant circuit and the TL resonator. These
relationships can be derived by rearranging the input impedance equations Eq. 2.21
of the RLC circuit and those of the open Eq. 2.19 and short-circuited Eq. 2.20 TL
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a

b

c

FIGURE 2.3: Distributed circuit models of shorted and open trans-
mission lines (TL): a, Diagram contrasting the TL model for a shorted
λ/4-line (shown in blue) with an open λ/2-line (in black). b, Graphi-
cal representation of the voltage variation along both short- and open-
circuited TL, depicted in blue and black, respectively. c, The equiva-
lent parallel RLC-circuit showing how these TLs at resonance can be

modeled using standard lumped components.

resonators into a similar form. By comparing these equations, one can deduce the
relationships between the parameters of both circuits. Table 2.1 summarizes these
relationships.

By comparison, we can conclude that for the same resonance frequency ω0, the ca-
pacitance of shorted λ/4-TL is half the capacitance of an open λ/2-TL. The induc-
tance is inversely proportional to the capacitance. The inductance of a shorted λ/4-
TL is, therefore, twice as high as that of an open λ/2-TL.

The resonance frequency for both resonators is given by

w0 =
1√

LRCR
. (2.22)

A resonant circuit’s quality factor Q is defined as the ratio between the average
stored energy and the energy dissipated per unit time. The quality factor can be
divided into the resonator’s quality factor, called the unloaded or internal quality
factor Q0, and the quality factor of an external load resistance Qe. The loaded qual-
ity factor is given by

1
QL

=
1

Qe
+

1
Q0

. (2.23)

In the realm of time-resolved particle detection, bandwidth (BW) plays an important
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TABLE 2.1: Comparison of RLC tank circuit parameters with λ/4
and λ/2 transmission line (TL) models: This table illustrates the re-
lationship between the RLC tank circuit parameters shown in Fig. 2.3c
and the parameters specific to the λ/4 and λ/2 TL models presented
in Fig. 2.3a. It serves as a reference for understanding the correlation

between these equivalent circuit representations.

RLC-circuit parameter shorted λ/4-TL open λ/2-TL

CR
π

4ω0Z0

π

2ω0Z0

LR
1

ω2
0CR

1
ω2

0CR

Q0
π

4αl
π

2αl

R
Z0

αl
Z0

αl

role, especially when the goal is to achieve ultra-fast detection. The quality factor is
inherently related to the bandwidth. This relationship can be expressed mathemati-
cally as

QL =
f0

BW
. (2.24)

In the experimental part of this dissertation, I use a resonator for the time-resolved
detection of particles in a microfluidic setup. The loaded quality factor of our sensor
was about 100 at a resonance frequency of ≈ 20 GHz. This specification results in a
resonator with a limited bandwidth of 200 MHz, allowing a temporal resolution of
about five nanoseconds.

2.2.1 Coupling to a λ/4 - Resonator

The operating principle of the innovative inflow particle microwave sensor, detailed
in section 3.4, is based on the particle-induced modulation of the coupling strength
between a circuit and a resonator. In detail, a fluidic channel is positioned between
the feedline and a resonator, forming a capacitance that links both circuits. As parti-
cles move through the channel, they modulate the coupling between the circuits.

Understanding the relationship between the measured signal and the modulation of
the coupling strength is essential. Therefore, in the following section, I derive the
coupling theory. Although the derivation has similarities with the capacitively cou-
pled λ/2 resonator described in the book Microwave Engineering [27], I have made
original contributions to the derivation of a capacitively coupled λ/4 resonator.

The coupling coefficient g quantifies the coupling strength between a resonator and
an attached circuit. It is defined by the ratio of the internal to the external quality
factor

g =
Q0

Qe
. (2.25)

A resonator can be either loosely coupled to maintain a high loaded quality factor
or strongly coupled to ensure good power transfer. For the sensor developed in this
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thesis, the coupling strength must be fine-tuned to achieve optimal performance.

In the following, I derive the dependence between the coupling coefficient g and
the circuit parameters of the coupling-based sensor, represented by a distributed
circuit model as shown in Fig. 2.4. The model consists of a feedline with the char-

FIGURE 2.4: Distributed circuit model of the novel coupling-based
sensor: This model represents the coupling approach of the sensor,
where the capacitance Cc acts as a coupling element between the feed-
line and a λ/4-TL resonator. Particles within the sensing volume

modulate this capacitance.

acteristic impedance Z0 coupled with the coupling capacitance Cc to a short-circuit
λ/4-resonator. This resonator consists of a TL with length l, attenuation constant α,
phase constant β, and characteristic impedance ZR. The derivation will relate these
circuit parameters with the coupling coefficient g.

At the beginning of the derivation, the TL losses (α = 0) are neglected (γ = jβ).
These losses will be reintroduced later. The normalized input impedance Z̃in from a
feedline to a capacitively coupled lossless λ/4 TL resonator is given by

Z̃in(ω) =
Zin

Z0
,

= −j
1

ωCcZ0
+

ZR

Z0
tanh (jβl) ,

= −j
(

1
bc

− ZR

Z0
tan(βl)

)
,

(2.26)

where bc = Z0ωCc is the normalized susceptance of the coupling capacitance.

The input impedance varies along the length of the resonator, similar to the
impedance of a blank shorted λ/4 TL. Resonance occurs at frequencies where the
length satisfies Z̃(ω) = 0. Applying this resonance condition to Eq. 2.26 and incor-
porating the phase velocity defined as vp = ω/β, we obtain the following transient
equation

(CcωZR)
−1 = tan

(
ωl
vp

)
. (2.27)

The left part of the equation introduces a resonance frequency shift due to a capaci-
tive load of the resonator.

To get an intuitive understanding of the coupling between the feedline and the cir-
cuit, Eq. 2.26 is transformed into an equivalent series RLC-circuit, which is done by a
Taylor series expansion around the resonance frequency ω1. At resonance, the input
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impedance becomes Z̃(ω1) = 0:

Z̃(ω) =Z̃(ω1) + (ω − ω1)
dZ̃(ω)

dω

∣∣∣∣
ω1

+ ... ,

=(ω − ω1)
dZ̃(ω)

dβl
dβl
dω

∣∣∣∣
ω1

+ ... .
(2.28)

From Eq. 2.27 and the assumption that b2
c ≪ 1 follows:

dZ̃(ω)

dβl

∣∣∣∣
ω1

= j
ZR

Z0

(
1 + tan2(βl)

)
= j

ZR

Z0

(
1 +

Z2
0

Z2
R

1
b2

c

)
≈ j

Z0

ZR

1
b2

c

(2.29)

For a weakly coupled resonator, no capacitive loading and a negligible reduction of
the resonance frequency is assumed. In this case, the length of the resonator is l ≈
λ1/4 with the wavelength λ1 given by λ = 2πvp/ω. A transverse electromagnetic
(TEM) wave on the TL results in

d(βl)
dω

=
l

vp
≈ π

2ω1
. (2.30)

This function is put into to Eq. 2.29 which reduces to

Z̃(ω) ≈ j
Z0(ω − ω1)

ZRb2
c

π

2ω1
. (2.31)

In the case of low loss resonators, the losses due to TL attenuation α can be reintro-
duced by substituting the resonance frequency with its complex effective frequency
ω1 → ω1 (1 + j1/2Q0), with Q0 the internal quality factor of the resonator. This
leads to a normalized input impedance of a lossy capacitively coupled λ/4-resonator

Z̃(ω) =
πZ0

4b2
c ZRQ0

+ j
(ω − ω1)

b2
c ZR

Z0π

2ω1
. (2.32)

In contrast to the initial Eq. 2.26, the Eq. 2.32 can be related to a series RLC-circuit
near resonance, which has the following form

Zin = R + j
2RQ0(ω − ω1)

ω1
. (2.33)

The real term R = πZ2
0/4b2

c ZRQ0 of Eq. 2.33 corresponds to the input resistance. At
resonance, the input impedance is purely real (ω − ω1) = 0. For critical coupling,
the input impedance has to be matched to the feedline impedance R = Z0. The
coupling coefficient of a series RLC-circuit is defined as g = Z0/R, which leads to
the following relationship:

g =
4ZRZ0Q0ω2C2

c
π

(2.34)
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This equation links the circuit parameters with the coupling coefficient and allows
for a systematic adjustment of the coupling coefficient.

2.2.2 Coplanar Waveguide

Transmission lines come in various forms, including coaxial, strip, microstrip, slot,
coplanar, and single conductor lines, such as rectangular waveguides. Each type of
TL has a theory describing the relationship between its geometric characteristics and
electrical properties. These properties include characteristic impedance, effective
permittivity, unit-length inductance and conductance, and losses. For more details
on different types of coplanar waveguide structures, I recommend the book Coplanar
Waveguide Circuits, Components, and Systems by R. Simons [28]. In the following, I will
introduce the theory of coplanar waveguides (CPW) with finite substrate thickness,
a TL discussed in detail in this thesis.

Cheng P. Wen invented CPWs in 1969 [29]. A typical CPW consists of a central signal
line and two ground planes on either side. These are fabricated on the top surface of
a dielectric substrate. CPWs are particularly suited for the sensor developed in this
thesis. The CPWs can be fabricated by standard lithographic methods, including
photolithography and electron beam lithography. The precision of e-beam lithog-
raphy allows the fabrication of electrodes with nanoscale dimensions. In addition,
CPWs do not require a conductive backside. Instead, the electric field is localized
between the signal and ground lines on the top of the chip. In the case of the sensor
presented in this thesis, this arrangement enhances the confinement of the electric
field to the microfluidic channel, which is also located on the top of the chip. Fur-
thermore, the characteristic impedance of a CPW can be fine-tuned, e.g., to the most
commonly used 50 Ω, making CPW probe tips ideal for ensuring fast, reversible,
and impedance-matched connections between the CPW sensor and the measure-
ment circuit.

Fig. 2.5 displays a schematic model of a CPW. The width of the signal line is w, the
distance from the signal line to the ground is s, and a finite dielectric substrate thick-
ness is h. For simplicity, the ground plane width is assumed to be infinite. The red

FIGURE 2.5: Schematic sketch of a coplanar waveguide (CPW): The
central line width w, the distance s between the central line and
the ground planes, and the substrate height h define the CPW ge-
ometry. These parameters are linked to electrical characteristics like

impedance and attenuation of the CPW.

and gray lines schematically represent the electric and magnetic field lines, respec-
tively. The field lines represent the solution of Laplace’s equations in two dimen-
sions. These solutions are difficult to find because they are nonuniform fields in the
natural coordinate system. The electric field and the permittivities of the dielectrics
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are essential properties because they are directly related to the TL’s capacitance and
inductance per unit length, characteristic impedance, and effective permittivity.

An elegant workaround to solve Laplace’s equations is the quasi-static analysis
based on the conformal mapping method. It transforms the TL boundaries into a
simpler coordinate system, such as a parallel plate configuration. Laplace’s equa-
tions for a parallel plate configuration are easy to solve because the solution is a uni-
form field. The transformation is based on the assumption that magnetic walls can
replace all dielectric boundaries. This assumption is only valid if the electric field
lines are parallel to the dielectric boundaries [30]. Such a transformation was first
performed for an infinitely thick substrate [29]. The following section demonstrates
the transformation for a finite thickness. The transformation follows the book by I.
Bahl, M. Bozzi, and R. Garg called Microstrip Lines and Slotlines, Third Edition [31].

a b c

FIGURE 2.6: Conformal mapping transformations: a, Z-plane with
a finite thickness substrate. b, Transformation of the finite sub-
strate thickness in the z-plane to the infinite thickness t-plane. c,
The Schwarz-Christoffel transformation from nonuniform fields into

a parallel plate structure with uniform fields.

Fig. 2.6a shows the cross-section of a CPW in a complex plane. A CPW has an axis
of symmetry at the center of the signal line. Because of the symmetry, only half of
the cross-section needs to be evaluated. The distance a = w/2, b = w/2 + s, and h
is the thickness of the substrate. The area without dielectric has the permittivity of
free space, and the dielectric has a permittivity of εr.

In the following, I calculate the capacitance per unit length for the CPW. For sim-
plicity, I divide the capacitance into two contributions: the free-space contribution
and the dielectric contribution in the second step. Therefore, in the first step, the
permittivities in the upper and lower half-planes are assumed to be the same as the
permittivity of free space.

The capacitance of the free space is calculated as follows: The Schwarz-Christoffel
transformation maps the upper half of the z-plane in (a) to the interior of the rectan-
gle, as shown in (c). The Schwarz-Christoffel transformation is given by

w =
∫ z

z0

dz√
(z − a)(z − b)

(2.35)
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The conductor strips in the z-plane transform into the strips AB and CD in the w-
plane. The size of the rectangle between the conductors can be calculated by evalu-
ating the integral in the above equation, which is given by

AB
BD

=
K(k1)

K′(k1)
(2.36)

with K(k) and K′(k) the complete elliptic integral of the first kind and the comple-
mentary elliptical integral of the first kind, respectively. These integrals are related

by K′(k1) = K(k′1) with k′1 =
√

1 − k2
1. The argument k is given by

k1 =
a
b
=

w
w + 2s

(2.37)

A simple approximation for K/K′ can be found in the literature [32] :

K(k)
K′(k)

=
π

ln (2(1 +
√

k′)/(1 −
√

k′))
for 0 ≤ k ≤ 0.707

K(k)
K′(k)

=
π

ln (2(1 +
√

k′)/(1 −
√

k′))
for 0.707 ≤ k ≤ 1

(2.38)

The free-space contribution to the total capacitance per unit length is given by

Cair = 4ε0
K(k1)

K′(k1)
(2.39)

The factor four originates from the assumption that the upper and lower half plane
contributes the same amount to the free-space capacitance.

In the second part of the derivation, the dielectric contributions are derived. First,
the finite thickness of the substrate in the z-plane is converted into a conventional
infinite thickness substrate. This transformation is performed by

t = sinh
(πz

2h

)
. (2.40)

It transforms the z-plane into the t-plane as shown in Fig. 2.6b.

In the second step, the infinite t-plane is transformed by Schwarz-Christoffel into
a parallel plate structure (i.e., w-plane). This transformation is identical to the one
used for the upper half of the free space plane given by Eq. 2.35. Thus, the capaci-
tance contributions of the dielectric are

Cr = 2ε0(εr − 1)
K(k2)

K′(k2)
, (2.41)

with Eq. 2.37 & 2.40 the transformed argument becomes

k2 =
t1

t2
=

sinh(πa/2h)
sinh(πb/2h)

(2.42)
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The total capacitance per unit length is the sum of the air and dielectric capacitance.
From Eq. 2.39 & 2.41 follows the total capacitance

Cl = Cr + Cair

Cl = 2ε0(εr − 1)
K(k2)

K′(k2)
+ 4ε0

K(k1)

K′(k1)

(2.43)

The magnetic inductance per unit length can also be derived by conformal mapping
[33] as

Ll =
µ0

4
K(k1)

K′(k1)
. (2.44)

For a quasi-static approximation and with Eq. 2.39 & 2.41 the effective permittivity
is given as

εeff =
Cl

Cair

=
Cr + Cair

Cair

= 1 +
εr − 1

2
K(k2)

K′(k2)

K′(k1)

K(k1)

(2.45)

The impedance of a lossless CPW can be derived from Eq. (2.9) with R = 0 and
G = 0. The phase velocity of such a lossless TL is vp = ω/β = 1/

√
LC and the

phase velocity for a TEM wave is given by vp = c0/
√

εeff [27]. These equations can
be used to determine the characteristic impedance for a lossless CPW as follows:

Z0 =

√
Ll

Cl
=

√
LlCl

Cl
=

1
Cvp

=

√
εeff

c0Cl
=

1
c0
√

εeffCair

=
1

4ε0c0
√

εeff

K′(k1)

K(k1)

≈ 30π√
εeff

K′(k1)

K(k1)

(2.46)

2.2.3 CPW Attenuation

The attenuation of a CPW can be divided into at least three types: the attenuation
due to dielectric loss αd, the attenuation due to conductor loss αc, and the attenuation
due to radiation loss αr. The total attenuation is the sum of all contributions with
αt = αd + αc + αr. The relative contribution of each type of attenuation depends on
the frequency and the geometry of the CPW. In the following, I present theoretical
models that describe each attenuation type. In addition, I calculate the theoretical
attenuation for a CPW identical to the one used in this thesis (section 3.6).
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Dielectric Loss

The attenuation due to dielectric loss is given by [34]

αd =
π

λ0

εr√
εeff

q tan δe Nepers/meter, (2.47)

with λ0 the free space wavelength, εr is the relative permittivity of the substrate, εeff
is the effective permittivity given by Eq. (2.45) and tan δe is the dielectric loss tangent
of the substrate. The filling factor q is given by

q =
1
2

K(k1)

K′(k1)

K′(k0)

K(k0)
. (2.48)

It is calculated with the complete elliptic integrals K(k1) and K(k0), and the moduli
k1 and k0 are determined as outlined in Eq. 2.38.

Conductor Loss

At high frequencies, the skin effect is a major contributor to the attenuation of a con-
ductor. The skin effect describes the concentration of AC currents at the surface of a
conductor. As the frequency increases, the currents become more concentrated at the
surface. The skin depth δ describes the distance from the surface of the conductor to
the point where the current density decreases to 1/e of the surface value. Below the
skin depth, the conductor does not contribute significantly to the conductivity. For
microwave frequencies, the skin depth is defined as

δ =

√
2ρ

ωµc
, (2.49)

where ρ is the resistivity of the conductor, ω is the angular frequency, and µc is
the permeability of the conductor. For minimum attenuation, it is essential that the
thickness of the metal exceeds the calculated skin depth. The resonators described
in this thesis have a metal thickness between 1 - 1.3 µm and a resonance frequency
around 19 GHz with a conductivity of the metal layer of σc = 5.65 · 107 S m−1. These
values give a ratio of metal thickness to skin depth of approximately t/δ ≈ 2.7.

A second major determining factor of the conductor losses is the geometry of the
CPW. More surface area (i.e., wider CPW signal line and ground) generally results
in better conductivity. Several different models, such as the Collin (i.e., conformal
mapping method) [35], Holloway-Kuester (i.e., matched asymptotic technique) [36],
Heinrich (i.e., mode-matching method and quasi-TEM model) [37] and Ponchak et
al. (i.e., measurement-based design equations) [38] exist for the calculation of the
CPW conductor attenuation constant. Some of these models are accurate only within
a range of the CPW width and ratio of the metal layer thickness to the skin depth.

I chose the Holloway-Kuester model because it has the least restrictions. In par-
ticular, the thickness t of the metal layer can be close to the skin depth δ, and the
model is accurate in the GHz range. For this model, the attenuation constant due to
conductor loss is [36]

αc =
Rsmb2

16Z0K2(k)(b2 − a2)

(
1
a

ln
(

2a
∆

(b − a)
(b + a)

)
+

1
b

ln
(

2b
∆

(b − a)
(b + a)

))
Nepers/meter,

(2.50)
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with the characteristic impedance Z0 given by Eq. (2.46), a = w/2 and b = w/2 + s
(described in the previous section), K(k) is the complete elliptical integral of the first
kind with the modulus k = a/b.

∆ is the so-called stopping distance. It is numerically calculated for a given metal
thickness t and skin depth δ. The value can be extracted from reference [36]. For
t/δ ≈ 2 the ∆ ≈ 4.01 · 10−9.

Rsm is the resistance in the modified Horton impedance boundary condition given
by

Rsm = ωµct Im
(

cot(kct) + csc(kct)
kct

)
, (2.51)

where is kc = ω
√

µ0ε0
√

1 − jσc/ωε0 and µc = µrµ0.

Radiation Loss

The radiation loss originates from the leakage from the CPW propagation mode and
the substrate modes. The leakage increases as the TL’s phase velocity exceeds the
substrate’s phase velocity. It has been shown that the amount of radiation depends
on the velocity mismatch between the CPW modes and the surface modes [39]. The
frequency-dependent radiation loss factor was derived by Frankel et al. [40] as

αr =
(π

2

)5
2


(

1 − εeff
εr

)2

√
εeff
εr

 (s + 2w)2ε3/2
r

c3
0K′(k)K(k)

f 3 Nepers/meter, (2.52)

where c0 is the speed of light, K(k) is the complete elliptic integral of the first kind,
the parameter k = w/(w + 2s), and K′(k) = K(

√
1 − k2) (see section 2.2.2). εr is the

permittivity of the substrate and εeff is the effective permittivity given by Eq. (2.45).
The effective permittivity has a dispersion as it decreases with increasing frequency.
In the radiation model, this effect is neglected because the dispersion is small in the
10 - 100 GHz range [40].

Fig. 2.7 summarizes the previously described attenuation types for different CPW
widths (w + 2s) (i.e., ground-to-ground distance). The relative contributions of the
different attenuation types are given for a frequency of 19.74 GHz and a characteris-
tic impedance of about 80 Ω. These values correspond to the CPW used in the thesis.
The characteristic impedance is obtained by adjusting the signal line width w and the
signal line to ground distance s to remain between 79 ± 3 Ω. The substrate is quartz
glass with a real permittivity of εr = 4.05 and a loss tangent of δquartz = 0.0002 [41,
42]. The height of the substrate is 500 µm, and the thickness of the metal is 1.3 µm,
with a conductivity of σc = 5.65 · 107 S m−1. For narrow widths, conductor losses
primarily contribute to the total attenuation. However, when the width exceeds
800 µm, radiation losses become the dominant factor. The minimum attenuation is
15.22 dB/m at a width of 603 µm.

A dotted line at 800 µm marks the sensor width developed in this thesis, which has
a theoretical attenuation of 16.17 dB/m.

It is worth noting that radiation losses were not taken into account during the design
phase of the sensor. This resulted in a wider than optimal CPW width. Nevertheless,
the total attenuation remains close to the ideal value.
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FIGURE 2.7: Graph of attenuation constants in a coplanar waveg-
uide (CPW) at 19.74 GHz: The attenuation constants: dielectric (αd),
conductor (αc), radiation (αr), and total loss (αt), as functions of the
ground-to-ground distance (width of the CPW line, w+ 2s). The s and
w parameters were scaled to maintain the characteristic impedance
within the range of 79 ± 3 Ω. The visualization provides insight into
how different losses contribute to the attenuation at a specific fre-
quency and geometry. The dotted line at 800 µm marks the sensor
width developed in this thesis, which has a theoretical attenuation of

16.17 dB/m.

2.3 Permittivity

An electric field applied to a dielectric displaces positive charges in the direction of
the electric field and negative charges in the opposite direction. This separation of
charges under an applied electric field is called polarization. The polarizability of a
material is described by the permittivity ε of a dielectric. It is usually represented
by the relative permittivity εr, which is the ratio of the absolute permittivity to the
vacuum permittivity ε0.

εr =
ε

ε0
(2.53)

However, this formula does not consider the losses caused by the movement of
charges in a dielectric. A complex representation of permittivity can account for
these losses

ε(ω) = ε′(ω)− jε′′(ω) (2.54)

with the real part ε′ representing the polarizability (i.e., the stored energy) and the
imaginary part ε′′ representing the dielectric loss. Both quantities are frequency de-
pendent, denoted by ω, and the angular frequency is given by 2π f .

An alternating field periodically displaces the electrical charges. The alternating
field is reversed after reaching the maximum electric field and polarization. This
initiates the relaxation of the dielectric to its equilibrium state. The relaxation mech-
anism is limited in speed. In general, large structures relax to their equilibrium state
more slowly than smaller structures. At high frequencies, the electric fields alternate
rapidly, so the polarization of slow processes cannot follow. As a result, with increas-
ing frequency, slow processes successively do not contribute to the permittivity.
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In 1914, P. Debye was the first to discuss such relaxation processes of dipoles in
dielectrics [43]. He introduced a relationship between permittivity and frequency as

ε(ω) = ε∞ +
εs − ε∞

1 + jωτ
= ε∞ +

∆ε

1 + jωτ
. (2.55)

Here, the relaxation parameters ε∞ and εs represent the permittivity at high frequen-
cies and DC, respectively. The term ∆ε denotes the relaxation strength, while τ de-
notes the relaxation time. This relaxation time is related to the relaxation frequency
by 2π f0 = τ−1.

Eq. (2.55) can be decomposed into its real and imaginary components [44]

ε′(ω) = ε∞ +
∆ε

1 + (ωτ)2 ,

ε′′(ω) =
∆εωτ

1 + (ωτ)2 .
(2.56)

The real part decreases by ∆ϵ during a relaxation process. Half of the relaxation
amplitude is reached at the relaxation frequency f0. The imaginary part peaks at
this frequency and decays to zero for frequencies significantly higher or lower than
the relaxation frequency.

Dielectrics typically have a variety of polarizable structures. Polarization can range
from small charge displacements, such as the reorientation of water molecules, to
much larger displacements, such as the movement of ions. Each relaxation process
is characterized by its unique relaxation parameters. The overall permittivity is the
cumulative effect of all these processes. This cumulative effect can be represented by
a relaxation model, such as the classical Debye model, combined with a conductivity
term:

ε(ω) = ε∞ + ∑
i

∆ε i

1 + jωτi
+

σ

jωϵ0
. (2.57)

Here σ denotes the conductivity resulting from ionic currents. This equation is used
to fit permittivity spectra and extract relaxation parameters. It is worth noting that
real permittivity spectra often deviate from the Debye model. As a result, numer-
ous empirical models have been formulated, such as the Cole-Cole, Davidson-Cole,
Havriliak-Negami, von Schweidler, and others [44].

Fig. 2.8 displays an exemplary real and imaginary permittivity spectrum. It illus-
trates some common types of polarization. The relaxation parameters of an exem-
plary polarization type, namely the polarization of ions, are represented by ∆ε i and
τi. As described by Eq. (2.56), each relaxation process has a maximum in the imagi-
nary permittivity at the relaxation frequency.

In the following, the permittivity spectrum of cells is discussed. It is well suited
for a reference system as it is the best-studied biological system, and it contains
various polarization types. Several relaxation processes can be observed in cells,
often labeled with Greek letters such as α, β, δ and γ [14]. At frequencies between 10
- 104 Hz the α dispersion can be observed [45]. It is attributed to counterion diffusion
effects and is shown in Fig. 2.8 as the ionic polarization.
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FIGURE 2.8: Dielectric permittivity spectrum using the classical De-
bye relaxation model: This diagram depicts the complex permittiv-
ity spectrum, characterized by the real part ε′, symbolizing material
polarization strength and energy storage, and the imaginary part ε′′,
representing energy loss. As the Debye model details, key polariza-
tion parameters include changes in permittivity (∆εi) and relaxation

times (τi).

At frequencies between 10 kHz and 10 MHz the β-dispersion occurs [45]. It is as-
sociated with the polarization of interfaces such as the cell membrane. The mem-
brane and intracellular molecules bound to the membrane are charged and act as
a capacitance. The capacitance shields the electric field from entering the cell. At
frequencies above the β-dispersion, the capacitance is shorted, and current can flow
through the interior of the cell. Pauly H. and Schwan H. P. were the first to demon-
strate that adding digitonin reduces the β-dispersion and breaks the membrane ca-
pacitance and resistance [46]. It is important to note that only frequencies above the
β-dispersion can probe intracellular structures.

The effect of electrode polarization (i.e., the formation of an ionic double layer) is
in the frequency range between 100 Hz - 500 kHz [47]. Depending on the electrode
configuration, the electrode polarization may dominate over the membrane-related
relaxation effects, thereby affecting the sensor’s ability to detect cells.

In the frequency range of 100 MHz to 5 GHz, the δ-dispersion was first described by
Pethig R. [15]. This dispersion is attributed to the polarization of larger molecules,
such as proteins, or the polarization of bound water. The term "bound water" refers
to water molecules that form more robust bonds with cellular biomolecules than
with other water molecules, primarily through hydrogen bonding. This bond re-
stricts their rotational movement compared to free water, causing the reorientation
processes to slow down. As a result, there is a noticeable decrease in the relax-
ation frequency. Sometimes, the δ-dispersion is perceived as an extension of the
β-dispersion or as a broadening of the γ-dispersion [45].

The first measurements of γ-dispersion in biological samples were made by Cook
et al. (1951) and England et al. (1950) [48, 49]. The origin of the γ-dispersion
comes from the polarization of bulk water, which has a relaxation frequency of about
17 GHz at 20°C [50]. Temperature plays a vital role in the rotational freedom of water
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molecules. With decreasing temperature, the rotational freedom of water molecules
reduces, leading to a corresponding reduction in the relaxation frequency.

Different cell types and states exhibit differences in the water content, protein con-
centration, nucleus volumetric ratio, or cytoplasm structure. These intracellular
properties can only be probed at frequencies above the β-dispersion. Recently, this
requirement has increased scientific interest in the γ-dispersion region of cells. Liv-
ing and dead cell suspensions and bovine serum albumin protein suspensions have
been characterized in the GHz frequency range [19, 20]. For both samples, the real
permittivity contrast between the suspension medium and the samples was high-
est around 1 - 5 GHz, and the imaginary permittivity contrast was highest around
20 GHz. In another study by Zedek et al., the complex permittivity at GHz frequen-
cies revealed the biological state of single cells after different stimuli, namely thermal
stress and permeabilization [51]. In addition, Hussein et al. discovered that breast
cancer cells have a specific dielectric signature in the GHz range [22]. These findings
demonstrated that measuring cells at GHz frequencies can facilitate the discrimi-
nation between different cell types and states, including the detection of cancerous
cells.

At frequencies above the GHz regime, the electric field can excite resonant states
(Fig. 2.8 atomic and electrical pol.). Infrared radiation (≈ 1011 − 1014 Hz) interacts
with matter at the molecular level by exciting vibrational and rotational states of
chemical bonds. At frequencies from visible light to ultraviolet (≈ 1013 − 1015 Hz),
electrons can be excited to unoccupied states.

2.4 Capacitance of a Particle Between Electrodes

This section calculates the capacitance change ∆C induced by a particle in an electric
field. The calculation follows the reference [52].

I assume that the capacitance due to a region of nonuniform electric field within a
microfluidic channel filled with a dielectric of permittivity ϵl is equivalent to C0, the
stored energy in this region can be expressed as:

W0 = −1
2

C0U2. (2.58)

The potential at the electrodes is given by U. I assume that a particle is placed be-
tween the electrodes, and the capacitance changes to C. The particle has a frequency-
dependent permittivity εp(ω). The stored energy changes to

W = −1
2

CU2 = −1
2

C0U2 − 1
2

∫
ξ

E⃗P⃗dξ. (2.59)

The integral of Eq. 2.59 describes the change of the stored energy in a nonuniform
electric field E⃗. The electric field polarizes the particle. This polarization P⃗ stores
energy in the electric field and thus changes the capacitance. The integral is over
the whole volume ξ between the electrodes. The induced polarization is zero for
the whole volume except the volume ξp of the particle. To reduce the complexity of
the model, the losses and the conductivity of the particle medium are assumed to be
zero. In this case, the induced polarization is given by

P⃗ = ε0(ε l − εp)E⃗p. (2.60)
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For simplicity, I assume that the particle is small compared to the sensing volume
and spherical with radius a. Therefore, I can assume that the electric field in the
particle volume ξp is constant with

E⃗p = E⃗
3ε l

εp + 2ε l
. (2.61)

Eq. 2.59 can be rearranged for the change of capacitance ∆C = C − C0.

∆C = 4πε0ε la3 Re(KCM)
|E2

rms|
U2 (2.62)

KCM is the Clausius-Mossotti factor. It describes the electric field of a particle im-
mersed in a dielectric medium. This factor is related to the complex permittivities
of the particle and the medium, which are frequency-dependent quantities. For a
spherical object, the Clausius-Mossotti factor becomes

KCM =
ε̃p(ω)− ε̃ l(ω)

ε̃p(ω) + 2ε̃ l(ω)
. (2.63)

The complex permittivity was described in section (2.3) by ε̃(ω) = ε′ − jε′′ − jσ/w,
where σ is the conductivity of the suspending medium. For GHz frequencies, the
conductivity term can be neglected. In the following, I calculate the capacitance
change due to cell-like particles in the GHz range. For simplicity, I neglect the di-

cell-like particle

Elektrode

Elektrode

FIGURE 2.9: Illustration of a cell-like particle between electrodes:
Two electrodes form a plate capacitor. The electrodes are separated
by the distance d. A cell-like particle with the radius a and the permit-
tivity εp is located between the electrodes. The medium surrounding
the particle has the permittivity of ε l . The particle induces a capaci-

tance change described by Eq. 2.62.

electric loss term and assume ε̃(ω) = ε′. The real permittivity of cells in the GHz
regime depends on the state of the cell [51]. For 30 GHz, I assume ε′p = 20 and the
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suspending medium is water with ε′l = 25. To make a rough estimate of the ca-
pacitance change, I assume two electrodes form a plate capacitor. Fig. 2.9 visualizes
the particle and electrode configuration. The electric field between a plate capacitor
is given by E = U/d where d is the distance between the electrodes. For Eq. 2.62
follows:

∆C = 4πε0ε l Re(KCM)
a3

d2 . (2.64)

This equation allows us to estimate the change in capacitance for different particle
sizes and electrode configurations. In Fig. 2.10, I study the capacitive change ∆C

a b

FIGURE 2.10: Capacitance variation due to a spherical cell-like par-
ticle between electrodes: I explore the phenomenon described by
Eq. 2.64 by examining a spherical cell-like particle immersed in water
with a permittivity value corresponding to a frequency of 30 GHz. a,
Changes in capacitance as the particle radius is systematically varied
in the range from 50 nm to 5 µm while keeping the electrode spacing
constant at 10 µm. b, The change in capacitance as the electrode spac-
ing is varied from 10 µm to 100 nm, while keeping the particle radius

fixed at 50 nm.

induced by a particle between electrodes. In Fig. 2.10a, the electrode spacing is fixed
at d=10 µm, and the particle radius is varied from 5 µm to 50 nm. In this range, the
capacitance changes by more than five orders of magnitude. This significant change
is due to the cubic relationship between ∆C and the particle radius, represented as
∆C ∝ a3. Conversely, in Fig. 2.10b, the particle is fixed at a radius of 50 nm, and
the electrode distance is reduced from 10 µm to 100 nm. Similarly, ∆C increases
by four orders of magnitude. The strong influence is caused by the inverse square
relationship between ∆C and the electrode distance.

To date, the smallest particle detected by an AC field measures 200 nm. Increasing
the current state-of-the-art detection limit can be achieved by adjusting the electrode
distance, which effectively amplifies the capacitance response for particles of the
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same size. However, minimizing the channel and electrode dimensions presents
practical challenges, particularly the risk of clogging.



This page has been intentionally left blank.



31

Chapter 3

Sensor Development

In this chapter, I present the development and characterization of the coupling-based CPW
(cCPW) sensor. I review electrode designs that were applied to AC sensing of individual
particles in fluidic systems. As highlighted in the previous chapter, improving the current
detection limit depends mainly on modifying the electrode spacing. This modification en-
hances the capacitance response for similarly sized particles. However, reducing electrode
size to nanoscopic sensing volumes presents numerous challenges. First, nanoscopic elec-
trodes form a small series gap capacitance, resulting in a high impedance mismatch that
leads to insensitive measurements [53]. Second, the parasitic capacitance increases at higher
frequencies, potentially short-circuiting the small sensing capacitance [25]. To better under-
stand the magnitude of these effects, I performed Finite Element Method (FEM) simulations
using COMSOL Multiphysics® software to model two electrodes (composed of CPWs) con-
nected to a fluidic channel.
An additional obstacle is the non-uniform electric field distribution between the electrodes.
As the electrode dimensions decrease, creating a fluidic channel between them becomes dif-
ficult, and ensuring a uniform electric field within the channel becomes increasingly chal-
lenging. In the current manufacturing process, these obstacles are a primary challenge. The
next chapter discusses one potential solution: sacrificial layer fluidics (SLF).
Next, I review the literature on high-frequency electrical resonators for particle detection.
This discussion paves the way for the presentation of our novel coupling-based sensor de-
sign. I begin this presentation with an analytical calculation based on transmission line
(TL) theory to identify the optimal set of coupling parameters. These calculations and FEM
simulations allow me to fine-tune the sensor design. The working principle of the coupling-
based method is validated by comparing FEM simulations with a manufactured sensor and
comparing the results with the analytical TL model calculations. Altogether, analytical TL
models, FEM simulation, and empirical measurements provide a complete picture of the
coupling-based approach.
In the final sections of this chapter, I analyze the sensor’s response to particles within its
sensing volume using an analytical approach and FEM simulation. This research shows that
the new coupling-based method outperforms the traditional TC method, and a side-by-side
comparison of the sensitivity of the cCPW sensor with TC sensors reported in previous stud-
ies highlights its superior capabilities.

3.1 Review: Electrode Configurations

AC particle sensing uses electrode tips positioned near a fluidic channel. These tips
are the origin of the electric field. As particles flow through the channel, they move
between the electrodes and interact with the electric field.

This interaction modifies the capacitance and resistance between the electrodes, al-
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a b c d

e f g h

FIGURE 3.1: Overview of Electrode Sensing Configurations: These
sketches present various configurations from two perspectives: the
top sketch provides a cross-sectional view, while the bottom sketch
offers a top view. The dark gray color represents the substrate, and
the yellow and blue colors illustrate the electrode and fluidic channel
design. a, Two facing electrodes, as described by Ayliffe et al.[13]. b,
Coplanar two-electrode arrangement [54]. c, Top and bottom facing
electrodes configuration [55, 56, 26]. d, Liquid electrodes layout [57].
e, differential electrode scheme [58]. f, Double differential electrode
design [59]. g, Coplanar waveguide design [25, 60], and h, coplanar

waveguide gap configuration (this thesis).

tering the sensor’s impedance.

In the following, I will provide an overview of electrode configurations and briefly
state the primary purpose of each. The examples presented are not a complete list of
all published configurations, but most configurations are covered. For the interested
reader, I recommend the excellent review by Tao Sun and Hywel Morgan, which
covers early electrode developments in electrical impedance flow cytometry [61].

Ayliffe et al. first demonstrated this electrical impedance sensor in 1999, integrat-
ing it into a microfluidic chip capable of detecting individual cells [13]. In Ayliffe’s
design, two electrodes were embedded on both sides of the microfluidic channel, as
shown in Fig. 3.1a.

In 2001, Gawad et al. were the first to introduce additional electrodes in the so-called
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differential electrode configuration (Fig. 3.1e) [58]. These additional electrodes mea-
sure a reference signal without a particle. Such a configuration improves sensitivity
and isolates the influence of the particle from the suspending medium. The drifting
properties of the medium and electrodes are canceled out. In addition, the added
electrodes produce multiple peaks, with the distance between peaks indicating the
particle velocity. This differential configuration was later refined into a double dif-
ferential design, further improving sensitivity [59] (Fig. 3.1f).

A primary challenge in electrode design is the non-uniform electric field within the
sensing volume. Such a field leads to a dependence between the detected signal and
the particle position in the channel [62], which affects reproducibility. This obstacle
can be overcome in many ways.

In 2001, Gawad et al. simulated the non-uniform electric fields of different electrode
structures by FEM [58]. Electrodes positioned on the top and bottom of the flu-
idic channel yield a more homogeneous electric field than coplanar configurations
(Fig. 3.1c). Later, the same group built such electrode structures and showed that the
opacity (ratio between the impedance at two frequencies) could normalize the data
for particle size and position [56].

Alternatively, Mernier et al. used so-called liquid electrodes as shown in Fig. 3.1d
[57]. The liquid electrode structure improves the homogeneity of the electric field.
However, the increased distance between the liquid electrodes compromises the sen-
sitivity.

In 2005, Wood et al. used a coplanar waveguide (CPW) structure (Fig. 3.1g) in com-
bination with a high-frequency tank circuit (TC) resonant at 169 MHz to measure
polystyrene beads [25]. The CPW consists of a ground near the signal line. In such
a configuration, the electric field is concentrated in a small gap between the signal
and ground lines. This configuration is advantageous because it increases the elec-
tric field strength, shields the signal line, and reduces parasitic capacitance. How-
ever, as a downside, the design results in a non-uniform electric field throughout the
sensing volume.

Similarly, two coplanar electrodes were used by Rodriguez-Trujillo et al. in 2007
(Fig. 3.1b) [54]. Instead of improving the electric field homogeneity, the position of
the particles was improved by guiding particles to the same position in the sensing
volume with hydrodynamic focusing.

In 2010, Booth et al. used a CPW structure to quantify the complex permittivity of
nanoliter fluid volumes for frequencies up to 40 GHz [60]. Later, Bausch et al. used
a CPW in a microtube to increase the sensitivity and improve the homogeneity of
the electric field [63]. In 2018, Bhat et al. also utilized a CPW design and combined
the CPW with a micropore [24]. In this case, the fluidic pore is perpendicular to the
metal structure plane. Furthermore, the pore was only 2 µm in diameter, and the
CPW electrode tip featured a tapered design aimed at the micropore. The tapered
design confines the electric field inside the micropore, which results in significant
field enhancements and improved sensitivity. This design enabled Bhat et al. to
detect individual 500 nm-sized polystyrene beads. These are the smallest individual
particles detected with GHz electric signals.

The sensor developed in this thesis also uses the CPW tip configuration akin to
Bhat et al.’s original design. However, it introduces tapered CPW tips on both
sides of the fluidic channel (Fig. 3.1h). The electrical properties like capacitance and
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impedance of such a tip configuration are explored in the next section with finite
element method (FEM) simulations.

3.2 FEM Simulation Electrode-Channel Interface

This section explores the implications and challenges of a shrinking electrode-
channel interface. Shrinking the interface (i.e., the sensing volume) is a simple
approach to improve the sensitivity for electrical sensing of nanoparticles in a mi-
crofluidic channel. It is achieved by bringing the electrode tips closer together. The
capacitance per unit volume between the electrodes increases, and thus, particles
translocating between the electrodes induce an enhanced capacitive change. How-
ever, shrinking electrodes also introduces challenges related to impedance mismatch
and the relatively high contributions of parasitic capacitance relative to the sensing
capacitance. Therefore, in this section, the interface between the fluidic channel and
the nanoelectrodes is studied in detail at GHz frequencies.

As discussed in the previous section, Fig. 3.1 illustrates typical electrode configura-
tions used in inflow high-frequency particle sensing setups. Despite the configura-
tion (g), all these electrode configurations have in common that the gap capacitance
is connected in series with the sensing electrodes. If the load consists of a series-
connected gap capacitance, the impedance is given by

ZL =
1

jωCg
(3.1)

with ω = 2π f being the angular frequency.

As discussed in section 1, reflectometry is the measurement method of choice at GHz
frequencies. In reflectometry, the reflected signal is measured. That signal is related
to the load impedance described by the reflection coefficient, which was derived in
Eq. 2.16 as

Γ =
ZL − Z0

ZL + Z0
, (3.2)

with Z0 the characteristic impedance derived in Eq. 2.9.

Reducing the sensing volume diminishes the gap capacitance, resulting in a high
load impedance. A high load impedance introduces an impedance mismatch be-
tween the feedline and the load. Consequently, the mismatch leads to a near-total
reflection (Γ ≈ 1) of incoming microwaves and, thereby, to a low contrast and insen-
sitive measurement [53]. In addition, an impedance-matched sensor allows higher
input powers without saturating the detector.

In real-world sensors, the gap capacitance Cg is the sum of the sensing volume ca-
pacitance Cs and parasitic capacitance Cp given by

Cg = Cs + Cp (3.3)

The parasitic capacitance is the capacitance that is not part of the sensing capacitance
while still interacting with the electrode opposing the fluidic channel. That capaci-
tance is less controlled in electrodes that are not a waveguide, including most of the
classical EIFC electrode structures. That is because waveguides confine the electric
field between the signal line and the ground in a controlled way. In these struc-
tures, the parasitic capacitance is typically higher than the sensing capacitance; thus,
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the gap capacitance is short-circuited at high frequencies, limiting the measurement
bandwidth [25]. Waveguide structures have the advantage that the characteristic
impedance can be adjusted, and they have reduced radiation losses. For these rea-
sons, all TLs of the sensor described in this thesis are constructed from CPW. These
CPWs are tapered as they approach the sensing volume, ensuring electric fields are
concentrated within the sensing area. A schematic representation, excluding the ta-
pered structure, of the CPW electrode-channel interface can be found in Fig. 3.1 h.

The presented relations are general in nature and do not sufficiently capture the
geometric difference in the sensor design, e.g., the tip shape has a major impact
on the sensing and parasitic capacitance. Therefore, I use a FEM model (COMSOL
Multiphysics® software) to investigate the relationship between the geometry of the
electrode-channel interface and the parasitic and sensing capacitance. Simulation of
this basic model serves two purposes. First, the parasitic and sensing capacitances
can be determined. They contribute to the total gap capacitance, which defines the
impedance mismatch by Eqs. (3.1) & (3.2). These capacitance values demonstrate the
limitations introduced by a shrinking sensing volume. Second, later sections com-
bine the gap capacitance model with a resonator model. Together, the two models
form the model for the novel coupling-based sensor.

Fig. 3.2 displays the geometry of the gap capacitance model. It consists of a CPW
where the signal line shrinks towards a nanoscopic gap (i.e., sensing volume). The
capacitance of the sensing volume is formed between the electrode tips represented
by the dotted lines in Fig. 3.2b. The size of the sensing volume (Vx = w3

x) is pa-
rameterized to keep the width, length, and height at the same fixed value of wx. In
this way, the size of the sensing volume is tunable by a single parameter wx. This
parameter will be referred to as the volume unit throughout this thesis.

The permittivity of the sensing volume is εs = 80, which corresponds to the per-
mittivity of pure water at room temperature (20°C) and 1 GHz [50]. At 1 GHz, the
imaginary permittivity is small. Therefore, it is neglected to reduce the complexity
of the model. The substrate is 500 µm thick quartz glass with a dielectric constant
of εquartz = 3.86 and a loss tangent of δquartz = 2 · 10−4 [64, 41, 42]. The conductor is
made of metal with a thickness of d = wx and a conductivity of σ = 5.65 · 107 S m−1.

The model’s electric field is excited at the air gaps between the signal and ground
electrodes. At these ports, the width of the central line wc is 100 µm, and the distance
from the central line to the ground sc is 13 µm, resulting in a characteristic impedance
of 50 Ω. Two separate sensor designs were investigated, with and without a tapered
ground plane (see Fig. 3.2 c). The tapered configuration has a ground plane tapering
towards the tips with a tip-to-ground distance of wx/2. The signal line tapers at a
45-degree angle towards the electrode tips.

The gap capacitance can be calculated from an S-parameter simulation, which de-
termines the amplitude and phase information of transmitted and reflected mi-
crowaves at each port. The S-parameters can be converted to Z- and Y-parameters
[65], which are related to the gap capacitance by

Y = Z−1 = jωCg. (3.4)

The sensing capacitance is isolated from the parasitic capacitance by subtracting the
corresponding Y-parameters of two simulations with sensing volume permittivity
of εs + 1 and 1. In this way, the parasitic capacitance, which is not part of the sensing
volume, cancels out.
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FIGURE 3.2: Electrode-channel interface FEM model: This model is
designed to analyze the capacitance formed in the gap between the
CPW electrode. The model is a two-port network that is excited at
1 GHz. The sensing capacitance Cs is part of the gap capacitance. It
originates from the volume between electrode tips. That volume is
systematically varied from the micro- to the nano-scale. a displays
the total FEM model, while b shows a magnified view of the sensing
volume. The dotted lines illustrate the size of the sensing volume.
The sensing volume’s width, height, and length are maintained at
the same value wx. That size is reduced from 10 µm to 100 nm. c
introduces the tapered ground configurations, highlighted in green.

Images reproduced from my publication [1], © 2023 IEEE

Fig. 3.3a shows the insertion loss expressed in |S21| and in Fig. 3.3b the capacitance
is displayed as the channel shrinks. The simulation is performed at 1 GHz as the
volume unit wx decreases from 10 µm to 200 nm. The sensing capacitance Cs is iden-
tical (dotted line) for the straight and tapered configurations. It is linearly related
to the gap size and perfectly described by a parallel plate capacitor (Cs = ε0εswx).
The parasitic capacitance Cp is higher for the straight ground configuration and re-
mains relatively constant for both geometries at different gap sizes. At nanoscopic
gap sizes, the parasitic capacitance dominates over the sensing capacitance.

Consequently, a tapered gap geometry can be used to adjust the total gap capaci-
tance and reduce the impedance mismatch for nanoscopic gaps. As mentioned, a
nanoscopic gap is beneficial for sensing small particles. However, for a 200 nm gap
and 1 GHz, the straight and tapered ground configurations have an insertion loss
of -57 dB and -63 dB, respectively. In absolute magnitude |S21|, this corresponds to
0.14% and 0.07% of the total signal passing through the 200 nm gap. The signal is
mainly transmitted via parasitic capacitance. In such a mismatched configuration,
changes in the load impedance will result in small changes in the reflected signal
and, thus, in an insensitive measurement.
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a b

FIGURE 3.3: Relation between electrode tip size and gap capaci-
tance: The electrode tip size (i.e, volume unit) wx is scanned from
10 µm to 200 nm at 1 GHz. a plots the insertion loss ( |S21|-parameter),
and b displays the corresponding gap capacitance. The gap capaci-
tance Cg consists of the sensing volume capacitance Cs (dotted) and
parasitic capacitance Cp (solid line). The straight ground configura-
tion is displayed in black, and the tapered ground plane configuration
is displayed in blue. The corresponding geometries are displayed in

Fig. 3.2c. Graph reproduced from my publication [1], © 2023 IEEE

These issues, namely impedance mismatch and the influence of parasitic capaci-
tance, are not exclusive to the design chosen for this study. They are fundamen-
tal challenges encountered when reducing the size of the sensing volume. Con-
sequently, the reflectometric measurement of individual nanoparticles suffers from
diminished sensitivity in configurations where the sensing capacitance is connected
in series to the electrodes. Alternative sensing configurations need to be explored to
enhance the sensitivity for nanoparticle detection. One such promising alternative
involves using resonators, which will be discussed in subsequent sections.

3.3 Review: Resonators for High-Frequency Particle Detec-
tion

Electro-Impedance Flow Cytometry (EIFC) is the most common device for mea-
suring individual particles using AC signals. In conventional EIFC setups, signals
are applied to electrodes near a channel, creating electric fields between the elec-
trodes. These fields then induce currents that are converted to voltages by a trans-
impedance amplifier (TIA).
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However, TIAs are typically limited in bandwidth, with the most advanced EIFC
setups achieving a maximum bandwidth of 450 MHz [18]. Moreover, small sensing
volumes (i.e., small sensing capacitance) and low conductive media lead to a high
impedance. A high impedance translates the applied voltage into a small current,
making the classic EIFC less sensitive. In addition, the inherent high impedance of
a small sensing volume and the parasitic capacitance of the sensing electrodes limit
the electrical bandwidth of these devices. Consequently, EIFC-based sensing at GHz
frequencies has not yet been established.

A promising alternative is the high-frequency TC reflectometer. This configuration
bypasses the need for a TIA and instead directly measures the reflected or transmit-
ted voltage signal. In 1998, Schoelkopf et al. demonstrated that such a TC-based
reflectometer setup can be used for ultra-sensitive and fast measurement of a single
electron transistor at radio frequencies. They integrated a single electron transis-
tor into a TC, enabling the detection of charge state changes at GHz frequencies
and bandwidths exceeding 100 MHz [23]. The TC-based reflectometer is also capa-
ble of detecting individual particles in fluidic systems. In this setup, electrodes are
positioned in or near a channel or pore. The gap between the electrodes forms a
capacitance that is part of a capacitive-inductive TC. As particles flow through the
channel, they modulate the impedance of the TC, shifting the resonance frequency
of the TC. In 2005, Wood et al. pioneered the use of a radio-frequency TC resonat-
ing at 169 MHz to measure individual polystyrene beads in a microfluidic channel
[25]. Subsequently, Wood and his team improved the tip geometry and integrated
electronic tuning into the TC [26]. They used a reflectometer configuration similar to
Schoelkopf’s to overcome the bandwidth limitations of classical EIFC for ultra-fast
particle detection. At that time, the technique improved the throughput (compared
to the EIFC [55]) by a factor of 100. Since then, many resonant structures have been
used to detect particles and fluids in microfluidic environments.

Fig. 3.4 shows a curated selection of electrical resonators. While TCs have been
used in impedance matching for standard EIFC setups [73], this collection focuses
on reflectometric configurations. The presented list is an exemplary collection of
resonators that incorporate a microfluidic channel but not a complete list of all pub-
lished designs.

As mentioned above, Wood et al. were the first to use a TC, as shown in Fig. 3.4a.
An inductance is connected in series with a CPW signal line. The inductance, to-
gether with the capacitance of the CPW line and the capacitance of the sensing re-
gion, form a TC resonant at 169 MHz. TCs cancel out the parasitic capacitance of
the contact electrodes by the TC inductance and simultaneously impedance-match
the sensor. Resonators also increase the electric field strength, ideally in the volume
of the fluidic channel. Additionally, a resonator improves the sensitivity due to the
resonance peak shift. In 2009, Nikolic- Jaric et al. incorporated a TL resonator (λ/4-
resonator) to detect 5.7 µm sized polystyrene beads and chinese hamster ovary cells
at 1.5 - 2 GHz frequencies [52]. It was the first GHz sensing of particles in a mi-
crofluidic system, but the resonator had a low quality factor of ≈ 10. The geometry
of this sensor is shown in Fig. 3.4b. In 2013, Chretiennot et al. used a CPW with
an integrated λ/4-resonator to determine the complex permittivity of liquid mix-
tures in a microfluidic channel [68] (Fig. 3.4c). They applied a model to estimate the
complex permittivity of media in a microfluidic channel. This is done by a set of
linear functions that approximate the relationship between the frequency shift ∆ f ,
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FIGURE 3.4: Overview of high-frequency resonators for inflow par-
ticle sensing: a, Tank circuit [25, 24, 66, 26]; b, Transmission line λ/4-
resonator [52, 67]; c, Coplanar waveguide λ/4-resonator [68]; d, Two
coupled λ/2- microstrip resonators [69]; e, CPW λ/2 resonator [70];
f, Hairpin resonator [71]; g, Double split ring resonator [72]; h, Mi-

crostrip resonator [72].

the Q factor or peak attenuation |∆S|, and the complex permittivity [74]. This the-
sis adopts a similar approach, which is elaborated in detail in section 3.8. In 2015,
Leroy et al. used a broadband setup (0.5 - 8 GHz) and resonant structure (5 GHz)
to detect trapped cells and polystyrene beads in a microfluidic channel [69]. The
resonator improved the sensitivity compared to the broadband application, and the
permittivity of cells and polystyrene beads could be extracted. The sensor consists
of two coupled λ/2-microstrip resonators (Fig. 3.4d). In the same year, Watson et al.
applied a CPW λ/2-resonator to sense complex permittivity changes in a nanoliter
volume [70] (Fig. 3.4e). The metallization layer had a thickness of 6 µm, which min-
imized the resistive losses and resulted in a high Q-factor of 177. Liu et al. utilized
a hairpin resonator to detect trapped cells, as detailed in their 2018 study [71] (see
Fig. 3.4f). However, a notable limitation of this hairpin resonator design is its inabil-
ity to confine the electric field within a small volume. Tsai et al. used a microstrip
(Fig. 3.4g) and a double split ring resonator (Fig. 3.4h) to detect particles in a fluidic
channel. The smallest detectable particle was 5 µm at a time resolution of 5 ms [72].
A phase-locked loop circuit was incorporated to track the resonance frequency shift.
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3.4 Theory: Coupling-Based Sensor and Sensitivity

FIGURE 3.5: Schematic overview of the coupling-based CPW
(cCPW) sensor: A short-circuited CPW λ/4-resonator couples via a
sensing volume to a feedline. A fluidic channel intersects the sensing
volume between the electrode tips. The flow of particles through this
channel modulates the coupling between the resonator and feedline.

Illustration reproduced from my publication [1], © 2023 IEEE

This section presents a novel coupling-based approach, an improved TC-based
sensor. The goal of the sensor is to enhance the sensitivity for the detection of
nanoscopic particles. The novelty centers around utilizing the sensing volume as
the input coupling capacitance to a TC. Fig. 3.5 displays a schematic picture of the
novel sensor configuration.

The novel configuration is a coupling-based CPW (cCPW) resonator. It consists of a
λ/4 CPW resonator coupled to the feedline via a femto farad gap capacitance. In the
theory chapter, the distributed element model of the coupling-based configuration is
introduced and displayed in Fig. 2.4. The gap capacitance forms the coupling capac-
itance between the feedline and the resonator. In such a configuration, in addition to
the conventional peak shift, the input coupling is sensitive to changes in the sensing
capacitance. The coupling coefficient affects the intensity of the reflected signal.

The proposed sensing configuration is a series one-port undercoupled resonator (g
< 1). The reflection coefficient of such a configuration is given by [75]

Γ =
1 − g
1 + g

(3.5)

In the theory section 2.2.1, the relationship between the coupling coefficient g and
the circuit parameters was derived, and the relationship is described by Eq. 2.34:

g =
4ZRZ0Q0ω2C2

c
π

(3.6)



3.4. Theory: Coupling-Based Sensor and Sensitivity 41

ZR is the characteristic impedance of the resonator, Z0 is the feedline impedance,
ω is the resonance angular frequency, Q0 is the quality factor of the resonator, and
Cc is the coupling capacitance. Substitution of Eq. 3.6 into Eq. 3.5 shows that the
reflected signal is sensitive to changes in the coupling capacitance via the coupling
mechanism. Importantly, this phenomenon is distinctly different from the modula-
tion of the input coupling caused by losses in the sensing volume that can occur in
conventional TC configurations.

3.4.1 Coupling-Based Sensitivity

I define the coupling sensitivity as the change in reflection coefficient divided by the
change in coupling capacitance Ps = δΓ/δCc.
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FIGURE 3.6: Theoretical solutions for the sensor’s coupling sensi-
tivity: This illustration outlines the calculated solutions based on the
circuit parameters (Z0 = 50 Ω, ZR = 80 Ω, and Q0 = 117). a, The sen-
sitivity parameter (Ps = δΓ/δCc) is evaluated over a range of coupling
capacitances Cc spanning from 0 to 50 fF, and at various resonance
frequencies f0 from 5 to 40 GHz. Graph b plots the corresponding
coupling coefficient g for the same frequencies and coupling capaci-

tances. Graphs reproduced from my publication [1], © 2023 IEEE

It is calculated by substituting (3.6) into (3.5) followed by the derivative with respect
to Cc. Fig. 3.6 shows the relationship between coupling-based sensitivity and cou-
pling capacitance for various resonant frequencies between 5 - 40 GHz. The sensitiv-
ity is calculated for the coupling parameters (Z0 = 50 Ω, ZR = 80 Ω, and Q0 = 117),
which corresponds to one of the manufactured sensors described in section 3.6. Each
set of coupling parameters translates into a range of coupling capacitances at which
the sensor is most sensitive. This range shifts to lower coupling capacitances as the
resonance frequency increases. Fig. 3.6b shows the relationship between sensitivity
and coupling coefficient. The sensor is most sensitive at a coupling coefficient of
g = 0.33, which results in a reflection coefficient of Γ = 0.5.

The coupling coefficient can be fine-tuned by adjusting the geometry of the sensor.
The most coupling-sensitive configuration does not produce a perfectly impedance-
matched sensor. An interferometer is incorporated to account for the mismatch (see
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section 5.2.1). In the following section, the relationship between the circuit param-
eters, the coupling coefficient, and the geometry of the sensor is investigated using
FEM simulations. These simulations help to determine the geometry with the high-
est coupling sensitivity.

3.5 FEM Simulation: Optimizing Geometry for Coupling

a

b

FIGURE 3.7: Distributed circuit model and FEM simulation: a,
The distributed circuit model of the coupling-based sensor. It is a
gap-coupled short-circuit CPW λ/4-resonator. b, The corresponding
FEM simulation consists of two sub-models: the coupling capacitance
model and the CPW λ/4-resonator model. Both models are cascaded
to obtain the total sensor model. The metal layer of the coupling ca-
pacitance model is simulated in 3D, while the resonator’s metal layer
is modeled in 2D. Image reproduced from my publication [1], © 2023

IEEE

FEM simulations investigate the sensor geometry and determine the optimal cou-
pling configuration. The circuit parameters, such as the resonator characteristic
impedance ZR, the feed line characteristic impedance Z0, the unloaded quality fac-
tor Q0, and the angular frequency ω, are all closely related to the sensor geometry
and the coupling coefficient g, as can be seen from Eq. 3.6.

By modifying the resonator geometry and the gap region, it is possible to fine-tune
the coupling coefficient g. The resonator consists of a short-circuited CPW, which
allows for the modification of the circuit parameters. The characteristic impedance
can be effectively adjusted by changing the ratio between the center line width wr
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and the center line to ground distance sr. In addition, the length l of the CPW res-
onator can be changed to control the resonance frequency. Furthermore, the distance
between the sensing electrodes and the transition between the feedline CPW ground
and the resonator CPW ground determine the coupling capacitance Cc.

The overall sensor model consists of two separate sub-models: the coupling capac-
itance model and the resonator model, shown in Fig. 3.7b. Separating the geome-
try into two FEM sub-models drastically reduces the computational cost. It allows
3D simulation of the gap region while simplifying the resonator modeling to 2D.
The simulation of the entire sensor in 3D exceeded the available computational re-
sources. The coupling capacitance model has been discussed in detail in section 3.2.
It is a two-port network with the metal layer and the sensing volume modeled in 3D.
The gap region has a straight ground configuration to increase the coupling capaci-
tance. The sensing volume is assumed to be cubic with the same width, height, and
length as wx, the volume unit. Unless otherwise specified, the volume unit is 1 µm.

The second submodel represents the λ/4 short-circuit resonator. The input port of
the resonator is located between the signal line and the ground on the left side of the
resonator. This port creates a one-port network. The resonator submodel is cascaded
with the coupling capacitance submodel at this port. The metal is represented in
2D, with a thickness of 1 µm. The substrate is made of 500 µm quartz glass. The
resonator model has the same metal conductivity σ = 5.65 · 107 S m−1 and dielectric
constant values (εquartz = 3.86, δquartz = 2 · 10−4) as the gap model [64, 41, 42].
The width of the signal line wr is kept at 400 µm. If not explicitly stated, the signal
line to ground distance sr is 44 µm for a characteristic impedance of about 50 Ω.
The S-parameters are simulated separately for each model. A simulation of the gap
region’s S-parameters allows the calculation of the coupling capacitance. The total
S-parameter solution is obtained by cascading the S-parameters of both networks.

Resonance Frequency

I start the geometric optimization by studying the effect of the resonator length l
on the resonance frequency and the coupling coefficient. For each geometry, the
theoretical results are compared with the simulation results. The resonator length is
related to the resonance frequency f0 by the transient equation provided by Eq. 2.27
in the theory chapter. The left part of the equation approaches infinity for a weakly
coupled resonator (C → 0). In this case, the transient equation is solved by

ωl
vp

=
nπ

2
. (3.7)

The phase velocity is given by vp = c0/
√

εeff. The effective dielectric constant εeff =
2.36 has been determined by the quasi-static conformal mapping approach [31]. The
fundamental resonance frequency of Eq. 3.7 is

f0 =
c0√
εeff

1
4l

(3.8)

For the FEM simulations, the length l of the resonator varies between 1 - 6 mm. The
real permittivity of the sensing volume is 40, which is an approximate average value
of water over the investigated frequency range [50]. This is a rough approximation of
water, as it has a relaxation frequency of about 17 GHz at room temperature, which
causes the real permittivity to drop from 80 to 10 in the investigated frequency range.
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FIGURE 3.8: Coupling strength and resonance frequency depen-
dence on resonator length l: a, The simulated |S11|-parameter as the
resonator length l varies from 1 - 6 mm. A dotted red line represents
the Lorentzian peak fit. b, The relationship between the resonator
length and the resonance frequency f0. The black dots denote the res-
onance frequencies derived from the Lorentzian fits, while the blue
line presents the analytical solution from Eq. 3.8. Graphs reproduced

from my publication [1], © 2023 IEEE

A fixed permittivity value allows us to isolate the influence of the resonator length
on the coupling.

Fig. 3.8a shows the fundamental resonance peaks for different resonator lengths l
(black). I computed the S-parameter solution by cascading the resonator networks
of different lengths with the gap network. Each solution is fitted with a Lorentz
shape (dashed red line) to obtain the resonance frequency f0, reflection coefficient Γ,
and loaded quality factor QL. Fig. 3.8b plots the resonance frequencies f0 at differ-
ent lengths l obtained from FEM simulations and theory Eq. 3.8 in black and blue,
respectively. As expected, the resonance frequency shifts to higher values as the res-
onator length decreases. Except for a frequency offset, the simulation agrees with
the theoretical values. The offset is due to the capacitive loading of the resonator
by the gap capacitance, imperfect impedance matching at the cascaded simulation
ports, and the shorted region of the resonator, which extends the effective length of
the resonator. The coupling coefficient is determined by Eq. 3.2 and subsequently
compared with the theoretical value obtained from Eq. 3.6. The theoretical coupling
capacitance is extracted from the capacitive gap model (discussed in part 3.2).

Fig. 3.9a shows a quadratic increase of the coupling coefficient g towards higher
resonance frequencies (g ∝ f 2

0 ). For lengths l between 1 mm - 6 mm, the coupling
coefficient spans two orders of magnitude, suggesting that a shorter length effec-
tively shifts the coupling coefficient toward the optimal value of 0.33. The choice
of the optimal resonance frequency must consider the permittivity contrast between
the medium and the particle. Water is a particularly suitable medium due to its
exceptionally high real permittivity.

The following simulations use a 2 mm long resonator with a resonance frequency
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FIGURE 3.9: Dependence of circuit parameters on coupling coeffi-
cient g: Black dotted lines represent FEM simulation results, while
blue lines indicate theoretical solutions derived from Eq. (3.8). a, Res-
onator length ranges from 1 mm to 6 mm. b, Volume unit wx re-
duces from 10 µm to 200 nm. c, The dependence between the CPW
characteristic impedances of the resonator ZR and feedline Z0 and
the coupling coefficient. Inset: Correlation between the characteris-
tic impedance of the resonator ZR and the feedline Z0, and the CPW
signal-to-ground distances of the resonator sr, and feedline sc, respec-
tively. Adjustments of the CPW geometry result in a characteristic
impedance between 35 Ω to 93 Ω. Graphs reproduced from my pub-

lication [1], © 2023 IEEE

of about 23 GHz. I choose a real permittivity of ε = 40. This choice is a balance
between the increased coupling at higher frequencies and the counteracting decrease
in coupling capacitance due to the decreasing real permittivity of water at higher
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frequencies.

Sensing Volume Size

In Fig. 3.9b, I examine the effect of the size of the sensing volume on the coupling
coefficient g. The volume unit wx changes from 10 µm to 200 nm. As described in
section 3.2, the sensing capacitance Cs decreases linearly with shrinking electrode
tips, while the parasitic capacitance Cp remains approximately constant. Thus, as
the tip size decreases, the coupling capacitance Cc approaches the value of Cp. This
aspect leads to a saturation of the coupling coefficient at nanoscopic sensing vol-
umes. Between 10 µm and 1 µm, the coupling coefficient decreases significantly to
0.25% of its initial value. From 1 µm - 200 nm, the coupling coefficient approaches a
limit of 0.02. The geometry of the gap region is responsible for the gap region par-
asitic capacitance Cp. This parasitic capacitance defines the coupling coefficient for
nanoscopic sensing volumes. Conversely, the gap geometry can be used to adjust
the coupling capacitance and, thus, the coupling coefficient.

Characteristic Impedance

The characteristic impedance of the feedline Z0 and the resonator ZR are also rele-
vant coupling parameters. The characteristic impedance is related to the geometry of
the CPW by the ratio of the signal line width w to the signal line to ground distance
s. For the gap model, the signal line width wc is fixed at 100 µm, while the signal
line to ground distance sc varies from 5 to 100 µm. For the resonator model, the sig-
nal line width wr is fixed at 400 µm, and the signal line to ground distance sr varies
between 10 - 440 µm. These parameters correspond to characteristic impedances of
35 - 93 Ω (inset Fig. 3.9c).

Fig. 3.9c shows the relationship between the coupling coefficient g and the charac-
teristic impedance of the feedline and resonator. The coupling coefficient increases
from 0.02 at 50 Ω to 0.15 at 93 Ω. As expected, the resonator impedance can optimize
the coupling by shifting the coupling coefficient toward the optimal value of 0.33. In
addition, the signal line width wr and the signal line to ground distance sr affect not
only the characteristic impedance but also the attenuation of the line, which in turn
affects the internal quality factor of the resonator. At ZR = 75 Ω, the resonator had
the highest loaded quality factor of 65.

The characteristic impedance also affects the conventional TC resonance peak shift.
The total capacitance at 80 Ω is 69% of the capacitance at 50 Ω calculated by the
conformal mapping approach. As discussed earlier, minimal capacitance maximizes
the resonance peak shift. Therefore, an increased characteristic impedance benefits
the input coupling and the conventional resonance frequency shift.

Based on this, the coupling coefficient can be optimized for sub-fF sensing capaci-
tances by adjusting the resonator and tip geometry to achieve an optimal value of g
= 0.33.

3.6 Experiment: Validation of the Optimized Sensor

In the previous FEM simulations, the dependence between the sensor geometry and
the coupling coefficient was studied. In the following, I use this knowledge by com-
bining all optimization aspects to achieve a coupling coefficient close to the optimal
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value of g = 0.33. Therefore, I choose a resonator length of 2.2 mm, which results
in a resonance frequency of 19.74 GHz, a signal line width of 400 µm, and a signal
line to ground distance of 200 µm, resulting in a characteristic impedance of 80 Ω.
The feedline is matched to a characteristic impedance of 50 Ω (determined by con-
formal mapping) with a signal line width of 200 µm and a signal-to-ground distance
of 21 µm. In this way, the feedline matches the CPW probe tip with the same char-
acteristic impedance of 50 Ω. The ground plane has a straight transition from the
feedline to the resonator, which increases the parasitic coupling of the resonator to
the feedline and shifts the sensor into the capacitively sensitive regime. A wafer with
16 resonators was manufactured (see Fig. 4.3). The fabrication process is described
in chapter 4. 8 of these 16 resonators are defect-free and have the same tip geometry
with a tip width and tip-to-tip distance of 2 - 3 µm, confirmed by scanning electron
microscopy (SEM).
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FIGURE 3.10: Experimental validation of the coupling-based con-
cept: a, The characterization of the sensor’s |S11|-parameter (i.e., re-
flection coefficient), and b the sensor’s phase. The red dashed line
represents FEM simulation results. The average |S11|-parameter and
phase from 8 resonators are shown in black, with error bounds calcu-
lated as the standard deviation indicated by the shaded gray region.

Graphs reproduced from my publication [1], © 2023 IEEE

A vector network analyzer (VNA) (N5222A, Keysight / Agilent) measured the S-
parameters of 8 different resonators. Prior to the measurement, the reference plane
was shifted to the CPW probe tips (FPC-GSG-250, Cascade Microtech) using the
short-open-load-thru (SOLT) method performed on a calibration substrate (AC-2,
MPI). Fig. 3.10a shows the average amplitude response (i.e., |S11|-parameter), and
Fig. 3.10b displays the average phase response of the eight sensors. The black line
represents the VNA measurement, and the dashed red line represents the corre-
sponding FEM simulation. The offset between the measured and simulated phase
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spectra is removed for better comparison. All eight manufactured sensors have a
similar amplitude and phase response. The standard deviation of all sensors at each
frequency is shown in gray.

The gap region and the CPW resonator are simulated in a single FEM model with
a 2D metal layer. Such an approach is feasible if the metal layer is thin relative to
the size of the gap. A good fit to the simulation was obtained for εquartz = 4.05
and tan δquartz = 0.003. The measured S11 parameter has a resonance frequency of
19.74 GHz with a loaded quality factor of 86. The reflection coefficient is 0.59, close
to the optimal value of 0.5, with a coupling coefficient of 0.26 calculated by Eq. 3.6.
The internal quality factor is Q0 = QL(1 + g) = 108.

In conclusion, the dependence between the coupling coefficient and the sensor’s
geometry guided the optimization of the sensor. An optimized sensor was fabricated
and compared with FEM simulations. The excellent agreement between simulated
and measured data validates the novel coupling-based sensor approach.

Attenuation

The total attenuation constant at resonance is calculated as α = π
4Q0l = 28.66 dB/m.

This attenuation can be compared with the theoretical contributions of dielectric
and conductor (i.e., resistive) loss and radiation loss discussed in the theory section
2.2.3. For the theoretical calculation I assume εquartz = 4.05 and tan δquartz = 0.0002.
The theoretical dielectric loss is αd = 0.43 dB/m (Eq. 2.47), the conductor loss is
αc = 7.46 dB/m, and the radiation loss is αr = 8.29 dB/m. The total attenuation
is αt = 16.17 dB/m. Interestingly, this theoretical value is significantly lower than
the observed experimental attenuation. The reason for this discrepancy is not fully
understood. While some differences can be attributed to losses from the tapered gap
region and ground termination (elements not captured in our theoretical model), this
does not account for the entire variance. Even when these factors are included in a
Finite Element Method (FEM) simulation, the predicted attenuation remains lower
than the experimental results.

One possible explanation is the dielectric loss tangent of the fused silica substrate.
Adjusting its value to tan δquartz = 0.003 yields a theoretical dielectric loss of αd =
6.4 dB/m. This gives a total theoretical attenuation of αt = 22.14 dB/m.

This revised value is more in line with our experimental observations, with a differ-
ence of 6.52 dB/m due to losses from the aforementioned tapered gap region and
ground termination. The fabrication process, particularly the Ar-ion milling, may
have affected the quality of the quartz glass. Alternatively, the available quartz glass
may have a loss tangent that deviates from typical literature values.

3.7 TL Theory: Validation and Capacitive Response

In the previous section, I compared a manufactured cCPW sensor with FEM simula-
tions. In this section, I contrast the experimental results with the TL theory. Further-
more, I model the theoretical response of the cCPW sensor to a capacitance change
in the sensing volume. This response is then compared to the capacitance change of
a conventional TC sensor that does not use a coupling-based approach. This com-
parison serves two purposes:
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• It quantifies the advantages of using a short-circuited CPW, which reduces the
length of the resonator from λ/2 to λ/4. To my knowledge, such a shorted
CPW configuration has not been used for particle detection in the existing lit-
erature.

• It demonstrates the advantages of a coupling-based approach over conven-
tional TC sensors.

Circuit Models and Input Impedance

The response of both circuits is analyzed in terms of the modulation of the reflection
coefficient Γ (i.e., the scattering parameter S11). This parameter can be calculated
with the use of the input impedance. In the following, I present circuit models and
derive the theoretical input impedances for the cCPW sensor, as well as the open
circuit λ/2-resonator and its equivalent RLC-circuit model.
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FIGURE 3.11: Comparison of coupling-based λ/4-sensor and con-
ventional tank circuit sensor: a, Coupling-based short-circuit λ/4-
resonator model. b, Open-circuit λ/2-resonator model, and b2,
Equivalent RLC-resonant circuit representation. The capacitive re-

sponse is investigated by modulating ∆C.
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Fig. 3.11a depicts the distributed circuit model of the cCPW sensor. It consists of a
short-circuit λ/4-resonator, which couples via a series capacitance Cc1 to the feed-
line. The input impedance of this circuit is given by

Zinλ/4 = − j
ω(Cc1 + ∆C)

+ Z0 tanh (αl1 + jβl1), (3.9)

where α is the attenuation constant, β is the phase constant, and l1 is the length
of the TL. The coupling capacitance Cc1 is also the sensing capacitance. During a
microfluidic flow measurement, this capacitance is modulated by particles in the
sensing volume. In a later section, I analyze the capacitive response of the coupling-
based sensor by modulating the coupling capacitance by ∆C.

Fig. 3.11b shows a distributed model of the open-circuit λ/2-resonator. The res-
onator is coupled to the feedline via a capacitance Cc2. The impedance of this con-
figuration is

Zinλ/2 = − j
ωCc2

+ Z0 coth (αl2 + jβl2). (3.10)

Unlike the first configuration, the coupling capacitance is constant. An equivalent
RLC-circuit model can be used to model that resonator configuration (Fig. 3.112b).
In fact, an RLC circuit can also model all kinds of conventional TC sensors. An
overview of various TC sensors used for inflow particle sensing that could be mod-
eled with a RLC circuit is presented in section 3.3. Unlike the coupling-based config-
uration, in these sensors, the modulated capacitance is part of the resonant circuit,
not the coupling capacitance. The RLC-circuit model provides a systematic frame-
work for studying variations in this capacitance. ∆C represents the variation of this
capacitance.

The input impedance is calculated as a series capacitance connected to a parallel RLC
circuit as

ZinRLC = −j
1

ωCc2
+

(
1
R
+

1
jωLR

+ jω(CR + ∆C)
)−1

(3.11)

The equivalents between a distributed model and the RLC-circuit model was de-
scribed in section 2.2. Table 2.1 describes the relationship between the RLC-circuit
parameters and the TL parameters. This allows the adjustment of the RLC-circuit
parameters to represent the manufactured sensor.

Adjusting Circuit Parameters to Represent the Manufactured Sensor

The circuit parameters of the cCPW sensor and the λ/2-resonator are adjusted in a
way that they accurately represent the manufactured sensor described in the previ-
ous section 3.6. To achieve this, the TLs of both theoretical models are represented
with CPWs. Therefore, TL parameters: attenuation constant α, phase constant β,
and characteristic impedance ZR are adjusted to the same values as the manufac-
tured sensor. Furthermore, The length l1 of the λ/4 cCPW resonator is adjusted to
the same value as the manufactured sensor. The length of the λ/2 resonator is twice
the length of the λ/4 resonator to achieve the same resonance frequency f0 for both
sensors. Furthermore, the coupling capacitances Cc1 and Cc2 are adjusted so that
both circuits have an identical impedance match to the feedline. The phase constant
is calculated by

β = ω
√

εeff/c0. (3.12)



3.7. TL Theory: Validation and Capacitive Response 51

The effective permittivity εeff is obtained via the conformal mapping approach de-
scribed in section 2.2.2. For a 500 µm thick quartz glass with a permittivity of
εr = 4.05, the effective permittivity is εeff = 2.38.

For an open-circuit λ/2-resonator, it is essential to determine the parameters of its
equivalent RLC-circuit. The total capacitance, denoted as CR, can be calculated using
the equation

CR =
Cl l
2

,

where Cl is the capacitance per unit length of a coplanar waveguide, as given by
Eq. 2.43 [76].

Similarly, the inductance, LR, can be obtained through the following equation:

LR =
2Ll l
π2 .

Here, Ll is the inductance per unit length, as defined in Eq. 2.44 [76].

The resistance R can be calculated using the formula:

R =
ZR

αl2
,

where ZR = 78.1 Ω represents the characteristic impedance of the resonator. A
comparison of the RLC-circuit model with the original distributed model, which
is described by Eq. 3.10, yielded identical amplitude and phase responses for both
models (not shown). This comparison validates the equivalence of both models and
justifies using the RLC-circuit model for further calculations. The RLC-circuit model
is beneficial because it provides a framework for studying variations in the sensing
capacitance represented by ∆C in Fig. 3.11b2.

Adjusting the parameters allows, on the one hand, comparing the theoretical with
the experimental results and, on the other side, comparing both theoretical models.
A summary of the used parameters can be found in table (3.1).

TABLE 3.1: Circuit parameters for the λ/4 - & λ/2 - resonators. The
corresponding circuit is depicted in Fig. 3.11.

shorted λ/4 - resonator open λ/2 - resonator

Cc1 = 5.5 fF Cc2 = 8 fF

l = 2.2 mm l = 4.4 mm

Z0 = 50 Ω Z0 = 50 Ω

ZR = 80 Ω ZR = 80 Ω

α = 28.66 dB/m α = 28.66 dB/m

Characterization of Theoretical Models

Microwave sensors are usually characterized by the complex scattering parameter
S11, also called the reflection coefficient. The complex scattering parameter can be
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FIGURE 3.12: Comparison of responses between a coupling-based
sensor and a conventional TC sensor: The graphs depict the theoret-
ical amplitude (black) and phase (blue) responses of a, a short-circuit
λ/4-resonator (coupling-based) and b, an open-circuit λ/2-resonator
(conventional). The depicted data corresponds to the circuits illus-
trated in Fig. 3.11, with the circuit parameters detailed in Table 3.1.
Difference spectra, arising from a capacitive change of ∆C = 0.1 fF,
are presented for c, the short-circuit λ/4-resonator and d, the open-
circuit λ/2-resonator. The coupling-based λ/4 configuration exhibits

a higher response to the identical capacitive change.

represented by the amplitude |S11| and the phase parameter θ: S11 = |S11| expjΘ.
It can be measured experimentally with a vector network analyzer (VNA). Theo-
retically, it can be calculated using Eq. 2.16 and using the previously derived input
impedances Zin as the load impedance.

The theoretical scattering parameter (amplitude and phase) of the coupling-based
λ/4 resonator and the conventional λ/2 resonator are shown in Fig. 3.12a and 3.12b,
respectively. The amplitude |S11| is black, and the phase Θ is blue. The length of
the λ/2 resonator is double that of the λ/4 resonator. Such an arrangement results
in approximately the same resonance frequency with f0λ/4 = 21.25 GHz and f0λ/2 =
21.49 GHz.
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The resonance frequencies are not identical because both resonators are connected to
different coupling capacitances of Cc1 = 5.5 fF and Cc2 = 8 fF. For comparison pur-
poses, the input coupling capacitances have been adjusted so that both resonators
have the same input coupling of |S11| = 0.5 at resonance. A coupling capacitance
loads the resonator capacitively and thus shifts the resonator to lower frequencies.
Besides the peak shift, both resonator’s amplitude and phase curves are very similar.
The phase has a Fano shape with a zero crossing at resonance.

Comparison to Experimental Results

The resonance frequency of the cCPW is 1.5 GHz higher than the experimental value
presented in the last section. That difference can be explained by several effects
which are not accounted for in the theoretical model. The main effects stem from the
inductance of the shorted CPW and the capacitance of the open segment of the CPW.
The inductance of the shorted line can be approximated by an equivalent length
extension ∆l [77]. The length extension can be approximated by

∆lshort =
Lshort

Ll
≈ s + 2w

8
. (3.13)

The increased inductance reduces the resonance frequency. The capacitance of an
open CPW can also be approximated by an equivalent length extension ∆l, which
results from the fringing fields [77] by

∆lopen =
Copen

Cl
≈ s + 2w

4
. (3.14)

The metallization thickness t is also not implemented in the theoretical model. The
metallization thickness influences the characteristic impedance and effective permit-
tivity. The effective permittivity is given by [31]

ε′eff =
0.7(εeff − 1)t/w

K′(k)/K(k) + 0.7t/w
. (3.15)

For a thickness of t = 1 µm, the effective permittivity changes by 0.25%. Thus, the
influence of the thickness can be neglected. Finally, the theoretical model also does
not account for the losses introduced by the tapered electrodes. Such a non-standard
CPW configuration is difficult to describe accurately by theory. FEM simulations are
an excellent way to account for non-standard CPW configurations. Therefore, in the
subsequent section 3.8, I additionally analyze permittivity variations in the sensing
volume by FEM simulations.

Capacitive Response

Fig. 3.12c and d contrast both the circuit’s amplitude and phase responses to a ca-
pacitance change. As discussed in section 2.4, the capacitance change induced by
a particle depends on the geometry of the sensing electrodes, the position of the
particle in the electric field, and the permittivity contrast between the suspending
medium and the particle. A capacitance change of ∆C = 0.1 fF is chosen. It corre-
sponds to a 7 µm sized cell-like particle between 10 µm separated electrodes (see
Fig. 2.10).
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Fig. 3.12c and 3.12d display difference-spectra induced by a 0.1 fF capacitance
change for both resonators. The magnitude and phase difference spectra are cal-
culated by

∆|S11| = |S11(∆C = 0.1 fF)| − |S11(∆C = 0)|
∆Θ = Θ(∆C = 0.1 fF)− Θ(∆C = 0).

(3.16)

Although the initial resonance curves of both theoretical models are very similar,
the induced difference curves differ significantly. The amplitude difference curves
have a fano-shape with a maximum and minimum located right and left of the orig-
inal resonance frequency. In the case of the cCPW λ/4 configuration, the peaks
are significantly higher than the λ/2 configuration. The fano-shape results from
the capacitively induced resonance peak shift. That peak shift is stronger for the
λ/4 configuration. Furthermore, in the λ/4 configuration, ∆C also modulates the
coupling coefficient. This modulation induces a change in the peak amplitude, lead-
ing to an asymmetry of the fano-shape difference curve. Both effects, an increased
resonance-peak shift, and the coupling-induced amplitude change result in an in-
creased sensitivity of the λ/4 configuration. The amplitude sensitivity is 2.3 times
higher for the λ/4 configuration. The phase difference spectrum has a negative peak
at the resonance frequency. The phase sensitivity is up to 1.8 times higher for the λ/4
configuration. The amplitude is most sensitive at the flanks of the resonance curve.
At that frequency, the phase difference spectra become zero. Reversely, the phase
difference spectra are maximal at the resonance frequency; the amplitude becomes
zero.

During the time-resolved application of the sensor, a discrete measurement fre-
quency on the resonance curve is chosen, and a time trace of the reflected signal and
phase is monitored. The position of the measurement frequency on the resonance
curve will decide whether the sensor is phase or amplitude-sensitive.

3.8 FEM Simulation: Permittivity Variations in the Sensing
Volume

In the preceding section, I examined the sensor’s response to particles in the sensing
volume using TL models, which exclusively explored the sensor’s capacitive behav-
ior. That analysis is extended by FEM simulations which investigate both the capac-
itive and loss responses of the optimized cCPW sensor when particles are present in
the sensing volume.

The dual nature of these responses can be mathematically represented by the com-
plex permittivity, denoted as ε, which was introduced in a previous section 2.3. The
equation for complex permittivity is given by:

ε = ε′ − jε′′, (3.17)

This mathematical construct captures the material’s interaction with an oscillating
electric field. The real part of the complex permittivity, ε′, describes the dielectric
polarizability, which is responsible for the sensor’s capacitive response. On the other
hand, the imaginary part, ε′′, accounts for energy loss within the sensing system.
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Biological objects are commonly stored in water-based solutions. The permittivity
of such media depends on various parameters like temperature, frequency, or ionic
concentration. To account for most of the potential media, I investigate a ε′ range
between 1 - 100 and ε′′ between 0 - 50 by FEM simulations [78, 79]. Based on prior
simulations, I chose an optimized sensor geometry with a resonator length of 2 mm
and a characteristic impedance of 80 Ω. The sensing volume is chosen to be 1 µm.
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FIGURE 3.13: Finite element method (FEM) analysis of sensor’s re-
sponse to complex permittivity in the sensing volume: a, Ampli-
tude |S11| and c Phase Θ responses as a function of real permittivity
ε′ ranging from 1 to 100 with imaginary permittivity ε′′ held constant
at 0. b, Amplitude |S11| and d, Phase Θ responses due to changes in
imaginary permittivity ε′′ from 0 to 50, with the real permittivity ε′

maintained at 40. The vertical line at ff = 21.3 GHz marks the most
sensitive frequency, which is used for the predictive model. Graphs

reproduced from my publication [1], © 2023 IEEE

Fig. 3.13 (a-b) displays the S11-parameter response to changes in the complex permit-
tivity of the sensing volume. Fig. 3.13a shows the feedback to a ε′ sweep, while ε′′ is
fixed at 0. An increased real permittivity value leads to a rise of the S11-amplitude
at resonance. It is a consequence of an increased coupling capacitance and, thus, a
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stronger input coupling. Additionally, the capacitive load shifts the resonance peak
to lower frequencies. Both effects contribute to the total change in the reflected mi-
crowave signal.

Fig. 3.13b displays an imaginary permittivity ε′′ sweep, while ε′ is adjusted to 40.
A rise in ε′′ introduces losses into the resonator, which widens the peak shape and
decreases the quality factor. Reducing the quality factor also reduces the input cou-
pling and, thereby, the resonance peak amplitude. The resonance frequency is less
sensitive to changes in the imaginary permittivity in contrast to changes in the real
permittivity. Instead, the imaginary permittivity mostly influences the return loss
|S11| and QL.

Predictive Model

A simple predictive model for the extraction of the complex permittivity can be con-
structed from the change of the loaded quality factor and a change of the amplitude
at the flank of the resonance curve ( ff = 21.3 GHz) (similar to [80, 68, 81]).

(b)

FIGURE 3.14: Predictive model coefficients: Through linear regres-
sion, I determine the coefficients of the predictive model Eq. 3.18. The
x-axis plots the change of the real and imaginary permittivity. On the
left, the graph demonstrates the amplitude shift ∆|S11| at 21.2 GHz
corresponding to real and imaginary permittivity changes. The graph
on the right delineates the changes in the loaded quality factor ∆QL
induced by real and imaginary permittivity changes. The values are
extracted from the spectra depicted in Fig. 3.13. Graphs reproduced

from my publication [1], © 2023 IEEE

[
∆|S11|
∆QL

]
=

[
K1 K2
K3 K4

] [
∆ε′

∆ε′′

]
(3.18)

where, ∆|S11| = |S11|sample − |S11|ref, ∆QL = QLsample − QLref , ∆ε′ = ε′sample − ε′ref and
∆ε′′ = ε′′sample − ε′′ref with the subscript (sample) for the sample and the subscribt (ref)
for the reference permittivity. The reference real and imaginary permittivity is 1 and
0, respectively. The unknown coefficients K1, K2, K3 and K4 of the predictive model
(Eq. 3.18) can be fitted with a least-squares method. Fig. 3.14 displays the regression
fits determining the unknown coefficients. The color coding is the same as the line
plots in Fig. 3.13.
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The coefficients are introduced into Eq. 3.18[
∆|S11|
∆QL

]
=

[
0.0013 −9 · 10−6

−0.0031 −0.3322

] [
∆ε′

∆ε′′

]
. (3.19)

By comparing the coefficients, it can be seen that the real permittivity influences the
∆|S11| amplitude at ff 139 times stronger than the imaginary permittivity. Reversely,
the imaginary permittivity influences the quality factor 109 times stronger than the
real permittivity. That allows to simplify the predictive model by neglecting the
matrix coefficients K2 and K3. The complex permittivity of liquids can be determined
by inverting Eq. 3.19, which leads to[

∆ε′

∆ε′′

]
=

[
796.05 0

0 −3.01

] [
∆|S11|
∆QL

]
. (3.20)

An inflow single particle detection measurement is typically conducted at a discrete
frequency. A lock-in amplifier (LIA) can simultaneously measure the amplitude and
phase of a reflected signal. In an ideal scenario, the amplitude and phase at the
discrete frequency would only correlate to real or imaginary permittivity. In this
case, a continuous flow experiment measuring at a discrete frequency could infer
the real and imaginary permittivity. It would allow for a high throughput distinc-
tion of particles. As discussed, the |S11| amplitude at 21.3 GHz is sensitive to the
real permittivity and not sensitive to the imaginary permittivity. The phase at the
same frequency is linearly correlated to the imaginary permittivity (see Fig. 3.13)
and non-linearly related to the real permittivity (not shown). Thus, the phase and
amplitude responses are unsuitable for a linear predictive model. Nevertheless, the
real permittivity dominates the amplitude response, and the imaginary permittivity
dominates the phase response; thus, the amplitude and phase measurement should
be sufficient to distinguish particles based on their dielectric properties.

3.8.1 Resonance Frequency Shift

Conventional TC sensors utilize a resonance frequency shift to enhance sensitivity.
The resonance frequency of a TC has been described in the theory section (Eq. 2.22)
as

f0 =
1

2π

1√
CL

. (3.21)

with C and L the total capacitance and inductance of the resonant circuit, respec-
tively. The sensing capacitance is part of the total capacitance of the resonant system.
A change in the sensing capacitance alters the capacitive loading of the resonant cir-
cuit and induces a resonance peak shift. For a small capacitance change (∆C ≪ C),
the frequency shift can be approximated by a first-order Taylor expansion to

∆ f0 ∝
∆C
C

. (3.22)

The shift is linearly related to ∆C divided by the total capacitance C. That relation
holds for a conventional TC sensor and the coupling-based configuration. As a gen-
eral rule, the total capacitance should be minimized to increase sensitivity due to the
frequency shift.
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FIGURE 3.15: Sensitivity of the frequency shift: The colored dots
plot the resonance frequencies obtained from FEM simulation dis-
played in Fig. 3.13a. The black lines display the theoretical values
derived from numeric solutions of Eq. 2.27 for a resonator length be-
tween 1 mm - 5 mm. The numeric solutions are summarized in Tab.

3.2.

In the following, I compare the simulated peak shift with theory. Solving the tran-
sient Eq. 2.27 can determine the theoretical resonance frequency Eq. 2.27. The solu-
tion is obtained numerically with a Python script for CPW length between 1 - 5 mm.
The equation is solved using the coupling capacitance values determined in section
3.2. The coupling capacitance is assumed as the sum of the parasitic capacitance
with Cp = 2.02 fF and the sensing capacitance with Cs = ε′ε01 µm.

Fig. 3.15 displays the relative shift of the resonance frequency ∆ f / f0 plotted against
a ∆ε′ change. In the field of microwave complex permittivity measurements in liq-
uids, that relation is an often used metric to define the sensitivity of a sensor. The
real permittivity change is given by the sample permittivity subtracted by the per-
mittivity of air ∆ε′ = ε′sample − ε′air.

The corresponding resonance frequency shift is calculated by the difference between
an unloaded resonator (i.e., the permittivity of air) and a loaded sensor with a real
permittivity of a sample ∆ f = funloaded − fsample. The color-coded dots display sim-
ulated values from Fig. 3.13a. The black lines plot the numeric solutions of Eq. 2.27
for a CPW length between 1 - 5 mm. As discussed, a slight change in the sensing
capacitance is linearly related to the peak shift ∆ f ∝ ∆C. The numeric solution for
a resonator with a length of l = 2 mm fits the simulation results. The numeric solu-
tions are summarized in Tab. 3.2.

The black lines show that reducing the resonator length increases the relative fre-
quency shift. The CPW length of a λ/4-resonator mainly contributes to the total
capacitance C. Reducing the length l changes the ∆C/C ratio, leading to a stronger
resonance peak shift. The cCPW sensor utilizes a λ/4-resonator instead of a λ/2-
resonator. Such a configuration cuts the electrical length by half, reducing the total
capacitance. Thus, the coupling-based λ/4-resonator improves the overall sensitiv-
ity by introducing coupling and increasing the resonance frequency shift.

However, the sensitivity for detecting individual particles does not only rely on a
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maximal response of the sensor to the permittivity. Another important factor is the
permittivity contrast between the particle and the suspending medium. That permit-
tivity contrast is frequency-dependent. For example, the real permittivity contrast
between a cultured medium and a Chinese-Hamster-Ovary cell reduces from ap-
proximately 6 to 1 for a frequency increase from 10 GHz to 40 GHz [82]. At 20 GHz,
the real permittivity contrast is approximately three, and the imaginary permittivity
contrast is maximal with 5. Other studies of protein suspensions also demonstrated
a similar trend of the real permittivity contrast from low to high frequencies and
a maximal imaginary permittivity contrast at around 20 GHz [20]. A resonator at
20 GHz is a good trade-off between an increased relative frequency shift for high
frequencies and reducing the permittivity contrast at frequencies above 20 GHz.

TABLE 3.2: Sensitivity for varying resonator length: Numeric so-
lutions of the Eq. 2.27 for the resonance frequency f0. The solutions
are obtained for resonator length l between 1 mm and 5 mm and a
real permittivity of ε′sample = 100. These values are also illustrated in

Fig. 3.15.

resonator length resonance frequency relative frequency shift

l (mm) f0 (GHz) ∆ f
f0
(%) for ε′sample = 100

1 47.58 1.32

2 24.16 0.67

3 16.19 0.45

4 12.18 0.34

5 9.77 0.27

3.8.2 Sensitivity

The novel cCPW sensor improves sensitivity in two ways: by increasing the conven-
tional frequency shift and by introducing an additional coupling-based component.
Both contributions have been discussed in section 3.8.1 & 3.4.1. For the FEM simu-
lation, the relative contributions of the coupling-based and frequency shift-based re-
sponse can be isolated by assuming a constant input coupling (constant peak height)
and no frequency shift, respectively. In this case, the peak shift contributes 45%
and the coupling 55% to the total signal change, which means that the coupling ap-
proach significantly improves the overall sensitivity. These relative contributions
of coupling-induced and peak shift-induced ∆|S11| change strongly depend on the
coupling parameters ( e.g., input coupling, resonance frequency, quality factor).

Several sensitivity metrics have already been established in the field of microwave
complex permittivity liquid sensors. Mostly, a permittivity normalized version of
the relative resonance frequency shift (∆ f / f0∆ε) is used as a sensitivity metric [83].
In the field of microwave particle sensing, comparable metrics have not yet been es-
tablished. In this field, the sensor mostly operates in a continuous flow experiment
at a discrete frequency. An exception is the phase lock loop tracking of the resonance
frequency [72, 84]. The S-parameter measures the intensity and phase response to
permittivity variations. It is the main observable used for microwave particle sens-
ing. Therefore, the S-parameter should be part of the figure of merit (FOM), which
defines the performance of a nanoparticle sensor. Moreover, in particle sensing, the
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TABLE 3.3: Sensor performance comparison: A side-by-side assess-
ment of our sensor’s specifications with those reported in the litera-

ture. Table reproduced from my publication [1], © 2023 IEEE

sensor fm (GHz) ∆S a ∆ε Veff (nl) b FOM (nl−1)
[25] 0.17 0.11 79 0.1 0.014
[68] 18 0.035 10 c 0.29 0.012
[70] 2.2 0.019 0.6 1.6 0.020
[63] 0.18 0.04 79 0.0005 1.1

[24] (previous work) 1.1 0.055 79 8 · 10−6 87
this work 21.3 0.0013 1 1 · 10−6 1300

a The ∆S value can relate to the |S11|- or |S21|- parameter. The values are esti-
mated from the published graphs.
b The effective volume is calculated from the published channel dimensions.
In the case of CPW sensor configuration, the width of the sensing volume is
estimated as the width of the signal line plus both signal-to-ground distances.
c The value corresponds to a change in ε′′ as the sensor is only sensitive to the
imaginary permittivity.

size of the sensing volume is particularly small, and thus, the performance needs to
be evaluated for a given size of the effective sensing volume. Typically, a smaller
sensing volume corresponds to a reduced S-parameter response. I propose a FOM
defined as the S-parameter response normalized by the permittivity and effective
sensing volume Veff

FOM =
∆|S|

∆ϵVeff
. (3.23)

The effective sensing volume Veff is the liquid volume with high electric fields that
mainly constitutes the sensing capacitance.

The amplitude response for a real permittivity change (i.e., ∆|S11|/∆ε′ ) was already
calculated by the predictive model with the parameter K1. The optimized sensor has
a FOM of 1300 nl−1 for a 1 µm3 sensing volume. Table 3.3 compares the proposed
sensor with the literature. Our previous TC-based sensor detected 500 nm particles
with an FOM of 87. In contrast, the novel sensor has a FOM of 1300. Due to the
high FOM, I expect to detect particles well below 100 nm. The increased sensitivity
at small sensing volumes paves the way for ultra-fast sensing of individual virions
or proteins based on their dielectric properties.
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Chapter 4

Fabrication

The initial cell and particle detection sensor, upon which my sensor is built, was
originally outlined in Paul Gwozdz’s thesis [85]. A critical part of this sensor is
the electrode-channel interface. In Gwozdz’s design, the channel was a microscopic
pore embedded in a glass substrate manufactured with an ArF-based excimer laser.
In contrast, our new chip design transitions from a microscopic pore to a planar
fluidic channel. This shift allows both the electrical and fluidic components to be
fabricated entirely through lithographic techniques. This lithographic approach of-
fers multiple benefits. First, lithography is a well-established method in both the
semiconductor industry and academic research, supported by an extensive body of
literature. Furthermore, lithographic processes can achieve exceptional resolution.
For example, electron beam lithography can manufacture electrical and fluidic struc-
tures with a resolution of < 20 nm. Precise alignment between the fluidic channel
and the sensing electrodes, which posed challenges in the original laser-based fab-
rication method, can now be attained with sub-20 nm accuracy using electron beam
lithography.

Although the final chip presented in this thesis was not manufactured by electron
beam lithography, seamless integration with the current chip is straightforward. In
the future, this enables the incorporation of nano-electrodes for sensing proteins or
single DNA.

Additionally, a planar configuration enables advanced fluidic channel and electrode
designs, e.g., several channels for hydrodynamic focusing, several electrodes for
sequential sensing, or funnel structures for controlled DNA unfolding. Finally, a
planar configuration allows simultaneous electrical sensing and optical monitoring
with a microscope. Details on integrating this chip with fluorescence microscopy,
high-frequency circuits, and a specialized fluidic chip holder will be discussed in
the following chapter 5.1.

4.1 Sensor Manufacturing

The chip design and fabrication process were carefully selected to enable wafer-level
manufacturing. As displayed in the appendix Fig. A.2, a 2-inch wafer accommodates
16 individual chips. This wafer-level approach provides the flexibility to incorporate
multiple electrode-channel interface designs on the same wafer.

Each chip features electrodes spaced at varying distances, tailored for different sens-
ing applications. The electrode distances are set at 8 µm for cell sensing and at 2 µm
and 1 µm, corresponding to sensing volume channel widths of 12 µm, 4 µm, and
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2 µm, respectively. However, it should be noted that the chips with 1 µm spaced
electrodes exhibited defects, rendering them unsuitable for measurements.

An additional design was introduced to address the challenge of clogging experi-
enced with 1.75 µm polystyrene beads in a 4 µm channel width. This design pairs a
12 µm channel width with an electrode distance of 2 µm.

The layout of an individual chip is illustrated in Fig. A.3. The chip dimensions have
been optimized to a compact size of 12 mm x 8 mm, only restricted by the spacing
of the fluidic inlets.

4.1.1 Metal Structures

Metal Structure 

Fluidic Structure

5nm Ti / 1.3µm Ag / 5nm Ti

PVD

Ag

S1813  

Photolithography

Quartz

Ag Ion Milling

Cross-section: sensing region

SU-8 Spincoating ~ 7µm 

SU-8

Photolithography

Ag

Metal Structure

Quartz

Drilling Inlets

FIGURE 4.1: Manufacturing process of metal and fluidic structures:
a, Cross-sectional view of the sensing region (tip region) detailing the
metal structure fabrication steps. b, Cross-sectional and top views
illustrating the fluidic channel fabrication. Illustration reproduced

from my publication [1], © 2023 IEEE
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Fig. 4.1a displays the manufacturing steps of the metal structures. A 500 µm thick
quartz wafer is used as a substrate. Quartz glass has a dielectric constant of ϵ =
3.86 and an exceptionally small loss tangent of δ = 0.0002 [64, 41, 42]. The low
dielectric losses enable a high quality factor of the resonator. Moreover, quartz glass
is transparent, allowing the etch processes to be monitored optically.

Step 1: Metal Layer Deposition

The first step in the metal structure fabrication is physical vapor deposition (PVD)
of 5 nm Ti adhesive layer, followed by the main ≈ 1 µm Ag layer and encapsulated
with a 5 nm Ti layer (Fig. 4.1a) to prevent oxidation. The resistance of the metal
layer is a major source of loss strongly influencing the quality factor of the resonator.
Bulk silver has an exceptionally high conductivity of σAg = 6.21 · 107 S m−1, which
is 40% higher compared to gold and more cost-effective. The conductivity of the
manufactured metal layer is around σm = 5.65 · 107 S m−1. It was determined for
each wafer by the van der Pauw theorem for isotropic thin films of arbitrary shape
[86]. At that conductivity and 20 GHz, the skin depth is 482 nm. The thickness of
1 µm already represents 88% of the bulk conductivity. Only marginal increases in
conductivity can be expected from any further thickening.

Step 2: Photoresist and Etching

In the second step, a positive photoresist (S1813, Microposit) is spin-coated at
1000 rpm for 1 min for a layer thickness of 1.3 µm. The resist is backed at 115°C
for 1 min and exposed to UV light for 13 s with a power density of 13 mW/cm2.
Further, the resist is developed in MF 319 for 1 min. The resulting structures are
transferred into the underlying metal layer by physical etching with argon-ions. A
custom-made ion etching machine is used. The etch rate of silver is more than twice
as fast as the photoresist; thus, the resist works as an etch mask. The etching process
is finished once the etching window (see Fig. A.2) becomes transparent. Alterna-
tively, a lift-off technique could have been used. However, lifting off metal layers
becomes increasingly challenging with the metal layer thickness, and the physical
etching creates vertical metal walls, which are beneficial for a homogeneous elec-
tric field distribution between the electrode trips. After etching, the leftover S1813
resist is cleaned with acetone and rinsed with water. In some cases of ion etching,
the substrate was heated to the point where the S1813 resist was crosslinked beyond
the acetone’s removal capacity. In that case, the wafer was cleaned by the Microposit
Remover 1165 at 75°C. The final metal structure consists of the CPW resonator, mask
aligner marks, chip label, wafer saw cutting and drilling marks, and the macroscopic
wafer alignment marks (see appendix Fig. A.2 & A.3). The quality of the final struc-
tures is assessed by determining the thickness of the metal layer with a profilometer
(Bruker Dektak, XT) and by characterization of the resonator’s scattering parameters
with a vector network analyzer (VNA) (N5222A, Keysight / Agilent).

Fig. 4.2 displays a scanning electron microscope (SEM) image of exemplary electrode
tips manufactured with physical ion etching. The tips are separated by 2.5 µm, close
to the nominal value of 2 µm. The tip geometry exhibits a slight distortion as it
is supposed to be two 2 µm wide parallel planes. The distortion results from the
resolution limit of our current photo-lithographic system, causing variability in final
tip structures across samples. The edges are close to vertical, which is difficult to
achieve by conventional lift-off techniques and advantageous for particle sensing.
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FIGURE 4.2: Electrode tip: SEM image of electrode tips, taken at a 37°
tilt, fabricated using physical argon ion etching. The tips are spaced

2.5 µm apart, showcasing vertical walls.

4.1.2 Fluidic Structures

Fig. 4.1b displays the manufacturing steps for the fluidic channel in the cross-section
and top view, respectively.

Step 1: Fluidic Channel

SU-8 GM1060 negative photoresist is used for the fluidic channels. The resist is spin-
coated for 1 min at 4000 rpms for a 7 µm thickness. Before exposure, the resist is
prebaked for 2 min at 65°C and then for 5 min at 95°C. The spin-coating of thick
photoresists creates an edge/corner bead that prevents good contact between the Cr
mask and the wafer in the mask aligner. The bead is gently removed with a cot-
ton bud soaked with acetone. Alignment marks enable the alignment of the fluidic
structures to the electrodes with a precision of approximately 1 µm. The exposure is
performed with the i-line for 15 s. After exposure, the resist is post-baked at 95°C for
5 min, which selectively crosslinks the exposed area of the film. The final develop-
ment step is performed with PGMEA for 1 min, followed by a rinse with isopropanol
and drying with nitrogen gas flow. The SU-8 layer is characterized by determining
its thickness with a profilometer and measuring the resonator’s scattering parame-
ters with a VNA.

Step 2: Drilling and Dicing

The wafer is spin-coated with old S1813 resist as a protection layer, and it is cut
with a wafer saw along the wafer saw cutting marks (see appendix Fig. A.3). Fur-
ther, 1 mm diameter inlets are drilled with a 1 mm diamond drill bit (see appendix
Fig. A.3). Subsequently, the wafer is cleaned with acetone, followed by an iso-
propanol rinse, and dried with nitrogen gas flow. Fig. 4.3 illustrates a 2-inch wafer
at that point of fabrication.
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FIGURE 4.3: Wafer and sensing region: On the left, the wafer post-
drilling and dicing. The detailed wafer layout and individual chip
layout are depicted in Fig. A.2 and Fig. A.3 in the appendix. On the
right, the tip region of the final chip is sealed with OrmoStamp cover
foil. This chip features an 8 µm tip-to-tip distance and a 12 µm wide
sensing region channel. Parts of that image reproduced from my pub-

lication [1], © 2023 IEEE

Step 3: Sealing

In the final step, the individual chips are sealed with OrmoStamp foil. OrmoStamp is
highly transparent for UV and visible light and has good adhesion to SU-8. The foil
is fabricated with the aid of two microscope slides. One slide is placed on the hot-
plate at 60°C. A small drop of OrmoStamp resist is placed on the center of the slide
and sandwiched with a second slide. The resist spreads between the slides. Once
interference patterns occur, the glass slides are quickly removed from the hotplate,
and they are cured by exposure to UV light for 100 s. A flexible OrmoStamp foil is
peeled off the microscope slides. The foil is around 15 µm thick. However, the pro-
cess is poorly controlled, which leads to significant variations in the foil’s thickness.
A hole is punctured into the foil to create an opening for the CPW probe tips. The
foil and the chip are exposed to UV ozone to activate the surface and improve the
bonding. Quickly after exposure, the foil is placed on top of the chip. The bonding
between the SU-8 and Ormostamp is further improved by placing the chip at 60°C
on a hotplate for 5 min. The chip sealing withstands a pressure of 200 - 400 mbar.

Manufacturing Characterized with S-Parameters

Fig. 4.4 displays the scattering parameter characterization during each fabrication
step. The black trace shows the bare silver structure. The resonator had an internal
quality factor of 107. This serves as our reference point for subsequent changes.

After adding the SU-8 layer (green), which incorporates the fluidic structures, the
quality factor reduces to 81. The effective permittivity of the CPW increases, which
reduces resonance frequency by 290 MHz (described in section 2.2.2). Moreover, the
baseline likely drops due to the SU-8 coating of the CPW feedline, resulting in higher
broadband attenuation.
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FIGURE 4.4: Sensor response to manufacturing steps and water
loading: The influence of the fluidic material system and water load-
ing on the resonance frequency and quality of the resonator. The
|S11|-parameter is measured during various manufacturing steps of
the sensor, starting with the bare silver resonator shown in black. The
addition of the SU-8 layer, which forms the microfluidic structures, is
represented in green. The sealing of the chip with the OrmoStamp lid
is illustrated in red. Lastly, the chip is loaded with water, as depicted
in blue. Each subsequent step causes a shift in the resonance peak

towards lower frequencies.

The red trace corresponds to the sealing with OrmoStamp. The incorporation of Or-
moStamp further raises the effective permittivity of the CPW, causing the resonance
frequency to decrease by 385 MHz. The internal quality factor is 84, which is higher
by three than the sensor without OrmoStamp. The increase in quality factor is sur-
prising, but it can be concluded that Ormostamp has good microwave properties
with little losses.

Finally, water is introduced into the channel, represented by the blue trace. The res-
onance frequency reduces by 424 MHz due to capacitive loading of the resonator.
The internal quality factor reduces to 62. Such a reduction in the Q-factor can be ex-
plained by the introduction of losses by water due to its high imaginary permittivity
of 35 at 20 GHz [78].

In the future, the fluidic structures are intended to be fabricated without SU-8. Also,
the sensing volume is intended to be significantly smaller. Together, these two opti-
mizations should retain the high Q-factor of the initial bare resonator.

4.2 Fabrication Outlook

The current fabrication approach has several drawbacks. Firstly, the SU-8 resist layer
degrades the resonator’s quality factor, reducing the sensor’s sensitivity. Further-
more, a 7 µm thick SU-8 layer was used for the microfluidic channel. The height of
the microfluidic channel is seven times higher than the thickness of the electrodes,
which creates a dead volume above the sensing volume. In such a configuration,
the translocating particles are not focused between the electrodes, and the sensor’s
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response strongly depends on the particle’s position in the channel. A thinner SU-8
layer could not be applied, as for thin layers, the metal structures created shadow
effects during spin-coating, which made the SU-8 layer not flat enough for sealing
with OrmoStamp foil.

Moreover, SU-8 is a photoresist with an inherent resolution limit set by optical lithog-
raphy. In our case, the resolution was around 1 µm. Such a resolution is insufficient
as, in the future, the fluidics should be capable of guiding single DNA to the sensing
volume, which requires nanoscopic features. Consequently, alternative manufactur-
ing protocols for nanofluidic channels need to be explored.

Electron Beam Lithography

In the following, I showcase that the fabrication of nanoscopic sensing electrodes
embedded into a fluidic channel is feasible by electron beam lithography (EBL). The
fabrication protocol is based on two EBL processes followed by reactive ion etching
(RIE) steps, physical vapor deposition, and a lift-off process. The fabrication steps
are schematized in Fig. 4.5a. A silicon substrate is coated with a 90 nm thick resist
layer of Polymethyl methacrylate (PMMA 950-A4 polymer, MicroChem. Corp.) with
6000 rpm for 1 min and baked at 160°C for 2 min. In the first EBL step, the electrodes
and alignment structures are patterned using electron beam lithography (EBL) (Voy-
ager, Raith GmbH). After lithography, a cold development with MIBK:IPA at the
ratio of 3:1 at -14 °C is performed to enhance the resolution [87]. This process is
stopped using isopropanol. The structures are then etched into silicon for 110 sec-
onds to the depth of 110 nm using RIE (ICP-RIE SI 500, SENTECH Instruments GmbH)
with a gas mixture of 10 sccm SF6 and 22 sccm C4F8 at 150 W ICP power, 10 W radio
frequency power, 0.5 Pa pressure, at 0°C. The sample is then transferred into a PVD
machine for evaporation in a high vacuum. A 2 nm Cr layer is the adhesion layer,
and then 110 nm gold is evaporated. After the lift-off process in an ultrasonic bath,
the electrode tips fabrication process is finished. The second EBL process is aligning

FIGURE 4.5: Fabrication nanoscopic sensing volume: a, Fabrication
steps for nano-electrodes integrated into a nanochannel. b, SEM im-
age of electrode tips separated by 30 nm and integrated into a 200 nm
wide channel, highlighting the high-resolution capabilities of e-beam

lithography.

the nanochannel to the tips of electrodes. The alignment is performed on alignment
marks, enabling an alignment precision below 20 nm. This ensures that the elec-
trodes can be positioned inside a fluidic channel. The nanochannel is supposed to
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be located between the electrode gap. The pre-processing of spin coating and heat-
ing up remains the same as for the electrodes. After lithography of the nanochannel
and cold development, the channel is etched using RIE for 70 seconds to achieve
a depth of 70 nm. Then, the rest of the resist is dissolved in acetone, rinsed with
isopropanol, and dried with nitrogen.

Fig. 4.5b displays the high-resolution electrode-channel interface. The electrodes are
separated by 30 nm (significantly smaller than the potentially needed 75 nm) and
embedded into a fluidic channel with a width of 200 nm.

While this fabrication protocol has demonstrated a tiny sensing region, it has chal-
lenges. A primary concern is the sealing of the fluidic channels. Simply placing a
flat layer of Ormostamp or PDMS on top of the channel for sealing is not feasible
because the resonator structures are not flush with the chip; they protrude by ap-
proximately a micrometer from the fluidic channel. Additionally, achieving precise
control over the etching depth and the metal deposition thickness for the electrodes
is challenging. The electrodes must be level with the substrate to ensure an adequate
seal at the electrode-channel interface.

These sealing challenges motivated me to investigate sacrificial layer fluidics (SLF)
for integrating a small fluidic channel between electrodes.

Sacrificial Layer Fluidics

We suggest a fabrication method for the next chip iteration based on removing a sac-
rificial layer. Such a fabrication method is called sacrificial layer fluidics (SLF). It has
the potential of wafer-scale fabrication, with nanometer channel resolution and reli-
able fluidic sealing [88, 89]. For the interested reader, I recommend an older review
from 2006 by Peeni et al., which summarizes fabrication methods with a particular
emphasis on the sacrificial materials [90]. In the case of our chip, SLF allows to con-
fine the channel in-between the electrodes without a dead volume above the sensing
volume [91, 92]. Moreover, SLF approaches are possible with silicon oxide or sili-
con nitride capping layers which have excellent dielectric properties for microwave
electric circuits [93, 91, 94, 95, 96, 97, 98].

The sacrificial layer is commonly removed by wet chemical etching with a solvent. In
confined spaces, such a process is diffusion-limited. During etching, at the solvent-
solid interface, the solvent is saturated with solute molecules of the sacrificial layer.
These molecules diffuse away from the interface through the solvent defined by the
diffusion constant D. The time-depended position of the dissolution front can be
described with [99]

δ(t) =

√
2D(Cs − Cb)

ρ
t, (4.1)

with Cs the saturation concentration of the solute in the solvent at the solvent-solid
interface. Cb is the concentration of the solute in the bulk solvent outside of the chan-
nel, and ρ is the density of the solute in the sacrificial layer. The dissolution front is
proportional to the square root of time (δ ∝ t−

1
2 ) [99], which makes the removal of

long channels time-consuming. An alternative approach is based on thermally de-
composable polymers. These polymers decompose into volatile gases, which diffuse
through the encapsulation material like silicon oxide or silicon nitride. That diffu-
sion process fundamentally differs from diffusion through the channel because the
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diffusion length l does not change. Such a process can be described by [100]:

δ(t) =
2D(Cs − Cb)

ρl
t, (4.2)

with l the encapsulation layer thickness and δ the removed sacrifical layer thickness.
The dissolution front is linearly related to time (δ ∝ t). This leads to a sacrificial
layer removal time unrelated to the channel design. The most established sacrifi-
cial material for thermal decomposition is polynorbornene [97, 98, 96, 91, 94, 101, 92,
102]. Unfortunately, that resist is commercially not available anymore. Alternatively,
we propose polycarbonate (PC) as the sacrificial layer. PC is thermally decompos-
able and was already applied to manufacturing SLF ([100, 103, 104]). Also, it can
be used as a negative-tone resist for electron-beam lithography [105]. To my knowl-
edge, these two qualities of PC were never combined to manufacture nanoscopic
channels.

4.2.1 Polycarbonate as a Negative-tone Resist for Electron-Beam Lithog-
raphy
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FIGURE 4.6: Electron-beam lithography contrast curves for poly-
carbonate resist: A polycarbonate layer was spin-coated on a silicon
wafer, resulting in a thickness of 1.1 µm. Red and blue dotted lines
represent the electron beam dose curves for wet and thermal develop-
ment, respectively. Thermal development involved a 3-minute treat-
ment on a 300°C hotplate, while the wet development spanned 120
seconds using cyclohexanone at ambient temperature. The height-to-
dose relationship is derived from a line scan across the dose structures

shown in Fig. 4.7.

Allresist GmbH provided an experimental resist sample of polycarbonate (PC) dis-
solved in N-Methyl-2-pyrrolidone (NMP). This solution was spin-coated onto a sil-
icon substrate to achieve a thickness of 1.1 µm. Subsequently, the coated substrate
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underwent a soft bake at 170°C for 1 minute. Electron beam lithography was em-
ployed to inscribe dose patterns, utilizing an acceleration voltage of 50 kV.

Upon exposure, a fraction of the PC undergoes crosslinking, reducing its solubil-
ity to a developer and its susceptibility to decomposition at elevated temperatures.
This characteristic facilitates either wet chemical or thermal development of the re-
sist. NMP and cyclohexanone were evaluated as potential wet developers. Cyclo-
hexanone yielded the most favorable outcomes. Notably, a fraction of the resist de-
composes during e-beam exposure, even before the development phase.

Another part of the exposed PC crosslinks and becomes more resistant to solvents
and less decomposable at higher temperatures. That allows for a wet chemical or
thermal development of the resist. NMP and cyclohexanone worked as wet de-
velopers. The best results were obtained with cyclohexanone. During exposure,
depending on the dose, a fraction of the resist already decomposes before develop-
ment. Fig. 4.6 displays contrast curves for a wet and thermally development in a log-
arithmic scale. For wet development (red), the resist was dipped into cyclohexanone
for 120 s, followed by a water bath to stop the development. The thermal develop-
ment (black) was performed on a hotplate for 3 min at 300°C. The dose structures
were 20 µm wide stripes. The height was measured with a profilometer (DektakXT
stylus, Bruker) by averaging over an area of 5 µm left and right from the highest po-
sition of the structure. The error bars indicate the highest and lowest values in that
area. The significant error comes from a tip-like feature in the center of the struc-
tures. A line scan over the dose structures with the tip-like features is displayed
in Fig. 4.7. The origin of that undesirable feature is not yet known. For smaller
structures, it disappears, and for wet development, it changes to a sharp spike. At
a dose of 2000 µC/cm2, the thermally developed structures appear, and the wet de-
veloped structures appear at 5000 µC/cm2. Both development methods achieve the
maximal height around 20 mC/cm2. For the thermal development, the maximal
thickness reduces to 1/4 of the original height of the undeveloped layer, and the
wet development reduces to 1/8 of the original layer thickness. The height-dose
dependence enables gray-scale lithography for 3D structures, e.g., funnel-like struc-
tures that connect microchannels with nanochannels. The lateral resolution was bet-
ter for the wet development than the thermal development. The smallest structure
was 250 nm wide and developed with NMP. The resolution of the cyclohexanone-
developed structures appeared to be comparable or superior. The resolution limit
has yet to be determined with SEM.

4.2.2 Polycarbonate Thermal Decomposition

To demonstrate the thermal decomposition of PC, we heat the thermally developed
dose structures without a capping layer. The previous section described the dose-
height relation (summarized in Fig. 4.6). The thermal development was performed
on a hotplate at 300°C for 3 min. After thermal development, the sample was placed
on a hotplate with increasing temperature for 5 - 15 min. The temperature was in-
creased from 310°C to 550°C. Fig. 4.7 displays the height profile over the dose struc-
tures measured after each heating step. After the last heating step of 15 min at 550°C,
the structures are no longer visible, and we assume that all the PC is thermally de-
composed.



4.2. Fabrication Outlook 71

H
thermally developed

Position (µm)

FIGURE 4.7: Thermal decomposition of polycarbonate electron-
beam dose structures: A sample with dose structures, developed
thermally on a 300°C hotplate for 3 minutes, undergoes subsequent
heating from 310°C to 550°C. After each heating interval, a height
profile of the dose structures is captured. After the final 15-minute
exposure at 550°C, all the resist had decomposed, and no line profile

could be recorded.

4.2.3 Sacrificial Layer Channel

As a proof of concept, sacrificial layer fluidic channels were manufactured, and the
flow was tested. Polycarbonate resist was spin-coated at a thickness of 1.1 µm and
soft baked at 170°C for 1 min. Several sets of four parallel channels separated by
20 µm were written with electron beam lithography at 17 mC/cm2. Each set had
channels with a width of 5 µm, 1 µm, 500 nm, and 200 nm. After wet chemical de-
velopment with cyclohexanone for 120 s, the sample was placed into a water bath
and dried with a nitrogen stream. Due to the low operating temperature, sputter de-
position was used to deposit an 800 nm capping layer of SiO2 on top of the channels.
The sacrificial layer removal was performed in a furnace with a nitrogen stream.
The temperature was increased fast to 300°C, followed by a slow ramp to 600°C
with a ramp rate of 3°C/minute. The final temperature is held for 1 hour, followed
by the same cooling rate of 3°C/minute to 300°C. Faster ramp rates lead to crack-
ing of the encapsulation layers. At temperatures above 550°C, the sacrificial layer
decomposes, diffuses through the capping layer, and leaves hollow channels. The
flow through the channels was tested with isopropanol. The channels were opened
by scratching with a diamond cutter at the end and beginning of the channel. A
droplet of isopropanol was placed on one opening. The capillary forces suck the
liquid into the hollow channels and initiate flow. The flow was monitored with a
microscope. Fig. 4.8 displays a time series of three parallel 1 µm wide channels with
the flow of isopropanol. Similar results were observable for the 5 µm wide chan-
nels. For the 500 nm and 200 nm channels, the resolution of the microscope or the
contrast was insufficient to observe the flow. In the future, the experiment should
be repeated with a fluorescent dye, and a focused ion beam-prepared cross-section
of the smaller channels should be imaged with an SEM to confirm that the channels
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are hollow.

FIGURE 4.8: Sacrificial layer fluidics (SLF) manufactured by ther-
mal decomposition: A time-lapse sequence of four images showcases
isopropanol flowing through three parallel channels, each 1 µm wide.

Arrows highlight the progression of the isopropanol-air boundary.

4.2.4 Outlook

In the previous section, we could demonstrate SLF made of E-beam structured poly-
carbonate. Based on these developments, I suggest two fabrication protocols using
SLF to manufacture a sensor for single particle detection. Both protocols allow for
wafer-scale production. The first protocol is displayed in the appendix Fig. A.4. The
starting point is a quartz wafer with silver resonator structures manufactured like
the currently used sensor. The wafer is spin-coated with PC, and the micro- and
nanochannels are written with E-Beam lithography. During wet or thermal devel-
opment, the height of the sacrificial layer reduces below the thickness of the silver
electrodes. In this way, the final fluidic channel is confined between the electrodes.
After development, a physical mask is aligned so that the area with the sacrificial
PC is accessible for the deposition of an encapsulation layer, and the CPW probe
tip contacts are covered. Low-temperature plasma-enhanced chemical vapor depo-
sition (PECVD) or sputter deposition of 2 µm of SiO2 is performed, leading to an
encapsulation of the sacrificial layer. Inlets are drilled with a diamond drill bid,
and the wafer is cut into chips. Finally, the sacrificial layer is removed in a furnace
at a temperature of 600°C, removing the sacrificial layer and leaving hollow chan-
nels. The heating should be performed under a nitrogen stream. During heating,
the Ti/Ag/Ti metal layers undergo self-encapsulation, providing an Ag surface pro-
tection layer and an interfacial adhesion layer between the silicon dioxide and the
silver [106]. The drilled inlet holes are sealed by OrmoStamp foil.

For better sealing and no labor-intensive drilling and wafer cutting, we propose
an alternative manufacturing protocol depicted in the appendix Fig. A.5. A high-
resistivity silicon wafer is used as a substrate. The metal resonator structures and
fluidic sacrificial PC layer are manufactured in the same way as previously de-
scribed. The design of the coupled resonator has to be updated because the permit-
tivity of the substrate significantly changes the resonance frequency, characteristic
impedance, and coupling capacitance. As a coating layer, instead of SiO2, a silicon
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nitride layer is deposited. In the next step, the top side is spin-coated with a desig-
nated resist to protect against KOH etching. The bottom side of the wafer is spin-
coated with a KOH stable photoresist (SX AR-PC 5000/41, Allresist). The inlets and
the dicing lines are photo-lithographically transferred into the resist. Subsequently,
a deep silicon etching is performed with KOH. Silicon nitride is not etched by KOH
[107], which leads to open inlets while the silicon nitride encapsulation layer is pro-
tected. The silicon nitride seals the fluidic channel. Additionally, the KOH-etching
dices the wafer into individual chips. In the final step, the sacrificial layer is removed
in the furnace by heating to 600°C with a nitrogen stream.

Implementing one of the two fabrication processes is intended for the future. The
new chip design would circumvent the main drawbacks of the current design. The
fluidic channel would not extend over the electrodes. This configuration leads to
a homogeneous electric field in the channel, and thus, there would be no position
dependence between the particles in the channel and the detected signal. Also, the
encapsulation layer is SiO2 or Si3N4 with small dielectric losses, which would lead
to an insignificant reduction of the quality factor. These benefits could be obtained
even though a wafer-level fabrication would still be possible.
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Chapter 5

Setup

The setup chapter is separated into two sections. First, the interfacing between the chip
and the macroscopic fluidic tubing, high-frequency circuitry, and fluorescence microscope
are described. That interface enables the simultaneous measurement of the sensor’s high-
frequency response, control of the pump pressure (i.e., liquid flow), and monitoring of par-
ticle flow with the microscope. In the second section, I discuss the high-frequency circuit in
detail. This circuit combines the new coupling-based cCPW sensor with an interferometer.
This combination improves the setup sensitivity by several orders of magnitude compared
to the previous sensor iterations [24, 85].

5.1 Interfacing

The setup aims to establish a platform capable of detecting single nanoparticles in
flow at GHz frequencies. A challenging engineering aspect was the simultaneous
optical and electrical monitoring of particles inflow, with a chip of minimal size, a
chip-to-setup interface that does not degrade the quality of the sensor. The detection

FIGURE 5.1: Validation of particle flow by fluorescent microscopy:
The image captures 1.75 µm fluorescent polystyrene beads moving
between the sensing electrodes. The image overlays selected frames
where translocation events occurred during a 4-second video. The
chip features electrodes spaced 2 µm apart and a 12 µm wide channel.

of nanoscopic particles inflow is best established with a fluorescence microscope.
Therefore, the central component of the setup is a fluorescence microscope (Eclipse
LV100, Nikon) which monitors particle flow. Fig. 5.1 shows an example image of
1.75 µm fluorescent polystyrene beads inflow, detected with a long working distance
100X objective (100X Plan Apo NIR Infinity Corrected Objective, Mitutoyo). The elec-
trodes are separated by 2 µm, and the channel is 12 µm wide. The image summa-
rizes a 4 s video collected at a slow flow rate. The available camera (DS-Fi1c, Nikon)
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is limited to 23 frames per second, which necessitates conducting the experiment at
a slower flow rate. The video frames with translocation events are overlayed for
illustrational purposes. The bright dots correspond to trapped polystyrene beads.

Fig. 5.2 shows the experimental setup. It consists of a fluorescence microscope
extended by several custom-made components. These components provide inter-
faces between the sensor chip, the fluidic tubing, and the electrical circuitry. This
setup allows the simultaneous optical monitoring of fluorescent particles and high-
frequency reflectometric measurements while controlling the sample flow rate. A
custom microscope stage incorporates two micromanipulators with CPW probes. In
this way, the stage, chip, and CPW probes form a unit that moves independently of
the objective. Consequently, the objective can be moved during a flow experiment
without detaching the probe.

FIGURE 5.2: Experimental setup: A fluorescent microscope (Eclipse
LV100, Nikon) paired with a custom-designed stage featuring a Poly-
tetrafluoroethylene (PTFE) chip holder and micromanipulators for
the CPW probe tip control. The holder grants excess for tubing from
the bottom of the stage. Pressure pumps control the inlet and outlet
pressure. A 50 Ω CPW probe tip connects the chip with the RF circuit.
A cavity beneath the chip decouples the resonator from the holder

material. Image adapted from my publication [1], © 2023 IEEE

A CPW probe tip (Cascade Microtech FPC-GSG-250) is attached to the top of the
chip (inset Fig. 5.2). This CPW probe can be connected either to a microwave cir-
cuit for time-resolved particle detection measurements or to a VNA for S-parameter
sensor characterization. In a previous iteration of the setup, as designed by Paul
Gwozdz [24, 85], this connection between the sensor and the RF sensing circuitry
was made by soldering the sensor to a circuit board. This poorly controlled connec-
tion varied with each solder joint, resulting in impedance mismatches with reflected
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and standing waves. In contrast, the CPW probe tip used in this setup is a reversible
and reproducible connection. It has a standard characteristic impedance of 50 Ω,
which matches the characteristic impedance of the sensor feedline of 50 Ω (deter-
mined by conformal mapping Eq. 2.46 with a center line width of 200 µm and a
signal-to-ground distance of 21 µm). In this way, no microwaves are reflected at the
interface.

In addition, the CPW probe tips allow the calibration of the VNA by shifting the
reference plane to the CPW probe tip. As a result, the VNA measures only the sensor,
and the scattering parameters obtained are comparable to simulations. Calibration
is performed using the short-open-load-thru (SOLT) calibration method on an MPI
AC-2 calibration substrate. In the previous setup, the S-parameter response was
measured for the sensor, including the PCB. In this way, the S-parameters of the
sensor could not be de-embedded from the PCB, and the S-parameters could not be
compared with simulations. The S-parameter response had many peaks, and the
origin of each peak could not be traced back.

FIGURE 5.3: PTFE holder cross-section: This holder establishes the
chip’s connection to fluidic tubing. A section of the PTFE holder is cut
away to reveal the 300 µm diameter holes, aligning the chip with flat-
bottom fittings. These fittings at the base ensure a secure, pressure-
tight seal to the external tubing. A cavity below the resonator decou-
ples from the sensor from the holder material. The chip is attached to
the holder using double-sided M3 VHB 4926 tape (black), providing
a pressure seal of over 500 mbar. Illustration reproduced from my

publication [1], © 2023 IEEE

One of the primary design challenges was accommodating a compact chip size of
only 12 mm x 8 mm, which is critical for wafer-scale fabrication. This size constraint
had to be balanced with the need for simultaneous accessibility by both a CPW probe
tip and a 100X microscope objective, the latter having a working distance of 12 mm.
To address this, an innovative chip holder design was developed. Fig. 5.3 shows a
cross-section of the holder containing fluidic holes and a cavity inside the holder.
The holes, each have a diameter of 300 µm, connect the top of the chip to the flat
bottom fittings. More about the cavity the cavity will be discussed later. The chip
is attached to the top of the holder with double-sided tape (M3 VHB 4926). Each



78 Chapter 5. Setup

tape strip has a hole punched through the center allowing fluid to flow into the
chip. The tape seal withstands pressures in excess of 500 mbar and is easy to install
and remove. The channel is sealed from the top with approximately 15 µm thick
transparent Ormostamp foil (see fabrication section 4.1).

The custom holder fits into the custom microscope stage, and a hole in the stage
allows for tubing (1/16" OD) from the bottom. A flat-bottom fitting at the bottom
of the holder provides a pressure-tight seal rated up to 138 bar. This configuration
allows a positive pressure at the inlet, suction at the outlet, and pressure reversal
to unclog the channel. Also, it enables high-pressure gradients across the inlet and
outlet, resulting in fast particle translocation events of down to 25 µs. In the current
design, the diameter of the flat-bottom mounting screws and the size of the resonator
limit the chip size to approximately 12 mm x 8 mm.

The CPW ground-to-ground distance of the resonator has a width of 800 µm. While
this width is not substantial compared to the 12 mm width of the chip, the elec-
tric field extends beneath the chip, interacting with the material of the holder. This
phenomenon is shown in Fig. 5.4, which displays the S-parameters of the sensor for
different backing materials. With no holder and backside is air, the resonator’s qual-
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FIGURE 5.4: S-Parameter response of various holder materials: The
influence of the holder materials (PEEK, PTFE, and air) on the res-
onator’s resonance frequency and quality factor is assessed by attach-
ing them to the chip’s backside. A sensor devoid of the SU-8 fluidic
layer, featuring only metal structures, was utilized for this evaluation.

ity factor is 108. With a polytetrafluoroethylene (PTFE) holder, this value drops to 82.
With a polyetheretherketone (PEEK) holder, it drops even further to 52. PTFE has a
real permittivity of 2.05 and a low dielectric loss (about 2 · 10−4). PEEK’s real permit-
tivity is 3.1, and its dielectric loss is about 3 · 10−4 [108, 109]. These properties affect
the performance of the resonator. Higher real permittivity reduces the resonant fre-
quency, which is consistent with the theory described by Eq. 3.8. As the dielectric
loss increases, the quality factor of the resonator decreases. In order to minimize the
influence of the holder material on the resonator quality, two changes were made.
Firstly, the holder material was selected as PTFE because of the low dielectric loss
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value. Secondly, a cavity was fabricated beneath the resonator. These changes made
the resonator performance virtually identical with and without the holder material.

5.2 Microwave Circuit

This section begins with a brief literature review of reflectometric circuit architec-
tures that have been applied to high-frequency single-particle sensing. The mea-
surement circuit is divided into three sections: sensor, signal generation & detection,
and impedance matching. I will omit the discussion of the various sensor architec-
tures since they have already been discussed in detail in section 3.3. In the second
part of this section, I will present the advanced microwave circuit developed in this
thesis.

Review: Microwave Circuits for Inflow Particle Sensing

Reflectometry-based setups for single particle detection date back to Wood et al.’s
work in 2005 [25]. For signal generation and detection, he used the most straightfor-
ward approach, a VNA. VNAs generate and detect high-frequency signals and they
can be used in a steady-state configuration, collecting a spectrum before and after
a particle attaches to the sensor [69, 110, 111], or in a time-resolved configuration,
collecting time traces as individual particles pass through the sensor [112, 72, 63]).
However, VNAs are less optimal for time-resolved applications due to bandwidth,
noise, and sampling rate limitations. As alternatives, digital storage oscilloscopes
and LIAs are employed, requiring separate high-frequency signal generation sources
[25, 26, 24, 52, 67, 113, 85]. The operating frequency of these detectors is typically
in the MHz range, so the signal must be downconverted from GHz to the MHz
range for high-frequency detection. Custom phase-locked-loop configurations have
recently been used to track the resonant frequency [114, 72]. The phase-locked-loop
systems also use a dedicated RF source, and the RF signal was down-converted.

Impedance matching plays a crucial role in efficiently coupling the power into the
sensor, thereby minimizing signal reflection between the source and the sensor. An
impedance match sensor results in a higher contrast for small signal changes and
the sensitivity to load impedance changes are increased [53]. Furthermore, higher
source powers can be used without saturating the detection electronics. A common
impedance matching approach is a TC. At the resonance frequency, the power is
efficiently coupled to the sensor. However, adjusting the impedance match of a TC
can be challenging, in particular when temperature fluctuations affect the stability of
the impedance match. Active impedance matching circuits have been developed to
overcome these problems. A notable advancement in this area is the integration of
a shunt varactor with the TC, allowing active impedance matching of the sensor by
tuning the capacitance of a varactor diode. This innovation has allowed short-term
impedance matching of up to -100 dB, often exceeding -40 dB [26, 24]. However, in
this configuration, the capacitance of the varactor diode is part of the sensor tank
circuit, which increases the total capacitance of the resonant circuit. This makes the
sensor less sensitive to variations in the sensing capacitance.

An alternative method for impedance matching is interferometry. Interferometry is
based on the destructive interference of a reference signal with a measurement sig-
nal. It can be realized by a three-port power splitter, mixer, and hybrid couplers. To
my knowledge, for inflow particle detection, only mixers had been used for inter-
ferometric impedance-matching [114, 72, 52, 67]. In that configuration, the sensing



80 Chapter 5. Setup

signal is split into a part that interacts with the sensor and a second part connected
to a mixer. Mixing a signal with the same frequencies down-converts the signal to a
DC value. The phase shift between both signals can be adjusted to reduce the signal
to zero. Unfortunately, such an interferometric configuration can either measure the
signal’s in-phase or out-of-phase component. The total information of the amplitude
and phase is lost. An improved version of this technique employs a hybrid coupler-
based interferometer. Such a configuration has yet to be applied to inflow particle
sensing. This endeavor will be discussed in the subsequent sections.

5.2.1 Circuit

The developed microwave circuit is shown in Fig. 5.5. For the discussion it is divided
into three parts: (i) sensor, (ii) signal generation & detection, and (iii) impedance
matching circuit. The sensor has already been described in great detail in chapter 3
and will therefore be omitted in the following discussion.
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FIGURE 5.5: Microwave circuit for time-resolved single particle
sensing: The circuit is divided into three sections: (i) Sensor: com-
prising of coupling-based λ/4-resonator (red); (ii) Signal generation
and detection, which involves radio frequency (RF) and local oscil-
lator (LO) sources, signal amplification using low-noise amplifiers
(LNAs), down-conversion to the MHz range via a mixer, and detec-
tion with a lock-in amplifier (LIA) (blue); and (iii) Interferometer for
impedance matching of the sensor (yellow). Illustration reproduced

from my publication [1], © 2023 IEEE
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Signal Generation & Detection

The circuit consists of two high-frequency sources (E8257D 250 kHz - 50 GHz, PSG
Analog Signal Generator, Agilent Technologies), the radio frequency (RF) (i.e., sens-
ing signal) and the local oscillator (LO) signals. The RF signal is connected to an in-
terferometer connected to the sensor. The resulting signal is amplified by a low noise
amplifier (ZX60-06203ALN+ Mini circuits) with a gain of +18 dB and connected to a
mixer (ZX05-24MH-S+).

The mixer serves to down-convert the sensing signal to a frequency that can be mea-
sured with a commercially available lock-in amplifier. The setup uses a double-
balanced mixer (ZX05-24MH-S+ Mini circuits). The mixer has three ports: the radio
frequency (RF), local oscillator (LO), and intermediate frequency (IF) ports. An RF
signal with the frequency of fRF enters the RF port and is mixed with the LO signal
with the frequency of fLO. The LO power is +16 dBm. The resulting mixed signal
at the IF port is the sum and difference of RF and LO signals f1 = fRF + fLO and
f2 = fRF − fLO. These signals are called upper or lower sidebands. For our applica-
tion, we are interested in the down-converted, lower sideband. The upper sideband
is around 40 GHz, which exceeds the transmitted BW of the LNA and LIA. A double-
balanced mixer removes the initial RF and LO signals. The RF signal is adjusted to
the left flank of the sensor’s resonance frequency curve at approximately 20 GHz.
The LO frequency is chosen between 2 - 100 MHz below that frequency. This results
in an IF frequency of 2 - 100 MHz, which can be measured with a lock-in amplifier.
An amplitude modulation in the RF signal translates into an amplitude modulation
of the IF signal with an 8 dB down-conversion loss. The phase modulation of the RF
signal is conserved in the down-converted signal.

The LO frequency can be chosen either above or below the RF frequency. Note that
both RF signals fLO ± fIF are down-converted to the same fIF, and the BW around
both frequencies contribute to noise. The unwanted frequency band is called im-
age frequency. In a future setup, a band-pass filter connected in front of the mixer
and adjusted to the measurement frequency could reject the noise from the image
frequency.

The down-converted lower sideband is amplified by +22 dB gain with an LNA
(ZX60-3018G-S+) and measured by the lock-in amplifier. Fig. 5.6 displays the mea-
surement principle of a LIA. At the input, we assume a time-depended sinusoidal
input signal Vs(t) = R√

2
sin(ωst + Θ) with R the root mean squared amplitude, ω

the angular frequency and Θ is the phase at t = 0. The demodulation process can be
described mathematically by translating the input signal into its complex represen-
tation:

Vs(t) =
R√

2
sin(ωst + Θ)

=
R√

2
(ejωst+Θ + e−jωst+Θ)

(5.1)

An internal reference signal Vr(t) is obtained from the LIA. The complex reference
signal is given by

Vr(t) =
√

2e−jωrt. (5.2)

The working principle of a mixer had already been described previously. Mathe-
matically, the dual-phase down-mixing can be calculated by a multiplication of the
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FIGURE 5.6: Lock-in amplifier: a, Schematic representation of a lock-
in amplifier. The input signal Vs(t) is mixed with a reference sig-
nal Vr(t) and its 90° phase-shifted counterpart. Both signals are low-
pass filtered, resulting in the in-phase X and quadrature component
Y. These components can be translated to polar coordinates as ampli-
tude R and phase Θ. The image was taken from reference [115] and
modified. b, In-phase and quadrature (IQ) diagram of a signal with

amplitude R and phase Θ.

input signal with the reference signal

Z(t) = Vs(t) · Vr(t)
= X(t) + jY(t)

= R(ej(ωs−ωr)t+Θ + e−j(ωs+ωr)t+Θ).

(5.3)

The resulting signals (i.e., upper and lower sidebands) appear at the difference of
both frequencies (ωs − ωr) and the sum of both frequencies (ωs + ωr). The subse-
quent low-pass filter removes the unwanted upper sideband in the measurement.
If the reference signal is identical to the source signal, Eq. 5.3 reduces to the time-
independent DC offset

Vr = ReiΘ. (5.4)

The real X = Re(Z) = R cos(Θ) (i.e, in-phase) and imaginary Y = Im(Z) = R sin(Θ)
(i.e, quadrature) components of Eq. 5.4 are the main output of the LIA. R is the root
mean square amplitude of the source signal, and Θ is the phase difference between
the source signal and reference signal.

The LIA (UHFLI 600 MHz, Zurich Instruments) has a low voltage noise of
4 nV/

√
Hz and a demodulation bandwidth of up to 5 MHz. That BW constraint

is the bottleneck of the entire setup and, therefore, responsible for the measurement
speed limit of the setup.
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Interferometer

An interferometric circuit establishes impedance matching. The circuit has been
inspired by a publication from S. Tuca et al. [116], which stems from a related re-
search field, the field of scanning near-field microwave microscopy. That publica-
tion demonstrated a 2-7-fold S/N performance enhancement for an interferomet-
ric matching approach compared to a classical shunt impedance matching (i.e., TC
matching).

The coupling-based sensor developed in this thesis has an impedance match (at res-
onance) of approximately 6 dB. At this impedance match value, the sensor is opti-
mized for maximum coupling sensitivity. This match results in 50% of the RF sig-
nal being reflected from the sensor, leading to saturation of the LIA detector at low
power levels. The interferometer removes this part of the reflected signal by de-
structive interference. Compared to TC-based impedance matching, the interferom-
eter can match any frequency. These unconstrained matching capabilities are crucial
because the sensitivity to real and imaginary permittivity variations in the sensing
volume changes over the resonance curve (as shown in section 3.8). An interferom-
eter allows the measurement frequency to be freely chosen on this curve.

hybrid coupler

FIGURE 5.7: 90° hybrid coupler as used for the interferometry setup:
A 4-port device where the RF signal enters at port A(∑), splits equally
with a 90° phase delay between ports D & C. Port D links to the sen-
sor, while C connects to the reference arm. Port B (∆) is the output

port where signals from D & C undergo destructive interference.

The yellow section in Fig. 5.5 shows the interferometer configuration. A 90° hybrid
coupler (model: 2375-9 Spectrum Control Inc.) is used for the interferometer. An
ideal hybrid coupler attenuates the induced difference signal by 3 dB. As shown in
Fig. 5.7, it is a 4-port device with a sum port A(∑), a difference port B(∆), and a D &
C port. The RF signal is connected to port A. It is split into equal parts to ports D &
C with a 90° phase delay on one port. Port D is connected to the sensor, and port C
is connected to a reference arm. This arm consists of a phase shifter (3428B ARRA
Inc.) and a variable attenuator (AR 3665 ARRA Inc.). The signal from port D can be
matched by adjusting the phase and attenuation. Port B (∆) is the difference port,
where the signal from port C & D interferes destructively. During the time-resolved
measurement, the impedance is matched manually by changing the phase and at-
tenuation. In practice, impedance matching is an iterative process. At the beginning
of impedance matching, the source power is low. After the first impedance match-
ing cycle, the source power is increased, followed by the next impedance matching
cycle. The final source power was between -15 dBm and +19 dBm, depending on the
particle under test. At the beginning of each measurement, the setup was impedance
matched to the signal detected by the LIA between 0.1 mV and 1 mV. An impedance
match between -99 dB and -79 dB could be achieved for the source power of +5 dBm.
The impedance match drifted during the measurement and had to be readjusted be-
fore each measurement.
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Chapter 6

Interferometer & Data Analysis

This chapter discusses utilizing an interferometer to impedance-match a microwave res-
onator for the inflow detection of particles. To my knowledge, this measurement technique
has not yet been applied in this context before. The investigation outlines the difference
between the impedance-matched sensor and the standalone sensor. The aim is to find the
relation between the physical properties of the sensing volume and the amplitude and phase
data collected with the LIA. In the second part of this chapter, I examine a peak processing
algorithm for analyzing time-dependent VNA or LIA data. Conventional reflectometric sin-
gle particle detection setups collect time traces of the S-parameters (VNA) or the amplitude
R and phase Θ (LIA) data. During the translocation of a particle through the sensing volume,
these time traces are modulated, resulting in peaks in the traces. Each peak can be charac-
terized by its height or width. In the case of a poor impedance match relative to the size of
detected peaks, additional challenges arise. To the best of my knowledge, these effects had
been overlooked in similar scientific approaches [26, 24, 25, 112, 85, 72].

6.1 Interferometeric Transformations

An interferometer impedance matches the sensor, which reduces noise and allows
for a high contrast measurement [117, 118]. Additionally, the sensitivity to changes
in the load impedance is increased [53]. The interferometer transforms the initial
sensor response into a new signal, and it is essential to analyze these transforma-
tions in detail. Importantly, the transformation is not just a scaling of an amplitude
and phase signal or subtraction of a baseline. It is worth noting that similar trans-
formations also occur in other impedance-matching circuits, like TC matching with
a varactor diode.

In the following, the aforementioned transformation is investigated by simulating
two separate circuit models (with and without an interferometer). The simulations
are performed with QucsStudio software [119]. Fig. 6.1a displays the circuit model for
the sensor, and Fig. 6.1b depicts the circuit model of the sensor with an interferom-
eter. The sensor’s TL is modeled by a CPW (w = 400 µm, s = 200 µm, l = 2.2 mm)
with the same parameters as the sensor in chapter 3.6. The sensing region is modeled
with a parallel circuit composed of a capacitance and a resistance. The capacitance
consists of a coupling capacitance of 7.5 fF, which leads to an optimal input coupling
with a reflection coefficient of Γ = 0.5. ∆C modulates that capacitance. It models
the variations of the real permittivity ε′ in the sensing volume. The total resistance
is given by the sum of a fixed 20 kΩ resistance and a variable resistive change, ∆R.
This ∆R models the variations in the imaginary permittivity, ε′′, within the sensing
volume. Using this straightforward circuit, we can simulate the sensor’s response to
particle-induced permittivity changes in the sensing volume.
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Interferometer 

+ Sensor

Sensor

Sensor

FIGURE 6.1: Circuit model analysis of the cCPW sensor with and
without an interferometer: a, The circuit model of the coupling-
based cCPW sensor. b, The interferometrically impedance-matched
version of the sensor. The sensor is modeled by CPW terminated by
a CPW ground. The sensing volume is depicted as a parallel circuit
with capacitance C and resistance R. The capacitance C is sensitive to
the real permittivity ε′), while the resistance R models the imaginary
permittivity ε′′) in the sensing volume. c, The |S|-Parameter response
compares the original sensor (black) with its impedance-matched ver-
sion (blue). The interferometer is adjusted to a phase shift of 35.5°
and an attenuation of 1.75 dB, ensuring optimal impedance matching

at 19.76 GHz on the left flank of the resonance curve.

The interferometer is composed of a 90° hybrid coupler, a variable attenuator, and
a phase shifter. It is adjusted to a phase shift of 35.5° and an attenuation of 1.75 dB
for an impedance match of -39dB at the left flank of the sensor at a frequency of
19.76 GHz. These values were chosen to approximate the experimentally achieved
impedance match. Fig. 6.1c displays the |S|-parameter response for both circuits.
The black curve depicts the |S11|-parameter for the sensor, and the red curve shows
the |S21|-parameter for the sensor with the interferometer. As expected, the interfer-
ometer impedance matches the left flank of the sensor at 19.76 GHz.

Fig. 6.2a displays the IQ diagrams of both circuits. As discussed in the section 5.2.1,
the IQ diagram visualizes the in-phase and quadrature components measured with
an LIA. It provides an alternative representation of the S-parameters, which allows
for a detailed analysis of the transformation. The IQ diagram represents the S-
Parameters from Fig. 6.1c as circles. In the IQ plane, the signal transformation due
to an interferometer reduces the circle’s radius by half, rotates the circle by 90°, and
shifts the circle into the origin of the diagram.

In a time-dependent measurement, a signal is measured at a discrete impedance-
matched frequency of 19.76 GHz. Fig. 6.2b displays the sensor’s capacitive and re-
sistive response at that frequency. The capacitance ∆Cs (magenta) is varied from
-0.2 fF to 0.2 fF, and the resistance ∆Rs (green) is changed from - 7 kΩ to + 7 kΩ.
In the IQ plane, the interferometer transforms the capacitive and resistive response
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FIGURE 6.2: IQ-diagram depicting the impact of interferometric
impedance matching: The simulation results from the circuits de-
picted in Fig. 6.1 are displayed in an IQ-diagram. a, The diagram com-
pares the interferometrically impedance-matched sensor (red) with
the standalone sensor (black) across the 18 to 22 GHz frequency
range. Impedance-matching shifts the circle into the origin of the
diagram reduces the radius by half and rotates by 90°. b, The dia-
gram illustrates the capacitance and resistance response at 19.76 GHz,
simulating a particle within the sensing volume. Capacitance varia-
tion ∆Cs (magenta) spans from -0.2 fF to +0.2 fF, and resistance ∆Rs
(green) varies between -7 kΩ and +7 kΩ. The response reduces by
half and rotates by 90°, matching the effects induced by interferomet-

ric impedance matching observed in a.

in the same way as the transformation of the circles. The response is shifted to the
origin of the IQ plane, reduced by half, and rotated by 90°.

The transformation is less evident in the amplitude and phase space as the ampli-
tude and phase are measured from the origin of the IQ-coordinate system. In the
case of a perfect impedance match (transformation into the origin of the diagram),
the amplitude and phase of the transformed signal are both strongly influenced by
∆Cs and ∆Rs. In comparison, the amplitude response of the initial sensor is insensi-
tive to ∆Rs, and the phase is insensitive to ∆Cs.

Therefore, it is crucial to recognize that the amplitude and phase responses of the
impedance-matched sensor do not directly correlate with those of the original sen-
sor. Given this complexity, a mathematical explanation of the transformation process
is provided in the subsequent section for clearer understanding.

6.1.1 Transformation: Mathematical Description

In the previous section, I demonstrated by circuit model simulations that the
impedance-matching by an interferometer complicates the amplitude and phase
response, and it is not simply a matter of subtracting a baseline amplitude or
phase. Complex numbers can be used to mathematical describe the interferomet-
ric impedance-matching process. In this representation, the signal detected by the
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LIA without an interferometer can be written as

Vsen = RejΘ, (6.1)

with R the amplitude and Θ the phase of the signal.

In the following section, I will derive the interferometrically transformed signal VT
and compare it to the sensor signal Vsen. I will examine the amplitude and phase
modulation of VT in relation to the modulation of Vsen.

The main component of the interferometer is the hybrid coupler. It splits the source
signal into the reference and sensing arms connected to the sensor. The signal from
the sensing arm V ′

sen has half the amplitude and a 90° phase in comparison to the
initial sensor signal Vsen with

V ′
sen =

R
2

ej(Θ+90◦). (6.2)

At the difference port B of the hybrid coupler, the sensing signal V ′
sen and reference

signal Vr interfere destructively and combine to form VT. The destructive interfer-
ence can be described using complex numbers as the difference between both sig-
nals. For a perfectly impedance-matched signal, the reference signal is equal to the
sensing signal, and the difference becomes zero Vinter = V ′

sen − Vr = 0. However, if
the sensing signal is modulated, the difference signal becomes non-zero and can be
detected by the LIA. I will investigate the transformation for two modulation cases
in the following section.

In the first case, an amplitude modulation ∆R is induced. The following calculations
make use of the mathematical relationship ej(Θ+90◦) = jejΘ. The difference signal VT
for an amplitude modulated signal becomes

VT(∆R) =V ′
sen − Vr

=
R + ∆R

2
ej(Θ+90◦) − R

2
ej(Θ+90◦)

=
∆R
2

ej(Θ+90◦).

(6.3)

The transformed signal is reduced by half, and the phase rotates by 90°.

In the second case, the phase of the initial signal is modulated by ∆Θ. It is clear from
a theoretical perspective that a perfectly impedance-matched signal has no ampli-
tude or phase. Therefore, a change in this signal cannot be analyzed in terms of a
phase change. Instead, the signal will be analyzed in terms of its phase and am-
plitude rather than a phase shift. To calculate VT, a Taylor series expansion around
∆Θ = 0 is used:

ej(Θ+∆Θ) − ejΘ = −j∆ΘejΘ + O(∆Θ2). (6.4)

Using this expansion, the difference signal VT becomes:

VT(∆Θ) = V ′
sen − Vr

=
jR
2
(ej(Θ+∆Θ) − ejΘ)

=
R∆Θ

2
ejΘ

(6.5)
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From that equation, we see that the initial phase modulated signal Vsen transforms
into a signal VT(∆Θ) that is amplitude modulated. By comparing Eq. 6.3 & 6.5, we
also conclude that the transformed amplitude and phase responses are shifted by
90° with respect to each other. Note that the Taylor series terms of O(∆Θ2) were
neglected so that the approximation is only valid for small modulations.

Finally, we calculate transformed amplitude ∆RT and phase ΘT detected by the LIA
as a function of the initial modulations (∆R & ∆Θ). For the rest of the thesis, I use
an amplitude and phase notation with subscript (T) to indicate that the transformed
amplitude and phase differ from the initial one.

The amplitude can be calculated by the vector sum of both signals VT(∆Θ) and
VT(∆R) and the phase in respect to the original sensor phase change ∆Θ can be
calculated by the angle between the signals VT(∆Θ) and VT(∆R). With the condition
that both signals are shifted by 90° in respect to each other, we get:

∆RT = |VT(∆R) + VT(∆Θ)| =
√
(R∆Θ)2 + (∆R)2

2

ΘT = ̸ (VT(∆R), VT(∆Θ)) = arctan 2
(

∆R
R∆Θ

) (6.6)

The equations show that the phase and amplitude response of the impedance-
matched sensor is a complex function of the initial amplitude and phase modulation
and not just a baseline subtraction. The transformed amplitude has an enhanced
sensitivity as it is now the sum of the initial amplitude response with an added com-
ponent from the initial phase. The transformed phase parameter, ΘT, is of particular
interest because it is a function of the ratio between the amplitude change and the
phase change (i.e., ΘT(∆R/∆Θ)). That ratio can be related to the material properties
of the particles in the sensing volume, which will be described next.

Previous circuit model simulations and the FEM simulation in section 3.8 have
shown that the amplitude and phase of the standalone sensor respond to the di-
electric properties of the sensing volume. However, this change in the dielectric
properties of the sensing volume, which I will refer to as the permittivity contrast,
depends not only on the permittivity of the particle and suspending medium per-
mittivity but also on the particle size and its position in the channel (i.e., the electric
field strength). These dependencies complicate the correlation of measurement data
with particle permittivity.

To circumvent these complications, I want to discuss a particular parameter, namely,
the ratio between the effective real and imaginary part of the complex permittivity
(ε′/ε′′). Dividing these two variables cancels out the size and electric field depen-
dence because they both affect the variables in the same way. As a result, that ratio
becomes independent of particle size and electric field strength (i.e., particle position
in the sensing volume).

Previous simulations of the standalone sensor demonstrated that the ε ′ (capacitance)
of the sensing volume mainly affects the sensor’s amplitude. In contrast, the ε′′ (re-
sistance) mainly changes the phase. Furthermore, I demonstrated in Eq. 6.6 that the
transformed phase ΘT is related to the ratio between the sensor’s initial amplitude
and phase response. Consequently, ΘT is related to the ratio between the effective
real and imaginary part of the complex permittivity and becomes independent of
the particle size and its translocation position in the fluidic channel. It is expected
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that the relative phase should be the same for particles made of identical material,
making ΘT a suitable observable for determining the material properties of particles
in a fluidic channel.

6.2 Data Analysis

In this section, I describe the algorithms used to detect peaks in the data obtained
with the LIA. Contrary to what we assumed in the previous section, the interferome-
ter never perfectly impedance-matched the sensor. Consequently, the collected data
must be pre-processed to resemble the previously discussed transformed amplitude
and phase variables accurately—additionally, a not reproducible impedance match
results in not reproducible data. To the best of my knowledge, this effect had been
overlooked in similar scientific approaches [26, 24, 25, 112, 85, 72]. The challenges
related to the impedance match will be schematically illustrated. The schematic il-
lustrations are based on circuit model simulations (see appendix A.6), which are not
discussed in detail.

6.2.1 Preprocessing for Reproducibility
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FIGURE 6.3: Reproducibility challenges in amplitude and phase
measurements resulting from impedance-matching: A schematic
representation in an in-phase and quadrature (IQ) diagram. a, The
variable attenuator and phase shifter displace the measurement point
on the diagram. During impedance matching, that point is not con-
trolled and is located somewhere close to the origin of the IQ diagram.
The black dots indicate exemplary impedance match points. The ma-
genta and green lines show the sensor’s response to variations of
losses ∆Rs and capacitance ∆Cs in the sensing volume. b, Depicts the
amplitude ∆Ri = |Ri − R′

i| and phase response ∆Θi = |Θi − Θ′
i| for

the same capacitance change at different impedance matching points.
The amplitude and phase responses are different for both impedance

matching points ∆R1 ̸= ∆R2 and ∆Θ1 ̸= ∆Θ2.

The process of adjusting the impedance match by an interferometer can be repre-
sented in the in-phase and quadrature diagram shown in Figure 6.3a. The variable
attenuator and phase-shifter impedance match the sensor. In the IQ diagram, the
impedance-matching shifts the measurement point closer to the origin. However, in
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the real world, the match is not perfect, and the measurement point can be located
in any quadrant around the origin.

The sensor’s responses to capacitance and dielectric loss variations in the sensing
volume are illustrated as magenta and green lines, respectively. Fig. 6.3b displays a
close-up of two different impedance-match points and the corresponding amplitude
∆R = |R−R′| response, and phase Θ and phase change ∆Θ = |Θ−Θ′| for the same
capacitance variation. It is clear that neither the amplitude response ∆R1 ̸= ∆R2 nor
the phase Θ1 ̸= Θ2 or phase change ∆Θ1 ̸= ∆Θ2 are comparable for both impedance
matching points. As a consequence, it can be concluded that the characteristic peak
properties are not comparable for varying impedance match points in the amplitude
and phase space. This is because the amplitude and phase are calculated in relation
to the origin of the IQ diagram.

To solve this issue, either the coordinate system can be transformed into the origin
of the IQ plane or the time traces of the in-phase ∆X and quadrature component
∆Y can be analyzed directly. The second option has been found to yield better re-
sults, and it will be discussed in detail. The relative amplitude and phase responses
are approximately the same for all impedance matching points around the origin
of the IQ diagram. That has been confirmed by QucsStudio circuit simulations (see
appendix Fig. A.6) [119]. The relative amplitude and phase are equal to a perfectly
impedance-matched sensor. They can, therefore, be used in place of the transformed
amplitude and phase variables.

The phase is dependent on the reference phase provided by the LIA. Moreover, the
phase changes with the measurement frequencies (i.e., position on the resonance
curve) and resonator properties. Up to now, the fabrication of the chip has yet to be
controlled well enough to ensure the same resonance frequency and quality factor.
Mainly, the OrmoStamp layer’s thickness and the fluidic channel’s alignment to the
sensing electrodes vary from chip to chip. As a consequence, the phase cannot be
compared between different chips.

6.2.2 Peak Parameters

Building on the previously discussed (∆X, ∆Y)- approach, two peak analysis algo-
rithms have been developed and are demonstrated using an exemplary 15 s time-
trace containing peaks corresponding to 1.75 µm sized polystyrene beads (Floures-
brite Carboxy 17687) (see Fig. 6.4a). The LIA collects the in-phase X and quadrature
Y components. The RF signal frequency was set to the flank of the resonance curve at
18.326 GHz with 8.8 dBm power, and the demodulation bandwidth was adjusted to
10 kHz and recorded at a rate of 54.93 ksamples/s. Fig. 6.4b shows a zoomed view of
a random X and Y peak in the time traces at 5.2166 s. The peak amplitudes (∆X, ∆Y)
and peak width wp at full half width maximum (FWHM) are calculated using two
Python algorithms. The first algorithm (algorithm 1) uses the SciPy signal.find_peaks
function. Peak detection is applied to both X and Y time traces, and the trace with
the most detected peaks at a given threshold is selected as the primary trace. The
peak amplitude, width, and left and right base positions (i.e., the positions where
the peak starts and ends) are obtained for the primary trace. A custom script selects
the secondary trace’s left and right base positions and calculates a linear baseline be-
tween them. The peak height in the secondary trace is then obtained by calculating
the difference between the baseline value and the trace value at the peak position
of the primary trace. This algorithm produces a ∆X and ∆Y value for each peak
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FIGURE 6.4: Analysis of peak parameters: a, Time-traces of in-
phase X (blue) and quadrature Y (red) component during the flow
of 1.75 µm polystyrene beads (Carboxy 17687, Flouresbrite). b,
Peak heights (∆X, ∆Y) are calculated separately for the X and Y
trace. The peak width wp is based on the full-width half maximum
(FWHM). Two Python algorithms evaluate height and FWHM: algo-
rithm 1 employs SciPy’s signal.find_peaks, while algorithm 2 utilizes op-
timize.curve_fit [120]. c, IQ-diagram representation of the X, Y-peaks

with the relative amplitude ∆RT and phase ΘT}.

and a corresponding peak width wp. From the ∆X and ∆Y components, a relative
amplitude and phase can be calculated via a polar transformation with:

∆RT =
√

∆X2 + ∆Y2,
ΘT = arctan 2(∆X, ∆Y).

(6.7)

Note that the equation for ∆RT is similar to Eq. 6.6 for ∆RT. In fact, for a correct
reference phase of the LIA, the ∆X and ∆Y can be directly related to R∆Θ/

√
2, and
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∆R/
√

2.

The second algorithm (algorithm 2) finds the peaks using the SciPy signal.find_peaks
function. As before, the primary time trace is selected based on the number of de-
tected peaks at a given threshold. The detected peak positions are then used to run
a peak fitting algorithm (SciPy optimize.curve_fit) for both (X, Y) time traces. A Gaus-
sian shape with

f (t) = Ae
−(t−t0)

2

2σ2 + D (6.8)

is used to fit the peak, where A is the peak amplitude, and the peak width wp at
FWHM is given by 2.334 · σ. The Gaussian function was chosen because it provided
a good fit for most of the peaks. The fitted amplitudes correspond to the ∆ X and ∆
Y values, which are then transformed into ∆RT and ΘT via Eq. 6.7.

These two algorithms performed differently on different datasets. The peak fitting
(algorithm 2) performed better for small peaks and noisy data. Reversely, a brought
distribution of peak widths could be better analyzed by algorithm 1 (signal.find_peaks)
such as peaks generated by water droplets in an oil suspension. These droplets were
partially larger than the sensing volume, which resulted in a brought peak width
distribution. Droplets bigger than the sensing volume deviated from the Gaussian
peak shape, and the peak fitting algorithm performed poorly.

6.2.3 Phase Correction
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FIGURE 6.5: Correction of a drifting peak phase: a, Time-depended
drift of the peak phase ΘT and b, corrected peak phase Θn of the
events displayed in Fig. 7.1. The black line displays the moving aver-

age.

A drift of the peak phase parameter ΘT was commonly observed. To illustrate that
drift, I present the time-dependent peak phase data of 1.75 µm-sized polystyrene
beads detected over 30 min (analyzed in detail in section 7.1.2). Fig. 6.5a displays
the evolution of the peak phase, ΘT, over the time course of the experiment. The
average phase value shifts by 13.1° throughout the experiment. The origin of that
drift is not yet understood. However, a plausible cause is attributed to temperature
fluctuations. These fluctuations alter the permittivity of the substrate, subsequently
affecting the effective permittivity of the TL. Such a permittivity drift results in a
corresponding drift in the resonance frequency, leading to the observed phase drift.
To correct this drift, we subtract a moving average value plotted as a solid black line
from the phase value ΘT. The resulting corrected phase, Θn, is plotted in Fig. 6.5b.
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As anticipated, this corrected phase consistently maintains a moving average of 0.
From now on, in this thesis, I will only present and discuss the corrected peak phase
parameter Θn.
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Chapter 7

High Frequency Particle Detection

This chapter presents the results of single particle detection using the innovative sensor con-
ceptualized and developed in this thesis, which operates at approximately 20 GHz. Current
AC-based measurement setups still lack sensitivity, with the most advanced setups detect-
ing particles as small as 200 nm at a frequency of 1.1 MHz and a maximum signal-to-noise
ratio (S/N) of ≈ 6 [16]. The smallest detected particles within the GHz frequency range
have been 500 nm polystyrene beads at 1 GHz, as reported by Bhat et al. [24]. The pri-
mary objective of the developed sensor is to increase the sensitivity to detect particles in
the sub-100 nm regime eventually. Such a detection capability has numerous biomedical
applications, like detecting and characterizing virions, proteins, or DNA. Various particle
systems were investigated to characterize the sensor’s capabilities, including polystyrene
beads of different sizes, cells, droplets, and vesicles. Specifically, 1.75 µm polystyrene beads,
significantly larger than the detection threshold, facilitated the examination of variables such
as pump pressure and source power, thereby deepening our comprehension of the sensor’s
behavior.

7.1 Polystyrene Beads

For this measurement, polystyrene beads (Fluoresbrite Carboxy 17687) with a
1.75 µm diameter were suspended in Milli-Q water. The suspension was degassed
for 30 minutes, which reduces bubble formation [121].

The sample was introduced into the chip by gradually increasing the inlet pressure
to 40 mbar and applying a negative pressure at the outlet of up to -200 mbar. The
chip’s filling process was continuously monitored using both a microscope and S-
parameter scans conducted with a VNA (see Fig. 5.1 and 4.4). The water shift in the
S-parameter measurement is discussed in section 4.1.2. Once the channel was filled,
the pressures were turned off, and the CPW probe was detached from the VNA and
connected to the RF circuit.

The chip features sensing electrodes separated by 2 µm and a 12 µm fluidic channel
wider than most channel designs. This prevents potential clogging by the 1.75 µm
particles. The RF measurement frequency was adjusted to 18.326 GHz, the left flank
of the resonance curve, and a power of 10.15 dBm. Before the LIA, the RF frequency
was down-mixed to an IF frequency of 10 MHz. The flow was initiated by increasing
the suction pressure at the outlet to -200 mbar. The particle flow was verified with a
fluorescent microscope.

The LIA measured the Y and X time traces at a sampling rate of 84000 samples per
second and a 5 kHz demodulation BW. Three parameters were obtained for each
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FIGURE 7.1: Peak amplitude and width analysis of 1.75 µm
polystyrene beads: Scatter plot of peak amplitude ∆RT against peak
width wp detected at 18.326 GHz. Every point represents an individ-
ual translocation event. Histograms and kernel density estimation are
located above and to the right of the scatter plot. The color encodes

the corrected peak phase Θn .

particle using algorithm 1: the peak amplitude ∆RT, corrected phase Θn, and peak
width wp. The peak detection algorithm was applied with a threshold of 8 µV, which
is well above the noise floor (σnoise = 0.50 µV). As a result, 9974 peaks were detected
during 150 seconds. The noise level is quantified by the standard deviation of the
amplitude trace R, based on 600 data points without any peaks.

7.1.1 Peak Parameter: Amplitude and Width

Figure 7.1 shows a typical L-shaped scatter plot of peak amplitude ∆RT versus peak
width wp. A similar peak width vs. amplitude dependence was reported by M.
Nikolic-Jaric et al. [52]. Histograms and kernel density estimation can be found to
the right and above the scatter plot. Each data point on the scatter plot is color-coded
based on the corrected phase. The corrected phase was discussed in section 6.2.3.

The amplitude’s broad range, spanning several orders of magnitude, is attributed
to the non-uniform electric field within the sensing volume. The electrodes have a
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thickness of approximately one µm, and the channel extends 7 µm above the elec-
trodes. Above the electrodes, the electric field strength reduces strongly towards the
top channel wall. The relationship between the electric field intensity and signal am-
plitude is described by Eq. 2.62. The same-sized particle induces a smaller capacitive
change as the electric field reduces. Consequently, particles that translocate further
away from the electrodes result in smaller peaks. For subsequent sensor designs, the
goal is to limit the sensing volume exclusively to the region between the electrodes.

In the scatter plot, particles moving through that volume correspond to peaks with
the highest amplitude ∆RT. A conservative estimate of the S/N in that region is es-
timated by assuming that the S/N should be higher than the highest 1-percentile of
detected peaks, resulting in S/N1% = 199.9 µV/0.5 µV = 399.8. The S/N is calcu-
lated using the following formula:

S/N =
∆RT

σnoise
. (7.1)

The detected particles exhibit peak widths ranging from 0.2 ms to roughly 1.4 ms.
Two phenomena can explain this range. First, particles that translocate further away
from the electrodes experience a smaller electric field gradient (i.e., the electric field
is less confined), which results in a broader peak width. Second, within the microflu-
idic channel, particle flow velocity is not uniform. The flow is established by apply-
ing a pressure difference between the inlet and outlet of the fluidic chip. This kind of
pressure-driven, steady-state flow in a microfluidic channel is called Poiseuille flow.
In rectangular channels, Poiseuille flow has a velocity field that is maximal in the
center and reduces towards the walls of the channel.

The combined effects of the electric field distribution and the flow velocity profile
within the channel give rise to the L-shaped scatter plot. Each translocation po-
sition in the sensing volume can be mapped to a point in the scatter plot. The
peak amplitude encodes the particle’s distance from the electrodes. In contrast, the
peak width at the corresponding amplitude represents the distance from the channel
walls. Therefore, the scatter plot can be understood as a transformed representation
of the particle’s translocation position in the sensing volume.

In the following, I will briefly describe the phase-changing patterns in Fig. 7.1. A
comprehensive phase analysis is reserved for the subsequent section, introducing a
dataset with more data points. These points allow a deeper exploration of phase
dependencies, particularly at the rare translocation positions situated to the right of
the L-shape.

Two trends in the phase are observable. The phase reduces with peak amplitude
and peak width from 5° to -5°. As a result of the interferometric transformation,
the phase should be insensitive to the size or position of translocating particles and
solely sensitive to the material properties (permittivity contrast). Consequently, all
polystyrene particle peaks should have the same phase, which is not the case. That
contradiction will be discussed in the next chapter. Furthermore, a cluster of yellow
dots with a phase above 5° is observed around a width of 0.5 ms and an amplitude of
25 µV. These data points do not fit into the L-shape and correspond to double peaks.
For these peaks, the phase and amplitude can not be determined correctly because
the superposition of two peaks influences the amplitude and phase-determining al-
gorithm.
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7.1.2 Peak Parameter: Phase

FIGURE 7.2: Analysis of the corrected peak phase of 1.75 µm
polystyrene beads: Large data set recorded over a time period of
30 min at 18.326 GHz. In total, 43971 translocation events were cap-
tured. a, Amplitude ∆RT against peak width wp: The color coding
represents the phase Θn of the detected particles. b, Phase Θn against
peak width wp: The color encodes the peak amplitude ∆RT. The dot-

ted lines indicate trends in the data.

In Fig. 7.2, I present an additional data set of the same experiment recorded over a
longer time span of 30 min and a lower suction pressure of -70 mbar. In total, a large
number of 43971 peaks were detected. The last data set was great for showing the L-
shaped scatter distribution and discussing the dependence between peak amplitude,
peak width, and the translocation position. This data set has more data points. Thus,
more points are located right of the L-shape, which allows us to analyze the phase
dependency at these rare translocation positions.

As discussed earlier (section 6.1.1), the interferometer transforms the phase into a
variable that is sensitive to the material properties (dielectric contrast) and not to the
size or the position of the particle in the fluidic channel. As a result, all polystyrene
particle peaks should have the same phase. However, this is not the case. Instead,
several phase-changing patterns can be identified in Fig 7.2a. The color shifts from
violet to yellow as the peak amplitude increases, representing an increase in phase
from -5° to 5°. This pattern is a positive phase change towards the channel’s top. A
less clear phase dependence is present towards a higher peak width. That effect is
further studied in Fig. 7.2b, which displays the peak phase Θn vs. peak width wp
scatter plot with the peak amplitude color-coded with a red gradient. Dotted black
lines serve as guides to the eye, indicating trends in the data set.

With increasing peak width, the peak phase splits into high or low phase values.
That splitting is independent of the peak amplitude (i.e., translocation height). A
possible cause for that splitting might be an influence of the particle’s horizontal
translocation position on the phase. For example, the phase might change from the
channel center towards the walls or from the left channel wall to the right channel.
This dependency would also explain the increased phase splitting with higher peak
width, as the peak width increases towards the sides of the channel walls.
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A possible explanation for the changing phase might be a temperature gradient in-
side the channel. As discussed in section 2.3, water’s dielectric properties are highly
sensitive to temperature changes, particularly near the relaxation frequency of wa-
ter, where our experiment is conducted [50]. A particle of the same size in water at
different temperatures produces a different permittivity contrast. The sensing signal
heats the chip, and the chip heats the fluid through the channel walls, which could
lead to a temperature gradient inside the channel. This temperature gradient could
cause the observed variations in the phase of the detected particles. Further investi-
gations would be worth conducting to confirm this hypothesis and understand the
exact mechanism behind the observed phenomenon.

7.1.3 Outlet Pressure

FIGURE 7.3: Influence of the outlet pressure on peak parameters:
The scatter plot shows the relationship between the outlet pressure
and the amplitude (∆RT) and peak width (wp) of 1.75 µm polystyrene
beads detected at 18.326 GHz. Each point represents a single translo-
cation event. The pressure varied from -40 to -200 mbar, with the
color indicating the different pressure values. The experiments were
conducted for 60 seconds. Kernel density estimates are located above

and to the right of the scatter plot.

In this section, we investigate the effect of increasing outlet suction pressure. The
measurement setup and particle suspension are identical to the previous chapter.
The inlet pressure is turned off while the suction pressure varies from -40 to -
200 mbar. For each pressure, the measurement is conducted for 60 seconds. Fig. 7.3
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FIGURE 7.4: Number of translocation events at various outlet pres-
sure: In a flow experiment with 1.75 µm polystyrene beads, the outlet
pressure was adjusted between -40 and -200 mbar. The number of
translocation events is counted at each pressure over 60 seconds. The
number corresponds to the cumulative sum of the events displayed

in Fig. 7.3.

displays the scatter plot and kernel density estimations of translocation events color-
coded by the pressure value. As suction pressure increases, the characteristic L-
shaped scatter plot of ∆RT vs. wp shifts to narrower peak widths. The smallest peak
width shifts from 0.3 ms to 1 ms. That is expected as the higher pressure results in
faster particle translocation with reduced peak width. The kernel density plot above
the scatter plot confirms the shift in peak width. Additionally, the density plot on
the right displays the peak amplitude distribution. As previously mentioned, the
peak amplitude is related to the particle’s position in the sensing volume. Notably,
the distribution indicates a systematic increase in the number of peaks at amplitudes
between 10-20 µV. These small amplitudes correspond to particles further away from
the electrodes, suggesting that with increasing pressure, some particles translocate
further away from the electrodes. This effect may be explained by the higher inertial
lift force that particles experience at higher flow velocities, as reported in [122]. In
Poiseuille flow, due to the curvature of the fluid velocity profile and its interaction
with particles, the shear gradient lift force directs particles away from the channel
center.

Fig. 7.4 illustrates the number of particles detected within 60 seconds at various pres-
sure values. This number is calculated as the cumulative total of all events plotted in
Fig. 7.3. As expected, the number of detected events increases with stronger suction.
The initial increase in suction results in an approximately linear increase in detected
particles, while at higher pressures, the linear relationship becomes less pronounced.

7.1.4 Source Power

The influence of source power on the signal amplitude is investigated. Identical to
the previous sections, the translocation of 1.75 µm polystyrene beads is investigated.
The input and output pressure, as well as the duration of the experiment, were not
the same for each source power. However, this did not affect the peak amplitude.
Fig. 7.5a displays the scattering plots with the typical L-shape distribution that shifts
to higher values as the amplitude increases. Fig. 7.5b shows the mean amplitude for
all detected peaks for each source voltage. A linear relationship between source
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FIGURE 7.5: Source power: a, Scatter plot illustrating the relation-
ship between peak amplitude (∆RT) and peak width (wp) for various
source powers. Dotted lines indicate the characteristic L-shape at dif-
ferent power levels. A difference in the input and output pressure at
the highest power level is responsible for the shift in peak width. That
shift is independent of the source power. The color coding represents
the power level. b, The mean amplitude value for each power level
(source voltage). A dotted line is a visual aid indicating the expected

linear correlation.

voltage and mean amplitude is expected if no non-linear effects, such as heating or
shunts, exist. The plot includes a dotted straight line indicating this linear depen-
dency. The mean values follow the expected linear relation.

The variation of suction pressure and source power resulted in a shift of the scatter
distribution along the peak width and amplitude axis. During these experiments,
the L-shaped distribution remained consistent, substantiating that this distribution
is not coincidental and represents the flow profile within the nanochannel.

7.1.5 Polystyrene Beads with a Diameter of 200 nm

In this section, I evaluated the sensitivity of our detection system using polystyrene
beads (Polybead Dyed Yellow 15707) with a diameter of 200 nm. To the best of my
knowledge, the size of these beads is among the smallest detected using AC signals.
The beads were suspended in milliQ water, and the suspension was degassed for 30
minutes to reduce bubble formation in the microchannels.

The sample flow was monitored using a fluorescent microscope, and the chip used
in the experiment featured sensing electrode tips separated by 3 µm and a fluidic
channel width at the sensing region of 4 µm. The RF measurement frequency was
adjusted to the left flank of the resonance curve at 18.77 GHz at a source power of
-4.8 dBm. The RF frequency was mixed down to an IF frequency of 10 MHz.
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FIGURE 7.6: Detection of 200 nm polystyrene beads: The amplitude
R signal, measured at a 5 kHz bandwidth, is presented. A 1 Hz high-
pass filter is applied to remove the DC offset. The right axis shows the
signal-to-noise ratio (S/N) for the corresponding peak height, with a
noise level of σnoise = 0.73 µV, calculated using the standard devia-
tion of 600 data points. Beneath the primary graph, a detailed view
of three distinct peaks highlights the variability in peak amplitudes.

Figure reproduced from my publication [1], © 2023 IEEE

During this measurement, a strong phase noise component at 27.3 Hz was observed,
negatively affecting the quality of the X and Y-traces compared to the raw amplitude
R trace. The source of this phase noise is currently unknown. As a result of the
degradation of the X and Y-traces caused by the phase noise, the standard peak
analysis routine was not suitable. Instead, the non-corrected raw amplitude R trace
was analyzed. In this specific measurement, the peak change ∆RT was observed to
point in a similar direction as the raw signal R, which allowed for the evaluation of
the raw amplitude signal with only minimal distortions.

Fig. 7.6 displays the amplitude R trace after a 1 Hz highpass filter was applied to
remove the baseline offset. The data was recorded with a rate of 50k samples per
second and a 5 kHz demodulation BW. The right axis displays a S/N ratio for a
given peak amplitude. The noise level, calculated as the standard deviation of the
amplitude trace R based on 600 data points without any peaks, is σnoise = 0.73 µV.

The peak detection algorithm was applied with a threshold of 7 µV, which is well
above the noise floor. In the 60-second time trace, 77 peaks were detected with a S/N
ratio above the value of 6.9. Two peaks are depicted at the bottom of Fig. 7.6. The
highest peak has a S/N ratio of 417. To the best of our knowledge, this represents a
significant 69-fold improvement of the signal-to-noise ratio compared to previously
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reported studies of 200 nm polystyrene beads, currently considered the smallest AC-
based detected particles [16].

7.1.6 From Peaks to Flow Profiles

In section 7.1, the data of 9974 translocation events was discussed. The large number
of detected peaks encodes information on flow velocities in various positions within
the channel. A transformation is performed to reveal the velocity profiles. The peak
amplitude ∆RT and peak width wp are transformed to channel height h and flow
velocity vp, respectively. This transformation results in a height profile of particle
flow velocities. However, it should be noted that it is a first attempt based on several
approximations and, thus, likely to have significant errors. Its purpose is solely to
establish a proof of concept.

Peak Amplitude to Translocation Height

In section 3.8, I derived that the change in sensor signal |∆S11| (i.e., ∆R) at the left
flank of the resonance frequency is linearly related to the change in real permittivity
∆ε′ within the sensing volume, with |∆S11| ∝ ∆ε′. Assuming ∆ε′′ = 0, the peak
amplitude ∆RT detected by the LIA described by Eq. 6.6 simplifies to:

∆RT =
|∆S11|

2
, for ∆ε′′ = 0. (7.2)

This equation indicates that the signal detected by the LIA is approximately linearly
related to the real permittivity change (∆RT ∝ ∆ε′).

Next, we derived the relationship between the real permittivity and the change in
capacitance, described by the Clausius-Mossotti factor KCM (see Eq. 2.63). The influ-
ence of the imaginary permittivity is neglected, and for cases where ε′p ≪ ε′l , such as
the real permittivity of water and polystyrene beads with ε′l = 40 and ε′p = 2.5 [50,
123], the Clausius-Mossotti factor KCM can be simplified to:

KCM =
∆ε′

2ε′l
, for ε′p ≪ ε′l

where ∆ε′ = |ε′p − ε′l |. From Eq. 2.62 with the modified Clausius-Mossotti factor,
follows a linear dependency between the change in capacitance and the change in
real permittivity (∆C ∝ ∆ε′). Furthermore, Eq. 2.62 also states that the capacitance
change is proportional to the electric field squared (∆C ∝ |E2

rms|). The previously
discussed relations can be combined to:

∆RT ∝ ∆|S11| ∝ ∆ε′ ∝ ∆C ∝ |E2
rms| (7.3)

In the following, I discuss the electric field strength to height dependency. For a first
approximation, I assumed that dependency is |E⃗| ∝ 1/h. This dependency has a
smaller gradient than that of a point charge (∝ 1/h2) and a stronger gradient than
that of two parallel plates (constant value). However, this approximation needs to
be refined in the future through FEM simulation of the electric field or by using
analytical solutions such as the conformal mapping approach presented in reference
[124].
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The resulting transformation between the peak amplitude and height is given by:

h = α1 ·
1√
∆RT

, (7.4)

where α1 is a proportionality factor.

From Peak Width to Flow Velocity

FIGURE 7.7: Dependence between translocation height and peak
width: This cross-sectional sketch of a fluidic channel highlights the
translocation of a polystyrene bead close to the electrodes. The blue
line depicts the Poiseuille flow, while the red lines illustrate the elec-
trode fringing fields represented by equipotential electric field lines.
The horizontal lines d above the electrode illustrate the increasing
distance a particle must travel to cross an equipotential line. That
distance represents the detected peak width wp, and with increasing

height hp, the peak width wp increases.

In the following, I propose a second transformation between the peak width wp and
the particle velocity vp. The sketch in Fig. 7.7 illustrates a cross-section view along
the fluidic channel, with the electrodes facing in and out of the view plane. This
illustration highlights the complexity behind the transformation, which is not just
the inverse of the peak width.

A particle at a height hp translocates through the channel at velocity vp. The red
lines indicate equipotential electric field lines resulting from the fringing fields of the
sensing capacitance. The horizontal lines above the electrode illustrate the distance
d a particle needs to travel to cross an equipotential electric field line. The distance
required to cross an equipotential line increases as the height increases. Each translo-
cating particle has an equipotential line that corresponds to the detected peak width
wp at FWHM. This equipotential line is higher for increasing translocation height hp.
As a result, the corresponding distance d increases with increasing height.

The factor at which the distance d increases with height hp can be deduced from
geometrical considerations. We assume that the distance d increases as illustrated
by the dotted line. The relation between the distance and height can be calculated
with trigonometric identities as

d = 2hp tan(ϕ), (7.5)

with ϕ being the angle between the dotted and vertical lines. That distance d value
will be subsequently used to normalize the peak width wp. After normalization, the
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resulting value is inversely proportional to the peak velocity. Together with Eq. 7.4,
the transformation from peak width wp to particle velocity vp becomes

vp ∝
(

d
wp

)
⇒ vp ∝

(
2hp tan(α)

wp

)
⇒ vp = α2

(
1

wp
√

∆RT

)
,

(7.6)

where α2 is a proportionality factor.

Poiseuille Flow Profile

The velocity field in a Poiseuille flow is a solution of the Navier-Stokes equations.
For a rectangular channel with a cross-section of height h, width w, and a channel
length L, the velocity field is given by [125]:

vx(y, z) =
4h2∆p
π3ηL

∞

∑
n,odd

1
n3

[
1 −

cosh(nπ
y
h )

cosh(nπ w
2h )

]
sin
(

nπ
z
h

)
. (7.7)

∆p is the pressure difference, η is the viscosity of the medium, and x,y, and z are the
coordinate axes along the channel length, width, and height, respectively.

The Hagen-Poiseuille law, given by

∆p = RhydQ, (7.8)

allows for the calculation of the pressure difference across a channel using the hy-
draulic resistance Rhyd and the flow rate Q. The fluidic chip can be divided into
three microchannels: the inlet, outlet, and sensing channels, which are connected
in series. These three channels form the total hydraulic resistance of the chip, with
Rhyd,tot = Rhyd,1 + Rhyd,2 + Rhyd,3. The inlet and outlet channels have a length of
L1,2 = 3.5 mm, a width of w1,2 = 40 µm, and a height of h1,2 = 7 µm. The sens-
ing channel has a length of L3 = 50 µm, a width of w1,2 = 12 µm, and a height of
h1,2 = 7 µm. The hydraulic resistance for such a rectangular channel is given by
[125]

Rhyd,rec =
12ηL

1 − 0.63(h/w)

1
h3w

(7.9)

By using Eqs. 7.8 and 7.9 with a pressure difference of 240 mbar, the flow rate is
calculated to be Q = 3.4 · 10−12 m3/s. The pressure difference across the sensing
channel is 7.78 mbar.

Finally, in Fig. 7.8 the flow velocities of polystyrene beads analyzed in section 7.1 are
compared to the theoretical water flow velocity profile. Double peaks separated by
less than 2.4 ms have been removed from the data set. A scattering plot is gener-
ated using the transformed peak amplitude, which corresponds to the translocation
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FIGURE 7.8: Particle flow velocity profile:. The data for 1.75 µm
polystyrene beads from Fig. 7.1 is transformed from peak amplitude
to translocation height hp, and from peak width to flow velocity vp
using Eq. 7.4 & 7.4, respectively. The normalization factors are set to
α1 = 22 and α2 = 1 · 10−4. The blue line represents the theoretical
water velocity profile (Eq. 7.7) for a Poiseuille flow in a rectangular
channel measuring 12 µm in width and 7 µm in height under a pres-
sure drop of 7.78 mbar. The similarities between both flow profiles
suggest the efficacy of the sensor and transformation method in as-

sessing flow profiles within microfluidic channels.

height hp, and the peak width, which corresponds to the flow velocity vp, as deter-
mined by Eq. 7.4 and 7.6 respectively. The normalization factors α1 and α2 were ad-
justed to 22 and 10−4 respectively. A blue line shows the theoretical Poiseuille flow
of a rectangular channel with a width of 12 µm, a height of 7 µm, and a pressure
drop of 7.78 mbar. The densest areas in the scatter plot reveal a parabolic distribu-
tion. That parabolic distribution is narrower and bends stronger towards the middle
of the channel compared to the water velocity profile. A similar particle velocity
profile has been previously described in the literature [126]. However, some events
above 4 µm appear to be faster than the maximum water velocity, which is impos-
sible. This discrepancy is likely due to inaccuracies in the transformation model
at high particle translocation distances. Additionally, the parabolic distribution ap-
pears to have a shadow towards higher heights, which may be caused by particles
translocating further to the sides of the 12 µm channel and experiencing lower elec-
tric fields, an effect that is not accounted for in the peak amplitude to translocation
height transformation.

In Fig. 7.9, the previously discussed transformations are applied (with the same nor-
malization factors) to the data obtained for 1.75 µm polystyrene beads at various
outlet pressures (see section 7.1.3). The scatter plot displays the translocation height
h and flow velocity vp for each translocation event. The color encodes the outlet pres-
sures between -40 mbar and -200 mbar. The distribution of the translocation events
reveals a parabolic flow velocity profile for each pressure. With increasing suction,
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FIGURE 7.9: Particle flow velocity profile for various pressures:.
The data for 1.75 µm polystyrene beads and various outlet pressures
from Fig. 7.3 is transformed from peak amplitude to translocation
height hp, and from peak width to flow velocity vp using Eq. 7.4 &
7.4, respectively. The normalization factors are set to α1 = 22 and
α2 = 1 · 10−4. The dotted black lines are guides to the eye indicating
parabolic event distributions. Kernel density estimates are located

above and to the right of the scatter plot.

the profile shifts to higher velocities. That phenomenon is also evident in the kernel
density estimation above the scatter plot. In contrast to the data presented in Fig. 7.8,
the parabolic distribution is discontinued at a height below 2.5 µm. An explana-
tion for that feature could be the attachment of polystyrene beads to the electrodes,
which block the translocation volume close to the electrodes. That blockage could
result in a lack of translocation events below 2.5 µm. After the flow experiments,
the electrode tips were inspected with light microscopy, which revealed that they
were covered with beads. Hence, the developed technique might help determine
electrode particle contamination. A kernel density estimate is located to the right of
the scatter plot. That plot describes the translocation height distribution. With in-
creasing pressure, some particles translocate further away from the electrodes. This
effect may be explained by the higher inertial lift force that particles experience at
higher flow velocities, as reported in [122]. In Poiseuille flow, due to the curvature
of the fluid velocity profile and its interaction with particles, the shear gradient lift
force directs particles away from the channel center.

In conclusion, the present study has shown that it is possible to transform the peak
data from the LIA into particle flow profiles. The transformation models used in this
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study were based on rough approximations, and further research is needed to de-
velop more accurate models. The dependence between the electric field and channel
height could be improved through FEM simulations or by using a conformal map-
ping approach as presented in reference [124]. Additionally, the particle velocity
data could be improved by introducing a second pair of electrodes and evaluating
the time between both translocation events. Overall, this study has provided proof
of concept for transforming peak data into particle flow profiles.

7.2 Cells

Recently, the GHz-regime (γ-dispersion) of cells has garnered increasing scientific
attention. One reason for this is that the unique intracellular properties of cells be-
come accessible only at frequencies exceeding 10 MHz, a phenomenon attributed to
the shorting of the membrane capacitance[15]. Numerous studies indicate that cell
measurements at these high frequencies can effectively differentiate between diverse
cell types and states, including the identification of cancerous cells[19, 20, 21, 22].

The novel sensor combined with an interferometric setup gives rise to detection sen-
sitivities, which allow for the simultaneous detection of cells and cell debris. This
detection capabilities are showcased for cells derived from human induced pluripo-
tent stem cells (iPSCs) and their cell debris in PBS. IPSCs enable the study of human
cells without restrictions in cell availability and without the ethical and political con-
troversies related to the more commonly used embryonic stem cells [127].

For cell detection, the channel dimensions of the sensing area are designed to be
12 µm wide and 7 µm high, with electrodes separated by 8 µm (see image displayed
in Fig. 4.3). This design allows cells to squeeze through the microfluidic channel and
fill the sensing area. However, because most cells have a diameter larger than 7 µm,
they often become stuck or burst in the entrance region of the chip. The narrow
channel design, which causes cells to get stuck or burst in the entrance region of
the chip, is utilized as an advantage to demonstrate the detection capabilities of the
proposed sensor, detecting both intact cells and smaller cell debris.

The particle loading procedure is the same as the polystyrene beads experiment pre-
viously described. S-parameters are continuously recorded while the channel fills
with the sample until the water shift is detected. The CPW probe tip is connected to
the RF circuit. A positive pressure is applied at the inlet, and negative pressure at the
outlet. High input and output pressures (up to 200 mbar and -300 mbar) were used
to prevent cells from clogging the microfluidic channel. The flow of the cells was
confirmed with a microscope. The measurement frequency was set to 18.72 GHz on
the left flank of the resonance curve, with a power of -0.4 dBm. A measurement BW
of 10 kHz with a sampling rate of 54k samples per second was selected.

Fig. 7.10 shows the raw amplitude R time trace collected over 5 minutes. Peaks
above 1.5 mV correspond to whole cells; peaks below that value represent cell debris.
A microscope observation confirms that the prominent peaks correspond to intact
cells. Due to the blockage of the channel, the particle flow is not continuous. That
can be seen by a burst of cell peaks around -50 seconds and the absence of peaks
between -300 and -250 seconds.

Algorithm 2 detected 297 peaks with a detection threshold above 10 µV. Out of these,
47 were whole cells, and 250 were cell debris. Fig. 7.11 presents the peak amplitude,
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FIGURE 7.10: Detection of pluripotent stem cells: Time-trace am-
plitude R showcasing the differentiation between human induced
pluripotent stem cells and cell debris in a PBS buffer solution. Peaks
exceeding 1.5 mV are attributed to cells, while those below are iden-

tified as cell debris.

width, and phase data in scatter plots. Histograms and kernel density estimations
are plotted above each scatter plot.

FIGURE 7.11: Cell peak parameters: Scatter plots representing flow
experiments with human induced pluripotent stem cells and cell de-
bris. a, Peak amplitude ∆RT against the peak width wp, and b, peak
amplitude against the peak phase Θn. A histogram and a kernel den-
sity estimation are located above each scatter plot. The red dotted line

serves as a visual guide, highlighting an observable trend.

Fig. 7.11a presents the peak amplitude ∆RT versus the peak width wp. Despite the
logarithmic scale, the cell peaks above 1.5 mV are still distinct from the cell debris
peaks. The peak amplitudes span nearly three orders of magnitude, from 10 µV to
3.119 mV. The noise level, calculated as the standard deviation of the amplitude trace
R based on 100 data points without any peaks, is σnoise = 0.83 µV. The highest cell
peak has a signal-to-noise (S/N) ratio of 3760.

The red dashed line indicates the narrowest peak widths at a given peak amplitude.
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This line shifts towards broader peaks as the peak amplitude increases. That ef-
fect probably originates from the dependence between the particle’s translocation
height, electric field gradient, and the flow velocity profile. The previous chapters
have discussed these effects in detail (see section 7.1.6). Additionally, the size of
cells and cell debris varies significantly in this experiment, with larger particles hav-
ing a lower flow velocity [126]. Also, with increasing size, particles induce a higher
peak amplitude. Both effects lead to a peak width that increases with peak ampli-
tude. That effect intensifies for cells as they need to squeeze through the sensing
channel. The bigger the cell, the slower it moves through the sensing volume. That
phenomenon can be seen in the scatter plot as the cell peak width strongly increases
for higher cell peak amplitudes.

Unfortunately, as previously mentioned, the channel is susceptible to clogging, sig-
nificantly reducing the flow velocity. This clogging may cause some broader peaks
at small peak amplitudes.

Fig. 7.11b displays the peak amplitude ∆RT vs. the corrected peak phase Θn. The cell
peaks are above 1.5 mV in amplitude and have a phase concentrated between 4° and
8°. In contrast, cell debris peaks have a broader phase distribution (-30° to 20°), pos-
sibly due to different permittivity values among the debris components. However,
the influence of translocation position on phase, seen in the previous polystyrene
bead experiment, may also play a role. The phase of the identical particles varied
from -15° to 15° depending on the translocation position. Thus, both effects, the par-
ticle’s permittivity, and the translocation position, likely influence the phase. Further
investigation is required to determine the contribution of each effect.

7.3 Droplets

Droplet-based microfluidic systems offer numerous advantages due to their abil-
ity to precisely control the chemical or biological condition in a tiny volume (i.e.,
droplet). Droplets allow for the measurement of individual molecules and cells
[128]. Additionally, minimal diffusion of analytes and dilution within the droplets
leads to a stable microenvironment. Such droplet-based systems have been used for
long-term monitoring of cell cultures [129]. The high-throughput generation and de-
tection of droplets facilitate large-scale screening of samples and reaction conditions,
including directed evolution [130] and drug discovery [131]. Furthermore, droplets
can be manipulated by merging, splitting, and sorting, which allows for multi-step
reactions. The enhanced mass and heat transfer in droplets also accelerate reaction
kinetics for chemical synthesis [132]. Droplet-based microfluidic systems are also
cost-effective, as a single device can generate millions of droplets.

Most commonly, droplets are monitored by optical means with fluorescent imaging
or absorption spectroscopy [133]. Alternatively, electrical sensing can be used for
the label-free detection of droplets. For example, droplets with agglutinated red
blood cells were detected at 50 kHz to 2 MHz frequencies with an inflow sampling
rate of 135 Hz [134]. Furthermore, Kubra Isgor et al. demonstrated an inexpensive
droplet capacitive detection system [135]. They quantified ethanol concentrations
inside nano-liter droplets at 32 kHz frequency and a sampling rate of 50 Hz.
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In the following, the detection of droplets with the sensor developed in this the-
sis is presented. Water droplets are generated in a fluorinated oil (FluoSurf High-
Performance oil, Darwin Microfluidics) with a surfactant HFE 7500 (Novec 7500) con-
centration of 2 w/w %. The droplets are generated with a droplet-generating chip
(Fluidic 947, microfluidic-ChipShop) with a droplet diameter of 15 µm. The measure-
ment frequency is adjusted to 18.720 GHz with a power of -8 dBm, a BW of 100 kHz,
and the sampling rate is 55 kHz. The measurement speed is up to three orders of
magnitude faster than the previously reported electrical sensing of droplets [134,
135].
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FIGURE 7.12: Detection of water droplets in oil: Top graph shows
time-traces of the raw in-phase (X) and quadrature (Y) components
during droplet translocation over 290 s. The measurement frequency
is 18.720 GHz with a power of -8 dBm. The bottom graph provides
a magnified view, displaying various peak types corresponding to

different droplet sizes.

Until now, we have discussed the detection of cells, cell debris, and polystyrene
beads. The droplet experiment was designed as a simpler system, where a droplet,
composed of a single liquid, occupies the entire sensing volume. Such droplets
should result in a constant amplitude and phase response. Notably, the droplets
had a diameter of 15 µm, which is larger than the channel dimensions of the sensing
area, which measures 12 µm in width and 7 µm in height, with electrodes spaced
8 µm apart. As such, these droplets should occupy the entire sensing volume. How-
ever, these droplets proved unstable within the chip’s microfluidic channel, leading
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to instances of merging and bursting. This instability persisted despite the use of
surfactants during droplet generation. As a result, droplets of varying sizes passed
through the sensing area.

Fig. 7.12 displays the time traces of the raw in-phase (X) and quadrature (Y) com-
ponents during the translocation of droplets over a time period of 290 s. The LIA
recorded the (X, Y) components in blue and red, respectively. These traces feature
peaks with heights of up to X≈ 3.5 mV and Y≈ 2.5 mV. The Y-component time-trace
behaves like the inverted X-trace. Each peak represents the translocation event of a
water droplet. At the bottom of the figure, a zoomed view of a time period of 0.7 s is
depicted. During that time, several distinct peak types are presented. The first peak
type is composed of a brought peak with several sharp negative features. The origin
of these negative features is not known yet. This peak type might result from sev-
eral connected but not merged droplets translocating simultaneously through the
sensing area.

Alternatively, large water droplets must squeeze from the 40 µm wide inlet channel
into the smaller 12 µm wide sensing channel. During that process, the oil between
the channel walls and the water droplet might get trapped inside the water droplet.
The trapped oil would form tiny oil droplets inside the water droplet. The sharp
negative peaks might correspond to these oil droplets. Further investigations are
needed to understand the negative features.

The second and third peaks have similar heights (X≈3 mV) with varying peak
widths. These peaks probably correspond to droplets of different sizes that fully
fill out the sensing region. There is a fourth barely visible peak around -49.35 s with
a height of X = 0.2 mV and a fifth more prominent peak at -49.3 s with a height of X =
2.1 mV. These peaks are shorter than the previous peaks, and as their X-component is
below 3 mV, they probably correspond to droplets smaller than the sensing volume.

The peak detection algorithm 1 detected 1042 peaks over the threshold of 100 µV.
The peak width is calculated at a 10% height of the peak amplitude. In this way,
the negative features do not interfere with the peak detection algorithm. The noise
level, calculated as the standard deviation of the in-phase (X) trace based on 500 data
points without any peaks, is σnoise = 2.68 µV.

Fig. 7.13a displays scattering plots of the detected peak amplitudes ∆RT versus the
width wp. It shows a rapid rise of the peak amplitude at a peak width of 2 ms, indi-
cated by a vertical dotted red line. That rise is assigned to two phenomena. Firstly,
there is an increase in droplet size, while the sensing volume is not entirely filled
with the droplet. Secondly, there is a reduction in the droplet’s translocation height.
Both effects increase the peak amplitude without an extreme change in width. That
rapid rise stops at an amplitude of 3.7 mV and gradually increases to 4.4 mV, indi-
cated by a second red dotted line. That gradual rise with increasing peak width is
assigned to an increasing droplet size while the sensing volume is completely filled
with the droplet. At the intersection point of both lines, the droplet size equals the
sensing volume size.

Fig. 7.13b shows the peak amplitude ∆RT against the corrected phase Θn. The
droplets that fill out the sensing volume have an amplitude above 3.7 mV and a cor-
rected phase around 0°. With decreasing amplitude (i.e., droplet size), the corrected
phase linearly reduces to -10°, as indicated by the dotted red line. That amplitude
phase dependence was not expected as the same material, even at different droplet
sizes, should lead to a constant phase value (discussed in section 6.1.1). Additional
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FIGURE 7.13: Droplet peak parameter: Scatter plots depicting the
peak parameter of water droplets in oil, showing a the relationship
between peak amplitude ∆RT and peak width wp, and b the relation-
ship between peak amplitude and peak phase Θn. Red dotted lines

indicate trends, providing visual guidance.

experiments with higher powers did not affect the -10 ° phase shift, but a change
of the measurement frequency to 19 GHz increased the phase shift to around -20
°. Consequently, I expect that the measurement frequency in that experiment was
not set to the correct spot on the left flank of the resonator. A deviation of the mea-
surement frequency from the left flank results in a non-linear response of the |S11|-
parameter and phase with respect to the real and imaginary permittivity of the sens-
ing volume (see section 3.8).

7.4 Liposomes

The global outbreak of the coronavirus disease in 2020, caused by the Severe
Acute Respiratory Syndrome Coronavirus 2 (SARS-CoV-2), placed unprecedented
strain on public health systems and ignited a worldwide economic crisis. Fast and
widespread testing concepts were crucial for controlling the Covid-19 pandemic out-
break. The real-time reverse transcription-polymerase chain reaction (RT-PCR) assay
is the gold standard for identifying a SARS-CoV-2 infection [136]. It is a nucleic-
acid-based method that takes hours to perform and requires specialized reagents,
equipment, and the development of detection assays [137]. These requirements need
considerable lead-up time until RT-PCR assays enter the market. Hence, novel uni-
versal viral detection concepts are of significant interest for controlling a pandemic
outbreak in its early stages. The sensor presented in this thesis stands out as the up-
to-date, most sensitive dielectric inflow single-particle detection system reported in
the literature. Its increased sensitivity could pave the way for the dielectric charac-
terization of virions.

Moreover, the viral load of SARS-CoV-2 in patients, a measure for infectiousness,
spans over a range of 102 − 1012 virions per mL of sputum or per entire swab sample
[138]. Consequently, determining infectiousness requires novel detection concepts
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that can measure extremely high dynamic ranges in viral load. Single particle de-
tection solutions require ultra-fast particle sensing to achieve such a high dynamic
range. Unlike conventional EIFC setups, reflectometric setups, as used in this the-
sis, are independent of TIAs and are not limited by f 2-noise, as seen in the Coulter
principle, allowing for measurement bandwidths over 100 MHz [24]. Consequently,
your measurement architecture has the potential to detect extremely high dynamic
ranges of particle concentrations. Such bandwidth makes determining viral loads
(indicating infectiousness) plausible in a single measurement.

Liposomes exhibit structural parallels with virions, characterized by an aqueous
core surrounded by a lipid bilayer. Such liposomes can be created in various sizes
and incorporate different liquids and lipids. As such, they are ideal model sys-
tems to mimic viruses. Furthermore, liposomes are used as drug delivery systems
by encapsulating drugs within the aqueous core or integrating them into the lipid
bilayer of liposomes. For example, the anti-SARS-CoV-2 vaccines developed by
Pfizer/BioNTech are based on the mRNA encapsulated in a nanoparticle liposome
[139]. In the subsequent sections, the focus will be on evaluating the sensor’s ca-
pacity to detect liposomes, shedding light on its potential for virion detection or the
quality control of liposome-based drug delivery systems.

7.4.1 Preparation

Two distinct liposome size distributions were prepared through extrusion using an
Avanti mini extruder (610000, Avanti Polar Lipids). The lipid, 1,2-diphytanoyl-
sn-glycero-3-phosphocholine (4ME-PC, catalog #850356, Avanti Polar Lipids), was
dissolved in chloroform and subsequently dried under a stream of dry nitrogen.
When re-suspended in water, the lipids spontaneously form multilamellar lipo-
somes. These liposomes were extruded (i.e., forced through a porous polycarbon-
ate filter) ten times in each direction, resulting in a suspension of uniformly sized
unilamellar liposomes [140]. Small-sized liposomes were generated using a 100 nm
polycarbonate filter. In contrast, larger-sized liposomes inadvertently resulted from
a damaged polycarbonate filter.

no

yes

Damaged filter

FIGURE 7.14: Hydrodynamic diameter of liposome solutions: Us-
ing dynamic light scattering (DLS), we determined the hydrodynamic
diameter of liposomes. The black curve illustrates the size distribu-
tion of liposomes processed through an accidentally ruptured 100 nm
polycarbonate filter. In contrast, the blue curve depicts those ex-

truded through an intact 100 nm polycarbonate filter.

The hydrodynamic radius distribution of the liposomes was assessed using dynamic
light scattering (DLS) on a Zetasizer Nano ZS (Malvern Instruments, UK). This in-
strument features a 4 mW helium/neon laser emitting at a wavelength of 633 nm
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and evaluates particle suspensions via non-invasive light scattering at a 173° detec-
tion angle. Data analysis was performed with the Zetasizer Software version 7.13.

Fig. 7.14 illustrates the hydrodynamic diameter of the larger-sized liposome solu-
tion (extruded through a damaged polycarbonate filter) in grey and the smaller-
sized liposome solution (extruded through a 100 nm filter) in blue. The respective
average hydrodynamic diameters measure 332 nm and 139 nm. The larger-sized li-
posomes feature a primary peak around 300 nm, with a secondary, less prominent
peak around 5-6 µm. The second peak is at the DLS system’s detection limit, poten-
tially extending over 10 µm. The presence of oversized liposomes, exceeding one
micrometer in diameter, was further validated using light microscopy.

Interestingly, the size distribution of the smaller liposomes closely aligns with the
dimensions of a coronavirion (80 nm - 120 nm) [141], rendering these suspensions
an ideal reference system for detecting the coronavirus.

Both liposome suspensions were subsequently analyzed with the sensor developed
in this thesis.

7.4.2 Time-Resolved Single Liposome Detection

The experimental setup described in chapter 5 was utilized to measure time-resolved
signals of smaller and larger liposome solutions. Each solution was analyzed using
a separate chip. Both chips featured electrode tips separated by 3 µm and a fluidic
channel measuring 4 µm in width and 7 µm in height at the sensing region. The
larger-sized liposomes were measured at an RF frequency of 18.70 GHz, while the
smaller-sized liposomes were detected at 18.657 GHz. Both frequencies correspond
to the left flank of the resonance curve, with a source power set at -5 dBm. The RF
frequency was downmixed to an IF frequency of 2 MHz.

Before loading, both solutions were degassed for 30 minutes. After loading, a flow
was initiated using an inlet pressure of 115 mbar and an outlet suction pressure of
435 mbar for the larger-sized liposome solution and 500 mbar for the smaller-sized
liposomes.

Fig. 7.15a displays the amplitude R time-trace for the larger-sized liposome solution
with an average diameter of 332 nm in black, and Fig. 7.15b shows the smaller-sized
liposomes averaging 139 nm in diameter (depicted in blue). A 1 Hz highpass fil-
ter was applied to remove the X and Y DC offsets, and a lowpass filter of 27 kHz
removed high-frequency noise for the larger-sized liposome measurement and a
63 kHz lowpass filter for the smaller-sized liposomes. The noise level, calculated
as the standard deviation of the amplitude trace R based on 600 data points without
any peaks, is σnoise = 5.27 µV for the large liposome solution and σnoise = 3.05 µV
for the smaller liposome solution. Over the course of 10 minutes, 26,734 larger-sized
liposomes above the threshold of 35 µV and 2,547 smaller-sized liposomes above the
threshold of 30 µV were detected, which is well above the noise levels.

Analysis of Larger-Sized Liposomes

Fig. 7.16 analyses the peak parameters associated with larger-sized liposome solu-
tions, explicitly focusing on width wp, amplitude ∆RT, and the corrected phase Θn.
The scatter plot in Fig. 7.16a displays the liposome peak amplitude against the peak
width. The events are color-coded based on the corrected phase Θn. A rapid am-
plitude rise is evident at approximately 50 µs peak width. That rise is attributed
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FIGURE 7.15: Liposome detection: Continuous amplitude R traces,
recorded over a span of 10 minutes for a liposomes with an average
diameter of 332 nm, and b liposomes with an average diameter of 139
nm. A size distribution of these liposomes is depicted in Fig. 7.14. In
total, 26,734 peaks above the threshold of 35 µV were detected for the
larger liposomes, and 2,547 peaks over the threshold of 30 µV were

detected for the smaller liposomes.

to the reduction of translocation height of the liposome and increasing liposome
size. Above the 1 mV peak amplitude, the rate of amplitude growth slows down.
These events are assigned to liposomes with a size larger than the sensing volume.
These liposomes must squeeze through the sensing volume, drastically increasing
the peak width. DLS measurements and light microscopy confirmed the presence of
over-sized liposomes, which are larger than the sensing volume.

An L-shaped distribution is absent in the liposome data, as observed for 1.75 µm
polystyrene beads. Nevertheless, a slight increase in peak width at the smallest am-
plitudes is observable, suggesting the non-detection of liposomes further from the
electrodes due to sensitivity constraints.

The color-coded phase in Fig. 7.16a predominantly shows events with a phase of 0°,
with a smaller subset of events with a phase of around 20°. These subsets are also
observed in Fig. 7.16b, which displays the relationship between amplitude ∆RT and
phase Θn. The prominent peak at 0° shows little dependence between the phase
and amplitude, indicated by the vertical red dotted line. As discussed, amplitude
is a proxy for particle translocation height and size. The phase is expected to be
independent of the translocation height and particle size, translating to the observed
independence between peak phase and amplitude. Instead, the phase should relate
to the material properties, as theoretically derived in section 6.1.1. Consequently, the
two subsets of phases could relate to different liposome types, for example, uni- and
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FIGURE 7.16: Peak parameters of larger-sized liposomes: Measure-
ments taken at 18.70 GHz captured 26,734 translocation events over
10 minutes. a, Plots amplitude ∆RT against peak width wp, with col-
ors representing the phase Θn. b, Shows the correlation between ∆RT

and phase Θn.

multilamellar liposomes.

Interestingly, the subset at 20° has a peak width above 0.1 ms, higher than the 0°
subset. Given that there is no rationale for such peak width discrepancies for uni-
or multilamellar liposomes, the phase subsets at 20° might also stem from a differ-
ent origin. Further research with particles composed of various permittivities might
offer greater clarity. In the future, we intend to encapsulate various mediums into
liposomes. As a result, we could investigate if the normalized phase is an adequate
parameter to distinguish the particle’s material proprieties. A great candidate for
creating a set of liposomes with different permittivity values would be the encap-
sulation of various glycerin-water mixtures [142]. For example, introducing 10%
glycerin into water reduces the real permittivity of water by 25% and the imaginary
permittivity by 16%.

An alternative explanation for the distinct phases is specific translocation positions
in the sensing volume obtained by inertial focusing. Inertial focusing is affected by
channel dimensions, aspect ratio, particle diameter, and flow rate. In the present
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experiment, a higher pressure gradient of 550 mbar across the in- and outlet was ap-
plied, which is higher than the maximal suction pressure of 200 mbar in the previous
experiment, indicating inertial focusing (section 7.1.3). Additionally, this experiment
featured narrow channel dimensions, which likely increased the effects of inertial fo-
cusing. However, the exact source of these phase subsets remains unidentified and
necessitates further research.

Analysis of Smaller-Sized Liposomes

Consistent with the previous investigation of the larger-sized liposome peaks, an
analysis of smaller-sized liposomes is conducted, highlighting the differences be-
tween both solutions.

FIGURE 7.17: Peak parameters of smaller-sized liposomes: Mea-
surements taken at 18.657 GHz captured 2,547 translocation events
over 10 minutes. a, Amplitude ∆RT against peak width wp, with
color representing the phase Θn. b, Correlation between amplitude

∆RT and phase Θn.

Fig. 7.17a plots the peak amplitude ∆RT against peak width wp. The colors encode
the corrected phase Θn. Akin to the larger-sized liposomes, a rapid amplitude rise
is evident at approximately 20 µs peak width, as indicated by a dotted black line.
Again, this phenomenon can be attributed to two main factors: the reduction in
translocation height of the liposome towards the sensing electrodes and the increase
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in liposome size. As previously established, particles transiting through the region
between the electrodes correlate to peaks with the highest amplitude ∆RT. Un-
like the prior measurement, the present solution lacks liposomes exceeding a size
of 400 nm. Consequently, liposomes do not squeeze through the sensing volume,
and no significant reduction in peak width at high amplitudes can be observed.

The liposome size distribution ranges from 50 nm to 400 nm, with an average di-
ameter of 139 nm. The events with the highest signal likely correspond to one of
the larger-sized liposomes, which happen to translocate close to the electrodes. A
conservative estimate of the S/N in that region is estimated by assuming that the
S/N should be higher than the highest 1-percentile of detected peaks, resulting
in S/N1% = 433.5 µV/3.05 µV = 142. Given that the detectable amplitude spans
over two orders of magnitude, it is highly probable that liposomes with sizes below
100 nm were also detected. Further experiments with monodisperse size distribu-
tions are necessary to determine the liposome size detection limit. Nevertheless, the
preliminary results suggest that the developed sensor can detect virions, such as the
coronavirus, which exhibit sizes within the 80 -120 nm range.

The color-coded phase in Fig. 7.17a indicates a subtitle decrease in phase with in-
creasing peak amplitudes. This dependency is less evident in Fig. 7.17b, which plots
the peak amplitude against the peak phase. It is possible that both phase subsets,
which were present in the larger-sized liposomes, are also observable in this mea-
surement. However, this interpretation is speculative as both subsets overlap and
are not easily distinguishable. As mentioned before, further analysis of the sensor’s
feedback to variation of the complex permittivity in the sensing volume is needed.
For example, characterizing a mixture of liposomes encapsulating different liquids
would provide additional insights.
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Chapter 8

Conclusion

8.1 Summary

The research in this thesis details the comprehensive development of a novel
coupling-based coplanar waveguide (cCPW) sensor, introduces an ultra-fast mea-
surement setup operating at GHz frequencies, and evaluates the sensor’s perfor-
mance across various particle systems with unprecedented sensitivity.

The primary objective was to overcome the existing sensitivity constraints, thereby
facilitating the detection of individual nanoparticles. To achieve this, a unique
coupling-based sensing concept has been developed, and the theory has been de-
rived and compared to the conventional TC approach. The innovation in our sen-
sor design lies in utilizing the sensing volume as the input coupling capacitance to
the TC. TL Theory, FEM simulations, and empirical results worked together to de-
velop, optimize, and validate the coupling-based sensor concept. FEM simulations
guided the geometrical optimization process, enhancing the coupling-related sensi-
tivity. Moreover, simulations were conducted to understand the sensor’s response
to variations in permittivity within the sensing volume. Remarkably, our sensor
achieved a figure-of-merit (FOM) of 1300, representing a 15-fold improvement over
our preceding TC-based design, which was already state of the art in detecting parti-
cles at GHz frequencies, able to detect polystyrene beads with a diameter of 500 nm
[24].

The novel sensor was integrated into a reflectometric measurement concept as first
introduced by Schoelkopf et al. to enable the detection at GHz frequencies [23]. In
comparison, conventional EIFCs operate within the MHz range [17], typically lim-
ited by the trans-impedance amplifier (TIA). The highest reported measurement fre-
quency for such configurations is 450 MHz [18]. No conventional EIFC has achieved
sensing at GHz frequencies to date. In contrast, the reflectometric measurement ar-
chitectures do not require TIAs. They are not subject to f 2-noise limitations, as seen
in the Coulter principle, which enables it to measure GHz frequencies with a BW
exceeding 100 MHz.

The reflectometric setup was extended with an interferometric impedance-matching
technique. To my knowledge, this is a pioneering effort in its application for single-
particle sensing in a fluidic system. The design was adopted from Tuca et al.’s
work [116], which exhibited a 2-7-fold enhancement in S/N ratio performance using
an interferometric matching approach, in contrast to the classical shunt impedance
matching. The integrated interferometer counteracts the reflected signal through
destructive interference and enables multi-frequency impedance-matching capabil-
ities along the resonance curve. This stands in contrast to the TC-based impedance
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matching circuit, which is optimized solely for the resonance frequency. The inter-
ferometer allowed for an impedance match of up to -99 dB. An added advantage
of the interferometric approach is the absence of an additional capacitance to the
sensing/resonating part of the circuit, ensuring no compromise in the sensor’s re-
sponsiveness.

However, introducing an interferometer poses challenges as it transforms the sen-
sor’s amplitude and phase response. That transformation has been described in
detail in section 6.1.1. It enables an interpretation of the peak amplitude and phase
data with respect to the particle’s dielectric properties. Interestingly, the transformed
phase parameter becomes a metric related to the ratio between the effective real and
imaginary part of the complex permittivity. In other words, it is related to the ratio
between the stored and dissipated energy the particle induces. In theory, that ra-
tio cancels out the size and electric field dependence, and as a result, the detected
phase becomes independent of the particle size and position in the fluidic channel.
It is expected that the relative phase should be an excellent metric for distinguish-
ing particles based on their material proprieties. Such a metric might reduce the
constraints for the optimal focusing of particles in a microfluidic channel and for a
homogeneous electric field in the sensing volume.

A noteworthy challenge arises in the case of a poor impedance match relative to
the amplitude of detected peaks. That case is especially prominent when detecting
ultra-small signals. To the best of my knowledge, these effects had been overlooked
in similar scientific approaches [26, 24, 25, 112, 85, 72], and solutions have not yet
been proposed in literate. We address this challenge by calculating the relative peak
amplitude and phase. Those metrics remain consistent regardless of the impedance
match quality, which ensures reproducible measurements.

The last chapter combines the previously described developments, including the
cCPW sensor, interferometric setup, and signal analysis algorithm to a sensing
platform and showcases its performance on various particle systems, including
polystyrene beads, cells, droplets, and liposomes, each illustrating a unique appli-
cation. The detection of 200 nm polystyrene beads demonstrates a 69-fold improve-
ment in the S/N ratio compared to the smallest particles previously reported in the
literature. The increased sensitivity paves the way for ultra-fast characterization of
individual nanoparticles based on their dielectric properties, an unexplored domain.
The extraordinary sensitivity also allows for the simultaneous detection of cells and
cell debris.

Furthermore, the peak analysis algorithm and the high sensitivity allowed for the
label-free measuring of polystyrene bead flow velocity profiles in sub-10 microme-
ter fluidic channels. In addition, I detected droplets of varying sizes at a 100 kHz
bandwidth, which paves the way for applications such as high-throughput screen-
ing in drug discovery.

Finally, liposomes with an average diameter of 139 nm were detected, which further
showcases the sensitivity of the novel sensing platform. The relevance of this ca-
pability extends to the quality control of drug delivery systems, like the anti-SARS-
CoV-2 vaccines developed by Pfizer/BioNTech, which is based on the mRNA en-
capsulated in a nanoparticle liposome [139]. Furthermore, liposomes share struc-
tural similarities with virions. The detected liposomes are comparable in size to the
coronavirus, which is between 80 and 120 nm, indicating the sensor is capable of
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detecting individual virions. The reflectometric concept enables ultra-fast measure-
ments, thus offering the potential for high dynamic range detection of viral loads in
a single measurement. In the future, this capability could increase the speed and effi-
ciency of testing viral infectiousness. In summary, this sensing platform holds great
promise for a wide range of applications in biomedical, academic, and industrial
settings.

8.2 Outlook

The outlook can be separated into two main areas: Sensor characterization and op-
timization.

Characterization

A systematic study of the phase parameter is crucial to evaluate the sensor’s abili-
ties. In particular, two aspects need confirmation: Differentiating particles based on
their material composition and validating the independence of the phase parameter
from the electric field distribution inside the sensing area and particle size. These as-
pects could be studied with liposomes encapsulating glycerin-water mixtures with
different permittivity values [142]. A phase parameter independent of the electric
field distribution would reduce the constraint of focusing particles inside the fluidic
channel or diminish the necessity for a perfectly homogeneous electric field within
the sensing area.

Finally, the clinical and scientific relevance of the GHz regime for small biological
objects like bacteria or virions needs to be evaluated by investigating whether the
sensor can discriminate their types or states.

Optimization

The sensor optimization largely relies on the refinement of the sensing region. Two
goals are set for the subsequent sensor designs. The first goal is to limit the sens-
ing volume exclusively to the region between the electrodes. Such volume would
result in a homogeneous electric field and less variance in the signal amplitudes.
The second goal is to reduce the size of the sensing volume by reducing the size
of the electrode tips and bringing them closer together. That configuration has sev-
eral benefits. We retain a high Q-factor because the losses introduced by the water
are reduced. Furthermore, the capacitance per unit volume increases, as described
by Eq. 2.64, leading to higher signals. In the following, I will estimate the limit of
detection (LOD) in terms of particle size if we bring the sensing electrodes closer
together.

We have achieved an S/N of 417 for polystyrene beads with a diameter of 200 nm.
Assuming a linear relation between the detected signal and the capacitive change
(as observed in section 3.8), and a relation between the capacitive response and the
particle radius a of ∆C ∝ a3 (as described by Eq. 2.64), we can estimate a LOD of
about 60 nm for polystyrene beads at an S/N of 10. Note that this LOD corresponds
to the current electrode distance of 3 µm. By reducing the electrode distance, we can
reduce the LOD. If we assume that the electrode spacing is reduced in proportion
to the decrease in particle size, then the LOD is reduced to 5 nm for an electrode
spacing of 75 nm and an S/N of 10. Consider an uncoiled DNA double strand within
the sensing volume created by electrodes spaced 75 nm apart. Since the width of the
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DNA is approximately 2nm, the DNA can be visualized as occupying a cylindrical
volume with a diameter of 2nm and a length of 75nm. This volume is larger than
that of a 5 nm bead. Suppose the permittivity contrast for DNA is similar to that
of a polystyrene bead. In this case, a strand of DNA may be detectable with our
current sensor configuration with a reduced sensing volume. Therefore, developing
fabrication protocols capable of producing nanoscopic electrode-channel interfaces
should be a major focus in the future.

In the section on fabrication outlook (4.2), preliminary work towards this goal has
already been presented. The feasibility of creating a nanoscopic sensing volume
using EBL was demonstrated. One significant challenge encountered was sealing
the electrode-channel interface. This challenge led to the exploration of the po-
tential of sacrificial layer fluidics to integrate a fluidic channel between electrodes
with polycarbonate (PC) as a sacrificial layer. Previous studies have demonstrated
that PC is thermally decomposable and can be utilized in the fabrication of sacri-
ficial layer fluidics [100, 103, 104]. Additionally, PC has the potential to serve as
a negative-tone resist for electron-beam lithography, enabling the creation of high-
resolution structures [105, 87]. By merging these two distinctive qualities of PC, we
created nanoscopic fluidic channels by combining sacrificial layer fluidics with e-
beam lithography, as detailed in section 4.2. The next step is to integrate electrodes
into the SLF fabrication approach. I proposed two SLF-based fabrication processes,
as depicted in the appendix A.4.

In summary, our proposed sensing platform with unprecedented sensitivity and
ultra-fast sensing capabilities paves the way for the detection and characterization of
single nano-scale entities, including bacteria, virions, vaccines, proteins, and DNA,
within microfluidic systems. Unlike traditional Coulter counter-based or mass spec-
trometer methods, which primarily focus on particle size or weight, high-frequency
sensing informs on the dielectric properties of these particles. This dielectric charac-
terization provides insights into the composition of a particle that cannot be inferred
solely from its dimensions or mass. The significance of such measurements is under-
scored by their proven efficacy in differentiating cancerous cells. I believe that single
nanoparticle dielectric characterization holds vast diagnostic and scientific promise,
as high-frequency characterization remains an underexplored domain, and the de-
tection of sub-100 nm particles has not yet been demonstrated. I anticipate that the
proposed sensing platform can illuminate this uncharted domain.
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Appendix A

Supplementary Images
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FIGURE A.1: Popularity of resistive pulse sensing (RPS): Total num-
ber of entries in PubMed for the keywords nanopore, resistive pulse
sensing and Coulter counter. The gray bars display the sum of all pub-
lications until that year and the yellow line is a exponential fit. The

number of publications doubles every 4.26 years since 2010.
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FIGURE A.2: Wafer layout with 16 chips: The manufacturing pro-
tocol has been optimized to facilitate wafer-scale production, accom-
modating 16 individual chips, each measuring 8 mm x 12 mm, on a
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FIGURE A.3: Layout of an individual chip: Illustrates various com-
ponents, including microfluidic and microwave elements.
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