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Abstract
The desire to further our understanding of complex physical phenomena and exploit quantum mechanics
for useful applications has driven the development of controlled quantum systems which are well-isolated
from their environment. Two of the earliest and most notable platforms are (i) trapped ultracold gases
of neutral atoms and (ii) trapped ions. Due to the numerous achievements of these two platforms,
interest emerged in combining both within a single setup for probing atom-ion interactions. Unlike
interactions between neutral species, atom-ion interactions extend over mesoscopic length scales of
hundreds of nanometres. Not only do atom-ion systems permit studies of charge-neutral chemistry -
responsible among other things for the formation of water in the interstellar medium - they further provide
a distinctive setup for quantum information processing and the simulation of many-body systems.

Today, many quantum information and simulation platforms make considerable use of the internal
structure of single atoms. In particular, highly-excited atomic states have proved extremely useful for
engineering entanglement between pairs of atoms over macroscopic distances. Within the context of atom-
ion systems, the use of these so-called Rydberg atoms was initially proposed as a path to circumventing
challenges in observing ultracold atom-ion collisions. More recently however, ion-Rydberg systems have
proved themselves as attractive setups for observing fundamental chemical processes in situ due to their
inherently slow vibrational dynamics on the order of microseconds.

The path to understanding and exploiting many-body phenomena often rests on intuition developed
in systems with fewer numbers of particles – a notable example being the Rydberg blockade mechanism,
which emerged out of the understanding of interactions between pairs of Rydberg atoms. To that end,
this thesis is devoted to the study of few-body ultracold systems of atoms and ions from a theoretical
perspective. We consider not only mesoscopic-scale atom-ion interactions present in the electronic ground-
state, but also explore interactions between ions and Rydberg atoms, where interactions inflate to the
macroscopic-scale. We present our results cumulatively in five successive scientific contributions, which
can be roughly grouped into three different themes.

Our first theme examines how atom-ion interactions compete with other forces to influence a system’s
static properties. Here, we explore a trapped system of two ground-state bosonic atoms interacting with
an ion. We characterise the energy and spatial structure of the lowest few eigenstates in different regimes
of interatomic interaction and relative trapping strength of the two species.

Our second theme is quantum control. Here, we first consider the use of an externally-swept ion-like
potential for deterministically driving trapped atoms between different vibrational states. In a subsequent
work in collaboration with experiment, we examine the collisional dynamics of an interacting ion-Rydberg
pair. We develop a semi-classical coupled-channel model to describe these collisions and explore the
tunability of beyond Born-Oppenheimer physics exhibited by the colliding pair.

Our final theme concerns the formation and stability of weakly-bound triatomic Rydberg molecular
ions. In one work, we reveal that a bound ion-Rydberg dimer can capture additional neutral ground-state
atoms through attractive scattering with the Rydberg electron. Ion-induced mixing of different Rydberg
states leads to distinctive patterns of maxima in the electronic density of the Rydberg electron, which
support both linear and non-linear triatomic configurations. In our final work, we examine a system of
two cations interacting with a Rydberg atom. The large repulsion between the cation pair means that
such systems are generally unstable. However, we find that the ion-Rydberg interaction can stabilise
the system against Coulomb explosion above a critical value of the principal quantum number. In other
words, introducing additional energy to the system in the form of a Rydberg excitation can paradoxically
make it more stable.
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Zusammenfassung
Der Wunsch, unser Verständnis komplexer physikalischer Phänomene zu vertiefen und die Quan-
tenmechanik für nützliche Anwendungen zu nutzen, hat die Entwicklung von kontrollierten Quan-
tensystemen vorangetrieben, die von ihrer Umgebung gut isoliert sind. Zwei der frühesten und be-
merkenswertesten Plattformen sind (i) gefangene ultrakalte Gase aus neutralen Atomen und (ii) gefangene
Ionen. Aufgrund der zahlreichen Errungenschaften dieser beiden Plattformen entstand das Interesse
an neuen Plattformen, die Ionen und neutrale Atomen kombinieren, um deren Wechselwirkungen zu
untersuchen. Im Gegensatz zu Wechselwirkungen zwischen neutralen Spezies erstrecken sich diese
Wechselwirkungen über mesoskopische Längenskalen von Hunderten von Nanometern. Atom-Ion-
Systeme ermöglichen nicht nur die Untersuchung der Atom-Ion-Chemie - die unter anderem für die
Bildung von Wasser im interstellaren Medium verantwortlich ist -, sondern sie bieten auch eine un-
verwechselbare Versuchsanordnung für die Quanteninformationsverarbeitung und die Simulation von
Vielteilchensystemen.

Viele Quanteninformations- und -simulationsplattformen nutzen heute in erheblichem Maße die in-
nere Struktur einzelner Atome aus. Insbesondere hoch angeregte atomare Zustände haben sich als äußerst
nützlich erwiesen, um die Verschränkung zwischen Atompaaren über makroskopische Entfernungen zu
ermöglichen. Im Zusammenhang mit Atom-Ion-Systemen wurde die Verwendung dieser so genannten
Rydberg-Atome ursprünglich als ein Weg zur Umgehung der Probleme bei der Beobachtung von ultra-
kalten Atom-Ion-Kollisionen vorgeschlagen. In jüngerer Zeit haben sich Ion-Rydberg-Systeme jedoch
aufgrund ihrer inhärent langsamen Schwingungsdynamik in der Größenordnung von Mikrosekunden als
attraktive Versuchsanordnung zur Beobachtung grundlegender chemischer Prozesse in situ erwiesen.

Wie bereits angedeutet, beruht der Weg zum Verständnis und zur Nutzung von Vielteilchenphänome-
nen häufig auf der Intuition, das sich in Systemen mit einer geringeren Anzahl von Teilchen, wie z.B.
Paaren von Rydberg-Atomen, entwickelt hat. Aus diesem Grund widmet sich diese Arbeit der Unter-
suchung ultrakalter Systeme aus Atomen und Ionen mit wenigen Teilchen aus einer theoretischen Per-
spektive. Wir betrachten nicht nur die mesoskopischen Atom-Ion-Wechselwirkungen im elektronischen
Grundzustand, sondern untersuchen auch die Wechselwirkungen zwischen Ionen und Rydberg-Atomen,
wo Wechselwirkungen auf die makroskopische Skala aufblähen. Wir stellen unsere Ergebnisse in fünf
aufeinanderfolgenden wissenschaftlichen Beiträgen vor, die sich grob in drei verschiedene Themen
gliedern lassen.

Unser erstes Thema untersucht, wie Atom-Ion-Wechselwirkungen mit anderen Kräften konkurrieren,
um die statischen Eigenschaften eines Systems zu beeinflussen. Hier untersuchen wir ein gefangenes
System aus zwei bosonischen Atomen im Grundzustand, die mit einem Ion wechselwirken. Wir charak-
terisieren die Energie und räumliche Verteilung der niedrigsten Eigenzustände in verschiedenen Regimen
der interatomaren Wechselwirkung und der relativen Fallenfrequenzen der beiden Spezies.

Unser zweites Thema ist die Quantenkontrolle. Hier betrachten wir zunächst die Verwendung
eines von außen gewehten ionenähnlichen Potenzials, um gefangene Atome deterministisch zwischen
verschiedenen Schwingungszuständen zu bewegen. In einer anschließenden Arbeit in Zusammenarbeit
mit einem Experiment untersuchen wir die Kollisionsdynamik eines wechselwirkenden Ion-Rydberg-
Paares. Wir entwickeln ein semiklassisches Modell mit gekoppelten Kanälen für die molekulare Dynamik
und untersuchen die Abstimmbarkeit der Physik jenseits der Born-Oppenheimer-Näherung, die das
kollidierende Paar aufweist.

Unser letztes Thema betrifft die Bildung und Stabilität von schwach gebundenen triatomischen
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Rydberg-Molekülionen. In einer Arbeit zeigen wir, dass ein gebundenes Ion-Rydberg-Paar durch attrak-
tive Streuung mit dem Rydberg-Elektron zusätzliche neutrale Grundzustandsatome einfangen kann. Die
ioneninduzierte Vermischung verschiedener Rydberg-Zustände führt zu charakteristischen Mustern von
Maxima in der elektronischen Dichte des Rydberg-Elektrons, die sowohl lineare als auch nicht-lineare
triatomische Konfigurationen unterstützen. In unserer letzten Arbeit untersuchen wir ein System aus
zwei Kationen, die mit einem Rydberg-Atom wechselwirken. Die große Abstoßung zwischen dem Ka-
tionenpaar bedeutet, dass solche Systeme im Allgemeinen instabil sind. Wir stellen jedoch fest, dass die
Ion-Rydberg-Wechselwirkung das System oberhalb eines kritischen Werts der Hauptquantenzahl gegen
Coulomb-Explosionen stabilisieren kann. Mit anderen Worten, wenn dem System zusätzliche Energie in
Form einer Rydberg-Anregung zugeführt wird, kann es paradoxerweise stabiler werden.
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Outline of this thesis

Chapter 1 offers a thematic introduction to the topic of this thesis, namely few-body systems of atoms
and ions. The goal of this chapter is to contextualise the scientific contributions of this thesis within a
historical framework and clarify the broader motivation for the questions and problems tackled within
them.

Chapters 2 and 3 build upon the discussion started in chapter 1, providing a more detailed and
technical description of the research fields and physical systems explored in this thesis. Here, the goal is
to introduce key theoretical concepts which support reading of the scientific contributions. In particular,
chapter 2 begins with a review of the quantum mechanical description of diatomic systems, before
proceeding to discuss interactions between ions and atoms in their electronic ground-state. In addition,
this chapter provides a summary of the different numerical methodologies employed within the scientific
contributions. In Chapter 3, we focus on Rydberg physics, beginning with a historical overview of the
field leading up to the modern day and then discussing the interaction of Rydberg atoms with different
species, including ground-state atoms and ions.

Reading of the scientific contributions is additionally supported by chapter 4, which provides further
background information, discusses the specific motivations behind each project and summarises the major
findings. The scientific contributions are then presented (in published form, where available) in chapter 5.

Chapter 6 offers a summary of this thesis and highlights the relevance of the scientific contributions for
the broader atomic, molecular and optical physics community. Further, this chapter discusses perspectives
for future work both directly and indirectly related to the scientific contributions of this thesis.

Finally, the appendices A, B, C and D contain additional technical details for the interested reader as
well as a sample of currently unpublished results which may serve as the basis for future works.





1

Chapter 1

Introduction

Scientific progress over the last century has not only provided us with theoretical tools for under-
standing the basic building blocks of matter, such as individual atoms, ions and molecules; it has also
devised techniques that enable us to study these species directly in the laboratory. This has opened up new
possibilities for probing novel states of matter such as supersolids [1] and testing fundamental theories
with tabletop experiments [2]. Nowadays, we are even in a position to begin exploiting the unique
behaviours of quantum systems for applications such as secure satellite communication [3], compact and
highly-tunable field sensing devices [4] and noisy intermediate-scale quantum computers [5].

These nascent quantum technologies require precise control over individual quantum states for which,
among other things, it is necessary to suppress thermal fluctuations. Historically, the development
of increasingly sophisticated cooling techniques has gone hand-in-hand with the realisation of new
phenomena: from the remarkable discovery of superconductivity in cryogenically-cooled mercury in
1911 [6], to the observation of Bose-Einstein condensation (BEC) in laser- and evaporatively-cooled gases
of alkali metal elements in 1995 [7–10]. The latter, also known as an ultracold quantum gas, is a prime
example of a well-controlled quantum system. Ultracold quantum gases served initially as a toolbox
for studying collective behaviour in regimes of weak interparticle interactions, where atomic ensembles
behave as coherent matter waves [11]. Later, it became possible to explore strongly-correlated regimes
by tuning the strength of interactions with Fano-Feshbach resonances [12] using external magnetic [13,
14] and optical fields [15]. Confining particles within quasi one- and two-dimensional traps offered
an additional route to enhancing interparticle correlations [16–18]. Among other things, the ability to
tune interparticle interactions has been used to associate ultracold molecules [19, 20] and observe novel
few-body phenomena, such as Effimov trimers [21–23].

Ultracold atoms can also be loaded into lattice-like optical trapping potentials [24] with single-site
resolution [25–27]. These experimental developments opened the door to a variety of prospects, including
analogue quantum simulation of Hubbard models describing condensed matter phenomena [28, 29] and
studies of open quantum systems [30–32]. In addition, neutral atoms in optical lattices can be used as
precision optical atomic clocks [33–36].

More recently, experimentalists have developed techniques for constructing arrays of atoms with
arbitrary shapes via piece-wise assembly of individual atoms in optical tweezer traps [37–40]. Meanwhile,
tweezer arrays of several thousand atoms have now been reported [41]. The ability to develop arrays with
increasingly greater numbers of atoms [42, 43] is a necessity for implementing effective quantum error
correction [44]. These technological developments have made neutral atom arrays with Rydberg-mediated
interactions attractive setups for pursuing analogue and digital quantum computing [45–47] and the
simulation of spin models [48].



2 Chapter 1. Introduction

A further gold-standard for quantum control is exemplified by systems of cold trapped ions. For
many years in fact, trapped ions were effectively the only game in town: radiofrequency trapping of ions
was demonstrated [49, 50] over a decade before optical traps for neutral atoms were developed [51]. As
a result of this initial advantage, many of the early breakthroughs in quantum control were achieved
with trapped ions ahead of other platforms [52]. These milestones include the first demonstration of
laser-cooling [53, 54] and its use for preparing trapped atoms in their vibrational ground-state [55]. The
first working universal quantum gate was also developed with trapped ions [56]. Moreover, trapped
ion quantum computers were amongst the earliest platforms to boast high gate fidelities [57] and have
been used for quantum simulation [58–60], with applications ranging from quantum chemistry [61, 62] to
high-energy physics [63]. Furthermore, record-breaking frequency standards have been established with
the use of optically-driven narrow electronic transitions of single ions [36, 64, 65]

In view of the myriad successes of trapped neutral and charged atoms, it was only a matter of time
before the notion took hold to integrate both species within a single hybrid system, providing a toolbox
for exploring charge-neutral physics at cold temperatures [66–68]. This concept was first explored in a
trilogy of works published in the early 2000s by Côté, Dalgarno, Kharchenko and Lukin [69–71]. Inspired
by earlier experimental works on ultracold neutral plasmas [72] and frozen Rydberg gases [73, 74], these
theoretical studies considered the collisional properties of charged impurities embedded within ultracold
gases of neutral atoms. One key result revealed by Côté and co. was that the atom-ion elastic scattering
and charge-exchange cross-sections remain large even at collision energies of hundreds of µK. In this
regime, the elastic cross-section is more than two orders of magnitude larger than that for neutral atoms.
One consequence of this strong attractive interaction is that the atom-ion binding potential supports
greater numbers of rovibrational states compared to binding potentials of neutral ground-state atoms.
Additionally, the most highly-excited atom-ion rovibrational states have sizes extending over hundreds
of nanometres. These large, weakly-bound states were first investigated by Côté et al. in [71] and are
referred to as mesoscopic molecular ions [75]. The authors further predicted that frequent three-body
collisions should enable single ions to capture hundreds of atoms within weakly-bound states in the
ultracold environment [71], forming mesoscopic charged polarons [75–78].

The long-range character of the atom-ion interaction brings with it a further consequence: unlike
neutral systems, temperatures on the scale of µK or less are required in order to probe collisions in regimes
of few partial-waves. Only at these temperatures will the collisional behaviour deviate significantly from
semi-classical predictions [69, 79] and thereby exhibit distinctly-quantum effects, such as shape resonances.
Therefore, whilst hybrid atom-ion trap setups have been available for nearly two decades [80–82], it is only
in the last few years that signatures of ultracold atom-ion collisions have been observed [83–86]. Along
the path toward studying these interactions in the single to few partial-wave regime, diverse experimental
setups have been developed (for a comprehensive review of the experimental state-of-the-art, see [67]
and [68]).

Among the various experimental approaches for realising atom-ion systems, in this thesis we are most
interested in the use of Rydberg atoms. A striking example of this can be found in the work of Kleinbach
et al. [87], who prepared an effective hybrid atom-ion system directly from an ultracold gas of 87Rb atoms.
This was achieved by exciting a single atom to a sufficiently high principal quantum number n state such
that its valence electron orbited outside the spatial extent of the gas and thus, from the point of view of
the remaining gas atoms, had been ionised. Subsequent works then demonstrated the creation of cold
untrapped ions inside ultracold gases by photoionising Rydberg atoms just above the ionisation threshold,
whereupon the ion’s dynamics could be steered with controlled external fields [88] and observed using
an ion microscope [89]. Further applications of Rydberg atoms to hybrid atom-ion systems include the
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observation of an ion-induced Rydberg blockade mechanism [90] and the engineering of long-range
atom-ion entanglement, which could remove the need for spatially-overlapping atom and ion traps and
thereby avoid unwanted micromotion-induced heating of the system [91].

Whilst Rydberg atoms may serve as a tool for creating ultracold mixtures of atoms and ions, they
additionally introduce the possibility of studying molecular ions on macroscopic length scales. In 2021, two
independent works predicted that the scaling of the atom-ion interaction strength with n can give rise to
weakly-bound bound states between an ion and a Rydberg atom with micrometre bond lengths [92, 93].
Unlike the kinds of molecules more familiar to us from chemistry, in this system there is no hybridisation of
the electronic orbitals between the two atomic species [94]. Rather, the Rydberg electron remains localised
at the Rydberg core and the charge exchange rate is vanishingly small [93]. The binding mechanism of
these dimers is due to the long-range interaction between the ion and the Rydberg atom’s induced dipole
moment, which undergoes internal flipping at a critical internuclear separation around which the binding
potential forms. Shortly after their prediction, the existence of these macroscopic ion-Rydberg dimers was
confirmed in an experiment carried out by the group of Tilman Pfau at Universität Stuttgart [95].

As a result of their exaggerated properties, ion-Rydberg systems present a unique platform for
exploring fundamental chemical processes [SC4, 96]. This is because their inherently slow vibrational
dynamics allows the relative separations of ion-Rydberg pairs to be measured in real time using an ion
microscope [89]. This opens the door to in situ observations of molecular dynamics without the need for
ultrafast pulses and strong alignment fields [97, 98].

Combining the above ideas from the fields of ultracold atomic gases, trapped ions and Rydberg physics,
this thesis explores the static properties and dynamical behaviours of few-body charge-neutral systems
dominated by interactions spanning mesoscopic and macroscopic length scales. We aim to understand
how the charge-neutral interaction competes with other forces in these systems and what influence this
has on their electronic and vibrational structure, leading for example to the emergence of exotic molecular
bound states. Furthermore, we explore dynamical effects which arise due to the action of of an external
driving potential or the breakdown of the Born-Oppenheimer approximation in order to understand how
these may be exploited for quantum state transfer and tunable molecular dynamics.
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Chapter 2

Theoretical framework for few-body
atom-ion systems

This chapter provides an introduction to the quantum-mechanical description of few-body atomic
systems as well as numerical methods which can be used for solving the associated time-independent and
time-dependent Schrödinger equations. We begin in section 2.1 by introducing a Hamiltonian describing a
general diatomic system. Section 2.2 then discusses strategies for making the solution of this Hamiltonian
more tractable through use of the Born-Oppenheimer (BO) approximation, a divide-and-conquer approach
for solving the electronic and nuclear problems in a piecewise manner. Although it is a powerful tool for
theoretical descriptions of molecular systems, the BO approximation is not always valid and a discussion
of the conditions under which it breaks down is provided. Next, continuing within the framework of
the BO approximation, in section 2.3 we turn to the problem of solving for the vibrational and rotational
degrees of freedom of the nuclear Hamiltonian. Thereafter, since this thesis is chiefly focused on charge-
neutral systems, section 2.4 provides an overview of interatomic interactions between a charged atom and
a neutral atom which are in, or close to, their electronic ground-state for different regimes of internuclear
separation. Finally, in section 2.5 we present an overview of the numerical methods employed throughout
this thesis for determining the electronic and vibrational structure of various systems within the BO
approximation as well as describing wavepacket dynamics.

2.1 Diatomic molecules

Let us begin by considering a system of two atoms described by the wavefunction y = y(r, R), where
r and R describe the electronic and nuclear degrees of freedom, respectively. Due to the sheer number of
electrons an atom can posses, seemingly inoffensive diatomic systems such as this are, in reality, many-
body systems. The eigenstates Y = Y(r, R) of the system with energy E satisfy the time-independent
Schrödinger equation ĤY = EY [99]. Expressing the Hamiltonian in the system’s centre-of-mass (CM)
frame, we find that the Hamiltonian describing the translation of the CM coordinate ĤCM decouples from
the rest of the system, such that the problem reduces to solving of the remaining Hamiltonian describing
the relative coordinates Ĥrel in a molecule-fixed frame [94]:

Ĥrel = T̂n + T̂e + V̂. (2.1)

The terms denote the kinetic energy operators for the nuclei and electrons as well as the interactions
between the particles in the system, respectively. Since V̂ is composed of pairwise central forces 1, it

1In other words, V̂ depends only on the relative separations of pairs of interacting particles.
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is independent of the choice of reference frame. In contrast, the kinetic energy operators T̂n and T̂e are
frame-dependent.

We now employ spherical coordinates and choose our coordinate frame such that the internuclear
separation is orientated along ẑ, for which the internuclear separation vector is R = (R, 0, 0) and the
nuclear kinetic energy operator reduces to T̂n = �r2

R/2µ, where r2
R is the Laplace operator in spherical

coordinates. Note that unless otherwise stated, atomic units of me = 1, h̄ = 1, e = 1, c = 1 will be assumed
throughout this thesis.

In view of the considerable mass difference between electrons and their parent nuclei, the nuclear
kinetic energy T̂n is typically far smaller than that of the electrons T̂e. As a result, we may consider the
Hamiltonian (2.1) as being composed of a zeroth-order Hamiltonian describing the electronic degrees of
freedom with a fixed configuration of the nuclei Ĥe = T̂e + V̂, which is subject to a perturbation by the
nuclear dynamics given by T̂n. The Schrödinger equation for the electronic Hamiltonian is:

(T̂e + V̂)fk(r; R) = #k(R) fk(r; R), (2.2)

where fk(r; R) describes the kth electronic state with energy #k(R) for a given configuration of the nuclei R.
Solutions to (2.2) are generally obtained by diagonalising the electronic matrix Hamiltonian 2 represented
in a basis of the electronic states of the non-interacting atoms {jn}:

fk(r; R) = Â
n

c(k)n (R)jn(r). (2.3)

The states fk(r; R) constitute a complete orthonormal basis, which we use to build our ansatz for the
wavefunction of the full Hamiltonian (2.1):

Y(r, R) = Â
a

ca(R)fa(r; R). (2.4)

Here, ca(R) are complex expansion coefficients which depend only on the nuclear configuration – in this
case indicated solely by the separation between the nuclei, R. By substituting the ansatz (2.4) into the
time-independent Schrödinger equation, then pre-multiplying by f⇤b(r; R) and finally integrating over r,
we arrive at the following set of coupled differential equations:

⇥
T̂n + #b(R)� E

⇤
cb(R) =

1
2µ Â

a
Lba ca(R), (2.5)

where µ is the reduced mass of the diatomic system. Note that this system of equations is further coupled
to (2.2) through the R-dependent electronic eigenvalues #b(R). The terms Lba are coupling elements of
the electronic states fb and fa due to the motion of the nuclei:

Lba = hfb|r2
R|fai+ 2 hfb|rR|fai rR. (2.6)

The first and second terms in (2.6) are referred to as scalar and derivative non-adiabatic couplings, respec-
tively.

2The matrix elements of the electronic Hamiltonian are denoted by hji |Ĥe|jji =
R

drji(r; R)Ĥe jj(r; R).
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2.2 The Born-Oppenheimer approximation

Solving the complete set of coupled equations (2.5) is computationally expensive. Instead, we may
first solve the problem in absence of the non-adiabatic coupling terms. Choosing Lba = 0, the coupled
system of equations reduces down to only two equations:

(T̂e + V̂)fb(r; R) = #b(R) fb(r; R), (2.7a)
⇥
T̂n + #b(R)

⇤
cb(R) = Ecb(R). (2.7b)

The ansatz (2.4) is now given by Y = c(R) f(r; R), where c(R) represents the wavefunction of the nuclei
and f(r; R) represents the wavefunction of the electrons, which take the internuclear separation R as a
parameter. The above simplification is referred to as the Born-Oppenheimer (BO) approximation [100]
and treats the electronic and nuclear motion as being decoupled. Under this approximation, the R-
dependent eigenvalues of the electronic Hamiltonian (2.7a) represent a potential term in the nuclear
Hamiltonian (2.7b). #b(R) is hence referred to as a potential energy curve (PEC). If the eigenvalues instead
depend on more than a single nuclear coordinate, such as in a triatomic system, we speak of a potential
energy surface (PES).

Non-adiabatic corrections beyond the BO approximation are typically small due to the considerable
difference in mass between nuclei and electrons. Nonetheless, under certain conditions it can become
necessary to account for them. As a first step beyond the BO approximation, the Born-Huang (BH) approx-
imation [101–103] additionally includes the diagonal non-adiabatic coupling terms Lbb in equation (2.5),
which when finite are strictly greater than zero. Ultimately though, like the BO approximation, the BH
approximation remains a single-channel description of the system, in which the nuclear wavepacket is
confined to a single PEC or PES.

If off-diagonal non-adiabatic couplings become significant, we can no longer speak of distinct electronic
and nuclear states anymore since the nuclear motion couples to different PEC or PES. We require thus a
multi-channel description. Transitions of the nuclear wavepacket between channels, also known as non-
adiabatic transitions, are radiationless and can occur on extremely short time scales, especially at conical
intersections between PES where the avoided crossing gap vanishes and non-adiabatic couplings become
singular [104–106]. Conical intersections are ubiquitous in nature, playing in a role in diverse processes
from charge transfer to reactions supporting photosynthesis and the photostability of DNA [107].

Non-adiabatic couplings may also be significant at avoided crossings between nearly-degenerate PEC.
Avoided crossings occur more frequently in excited states where the density of states is generally higher
than it is close to the ground-state. As a rule of thumb however, the effect of non-adiabatic couplings
will only be significant at avoided crossings which have a gap size comparable to the kinetic energy of
the nuclear wavepacket. In such cases, the wavepacket is described with the multi-channel formalism of
equation (2.5) whose solution is generally cumbersome.

To avoid the burden of solving the full coupled-channel problem described above, we can instead
arrive at an approximate solution by treating the dynamics of the nuclear wavepacket as occurring on
a single channel #i(R) when it is far from the avoided crossing, whilst including a probability for it to
transition to a neighbouring coupled channel # j(R) when it is sufficiently close to the avoided crossing.
The semi-classical Landau-Zener (LZ) formula [108] gives the probability Pij of a wavepacket to transition,
or “hop”, between the channels #i(R) and # j(R) at their avoided crossing:

Pij = exp
✓
�2pD2

Ṙ a

◆
. (2.8)
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The probability of a non-adiabatic transition depends on the gap D and gradient a parameters of the
uncoupled (diabatic) PEC, which are fitted from the adiabatic PEC. In addition, the probability depends
on the speed of the wavepacket Ṙ at the crossing point Rcross of the diabatic curves. D is defined as the
energy gap between #i(R) and diabatic curves at Rcross. a is similarly given by the absolute value of the
difference in the gradient of the diabatic PEC at Rcross.

In general, non-adiabatic couplings serve as a funnel between electronic states and provide an addi-
tional mechanism for decay of excited molecular states. In [SC4], we consider non-adiabatic transitions
occurring in collisions between an ion and a Rydberg atom and employ the LZ formula (2.8) to develop a
stochastic model of the wavepacket’s dynamics along the many coupled PEC of the system.

2.3 Rotation and vibration of diatomic molecules

In the previous sections, we considered two atomic nuclei whose separation vector had a fixed
orientation along the ẑ axis. However, unless cooled to its rovibrational ground-state, a molecular system
will undergo vibrations and rotations such that we must specify the internuclear separation in vector
form R = (R, Q, F), assuming once again a spherical coordinate system. As we saw in section 2.2, under
the BO approximation the nuclear Hamiltonian for a diatomic molecule in the CM frame is given by:

⇥
� 1

2µ
r2 + V(R)

⇤
cn(R) = Ecn(R). (2.9)

A standard approach in solving the above is to use the separable rovibrational ansatz c(R, Q, F) =
U(R)

R Y(Q, F), where U(R) is the component of the wavefunction describing the radial coordinate and
Y(Q, F) is a spherical harmonic. Inserting this ansatz into (2.9) and noting thatr2 is the Laplace operator
in spherical coordinates, we arrive at separate equations for the radial and angular degrees of freedom:

1
2µ

d2U
dR2 +

⇥
E�Vj(R)� J(J + 1)

2µR2
⇤
U = 0, (2.10a)

1
sin Q

∂

∂Q

✓
sin Q

∂Y
∂Q

◆
+

1
sin2 Q

∂2Y
∂F2 + J(J + 1)Y = 0. (2.10b)

Equation (2.10a) is equivalent to a single particle of mass µ moving in 1D with coordinate R subject to an
effective potential Veff = Vj(R) + J(J + 1)/2µR2 created from the combination of the PEC Vj(R) of the jth

electronic state and the centrifugal potential J(J + 1)/2µR2, depending on the total angular momentum J
of the system. The eigenvalues of (2.10a) represent the different vibrational states of the molecule, whilst
the solutions to (2.10b) yield the rotational spectrum. Taking J = 0, equation (2.10a) reduces to the form
we had previously in equation (2.7b) for a non-rotating molecule.

2.4 Atom-ion interactions close to the electronic ground-state

After discussing the general theoretical treatment of diatomic systems in the sections above, in this
section we consider a specific diatomic system of an atom and an ion close to their electronic ground-state.
We assume the BO approximation throughout and neglect rotations J = 0, such that the problem reduces
the solving the vibrational Hamiltonian (2.10a):

1
2µ

d2U
dR2 +

⇥
E�Vj(R)

⇤
U = 0. (2.11)
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At this point, we are interested in determining the form of the atom-ion interaction potential given by
Vj(R). To develop some initial understanding about the functional form of Vj(R) in the asymptotic limit,
we can use some basic ideas from classical electrodynamics. The ion’s electric field E = R̂/R2 polarises
the neighbouring atom’s charge distribution, such that it acquires a finite dipole moment d = aE, where a

is the polarisability of the neutral atom. The energy of the atom’s induced dipole in the ion’s field is then
given by [109]:

V(R) = �d · E = �a/R4. (2.12)

Hence, we see that at large internuclear separations the atom-ion interaction is (i) species-dependent (ii)
attractive and (iii) decays to the fourth-power of the internuclear separation 3.

Over what range of R is this interaction significant? To answer this, we compare the energy scale
of the asymptotic interaction |V(R)| = a/R4 to that of the pair’s kinetic energy |Tn| = 1/2µR2, which
is the only other relevant energy scale appearing in the Hamiltonian (2.11). Doing so, we arrive at a
characteristic interaction range R4 =

p
2aµ and energy scale E4 = 1/2µR4

2. For the alkali metals, these
typically take values of R4 ⇠ 100 nm and E4 ⇠ µK [111, cf. table 1.1]. To put this into perspective, the
asymptotic interaction between neutral alkali metal atoms decays as 1/R6 and has characteristic length
and energy scales of R6 ⇠ 1 nm and E6 ⇠ 10 mK, respectively [111, cf. table 1.1].

The above comparison highlights two important features of the atom-ion interaction. Firstly, it is a
long-range interaction: it extends over a range of R roughly two orders of magnitude larger than the van
der Waals’ interaction between neutral atoms. Secondly, it indicates that atom-ion collisions need to be
over four orders of magnitude colder than neutral atom collisions in order to enter a scattering regime where
few partial waves contribute and quantum effects, such as shape resonances, become prominent.

For collisions with energy far greater than E4, the centrifugal barrier term in equation (2.10a) smears out
contributions from individual partial waves and prohibits collisions from probing the short-range limit of
the atom-ion interaction potential Vj(R). In this regime therefore, atom-ion collisions are dominated by the
long-range part of the interaction and can be modelled accurately using semi-classical approximations [69,
112]. The strict requirements imposed by the µK energy scale of short-range atom-ion interactions is
the reason that observing atom-ion collisions in the ultracold regime constitutes such an experimental
challenge, as described in chapter 1. In contrast, gases of neutral atoms are routinely prepared at
temperatures of 10 – 100 µK, which is well below the energy scale E6 of the van der Waals’ interaction.
Here, collisions of neutral atoms can be described using the s-wave scattering length as the sole scattering
parameter.

Over the last five years however, experiments are now beginning to observe signatures of ultracold
atom-ion collisions [83–85]. These experimental developments bring with them a demand for more
accurate models of atom-ion PEC beyond semi-classical results. However, the description of interactions
at short-range is hampered by the presence of electron-electron correlations, which can no longer be
conveniently neglected as can be done for large internuclear separations.

Accounting for such correlations is non-trivial and computationally expensive. Determining accurate
PEC at small internuclear separations requires the use of sophisticated ab initio methods which directly
solve the full many-body Schrödinger equation without further approximation and account for electron
correlations through approaches such as the Hartree-Fock formalism [113]. A couple of the most well-
known approaches are the coupled cluster and configuration interaction methods [114].

3A similar classical argument may be used for the case of two interacting neutral atoms [94, 110], whereby an instantaneous dipole
moment appearing in one of the atoms polarises the other atom, giving rise to a mutual interaction of the form V = �a1a2/R6,
where ai are the atomic polarisabilities.
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Another approach is to use quantum defect theory [115] to describe atom-ion interactions at short-
range [116–118]. Here, the scattering problem is partitioned into a short-range region and a long-range
region. At sufficiently small R, where the form of the interaction potential is unknown, the kinetic energy
of the colliding pair is negligible compared to the interaction energy. Thus, the short-range region sets an
energy-independent boundary condition for the solution in the asymptotic region, where the interaction
potential is known and scattering solutions are analytically available. To obtain the full solution, the
handful of energy-independent scattering parameters in the short-range region need to be determined
experimentally.

In the interest of reducing the numerical overhead and employing the interaction in models of few- to
many-body systems, it is convenient to instead fit a numerically-tractable model potential to the more
accurate PEC obtained from ab initio or quantum defect methods. We now briefly introduce one such
model potential which was originally proposed in [119] for studying a single ion immersed in a cloud of
ultracold atoms and which we have subsequently employed in [SC1, SC3]. The model potential assumes
that collisions occur within a single channel, meaning that it considers only a single PEC and thus neglects
the possibility for processes such as spin-changing collisions. The model potential takes the form:

V(R) = a exp(�bR2)� 1
R4 + 1/c

. (2.13)

Where a, b and c are model parameters. For R! •, we see that this gives the correct �1/R4 dependence
of the interaction. Equally, we see that the parameter c regularises the potential by suppressing the
divergence of the 1/R4 term as R! 0. Thus, the potential is well-defined for all values of R. In addition,
the model parameters a and b control the shape of the short-range repulsive barrier in equation (2.13) and
can be mapped to a wide range of possible quantum defect parameters such that it reproduces the exact
scattering solutions [119].

Inserting (2.13) into the vibrational Hamiltonian (2.11), we find bound-state solutions E < 0, whose
exact number depends on the choice of model parameters. Typically, we select the parameters such that
only two weakly-bound states are present. We can safely neglect deeper bound-states of the potential
since it has been shown that rates of spontaneous capture into the shallowest bound-states via three-body
recombination are the most significant [71]. Three-body recombination has been further studied for
atom-ion systems in the following works [120–124].

2.5 Numerical methods

This final section provides an overview of the main numerical approaches used throughout the
scientific contributions of this thesis [SC1–SC5]. In these works, we concerned ourselves with few-
body systems of particles and sought to determine either time-independent quantities, such as PEC and
vibrational spectra, or model the time-evolution of a wavepacket subject to a potential. For the former,
we relied on methods such as exact diagonalisation and finite difference, which will be discussed in
sections 2.5.1 and 2.5.2. For the latter, we employed the multi-configuration time-dependent Hartree
method (MCTDH) and its multi-layer extension for bosonic species ML-MCTDHB which are the subject
of section 2.5.3.

2.5.1 Exact diagonalisation

Exact diagonalisation (ED) refers to methods for determining the eigenstates and energy eigenvalues
of a Hamiltonian by rewriting the Hamilton function in matrix form and then subsequently diagonalising
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it, often numerically. Given a system described by the time-independent Schrödinger equation Ĥ |Yni =
En |Yni, we represent the eigenstates of our Hamiltonian in some known orthonormal basis |Yni =
Âa ca |fai, where the complex coefficients ca and real eigenvalues En are to be determined.

We now reformulate the Schrödinger equation as a matrix eigenvalue problem using the finite
set of basis states {|fai}. First, we premultiply the Schrödinger equation with the state hfb|, giving:
hfb| Ĥ |Yni = hfb| En |Yni. Inserting the expansion for |Yni yields the result:

Â
a

ca hfb| Ĥ |fai = Encb. (2.14)

For each value of b, we have a corresponding equation with the form of (2.14), comprising a system of
linear equations. Combining these altogether, we can write these in terms of a single matrix equation:

Hcn = Encn. (2.15)

Here, H is the matrix Hamiltonian with elements hfa| Ĥ |fbi, cn is a column eigenvector whose elements
are the complex coefficients {ci} and En is the corresponding eigenvalue.

Given a finite-sized basis of N basis states, the first task of our ED routine is to build the N ⇥ N
matrix Hamiltonian by evaluating the integrals hfb| Ĥ |fai for the matrix elements. However, since the
Hamiltonian is hermitian, not all matrix elements are unique. The next step is to diagonalise the matrix to
obtain solutions to the eigenproblem, which can be accomplished with the help of standard linear algebra
packages such as numpy.linalg for Python [125], which employs functions from the LAPACK software
library [126].

The choice of basis has a strong influence on the efficiency of the ED approach. Where possible,
knowledge gained from related problems or physical intuition about the system should be used to choose
a basis appropriate to the problem at hand. This will help minimise the overall number of basis states
required and ensure that values of the obtained results (e.g. eigenvalues) converge quickly to a final value
with increasing basis size. For example, to diagonalise a Hamiltonian of the form Ĥ0 = Ĥ0 + V̂, a natural
choice of basis would be the eigenstates of the unperturbed Hamiltonian Ĥ0 when the interaction term V̂
is neglected.

ED has been used in several of the scientific contributions of this thesis, in particular for the Rydberg
systems studied in [SC2, SC4, SC5]. ED is well-suited to such systems because the atomic states of
a single Rydberg atom are separable into radial and angular components and many of their integrals
admit analytical solutions. In particular, most integrals involving the angular degrees of freedom are
analytically-solvable [127], as are several integrals involving the radial components of non quantum-defect
states in alkali metals [128].

2.5.2 Finite-difference

Finite difference (FD) approaches are used for solving differential equations. Here, the functions
and their derivatives appearing in a differential equation are approximated on a discrete grid describing
each independent variable, e.g. a spatial grid. The grid’s dimensionality is determined by the number
of independent variables. The approximated form of the differential equation can then be written as a
system of linear equations, which can be combined into a single matrix and then diagonlised to obtain
solutions for the eigenvectors and eigenvalues as was the case in ED. Unlike ED however, FD does not
require a choice of basis or the evaluation of integrals in constructing the matrix Hamiltonian. However,



12 Chapter 2. Theoretical framework for few-body atom-ion systems

sufficient grid points must be used in order to accurately represent the differential equation. This can
make the diagonalisation inefficient, especially for large and multi-dimensional grids.

In what follows, we provide a basic overview of the idea of FD and present an example relevant to the
works of this thesis. The core idea of FD is that, assuming a sufficiently fine-spacing between grid points,
exact differentials may be discretised as, for example:

∂ f (x)
∂x

����
x=xi

⇡ f (xi+1)� f (xi�1)
xi+1 � xi�1

. (2.16)

This particular representation is known as central finite difference. However, different definitions for the first
derivate exist and these may be generalised to higher-order derivatves, as well as multivariate functions.
A detailed review can be found here [129].

Let us now consider the vibrational Hamiltonian for a non-rotating diatomic molecule (2.10a):

1
2µ

d2U
dR2 +

⇥
E�Vj(R)

⇤
U = 0. (2.17)

The second-order derivative appearing in (2.17) can be approximated using a central finite different
representation as follows:

d2U
dR2

����
R=Ri

⇡ U(Ri+1)� 2U(Ri) + U(Ri�1)
h2 , (2.18)

where h is the spacing of the discrete R-grid with N grid points. By inserting equation (2.18) into (2.17),
the Schrödinger equation reduces to:

1
2µh2 [U(Ri+1)� 2U(Ri) + U(Ri�1)] + [E�Vj(Ri)]U(Ri) = 0, (2.19)

which amounts to a system of N linear equations. Similar to the ED method described in section 2.5.1,
these linear equations can be formulated as an N ⇥ N matrix eigenvalue problem HU = EU, where H is
a sparse tri-diagonal matrix and U is a vector of length N whose elements correspond to the amplitude of
the eigenvector U(R) with energy E at each grid point. By diagonalising the matrix Hamiltonian H, we
obtain solutions to the time-independent Schrödginer equation.

The accuracy of finite difference representations like (2.16) and (2.18) can be increased by using a large
number of grid points. Convergence of the energy eigenvalues should be ensured with respect to the
number of grid points N and additionally one should be mindful of the boundary conditions assumed at
the edges of the grid.

Notably, in this thesis we used the FD approach to solve a second-order differential equation with
three independent variables. This was done in order to determine the vibrational states of an 87Rb2+

3
trimer molecule [SC5]. The finite difference representation of the corresponding three-body vibrational
Hamiltonian is given in appendix D.

2.5.3 Wavepacket propagation with tensor network methods

Tree tensor networks provide a convenient mathematical representations of wavefunctions and are
widely used throughout quantum physics [130]. Various tensor-based algorithms have been developed,
most notably the density matrix renormalization group (DMRG) [131, 132], which emerged in the early
1990s and has been used extensively for treating one-dimensional lattice problems [133–135]. Around the
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same time as the arrival of DMRG, another algorithm known as the multi-configuration time-dependent
Hartree method (MCTDH) was developed in the field of quantum chemistry [136–138] for propagating
nuclear wavepackets on high-dimensional and coupled PES. Whilst thorough introductions to the algo-
rithm can be found in [139] and [140], we provide here an overview of the MCTDH wavefunction ansatz
and discuss its key advantages compared to other methods.

Given a molecular system with distinguishable nuclear degrees of freedom x1, x2 and x3, the wave-
function describing the nuclei is written in MCTDH as follows:

Y(x1, x2, x3, t) =
n1

Â
i=1

n2

Â
j=1

n3

Â
k=1

Aijk(t)y
(1)
i (x1, t)y

(2)
j (x2, t)y

(3)
k (x3, t). (2.20)

Here, Aijk(t) describes a 3-tensor whose components are time-dependent coefficients of the top-layer

and {y
(m)
i }nm

i=1 are the set of nm basis states describing the mth degree of freedom. These basis states
are also known as single particle functions (SPF). The salient advantage of the MCTDH ansatz is that
both the complex A-coefficients as well as the basis states are time-dependent. Thus, in contrast to other
approaches which used truncated time-independent bases, the MCTDH basis itself evolves dynamically in
order to optimally span the active region of the Hilbert space at each instance of time. The time-dependent
SPF are themselves expanded in terms of a time-independent discrete variable representation (DVR)
basis [139]:

y
(m)
i (xm, t) =

Mm

Â
j=1

C(m)
ij (t) c

(m)
j (xm). (2.21)

C(m)
ij (t) are time-dependent bottom-layer coefficients. The DVR functions c

(m)
j are orthonormal and define

a finite grid of Mm points for the mth degree of freedom.

The proportion of the full Hilbert space spanned by the MCTDH ansatz can be controlled through
changing the number of SPF and DVR functions in (2.20) and (2.21). In this way, the ansatz can be tailored
in order to treat the problem as efficiently as possible. For example, if x1 is only weakly correlated with
the remaining two degrees of freedom, fewer x1 configurations will be required and hence computational
cost can be reduced by lowering the number of SPF for that degree of freedom.

The time evolution of the ansatz (2.20) subject to the Hamiltonian Ĥ is determined in the MCTDH
algorithm by solving the equations of motion for the expansion coefficients Aijk(t) and C(m)

ij (t). The
equations of motion are derived from the Dirac-Frenkel variational principle [139]:

hdy| (i∂t � Ĥ) |yi = 0. (2.22)

In addition to solving time-dependent problems, MCTDH can also propagate the ansatz (2.20) in imaginary
time, such that the wavefunction converges to the ground-state of the Hamiltonian for sufficiently long
propagation times. This method is known as relaxation [141, 142]. Beyond this, the improved relaxation
algorithm [142–146] allows MCTDH to access excited eigenstates. Here, in order to ensure that the
wavefunction eventually converges to the nth eigenstate of the Hamiltonian times, there must be a finite
overlap between the initial wavefunction at t = 0 and the target eigenstate. The improved relaxation
algorithm performs phases of imaginary time relaxation, in-between which it updates the values of the
top-layer coefficients Aijk(t) with the components of the nth eigenstate of the top-layer Hamiltonian. If
applied to find an eigenstate which is degenerate with another, the algorithm will yield a superposition of
the two eigenstates.

MCTDH has distinguished itself as a powerful method for simulating dynamics of distinguishable
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degrees of freedom describing the wavepacket dynamics of molecules [147, 148]. Furthermore, MCTDH
has proved useful for simulating strongly-correlated few-body systems with indistinguishable degrees of
freedom, such as bosonic atoms in ultracold quantum gases [149–152].

To efficiently treat systems with increased numbers of degrees of freedom and stronger correlations,
such as many-body interacting systems, MCTDH has been extended in several ways. One approach has
been to represent the Hilbert space more efficiently by grouping together SPF for degrees of freedom
which exhibit strong correlations. These groups of correlated SPF now form the nodes of a new, higher
layer in the tensor network. The total number of configurations in the MCTDH ansatz can now be reduced
by using as few configurations as possible in this higher layer. Such approaches are known as multi-layer
MCTDH (ML-MCTDH) [153, 154].

ML-MCTDH is effective at describing wavefunctions of systems which can be partitioned into sub-
systems with strong intra-subsystem correlations and weak inter-subsystem correlations. Bath-impurity
type problems, such as polaron models, are particularly amenable to mutli-layering approaches [155–159].
However, subsystem partitioning is applicable in a much wider variety of physical systems. For example,
the weak correlation between different-sized vortices appearing in turbulent flows has been exploited by
similar tensor network methods for efficient computational fluid dynamics simulations [160].

MCTDH has also been extended to account for quantum statistics in order to more efficiently describe
systems of indistinguishable bosonic and fermionic degrees of freedom, known as MCTDHB [161, 162]
and MCTDHF [163, 164], respectively. In such approaches, the wavefunction is expanded in terms of
symmetrised time-dependent number state configurations |n, ti, in which n = (n1, n2, . . . , nm) gives the
occupation of each of the nm time-dependent basis function within a single configuration. Using wave-
function symmetrisation in conjunction with multi-layering is a powerful approach and implementations
have been developed over the years for ML-MCTDH for bosons (ML-MCTDHB) [165, 166] as well as
mixtures of bosons and fermions (ML-MCTDHX) [167]. ML-MCTDHX is an incredibly versatile tool
and has been used to explore a plethora of physical systems, including dynamics of particles in colliding
wells [168], nonequilibrium dynamics of strongly-correlated bosonic mixtures in double-wells [169, 170]
and optical lattices [171, 172], spontaneous symmetry-breaking in ultracold Fermi gases [173], quench
dynamics of ULRM in external fields [174] as well as stationary and dynamical properties of hybrid
atom-ion systems [75, 119, 175, 176]. More recently, an extension for ML-MCTHDX for treating lattice
systems has been developed, opening the door to studies of many-body spin systems [177].

To give an example of how the multi-layering approach works in conjunction with symmetrisation,
consider a mixture of two bosonic species of particles a and b. First, the total wavefunction is expanded in
a basis of species wavefunctions

|Y(t)i =
na

Â
i=1

nb

Â
j=1

A1
ij(t) |fa

i (t)i |f
b
j (t)i . (2.23)

This forms the top-layer of the MCTDH tensor tree. The species wavefunctions are then further expanded
in terms of time-dependent number states |nist

|fs
i (t)i = Â

n|Ns

A2;s
i;n (t) |n, tis . (2.24)

The use of number states is important in order to impose the correct quantum statistics of the wavefunction.
The number states |nis = (n1, . . . , nms ) are comprised of ms 2 N time-dependent SPF {|ys

i (t)i}
ms
i=1.

(2.24) only includes number state configurations n|Ns which respect the particle number conservation
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Âms
i=1 ni = Ns. As we saw already for the case of MCTDH, the SPF |ys

i (t)i are further written in terms
of time-independent DVR functions (2.21) and the time-evolution of the coefficients on each layer is
determined from the Dirac-Frenkel variational principle (2.22).

In this thesis, methods from the MCTDH family have been used for determining the low-energy
spectrum of few-body atom-ion mixtures [SC1], solving for the vibrational states of Rydberg trimer
molecules [SC2] and simulating dynamics of trapped bosons subject to driven potentials [SC3].
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Chapter 3

Rydberg atoms and their interactions

In the previous chapter, we discussed interaction potentials between atoms close to their electronic
ground-state, in particular for atom-ion pairs. In this chapter, we turn our attention to interactions
involving highly-excited atoms, also known as Rydberg atoms. We begin with an overview of the
broader field of Rydberg physics, whose goal is to explore and exploit the exaggerated properties of
highly-excited atoms across a wide range of contexts spanning few-body quantum chemistry [178, 179],
condensed-matter physics [180–182], field sensing [183], non-linear quantum optics [184] and quantum
information [185, 186]. In section 3.1, we give a short account of the major developments within the
field over the last century leading up to the study of ultralong-range Rydberg molecules, a class of exotic
macroscopic-sized molecule first predicted at beginning of the 2000s, whose origins however date back to
experiments undertaken almost a century ago. Then in section 3.2, we provide a detailed discussion of
the interaction potentials of Rydberg atoms with different atomic species. In particular, we will focus on
interactions with (i) other Rydberg atoms (ii) ground-state atoms and (iii) ions. Among other things, we
will highlight the zoo of possible long-range molecular states which arise due to these interactions.

3.1 Rydberg atoms

Rydberg atoms are atoms with one or more electrons occupying states close to the dissosciation
threshold of the Coulomb potential 1. Rydberg atoms distinguish themselves from their less-excited
counterparts through their exaggerated properties, such as the extent of the outermost electron’s orbit
which scales as n2, where n is the principal quantum number. Some of the largest Rydberg atoms created
in the lab were excited to n ⇠ 300 [187], where the Rydberg electron’s orbit achieves proportions of 10 µm
– a size which is comparable to the width of a human hair!

Quite surprisingly perhaps, Rydberg atoms have appeared frequently in several seminal works of the
late nineteenth and early twentieth centuries related to the fields of spectroscopy, quantum mechanics
and scattering theory. Indeed, their name is taken from Swedish physicist Johannes Rydberg, who in
the late 1800s extended prior models for the spectrum of hydrogen by deriving an empirical formula
for the spectra of alkali atoms [188]. Later, Niels Bohr provided a physical foundation for Rydberg’s
formula in his atomic model [189], whereby spectral lines are interpreted as transitions between quantised
electron orbits. Ultimately, Bohr’s theory was superseded by the theory of quantum mechanics developed
in the 1920s by Heisenberg, Born, Schrödinger, Jordan, Dirac and co. At this point, new versions of
Rydberg’s original formula appeared, derived by Pauli [190] and Schrödinger [191] in quick succession of

1“Close” is generally taken to mean states with n � 10.
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one another. In its modern form, Rydberg’s formula for the spectra of alkali metal elements is:

#n,l = �
1

2[n� dl(n)]2
, (3.1)

which relates the energy of the valence electron to the quantum numbers n, l and a small number
of so-called quantum defect parameters dl(n) which account for modifications to the pure Coulomb
potential experienced by the valence electron due to the presence of the core-shell electrons close to the
nucleus [192] 2.

The earliest studies of Rydberg spectra were performed in hot gases with broadband sources of light,
which severely restricted the ability to resolve high-n states due to the increasingly narrow spacing
between neighbouring states 3. Despite these limitations, spectroscopic measurements made in the 1930s
for Rydberg atoms immersed within buffer gases of neutral atoms revealed a strikingly inexplicable result:
the spectra showed not only the expected red-shifts, but additional unexpected blue-shifts [193–196]. The
cause of this confusion was the mistaken assumption that any lineshifts should stem solely from the
attractive long-range interaction between the Rydberg electron and buffer gas atoms. The true mechanism
behind the lineshifts was found by Enrico Fermi, who demonstrated that low-energy electron-atom
scattering could give rise to both red- and blue-shifts depending on the sign of the scattering length [197].
By introducing concepts such as scattering length and zero-range pseudopotentials, Fermi’s ideas gave
birth to the field of scattering theory.

Until the 1970s, the only reliable source for observing high-n spectral transitions was through radioas-
tronomical observations [198, 199], which recorded radiative transitions of Rydberg atoms present in
interstellar space. Things changed dramatically however with the arrival of tunable high-frequency lasers
with narrow linewidths [200] and techniques for field ionising excited atoms, which for the first time
enabled precision Rydberg spectroscopy [201–203] over a broad range of n values. This newfound ease of
exciting high-n states in the lab, coupled with the large electric dipole moments of Rydberg atoms, opened
the door to studies of light-matter interaction in the strong-coupling regime, giving rise to the field of
cavity quantum electrodynamics [204]. This led to remarkable experimental achievements ranging from
the creation of Rydberg masers [205] to non-destructive single-photon detection [206].

The 1990s witnessed the advent of ultracold quantum gases [11] and with that the creation of so-called
frozen Rydberg gases [73, 74] in which the interaction energy between pairs of Rydberg atoms exceeds
their kinetic energy to become the dominant energy scale in the system. In such regimes, two-body
collision processes are suppressed and many-body effects dominate energy transfer processes in the
system. Around the same time, Coulomb crystals formed by ions were also studied [207, 208]. However
unlike the Coulomb interaction, the interaction strength of a pair of neutral atoms is strongly-dependent
on the atoms’ internal states. Therefore, the interactions can be controlled by driving atoms between low-
and high-n states using lasers.

This ability to deterministically switch interatomic interactions “on” and “off” lay at the heart of
landmark proposals in the early 2000s for performing quantum gate operations [209] and generating
controlled collective excitations in atomic ensembles by means of a Rydberg excitation blockade mecha-
nism [210]. These works set the stage for the field of neutral atom quantum computing [45–47, 185, 211],
which at the time of writing boasts the largest quantum computers in terms of numbers of qubits [41–43].
The inherent tunability of Rydberg interactions has further played an important role in many other

2In the absence of core-shell electrons, dl(n) = 0 for all n and l and equation (3.1) reduces to the energy spectrum of hydrogen. In
this regard, Rydberg states of alkali atoms are in principle hydrogenic, differing only in the minor energy shifts of electronic states
which have significant probability density close to the nucleus.

3From Rydberg’s formula (3.1), we find that the spacing of neighbouring states should decreases as n�3.
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areas of physics, including nonlinear quantum optics [184, 212], the formation of ultralong-range bound
Rydberg macrodimers [179, 213–220] and studying many-body correlations and ordered phases emerging
in long-range interacting spin systems [221–229].

A further pioneering work of the early 2000s was the prediction of ultralong-range weakly-bound
states between Rydberg atoms and neutral ground-state atoms [230]. In this work, Greene et al. made
use of the pseudopotential developed by Fermi in the 1930s [197] to determine PEC of a Rydberg atom
interacting with a single ground-state atom. They found that attractive scattering between the Rydberg
electron and the ground-state atom leads to the formation of shallow potentials wells which at ultracold
temperatures may support bound states [231–234]. The bond length is determined by the extent of the
electron charge density and hence can quickly become macroscopic for sufficiently large n. As a result,
these states were dubbed ultralong-range Rydberg molecules (ULRM).

Depending on the angular momentum character of the electronic state forming the binding potential,
ULRM can have considerable permanent electric dipole moments on the order of ⇠ 103 ea0 – despite the
system being homonuclear. ULRM have been observed in ultracold quantum gases [231, 234, 235] and
experimental works have further revealed that ULRM lifetimes are significantly shorter than the atomic
lifetime of the parent Rydberg state [236], existing typically only for tens of microseconds. Their rapid
decay is triggered through collisions with background gas atoms or via autoionisation processes initiated
by the tunnelling of the molecular wavepacket to smaller internuclear separations.

Experimental and theoretical research into ULRM is now well into its third decade and the field
has expanded along several different lines of enquiry. For example, more complex molecular arrange-
ments have been studied where Rydberg atoms bind multiple ground-state atoms, forming polyatomic
ULRM [237–243] as well as bound states with polar diatomic molecules [244–247]. Pushing the number
of ground-state atoms to the many-body limit, one may study polaron physics [248–250] and explore
solid-state phenomena in so-called Rydberg composites [182, 251], where systems of Rydberg atoms
interacting with ordered arrangements of ground-state atoms have been shown to exhibit properties such
as Anderson localisation [252] and symmetry-protected edge states [253]. Furthermore, ULRM have been
employed experimentally for probing interatomic correlations in ultracold Bose and Fermi gases [254]
and for precise spectroscopy of negative-ion resonances [255, 256], which may lead to the formation of
bound ion pairs [257]. In recent years, interest has grown in using ULRM to explore physics beyond the
BO approximation [103, 258–260]. In the work [258], Hummel and co. demonstrated that the synthetic
dimension offered by the Rydberg atom’s internal structure can be used to explore different regimes of
non-adiabatic couplings between PEC and even engineer conical intersections in diatomic systems.

3.2 Interatomic interactions involving Rydberg atoms

This section focuses on Rydberg interactions between different atomic species. Section 3.2.1 will
cover interactions between pairs of Rydberg atoms and discuss Rydberg-Rydberg bound states, known as
macrodimers. Section 3.2.2 then provides further information on the formation of ULRM between Rydberg
atoms and ground-state atoms beyond what was covered in the section 3.1. Finally, in section 3.2.3 we
turn to interaction of Rydberg atoms with ions, which is one of the major focus points of the scientific
works comprising this thesis. We will discuss the interaction potentials, ion-Rydberg bound states and
give an overview of relevant works on the subject from recent years.
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3.2.1 Rydberg – Rydberg interactions

Assuming the BO approximation, the electronic Hamiltonian describing a pair of interacting Rydberg
atoms is given by:

Ĥe = Ĥ(1)
0 + Ĥ(2)

0 + V̂, (3.2)

where Ĥ(i)
0 is the Hamiltonian describing the ith Rydberg electron in the orbit of its parent nucleus, with

energy levels e
(i)
n given by the Rydberg formula (3.1) and atomic wavefunctions f

(i)
n (ri). V̂ describes the

interaction between the two Rydberg atoms. We consider the internuclear separation to be larger than the
Le Roy radius [261], such that there is vanishing overlap between the atomic charge distributions. In this
limit, electron-electron correlations can be safely neglected and it is sufficient to only include electrostatic
interaction terms:

V̂ =
1

|R| +
1

|r1 � r2 � R| �
1

|r1 � R| �
1

|r2 + R| . (3.3)

R is the separation between the nuclei and ri defines the displacement of the ith Rydberg electron
relative to its parent nucleus. The first and second terms describe the mutual repulsion between the two
positively-charged Rydberg cores and the two negatively-charged Rydberg electrons, respectively. The
third and fourth terms describe attractive interactions between each Rydberg electron and the core of
the neighbouring atom. Since we are in the regime |ri| ⌧ |R|, one may expand the last three terms in
equation (3.3) in terms of multipoles [262–264], leading to the net result:

V̂ =
•

Â
l1,l2=1

V̂l1,l2

Rl1+l2+1 . (3.4)

Here, for convenience we have chosen the internuclear axis R̂ to be parallel with the z-axis. Explicit
definitions of the multipole terms in equation (3.4) are given in appendix A.

Before discussing numerical solutions to (3.2), we first consider the leading-order term of the multipole
expansion (3.4). Explicitly, this takes the form of:

V̂(1,1) µ � r1r2
R3 , (3.5)

which represents an interaction between a pair of permanent dipoles. However, for two identical Rb
atoms in non-polar states, for example the pair state |35S1/235S1/2i, the leading-order energy correction
is given in perturbtation theory by (3.5) to second-order. Given that the extent of the Rydberg electron’s
orbit scales as n2 and the spacing among neighbouring Rydberg states scales as n�3, the second-order
energy correction to the pair state is found to be e µ �n11/R6. The rapid n-scaling of the interaction term
is precisely why Rydberg atoms can be used to facilitate long- and ultralong-range interactions between
atoms which, in their electronic ground-state, would be non-interacting.

We now discuss numerical solutions to the electronic Hamiltonian (3.2). For this, we employ an ansatz
which is a linear combination of unperturbed Rydberg pair states |y(r1, r2)i = Âij aij |f

(1)
i (r1)f

(2)
j (r2)i.

The electronic wavefunctions and PEC are then determined by diagonalising the electronic Hamiltonian in
this finite basis of Rydberg pair states, which are coupled through the action of the interaction operator (3.4).
Figure 3.1 shows results for pair interaction potentials near the |35P1/235P3/2i asymptote calculated with
the pairinteraction software package [265, 266] for pair states with 0+g symmetry 4.

4A breakdown of molecular term symbol notation. Molecular states denoted by 0+g : (0) the total projection of the orbital angular
momentum along the internuclear axis is zero, (+) the electronic states are symmetric under reflection through a plane containing
the internuclear axis and (g) the electronic states have even (gerade) symmetry under point inversion.
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FIGURE 3.1: Adiabatic PEC for a pair of Rydberg atoms near the |35P1/235P1/2i pair state. A
binding potential with an approximate depth of 2 GHz, supporting Rydberg-Rydberg bound
“macrodimer” states, is formed due to an anti-crossing with the attractive |35P1/235P3/2i pair state.
These curves were calculated using pairinteraction [265] and only states with 0+g symmetry are
shown. Higher-order effects, such as the hyperfine-splitting of atomic levels, are much smaller than
the energy of the Rydberg interactions and have been neglected. Energies are given in GHz relative
to the |35P1/235P1/2i pair state.

The figure highlights two important features of Rydberg interactions. First, we see that an avoided
crossing between the attractive branch of the |35P1/235P3/2i state and the repulsive |35P1/235P1/2i state
at approximately R = 14000 a0 leads to the formation of a potential well with a depth of approximately
2 GHz. Wells such as these can support multiple bound vibrational states (not shown) with 100 MHz
energy spacing. Such bound states, known as Rydberg macrodimers, were first predicted in the early
2000s [213, 214] and have been subsequently observed and studied experimentally [179, 218–220]. In
addition, long-range bound states between three Rydberg atoms exist, known as macrotrimers [267, 268].

The second important feature visible in figure 3.1 is that the size of the energy shift of an unperturbed
pair state depends on the internuclear separation. This has important implications for experiment. To
understand this, let us consider a finite-linewidth laser setup which is calibrated to photoexcite a pair
of Rydberg atoms close to the asymptote of the pair potential |35P1/235P1/2i. Due to the shift in energy
of the pair potential from the Rydberg interaction, we see that photoassociation will be forbidden for
pairs of atoms below a certain critical internuclear separation, where the pair potential is no longer in
resonance with the excitation laser. For example, at R = 17500 a0 the energy shift of the unperturbed
state is of the order of 100 MHz and will thus no longer be accessible to a MHz-linewidth laser whose
frequency is calibrated to the asymptotic state |35P1/235P1/2i. This effect is referred to as the Rydberg
blockade mechanism [210] and enables the precise control of the number of Rydberg excitations in the
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system. Equally, by calibrating the laser such that it has a fixed detuning from the asymptotic energy of
the pair potential, only Rydberg pairs at a specific internuclear separation will be photoassociated, which
is often referred to as Rydberg antiblockade or facilitation [269, 270].

3.2.2 Rydberg – Ground-state interactions

As discussed in section 3.1, the earliest studies involving interactions of Rydberg atoms with neutral
ground-state atoms were conducted in the 1930s in Rome [196] and Rostock [193–195]. These experiments
performed spectroscopy of Rydberg states prepared inside different kinds of buffer gases. Their results
revealed that lineshifts of the atomic states in the presence of the gases were not consistently to the
red, but also exhibited blueshifts for particular buffer gas species. These observations contradicted
contemporary theoretical understanding, which expected only redshifts stemming from the long-range
attractive interaction between the Rydberg electron and the surrounding neutral atoms. Enrico Fermi
provided the answer to this puzzle [197] by developing a model for interactions at short-range, namely
s-wave scattering of the Rydberg electron from the buffer gas atoms. He described the scattering with an
effective zero-range pseudopotential, which is attractive or repulsive depending on the momentum of the
Rydberg electron. Fermi’s model explained the anomalous lineshifts and even allowed the experimentalists
to measure scattering lengths [271]. Thereafter, the model played an integral part in understanding
collisions involving Rydberg atoms [272], which helped shed light on collisional broadening in spectral
lines observed in the atmospheres of stars [273]. Fermi’s pseudopotential was later extended in the 1970s
to account for higher partial-wave scattering [274].

Almost seventy years after Fermi’s original publication, the pseudopotential model was used again
within the context of the newly-emerged field of ultracold quantum gases [230]. In the ultracold regime,
authors Greene et al. predicted that attractive scattering could support the formation of weakly-bound
macroscopic-sized homonuclear molecules possessing large permanent electric dipole moments. They
considered a Rydberg atom interacting with a neutral ground-state atom, described by the electronic
Hamiltonian Ĥe = Ĥ0 + V̂. Here, Ĥ0 describes the unperturbed Rydberg atom with energy spectrum (3.1)
and V̂ is the Fermi pseudopotential interaction operator [230, 275, 276]:

V̂ = 2pas[k(R)]d(3)(r� R) + 6pa3
p[k(R)]

 �r r d(3)(r� R)
�!r r �

ac
2R4 . (3.6)

The first two terms describe s- and p-wave scattering in the dominant spin-polarised (triplet scattering)
channel. The third term is the charge-neutral interaction between the positively-charged Rydberg core
and the perturber, relevant only at short-range.

The strength of the scattering interaction depends on the magnitude of the scattering lengths 5 as well
as the Rydberg electron’s probability density at the position of the ground-state atom, given to first-order
by |f(R)|2, where f is the unperturbed atomic Rydberg state. The oscillatory shape of this probability
density gives rise to shallow potential wells for negative scattering lengths, centred around areas of
electron density maxima.

Figure 3.2 shows exemplary adiabatic PEC for an energy window around the |33Si atomic Rydberg
state. The PEC exhibit wells with depths ranging from tens of MHz to several GHz. At ultracold
temperatures, these are sufficiently deep to support long-range vibrationally-bound states between the

5The scattering length and volume are defined as as[k(R)] = � tan ds[k(R)]/k(R) and a3
p[k(R)] = � tan dp[k(R)]/k(R), respec-

tively. ds[k(R)] and dp[k(R)] are energy-dependent s- and p-wave phase shifts of an electron with wavenumber k at the position R of
the perturber relative to the Rydberg core.
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FIGURE 3.2: (a) Adiabatic PEC for a Rydberg atom interacting with a ground-state atom 87Rb for
only s-wave (red curves) and s- and p-wave interactions (blue curves). (b) Close-up of the PEC
asymptotically connected with the |33Si Rydberg state. Note the oscillatory potential wells with
characteristic depth on the order of MHz and the crossing with the butterfly state at approximately
R = 900 a0. (c) Shows a close-up of the near-degenerate hydrogenic manifold with trilobite and
butterfly curves present. These electronic states have depths of the order GHz and posses large
permanent electric dipole moments. The PEC were determined using exact diagonalisation of the
electronic Hamiltonian Ĥe (see section 3.2.2). Energies are given in GHz relative to the |32Pi atomic
Rydberg state.

Rydberg and perturber (not shown). Due to the large bond lengths, these states have been dubbed
ultralong-range Rydberg molecules (ULRM).

Broadly speaking, ULRM can be classified into two types. The first kind are formed by low angular
momentum Rydberg states S-, P- and D-states. Low-l ULRM have binding energies on the order of tens
of MHz. In addition, the relatively large energy gap betwen low-l states and their neighbouring states
means that coupling between different l states due to the presence of the perturber is marginal. This class
of ULRM therefore do not have large electric dipole moments and are referred to as non-polar ULRM.

On the other hand, high-l states connected asymptotically with hydrogenic manifold undergo sig-
nificant l-mixing which gives rise electronic states whose probability density is maximised around the
position of the perturber atom. Consequently, these states acquire an electric dipole moment proprtional
to the internuclear separation R and thus can have dipole moments on the order of 103 ea0. The s-wave
scattering term in (3.6) leads to a GHz-depth well visible in figure 3.2. The shape of the electronic structure
of the vibrational states in this well is reminiscent of ancient trilobite fossils and hence these states are
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often referred to in the literature as trilobite states [276].

Including the higher-order p-wave scattering term leads to an additional strongly-perturbed electronic
state, which has been dubbed the butterfly state on account of its distinct shape [276]. The butterfly PEC
undergoes a sharp drop for decreasing R, such that it crosses all other PEC. This feature is specific to alkali
metal elements for values of R at which the energy of the Rydberg electron approaches a negative ion
resonance. In 87Rb, this �Rb shape resonance occurs at approximately 25 meV. As a consequence of the
shape resonance, the butterfly state exhibits anticrossings with the other ULRM states, which serve as
decay channels whereby bound vibrational states tunnel inward to smaller R along the steep butterfly
curve. Such tunnelling leads to short-range processes which can result in autoionisation and dissociation
of the molecule, limiting the ULRM molecular lifetime to tens of microseconds [112, 236].

3.2.3 Rydberg – Ion interactions

Interest in employing Rydberg states to engineer stronger, longer-range atom-ion interactions has
existed for over twenty years now. Already as early as the year 2000, Côté proposed replacing a gas of
neutral ground-state atoms with Rydberg atoms in order to study electron mobility in atomic gases at
more favourable experimental temperatures, which is possible due to the scaling of the charge exchange
cross-section with n [70].

Later in the 2010s, several works revisited ion-Rydberg interactions as an approach for circumventing
the restrictive lower-bound on atom-ion collision energies imposed by micromotion-induced heating of
ions confined in Paul traps [87, 88, 90, 91, 277–279]. It was predicted, and later demonstrated, that Rydberg
atoms could be used to create atom-ion entanglement over macroscopic distances [91, 279], which relies
on the fact that the atomic polarisability a featuring in the charge-induced dipole interaction (2.12) scales
in proportion to n7.

Further proposals suggested the use of off-resonant coupling to engineer repulsive atom-ion interac-
tions that would be resistant to heating from the time-dependent fields present in Paul traps [277]. An
ion-Rydberg blockade mechanism was also observed [90] and an effective ground-state charged impurity
was created inside an ultracold gas of neutral atoms by exciting a giant Rydberg atom of n = 190 which
suppressed electron-atom scattering [87]. Moreover, the idea emerged that Rydberg states could be used as
precursors for initiating ultracold collisions between ions and ground-state atoms by exploiting either the
short decay times of ULRM [278] or using tailored pulsed field-ionisation of a Rydberg atom to produce a
single ion in a nominally field-free environment within an ultracold gas [88]. The overarching goal of
these works was to prepare a hybrid atom-ion system in the quantum regime, which would be a decisive
step toward realising proposals such as atom-ion quantum gates [280] and the use of atom-ion Feshbach
resonances for precision control of interactions [118].

These aforementioned works focused almost exclusively on interactions between ions and low-l
Rydberg-state atoms in the asymptotic limit, whose interaction potential is described by (2.12). The focus
on low-l states was necessitated in part due to the restrictions imposed by dipole selection rules. That said,
the production of dipole-forbidden Rydberg states was reported in 2019 [279] and an earlier work [91] had
suggested using high-l states to explore more exotic functional forms of atom-ion interactions beyond the
classic charge-induced dipole interaction (2.12), such as charge-dipole and charge-quadrupole interactions
which vary as 1/R2 and 1/R3, respectively.

Exploring ion-Rydberg interactions in the regime of strong coupling really begain in 2021, when two
independent works predicted ultralong-range vibrationally-bound ion-Rydberg dimers [92, 93]. These
bound states were predicted to exist within potential wells formed by avoided crossings between pairs of
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high- and low-field seeking Rydberg states. It did not take long before these molecules were first observed
in situ through selective photoassociation out of an ultracold gas of neutral atoms [95]. Similar to the
Rydberg macrodimers discussed in section 3.2.1, these wells form at internuclear separations for which
there is vanishing overlap between the charge distributions of the Rydberg atom and the ion. These
singly-charged macroscopic dimers can be considered Rydberg-analogues of the dihydrogen cation H+

2 ,
which is one of the earliest problems considered in quantum mechanics [281].

The electronic Hamiltonian describing an interacting ion-Rydberg pair is given by Ĥe = Ĥ0 + V̂, where
Ĥ0 describes the unperturbed Rydberg atom and the operator V̂ describes the electrostatic interactions
between the Rydberg atom and the ion

V̂ =
1

|R| �
1

|r� R| . (3.7)

R is the separation between the nuclei and r defines the displacement of the Rydberg electron relative to
its parent nucleus. Since we are in the regime |ri|⌧ |R|, one may expand the final term of equation (B.1)
as a series of multipoles [262–264], leading to the net interaction

V̂ = �
•

Â
l=1

r
4p

2l + 1
rl

Rl+1 Yl,0(q, f). (3.8)

Here, we have chosen the internuclear axis R̂ to be parallel with the z-axis. Further details of this derivation,
including a more general result for the case that R̂ is not parallel to ẑ, is provided in appendix B.

In the spectra of certain alkali metal elements, such as Rb and Cs, the Rydberg nP-state lies close above
the n� 3 hydrogenic manifold of quasi-degenerate high-l states. In the presence of the ion, the states
naturally undergo level shifts. As discussed previously, low-l dipole-allowed states such as nS and nP
acquire an induced dipole moment and the leading-order correction to their energies in the asymptotic
limit is of the form eP µ �n7/R4. In contrast, the degenerate manifolds of high-l dipole-forbidden states
acquire permanent dipole moments due to strong l-mixing and their leading-order energy correction is
eL µ ±n2/R2 such that the degenerate manifold splits up into a “fan” of non-degenerate states – similar
to the spectra of atoms in homogeneous electric fields. The prefactor of eL determines whether the states
in the fan are high- or low-field seeking states. For decreasing R, the attractive nP state will eventually
cross through the fan of low-field seeking high-l states. By equating the energy scaling of the low-l state
with that of the high-field seeking states, we find that positions of crossings between the two should
scale approximately as Rc µ n5/2. Therefore, for sufficiently large n the crossing will occur at internuclear
separations which far exceed the extent of the Rydberg electron’s orbit 6. Indeed, the dimers observed
in [95] were bound over distances exceeding ten times the radius of the Rydberg electron’s orbit. As a
result of their large bond lengths, these dimers are expected to be stable against charge transfer [93].

We now solve for the adiabatic PEC of an interacting ion-Rydberg pair by diagonalising the electronic
Hamiltonian in a finite basis of atomic Rydberg states. Typically, including only the first few multipole
terms in the series of equation (3.8) is sufficient to ensure convergence of the PEC to the nearest 1 MHz,
which for a reasonable range of n is at least one order of magnitude smaller than the smallest relevant
molecular energy scale (namely, the spacing of the vibrational states). Solutions in the region of the energy
spectrum near the |32Pi atomic Rydberg state are provided in figure 3.3. The avoided crossings between
the nP and high-l states create potential wells with depths up to tens of GHz (though the depth of the
wells inside the fan is considerably shallower than the outermost well, as shown in figure 3.3 (c)). The
wells support vibrational bound states with spacing typically on the order of 100 MHz for the case of

6The extent of the Rydberg orbit scales in proportion to n2.
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FIGURE 3.3: (a) Adiabatic PEC for a 87Rb Rydberg atom interacting with a singly-charged positive
ion at separation R near the |32Pi atomic Rydberg state. Vibrationally-bound states inside the first
(b) and second (c) potential wells formed between the |32Pi state and low-field seeking high-l
states are shown. The PEC were determined using exact diagonalisation of the electronic
Hamiltonian Ĥe (see section 3.2.3). Energies are given in GHz relative to the |32Pi atomic Rydberg
state.

87Rb, which have been observed in experiment [95]. The rotational splitting of the dimer is on the order of
kHz and hence rotation occurs on time scales which exceed the radiative lifetime of the Rydberg state [95].
Interestingly, due to the superposition of high- and low-field seeking states in the electronic state, the
dipole moment changes sign across the well’s minimum [96] - similar to the electronic ground-state of
carbon monoxide [282].

At this point, we remark that the leading-order interaction term in (3.8) is equivalent to the energy
of a neutral atom in a homogeneous electric field, which means that the PEC bear some resemblance to
atomic DC Stark spectra. The higher-order interaction terms (3.8) cause the PEC to deviate from DC Stark
spectra, especially for smaller R. This is because the radially-symmetric shape of the ion’s electric field
becomes more relevant for smaller internuclear distances.

Due to the fact that the vibrationally-bound states exist close to an avoided crossing between PEC,
recent works have examined the influence of non-adiabatic couplings on these molecular states [93, 283].
These works employed both the Landau-Zener formula [93] (see also equation (2.8)) as well as more
sophisticated coupled-channel models [283] and predict that decay due to non-adiabatic coupling terms
occurs on time scales longer than the radiative lifetime of the Rydberg state. This theoretical evidence is
further supported by spectroscopic measurements of the vibrational series [95] which show no visible
deviation from the BO calculations at current experimental precision. Therefore, contrary to what one
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might expect given the presence of so many avoided crossings, the approximation of the wavepackets
existing on an isolated adiabatic PEC appears to hold.

However, given that the spacing between vibrational states (approx. 100 MHz) is smaller than the
avoided crossing gap size (approx. few GHz), it is perhaps not surprising that the non-adiabatic couplings
are so seemingly insignificant. A similar effect has been reported in the vibrational spectrum of Rydberg
macrodimers [284], where an external magnetic field B controlled the size of the avoided crossing between
pair potentials. The crossing was exact for B = 0 and grew in size with increasing field strength B. As
the field was turned on, the width of the vibrational resonances were observed to increase. However,
the resonances became narrower again at high field strengths when the size of the avoided crossing
grew considerably large. Nonetheless, a true quantitative understanding of the impact of non-adiabatic
couplings on the dynamics and lifetime of ion-Rydberg dimers remains open. Furthermore, although
non-adiabatic couplings appear to be insignificant for the range of n explored so far, they may become
more relevant at higher n due to the smaller size of the avoided crossings between PEC. Similar ideas
have been explored already for ULRM [259].

Therefore, from a theoretical perspective, it seems that the lifetime of ion-Rydberg dimers should be
limited only by radiative decay of the Rydberg atom. Despite this, recent experimental measurements
report lifetimes over an order of magnitude smaller than this [95], indicating some additional unexplained
decay mechanism. A potential candidate for this may be collisions between the dimer and neutral
ground-state atoms in the surrounding gas, which is discussed in appendix C. Using a straightforward
semi-classical approach, we predict decay rates in good agreement with the experimentally-observed
lifetimes. Additionally, in our work [SC2] we predict that neutral ground-state atoms can additionally
bind to the dimer via attractive scattering with the Rydberg electron. In such cases, we expect the lifetime
of the trimer state to be limited by rapid autoionisation of the Rydberg – ground-state pair, as is the case
for ULRM [236].

Finally, we remark on the dynamics of ion-Rydberg pairs. In contrast to conventional diatomic
molecules, the spacing of the vibrational states of ion-Rydberg dimers is extremely narrow (approximately
10-100 MHz) and as a consequence, their vibrational dynamics occurs over microsecond time scales.
In contrast, deeply-bound molecular systems close to their electronic ground-state exhibit picosecond
dynamics [98]. This fact has been exploited to perform in situ observation of wavepacket oscillations
excited by preparing the system in a superposition of several bound vibrational states using a quenched
external electric field [96]. However, currently observations are limited by the short lifetimes of the
dimers reported in [95]. Our joint work [SC4] presents direct observations of collisions between an ion
and an S-state Rydberg atom. In contrast the Rydberg P-state, the S-state does not form any binding
potentials due to the ion’s field. Nonetheless, the dynamics unfolds over a rich landscape of coupled
collision channels due to the presence of high-field seeking high-l states from the S-state’s neighbouring
hydrogenic manifold.
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Chapter 4

Summary of scientific contributions

This chapter serves as an overview of the scientific contributions of this thesis, discussing the mo-
tivation behind each project and summarising their key results. Section 4.1 focuses on the scientific
works [SC1] and [SC3], which consider systems with mesoscopic-scale atom-ion interactions between
ions and ground-state atoms. In contrast, section 4.2 is dedicated to the works [SC2], [SC4] and [SC5],
in which we explore macroscopic interactions between ions and Rydberg atoms. At the beginning of
each section, we briefly review some key literature relevant to the topic of the scientific works in that
section. This provides additional context for readers unfamiliar with these topics and highlights the
relevance of our works for the wider research community. We then discuss each work in turn, outlining
the methods used and the main results obtained. Explicit details of the author’s contributions to each of
the projects [SC1–SC5] are provided in the preface on page xxiii.

4.1 Mesoscopic atom-ion systems

Charged species, such as ions and molecular ions, have important functions in various chemical
processes throughout nature. Even relatively simple molecular ions can play a pivotal role. For instance,
the formation of more complex molecules in the interstellar medium, such as water, is brought about
through proton transfer reactions of trihydrogen cations H+

3 with heavier atomic species [285]. We see
therefore that the study of charge-neutral collisions and chemistry can contribute to our understanding of
some of the most basic questions we have about nature. Clean, controlled quantum systems of atoms and
ions provide an ideal platform for such fundamental investigations.

The earliest experiments which embedded charged particles inside ultracold atomic gases were
performed with ultracold plasmas [72, 286, 287] and ionisation experiments in BECs [288]. Nonetheless,
these approaches suffered from the drawback that the ions were free-floating and therefore could escape
on relatively short time scales. As a result, proposals emerged for hybrid trap setups, in which both atoms
and ions are trapped simultaneously [289, 290]. Since their earliest demonstration two decades ago [80],
experiments with hybrid atom-ion trap setups have proceeded to study controlled chemical reactions and
collisions [86, 291, 292], state-resolved chemistry [293, 294], charge transport [88] and collisional ion-qubit
decoherence [295]. Furthermore, trapped ions have been used for probing the density of atomic gases [82,
296].

These experimental achievements have been complimented by numerous theoretical studies, ranging
from the development of a quantum description of atom-ion collisions [118] to the study of charged
polarons [75, 77, 78]. Moreover, proposals have emerged for performing controlled collisions with movable
trap potentials [297], realising atom-ion quantum gates [280] and performing ion thermometry [298].
Further theoretical works have explored hybrid atom-ion systems for the purpose of simulating bosonic
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Josephson junctions [176, 299, 300], extended Hubbard Hamiltonians [301] and electrons in solid-state
systems [302].

In addition to this broad body of literature, several theoretical works have explored the formation
and properties of weakly-bound molecular ions inside ultracold gases [71, 75, 119]. In such states, an
atom-ion pair occupies a highly-excited rovibrational state close to the dissociation limit. Due to the
long-range nature of the atom-ion interaction, varying at large separations as �1/R4, the bond lengths of
these highly-excited states are on the order of 100 nm, which is comparable to the average interparticle
separation in dilute atomic gases. Moreover, it is predicted that hundreds of atoms may become bound by
a single ion [71] and the properties of these many-body molecular ions in quasi-1D systems have been
explored using ab initio techniques [75].

For many years however, the aforementioned theoretical works have largely been decoupled from
experimental reality. This is because observing the quantum effects studied by theorists requires atom-ion
experiments prepared at sub-µK temperatures. This presents a significant technical challenge, as this
temperature scale is at least two orders of magnitude colder than the ultracold temperature regime
for neutral systems [111]. An additional challenge is presented by the micromotion dynamics of ions
confined in radiofrequency (RF) Paul traps [303–306]. Ion micromotion limits the effectiveness of buffer
gas cooling techniques, since energy imparted to the ion by the driving RF field can be transferred to the
buffer gas through collisions [307, 308]. This has prompted researchers to consider alternative trapping
technologies, such as optical ion traps [309–314]. Whilst free from micromotion heating effects, optical ion
traps bring with them a unique set of challenges, including shallower trap depths [315]. Other approaches
in recent years have created cold free-floating ions by means of controlled pulsed field-ionisation [88].
Here, atoms are photoionised slightly above the ionisation threshold, such that their net kinetic energy
corresponds to tens of µK. If stray fields are sufficiently compensated, the ions remain trapped for tens of
µs. Their collisional dynamics can be steered using external fields and monitored with high spatial- and
temporal-resolution using an ion microscope [89].

Despite the new possibilities opened up with these two innovative experimental approaches, experi-
ments with ions in Paul traps continue to break new ground in the pursuit of ultracold atom-ion systems.
These achievements were driven by the development of approaches for mitigating the ion’s micromotion
by means of mass-imbalanced atom-ion mixtures [307, 316, 317] and trap parameter optimisation [318].
In 2020, Feldker and co. performed cooling of a single 171Yb+ ion with an ultracold buffer gas of 6Li
and measured collision energies at the boundary of the s-wave scattering regime [83]. Then in 2021,
Weckesser et al. raised the bar yet again by observing the first atom-ion Feshbach resonances in a 6Li-138Ba+

system [84]. This work was extended in 2024 by introducing external electric fields for tuning atom-ion
collision energies over several orders of magnitude [85]. Here, Thielemann et al. used electric fields to
control the excess kinetic energy of the 138Ba+ ion, enabling them to probe atom-ion collisions in both
classical and quantum regimes and assign the partial wave character of several Feshbach resonances.
Furthermore, in 2022 Pinkas et al. reported the trap-assisted formation of weakly-bound molecular ions
created via binary collisions of 87Rb and 88Sr+ [319].

These exciting advancements highlight the rapidly narrowing gap between experiment and theory and
provide fresh motivation for expanding our theoretical understanding of atom-ion systems. In this regard,
we now introduce two scientific contributions related to interactions between ions and ground-state
atoms [SC1, SC3]. In [SC1], we perform an extensive analysis of the low-energy excitations of a three-body
system of two bosons interacting with an ion. We explore the impact of competing atom-atom and
atom-ion correlations on the energy and structure of the eigenstates, focusing particularly on mesoscopic
atom-ion bound states. Exploring few-body quantum systems such as this can be beneficial because whilst
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being simpler to describe than many-body systems, they can still exhibit complex and rich behaviours
with implications for fundamental physics and quantum technology. Building on this understanding,
in [SC3] we explore the dynamics of trapped atoms interacting with a mobile ion, which we employ as an
external drive for realising quantum state transfer of the atoms between different vibrational trap states.
The ability to control and manipulate quantum states enables researchers to simulate and study complex
quantum phenomena, opening the door to a deeper understanding of many-body physics, condensed
matter systems, and chemical reactions.

4.1.1 The low-energy spectrum of a few-body atom-ion system [SC1]

Using the model potential (2.13) discussed in section 2.4, ab initio theoretical studies have investigated
the ground-state properties of mesoscopic molecular ions in the few- to many-body regime [75, 119].
However, a thorough treatment of the excited states of such systems was missing. This was the primary
motivation behind our first published work [SC1], in which we present an in-depth study of the low-energy
spectrum of a few-body atom-ion system.

Specifically, we focus on a one-dimensional hybrid trapped system consisting of a pair of neutral
bosonic atoms interacting with a single ion and explore how the competition between the zero-range
interatomic interaction and the long-range atom-ion interaction impacts the low-energy spectrum and
structure of the eigenstates. The Hamiltonian describing such a system in the laboratory frame is written
as:
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The first sum describes the non-interacting species sub-Hamiltonian consisting of Ns particles of mass
ms with position zs,i and longitudinal trapping frequency ws, where s 2 {A, I} for the atomic and ionic
species, respectively. The second sum describes the interaction between two atoms with separation rAA

ij =

|zA,i � zA,j|, which is modelled by a zero-range potential whose strength g is determined solely by a single
scattering parameter, the s-wave scattering length [320]. The third sum accounts for interactions between
an atom-ion pair at separation rAI

i = |zA,i � zI | using the model potential (2.13), whose parameters are
chosen such that it includes only the two most weakly-bound states.

To obtain the few lowest-energy eigenstates of (4.1), we make use of the multi-layer multi-configuration
time-dependent Hartree method for bosons (ML-MCTDHB) described in section 2.5.3. ML-MCTDHB
makes use of a product ansatz, which can be tailored to account for the level of correlation between
degrees of freedom by changing the number of configurations in the summation. In the laboratory frame
Hamiltonian (4.1), the long-range nature of the atom-ion interaction means that zA and zI are strongly
correlated, especially for atom-ion bound states. Therefore, greater numbers of terms in the product ansatz
are required, which can make ensuring convergence of the results more challenging. For this reason, we
instead work with relative coordinates, for example in a reference frame defined relative to the system’s
centre-of-mass or the absolute position of the ion, as discussed in section II B of [SC1].

The ground-state of the system is determined by propagating the initial ansatz in imaginary time,
which leads to exponential decay of contributions to the state from excited eigenstates such that over
sufficiently long time scales the wavefunction relaxes to the lowest-energy state [141]. To obtain excited
states, we make use of the improved relaxation algorithm [142–146]. In this case, the overlap of the target
state with the initial state as well as the energy separation of the eigenstates will determine how quickly
the result converges to the target state. Since there is no guarantee that the initial state will converge to the
desired excited eigenstate, we performed multiple relaxation runs using initial wavefunctions with added
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random noise to ensure we achieve sufficient overlap with the target eigenstate. In this way, we determine
the first five lowest energy eigenstates of the system for varying interatomic interactions strength g and
interspecies mass ratio b = mA/mI . We explore how the changing values of these parameters influence
the competition between the atom-atom and atom-ion correlations and how this subsequently impacts
the character of the states in the energy spectrum. In particular, we investigate both mass-balanced b = 1
and mass-imbalanced b 6= 1 mixtures in regimes of interatomic interactions ranging from g = 0 up to
large positive values approaching the Tonks-Girardeau limit [321–323].

We then carry out a careful classification of the properties of the low-excited states by examining the
distribution of energy among the various components of the Hamiltonian (4.1), the two-body correlations
in the system and changes to further observables, such as the expected atom-atom and atom-ion separa-
tions. We found that certain effects, such as an ion-induced bunching of the repelling atom pair, could
be described qualitatively using a mean-field approach, which assisted in developing a greater intuitive
understanding of the system.

The work completed in [SC1] could be extended to ions interacting with mixtures of bosons and
fermions, akin to triple-mixture systems which have received increasing attention in recent years [156, 158,
159]. In particular, ML-MCTDHB is well-suited as a numerical tool for investigating such problems due to
its ability to efficiently capture intra- and interspecies correlations. In addition, one could consider systems
combining atom-ion interactions with other long-range interactions, such as dipole-dipole interactions.
When taken alone, the latter already give rise to exotic phases such as quantum droplets [324–327] and
supersolidity [328–330]. Other avenues of future research could explore ultracold gases interacting with
lattice-like arrangements of ions for the purpose of simulating condensed matter phenomena.

4.1.2 Facilitating quantum state transfer with a driven ion-like potential [SC3]

Using the intuition developed from the time-independent system of [SC1], in our follow-up work
we shifted our focus to atom-ion dynamics. Prior works have examined non-equilibrium dynamics of
gases of ultracold atoms in the presence of static ions, such as the sudden immersion of an ion within a
BEC [175] and the use of the atom-ion interaction for controlled atom tunnelling in a bosonic Josephson
junction [176]. We go beyond these works by investigating dynamics involving a mobile ion, such as
collisions between atoms and ions in separate traps, in the spirit of similar works for neutral systems [168].

We began by simulating the dynamics of single ions moving at a constant velocity through a gas of
atoms trapped in one-dimension. For certain choices of the ion’s initial position and speed, we found
that striking patterns emerged in the atomic probability density. A prime example of one of these early
results is shown in figure 4.1. We see that regular periodic oscillations in the atomic density emerge out
of seemingly-disordered fluctuations at intermediate times. Fourier analysis of the signal revealed that
these oscillations emerge because the ion’s motion excites the atoms into a superposition of the first few
vibrational trap states. This excitation is possible because the ion’s presence breaks the parity symmetry
of the trapped atoms, leading to position-dependent couplings between neighbouring trap eigenstates
(see figure 1 in [SC3]).

This realisation motivated us to shift our focus toward deterministic state transfer of trapped atoms
into excited states using the ion’s motion as a control, where we seek to maximise the fidelity between the
atoms’s final state and some pre-defined target state. Knowing which state your system is in, preventing
unwanted coupling with its environment and transfering it to other states in a reliable and efficient
manner is the basis of quantum state engineering [331–333]. These abilities are essential for realising the
potential of quantum effects for applications ranging from information processing [334] to metrology [335].
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FIGURE 4.1: Time evolution of the probability density of a single harmonically-trapped atom
|yA(z, t)|2 interacting with an ion modelled by (2.13) which moves through the system at a
constant velocity. The ion’s trajectory is shown by the dashed line. At t = 0, the atom is in the
vibrational ground-state of the trap. For t > 0, the atom-ion interaction is switched on, perturbing
the atomic state. Out of the highly-disordered density pattern in the interval 4 < t < 7 emerges a
regular oscillation for t ' 7. Position and time are plotted in units defined by the characteristic
length R4 and energy scale E4 of the atom-ion interaction (see section 2.4).

Quantum state engineering with trapped ultracold quantum gases can be performed by driving the
system externally, such as by varying the underlying trapping potential [336–338] or moving external
potentials through the system [339–344].

In our work, the atom-ion model potential serves as the external drive. To simplify the problem,
we neglect the ion’s degree of freedom and treat it instead as a time-dependent one-body potential.
This could be realised experimentally by re-creating (2.13) using designer optical potentials [345] or by
using a tightly-trapped ion. The form of the atom-ion interaction potential (2.13) is unique among other
external drives considered in the literature because it has both a short-range repulsive barrier as well
as an attractive long-range tail, which offer additional flexibility. These two features each give rise to a
unique series of avoided crossings in the vibrational spectrum of the trapped atoms (see figure 1 (b) and
(c) in [SC3]), which can be exploited for transferring atoms to excited states.

We manipulate the external drive’s motion in such a way as to confine the atomic state to evolve in
time along an ideal “state path” (see figure 3 in [SC3]) and minimise loss to other states in the Hilbert
space. For this purpose, we devise two kinds of protocols for moving the external potential through the
atom trap. The adiabatic protocol relies on adiabatic-sweeping of the potential at certain critical points to
achieve state transfer. Whilst the performance of this protocol proves to be the comparatively robust to
errors in the position and shape of the external potential, it suffers from the fact that the sweep must be
slow enough to satisfy the adiabatic condition, leading to long protocol times which may be unrealistic for
experimental setups. In contrast, the tunnelling protocol offers faster state transfer because it exploits the
inherently short tunnelling time scales set by the size of the avoided crossings in the vibrational energy
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spectrum. However, this latter protocol is more sensitive to noise than the adiabatic protocol and requires
precise control over the external potential’s position and speed in order to deliver the best results.

Future extensions of [SC3] could explore state transfer in many-body bosonic systems, which even in
the non-interacting limit would present a challenge since the fidelity to the target state would decay to the
power of the number of atoms N. It could also be interesting to explore such systems in regimes of finite
interactions, such as quench dynamics triggered in atoms occupying excited trap states. Furthermore, by
considering binary or triple mixtures of atoms in excited trap states, one could explore the role of particle
statistics and study phononic excitations through preparing one species in an excited state, whose density
then acts as a lattice-like potential for the other species.

4.2 Macroscopic atom-ion systems

The works discussed in the previous section focused on interactions between ions and ground-state
atoms. We were particularly interested in effects arising from the mesoscopic scale of this interaction,
whose effective range is roughly two orders of magnitude larger than interactions between neutral atoms
in their ground-state. In this section, we now turn our attention to macroscopic atom-ion interactions which
exist between ions and atoms in highly-excited Rydberg states. Whilst a more thorough introduction
to Rydberg physics can be found in chapter 3, for the purpose of this section the most important piece
of information is that the atom-ion interaction strength strongly depends on the value of the principal
quantum number n. Specifically, the leading-order long-range interaction term scales as V µ �n7/R4 for
neutral atoms without permanent dipole moments. In this way, we may exploit the atomic structure as a
further control knob for modifying the interaction strength of atom-ion pairs.

This scalability of the atom-ion interaction was initially capitalised upon in proposals for creating
hybrid atom-ion systems free from unwanted heating effects due to the excess micromotion of ion’s
confined in Paul traps. Notably, Secker and co. recognised that by exciting atoms to Rydberg states, the
atom-ion interaction range could be scaled-up from the mesoscopic regime of 0.1 µm to the macroscopic
regime of several µm [91]. They proposed using this exaggerated interaction range to build hybrid
atom-ion setups in which the trapped atoms and ion do not overlap in space, thereby mitigating heating
of the atomic gas through collisions with the RF field driven ion. In a subsequent work [277], they
additionally proposed using Rydberg dressing to engineer repulsive atom-ion interactions, preventing
short-range collisions which cause ground-state atoms to sample the ion’s micromotion. Over the years,
other theoretical works have studied cold ion-Rydberg collisions [346] and proposed the use of Rydberg
dressing for optical shielding schemes to facilitate controlled atom-ion collisions [347]. Macroscopic ion-
Rydberg interactions have also been observed in experiment [90, 279, 348], including the demonstration of
an analogous Rydberg blockade mechanism resulting from the ion-Rydberg interaction [90].

More recently, it was found that Rydberg-enhanced atom-ion interactions can in fact become strong
enough for pairs of ions and Rydberg atoms to bind together over macroscopic distances [92, 93]. The local
minima of the binding potential was found to scale approximately as n5/2 [SC2], such that in principle the
ion-Rydberg bond length may grow arbitrarily large. However, in reality it is limited by the decreasing
depth of the binding potential which decays as n�3 [SC2, 93].

These ion-Rydberg dimers were observed for the first time in 2022 in cold dilute gases of 87Rb [95].
Here, Zuber et al. photoassociated the vibrationally-bound ion-Rydberg states in a two-step process by
first producing a single low-energy ion out of the 87Rb gas [88]. They subsequently photoassociated
the bound pair with help of a second laser scheme in resonance with vibrational states in the dimer
binding potential. Not only were they able to measure the vibrational spectrum, their high-resolution
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ion microscope setup [89] enabled them to additionally measure the bond length and orientation of
individual dimers. Furthermore, introducing time delays allowed them to perform mass-spectroscopic
measurements, confirming that the pairs were truly bound. Similar time-of-flight measurements were
also used to determine the lifetime of the molecules, which they found to be on the order of 1 - 10 µs
depending on the value of n.

In what follows, we discuss three scientific contributions [SC2, SC4, SC5] which explore systems
involving interacting ion-Rydberg pairs. In section 4.2.1, we discuss our contribution [SC4] in which we
worked in collaboration with an experiment at Universität Stuttgart performing in situ observations of
ion-Rydberg dynamics. The motion of the pair takes place in a regime where non-adiabatic couplings give
rise to myriad possible collision channels, essentially constituting a branching-problem for the colliding
ion-Rydberg pair. In order to gain additional insight beyond what can be deduced from experimental
measurements, we developed a model to describe the dynamics of the pair on this landscape of coupled
PEC and explored ways in which the experimental control parameters may be used to steer the branching
ratio of the ion-Rydberg pairs along the collision channels. In section 4.2.2, we then discuss the remaining
works [SC2, SC5] which focus on the stability of ion-Rydberg systems in the presence of other atomic
species. In particular, we explore the possibility for the formation of charged triatomic molecules of 87Rb+3
and 87Rb2+

3 .

4.2.1 Observing ion-Rydberg nuclear dynamics in situ [SC4]

Due to their large bond lengths and shallow binding potentials, ion-Rydberg dimers exhibit rotational
splittings on the scale of 100 - 1000 Hz and vibrational splittings of 10 - 100 MHz, depending on the value
of n. This has two important consequences for their molecular dynamics. First, the narrow rotational
splitting means that time scales for rotational motion exceed the radiative lifetime of the Rydberg state.
Thus, over the lifetime of the Rydberg atom, the molecule can be considered to have a fixed orientation.
Second, the narrow vibrational splitting translates to vibrational wavepacket dynamics on time scales of
µs, approximately six orders of magnitude slower than vibrational dynamics in molecules which are close
to their electronic ground-state.

These two properties make ion-Rydberg systems attractive as a platform for observing molecular
dynamics and other fundamental chemical processes. For conventional molecules, such observations
are challenging because ultrafast pulses are required to resolve the dynamics and strong external fields
are needed to ensure the alignment of the molecules [98]. In contrast, ion-Rydberg dynamics can be
resolved using imaging techniques with only ns or 100 ns resolution. Additionally, the ion-Rydberg pair
is highly-sensitive to external fields, such that aligned molecules can be prepared using comparably weak
fields of mV/cm.

These features have been exploited recently in the group of Tilman Pfau at Universität Stuttgart to
perform in situ observations of ion-Rydberg dynamics. Pfau’s group first reported observations of the
dynamics of a bound ion-Rydberg pair triggered by an external field and imaged using an ion micro-
scope [96]. In an extension of this work, we collaborated with them on a joint project studying the collisions
of unbound ion-Rydberg pairs [SC4]. To provide some further background to our contribution [SC4], we
begin by discussing the results of the first experiment [96].

Here, authors Zou and co. prepared ion-Rydberg dimers at t = 0 in the presence of a weak electric
field, which breaks the symmetry of the system and enables selective photoassociation of molecules with
a specific orientation relative to the field axis. For t > 0, the field is quenched to zero and the system is
knocked out of equilibrium, such that the molecular wavepacket undergoes oscillatory dynamics within
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the binding potential. Due to the range of the ion-Rydberg interaction, the wavepacket oscillates with an
amplitude of roughly 0.5 µm. The variation in internuclear separation was imaged destructively over
an interval of roughly 1 µs using the ion microscope. Due to the anharmonicity of the binding potential,
the amplitude of the oscillation undergoes collapse and revival dynamics [349]. Whilst the wavepacket’s
amplitude was observed to decay over time, observing subsequent revival of the amplitude was hindered
by the short lifetime of the molecules in the experiment.

Whilst the work [96] studied wavepacket dynamics confined within a binding potential connected
asymptotically with the Rydberg P-state, in [SC4] we sought to understand and control the vibrational
dynamics on PEC connected asymptotically with the Rydberg S-state. In the asymptotic limit, the leading-
order energy corrections to the P and S Rydberg states are both described by a polarisation potential
V µ �n7/R4. However, at decreasing internuclear separations the shape of their PEC deviate significantly
as they couple to different neighbouring PEC. The P-state PEC forms a series of binding potentials due to
avoided crossings with neighbouring low-field seeking states. In contrast, the S-state PEC exhibits no
binding potential because it couples instead to high-field seeking states. Therefore, ion-Rydberg pairs
interacting through PEC in this part of the spectrum experience a consistently attractive interaction,
causing them to collapse inward to R! 0 instead of oscillating as was the case in [96]. For this reason,
S-state Rydberg atoms interacting with ions provide a platform for studying collisions, which is relevant
for gaining insight into a broad range of phenomena, such as thermalisation [350], the catalysis of chemical
reactions through enzymes [351] and properties of plasmas [352].

Another characteristic which fundamentally alters the nature of the dynamics near the S-state are
the non-adiabatic couplings to neighbouring PEC, which are stronger than those to neighbouring curves
of the P-state due to the smaller size of the avoided crossings. As a result, whilst the dynamics in [96]
occurs essentially on a single PEC, the dynamics observed in [SC4] involves multiple coupled collision
channels. The stark difference in gradient of the PEC of the shallow S-state polarisation potential and
the steep high-field states gives rise to distinct collisional time scales, depending on which channel the
wavepacket follows. Furthermore, the dynamics in this regime exhibits the counterintuitive property
that wavepackets with higher collision energies will collide slower. This is because faster wavepackets
are more likely to undergo non-adiabatic transitions and remain on the shallow polarisation potential.
Therefore, initially fast pairs experience a weaker inward acceleration than their slower counterparts.

Our contribution to the project was to model the dynamics of ion-Rydberg pairs on the series of
coupled PEC near the Rydberg S-state. These theoretical results provide a comparison to and insight
into the experimental observations. For a given set of initial conditions, we simulated the wavepacket’s
trajectory across all open collision channels and weighted the results with the probability of following
each channel, determined from the Landau-Zener transition probability (2.8). Furthermore, in order to
compare the results of the simulations with the measurements in a meaningful way, it was necessary to
account for various experimental parameters and additional time-delays present in the measurement
scheme as well as the projection of the true internuclear distance on the 2D micro-channel detection plate.

Whilst we initially used our model to better understand the system, we later explored the possibility
for controlling the dynamics using experimental control parameters. We focused in particular on the
detuning of the Rydberg excitation laser, which determines the initial separation of the ion-Rydberg pair
R0. The value of R0 has a strong influence over the time scale of the collision, since it affects the branching
ratio of pairs along the steep and shallow collision channels. For example, pairs excited at smaller R0 are
more likely to exhibit adiabatic dynamics and follow steep collision channels, since the energy gaps of
avoided crossings between neighbouring adiabatic PEC grow larger at smaller internuclear separations.
Equally, pairs excited at larger R0 have a higher probability of undergoing non-adiabatic transitions since
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they not only encounter avoided crossings with a smaller gap size, but also gain additional kinetic energy
from rolling inward on the polarisation potential. As a result, pairs formed at larger R0 show a greater
tendency to follow the shallow collision channel and collide more slowly.

By controlling R0, it should therefore be possible to observe a change in the nature of the dynamics
from slow non-adiabatic motion of the nuclei along the polarisation potential at large R0 to fast adiabatic
motion at small R0. In addition, varying the principal quantum number n of the Rydberg state should
also have an impact on the dynamics. For example, with increasing n the crossings between the S-state
and the high-field seeking states become narrower such that non-adiabatic transitions are more likely.

Our simulations showed that this intuition indeed holds on the single-particle level. However, this
trend cannot be observed as clearly when accounting for the uncertainty in the initial separation of the
ion-Rydberg pair due to the finite linewidth of the excitation laser (approximately a few MHz) and the
temperature of the gas (approximately 20 µK). Since the nature of the dynamics is strongly dependent
on the initial separation, the variation in R0 between measurements limits the degree of control over the
branching ratio of ion-Rydberg pairs in the experiment.

Nonetheless, the works [SC4, 96] represent an important step toward realising experiments that can
perform state-to-state chemistry and steer reactions along specific pathways with a small number of
experimental control parameters. In the more immediate future, one could extend our work by exploring
collisional association of ion-Rydberg dimers, where an unbound ion-Rydberg pair is excited onto the
asymptotic region of the P-state’s polarisation potential and then rolls inward along the binding potential.
This experiment could be performed already with the setup available in Stuttgart and our code developed
for modelling the dynamics could be straightforwardly ported.

4.2.2 Triatomic ion-Rydberg molecules [SC2, SC5]

In this remaining section, we outline our final two scientific contributions which study three-body
systems of an ion-Rydberg pair interacting with an additional atomic species. In particular, in [SC2]
we examine an ion-Rydberg pair in the presence of an additional ground-state atom and in [SC5] we
study a Rydberg atom interacting with a pair of ions. We focus specifically on the existence of metastable
three-bound bound states.

As discussed in section 3.2.3 as well as in the introduction of section 4.2, a Rydberg atom can bind
to a distant ion over macroscopic distances due to the long-range electrostatic interaction between the
ion’s charge and the induced dipole moment of the Rydberg atom [92, 93]. These dimers have been
photoassociated in cold atomic gases [95] and their lifetime was measured to be on the scale of 1 - 10µs.
This result came as quite a surprise, since the current theoretical understanding suggests that the lifetime
of these molecules should be limited only by radiative decay of the Rydberg atom [93, 283], which takes
place on time scales of 100 - 1000 µs. Since charge exchange and non-adiabatic decay rates are also
too low to explain the measured lifetimes [93, 283], we decided to investigate the possible influence of
the background neutral gas on the lifetime of the molecule. It is out of these considerations that our
project [SC2] emerged.

The clue that led us to consider that the background gas may be of relevance came from the range
of gas densities that were reportedly used in the experiment in [95]. In particular, we found that the
corresponding average interparticle spacings are comparable to, or even smaller than, the expected
size of the Rydberg electron’s orbit. Therefore, it seems plausible that collisions between the Rydberg
atom and background gas atoms could occur on the lifetime of the Rydberg state. Using the reported
experimental parameters, we determined that the classical scattering rate between the Rydberg atom



38 Chapter 4. Summary of scientific contributions

and the background gas atoms is the same order of magnitude as the decay rates measured in [95].
The details of this calculation are provided in appendix C. As has been done for similar works studying
collisional-decay of ULRM [236], the results of the classical scattering model could be tested by performing
measurements of the molecular lifetime at variable background gas densities, for which the classical model
predicts a linear dependency. Beyond providing an explanation for the measured molecular lifetimes,
confirming the validity of this hypothesis would offer a path to observing molecular vibrations over longer
time scales than was possible in the work [96] discussed in section 4.2.1, thus enabling the observation of
collapse and revival dynamics of vibrational wavepackets.

Whilst collisions with background gas atoms may indeed destabilise ion-Rydberg dimers, the presence
of the background gas may also enable the formation of more complex polyatomic molecular species.
This idea was the focus of our work [SC2], in which we consider an interacting three-body system of an
ion, a Rydberg-state atom and a background gas atom in its electronic ground-state. Employing the Fermi
pseudopotential formalism to describe the scattering between the Rydberg electron and the ground-state
atom (see section 3.2.2 and in particular equation (3.6)), we demonstrate that ground-state atoms can
become bound within regions of high electron density in the orbit of the Rydberg electron, whilst the
Rydberg atom itself is electrostatically-bound to the ion.

We first determine adiabatic PES for the three-body system by diagonalising the system’s electronic
Hamiltonian in a finite basis of atomic Rydberg states. These exhibit local minima formed by the mixing
of electronic states with low and high angular momentum character, which are coupled due to the
ion’s electric field. Two series of minima emerge, differing in the magnetic quantum number m of the
underlying electronic states, which results in distinct nodal structures in the Rydberg electron’s charge
density. Inspired by the shape of their charge density, we classify these series as “snow angels” and
“squids”. We determine the vibrational states of the system using the multi-configuration time-dependent
Hartree (MCTDH) method, described in section 2.5.3. These results reveal that the wells support both
linear as well as nonlinear three-body bound states, where the ground-state atom is bound to regions of
high electron density via attractive scattering.

The triatomic states considered in this work can be thought of as a non-polar ULRM bound to a distant
ion. Future work could instead study the interaction of an ion interacting with a polar ULRM, such as
a trilobite molecule. The large permanent dipole moment of the trilobite molecule would make such a
system attractive for exploring the old problem of a charge interacting with a polar molecule [353–357],
a system which in principle supports an infinite number of bound states above a critical value of the
molecule’s dipole moment given by the Fermi-Teller limit [358, 359].

We now turn to the final scientific contribution of this thesis [SC5]. Before describing the work however,
we note that in both of the works previously discussed [SC2, SC4], the ion-Rydberg interaction potentials
are dominated by the interaction of the Rydberg atom’s dipole moment with the electric field of the ion
(see discussion of ion-Rydberg interactions in section 3.2.3). The higher-order terms in the multipole
interaction series provide mainly quantitative corrections to the PEC [360]. However, we have also
found that these terms have a non-trivial impact on the strength of the non-adiabatic couplings between
neighbouring PEC. For example, changing the sign of the ion’s charge from positive to negative causes the
avoided crossing associated with the ion-Rydberg binding potential to shrink by an order of magnitude,
leading to considerably larger predictions for the non-adiabatic decay rates. This effect is chiefly caused
by the quadrupole moment of the Rydberg electron and the results are discussed in appendix B.

The motivation of our work [SC5] was thus to explore regimes in which the role of the charge-dipole
interaction term is reduced, or even absent entirely, such that other terms in the multipole expansion



4.2. Macroscopic atom-ion systems 39

dominate the physics of the system. One way to realise such a scenario is by considering a system of two
cations arranged symmetrically on either side of a Rydberg atom, such that the Rydberg’s dipole moment
averages to zero. Hence, the leading-order term in the interaction series (3.8) is now the interaction
of the ions with the Rydberg atom’s quadrupole moment. However, the presence of the second ion
also introduces a repulsive Coulomb interaction between the ion pair, which threatens to dominate the
ion-Rydberg interaction entirely. In the electronic ground-state, this indeed appears to be the case, where
analogous systems such H2+

3 are not expected to be stable [361–363]. However, since Rydberg interactions
scale with n, it may be possible to find regimes in which the ion-Rydberg interaction can compete against
the Coulomb repulsion.

To investigate this, we study a three-body system of an 87Rb Rydberg atom interacting with two 87Rb+

cations. Using perturbation theory, we compare the scaling of the relative strengths of the ion-Rydberg
and Coulomb interactions with the principal quantum number n. We find that above a critical value
of n ⇡ 66, the ion-Rydberg interaction begins to dominate the Coulomb repulsion and can in principle
lead to the formation of long-range binding potentials through mixing of Rydberg states in neighbouring
hydrogenic manifolds. These predictions are supported by numerical results, where we determine the
adiabatic PES of the 87Rb2+

3 system by diagonalising the electronic Hamiltonian in a finite basis of atomic
Rydberg states. The PES reveal a host of potential wells with depths of several GHz formed by avoided
crossings between Rydberg states in neighbouring hydrogenic manifolds at internuclear separations
approximately 2 - 3 times the size of the extent of the Rydberg electron’s orbit. Importantly, our numerical
results reveal that binding potentials can form at smaller values of n than was predicted by first-order
perturbation theory.

Using finite difference methods, we then show that these wells are deep enough to support several
bound vibrational states of 87Rb2+

3 (see appendix D for details). Whilst the depths of the wells quickly
diminish with increasing n, they should be deep enough to support bound states in the range 24 < n < 40.
Next, we investigate the stability of the molecular states by determining decay rates for Coulomb explosion
and charge transfer processes. We describe the former process through semi-classical tunnelling of the
bound vibrational wavepackets out of the potential well created in the adiabatic PES. Similarly, we model
the latter process by determining the semi-classical tunnelling rate of the Rydberg electron between ionic
cores. Our results indicate that the rate of Coulomb explosion is only relevant for the highest excited
vibrational states, whilst the rate of charge transfer is strongly dependent on the value of n. In particular,
we expect a difference of over two orders of magnitude in the charge transfer rate between states bound in
wells at n = 35 and n = 38. The charge transfer rate decreases with n, such that at n = 38 the rate should
be comparable or less than the rate of radiative decay of the Rydberg atom.

In summary, we have explored a metastable system which counterintuitively becomes more stable as
additional energy, in the form of a Rydberg excitation, is provided to it. The strong dependence of the
charge transfer rate on n may make such systems an interesting playground with which to study charge
exchange in future. In addition, we could also explore the role of non-adiabatic decay, which are generally
relevant in Rydberg molecular systems due to their high density of electronic states.
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Spectral properties of a three-body atom-ion hybrid system [SC1]
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We consider a hybrid atom-ion system consisting of a pair of bosons interacting with a single ion in a quasi-
one-dimensional trapping geometry. Building upon a model potential for the atom-ion interaction developed in
earlier theoretical works, we investigate the behavior of the low-energy eigenstates for varying contact interaction
strength g among the atoms. In particular, we contrast the two cases of a static ion and a mobile ion. Our
study is carried out by means of the multilayer multiconfiguration time-dependent Hartree method for bosons, a
numerically exact ab initio method for the efficient simulation of entangled mixtures. We find that repulsive atom
interactions induce locally distinct modifications of the atomic probability distribution unique to each eigenstate.
While the atoms on average separate from each other with increasing g, they do not necessarily separate from
the ion. The mobility of the ion leads in general to greater separations among the atoms as well as between the
atoms and the ion. Notably, we observe an exchange between the kinetic energy of the atoms and the atom-ion
interaction energy for all eigenstates, which is both interaction and mobility induced. For the ground state, we
provide an intuitive description by constructing an effective Hamiltonian for each species, which aptly captures
the response of the atoms to the ion’s mobility. Furthermore, the effective picture predicts enhanced localization
of the ion, in agreement with our results from exact numerical simulations.

DOI: 10.1103/PhysRevA.103.033303

I. INTRODUCTION

Over the past decades, our understanding of the physics of
neutral ultracold atom and laser-cooled ion systems has seen
unprecedented development, which has borne deep insights
into their underlying and emergent physical phenomena. The
superb degree of control achieved over these two quantum
systems enables a high degree of accuracy and precision at
both the single- and many-particle levels and has established
them at the forefront of modern quantum many-body research.
Recently, the two fields have been combined [1–4], creating
a versatile experimental platform for exploring fundamental
interaction processes between atoms and ions at milli-Kelvin
to micro-Kelvin temperatures [5,6]. The most prominent
experimental and theoretical accomplishments to date in-
clude studies on atom-ion collisions and reactions [7–11]
and related phenomena, such as the formation of chemical
bonds [12,13], sympathetic cooling [4,14,15], and charge
transport [16,17]; quantum simulation of condensed matter
physics [18] and polaron models [19,20]; quantum informa-
tion investigations in the context of controlled entanglement
generation [21,22] and decoherence effects [23]; and preci-
sion measurements where the ion acts as a local probe of the
host gas’s properties [3,4,24].

One of the ongoing challenges faced by experimentalists
in the field of atom-ion research is to create hybrid systems
at nano-Kelvin temperatures. The nano-Kelvin scale marks
the boundary of the ultracold regime, in which quantum

*dan.bosworth@physnet.uni-hamburg.de

phenomena dominate. The earliest hybrid traps were based
on a straightforward superposition of optically trapped atoms
with ions confined in a Paul trap. The drawback of this
scheme was found to be a heating mechanism caused by the
excess micromotion of the ion [25,26]. In an effort to over-
come this perceived limitation, several alternative schemes
are currently being pioneered, such as photoionization of an
atomic cloud using a femtosecond laser [27], optical traps for
ions [28–32], and highly excited Rydberg atoms within an
atomic cloud [17,33,34].

In addition to the endeavors with alternative trapping
schemes, proposals were also made to use the established
Paul trap approach with a 6Li - 174Yb+ hybrid mixture [35],
whose high mass imbalance was predicted to undermine the
micromotion-induced heating. This setup was realized in a
recent experimental breakthrough [36], reaching temperatures
in the s- and p-wave scattering regime. In this regime of few
partial waves, the increasingly weighty quantum effects lead
to deviations away from classical predictions and may en-
able the experimental observation of hitherto-unseen atom-ion
Feshbach resonances [37]. The presence of such a resonance
would allow for complete control over the scattering parame-
ters and thus, over the atom-ion interaction itself.

These recent experimental advances provide fresh impe-
tus to extend the current theoretical understanding about the
nature of the long-range atom-ion interaction at zero temper-
ature. In this T = 0 regime, the inelastic processes dominate
the system’s scattering dynamics and atoms can be captured
in the weakly bound states of the atom-ion polarization po-
tential. These bound states enable the formation of so-called
mesoscopic molecular ions, which are typically hundreds of
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nanometres in size [38,39]. The amount of atoms captured by
the ion is limited by the interaction strength among the atoms.
The kinetic energy released during the capture process is dis-
tributed via phonon excitations among the unbound fraction
and a density disturbance is created at the ion position [40,41]
or even, in the limit of a Tonks-Giradeau gas, a density bub-
ble [42].

In our previous studies, we performed detailed analysis
of the ground-state properties and dynamical behavior of an
atom-ion hybrid system for a static ion in a quasi-1D sys-
tem [41,43], analogous to the aforementioned 6Li - 174Yb+

mixture. We have also examined the case of an equal mass
system [39], analogous to optically trapped ions subject to the
same external potential as the neutral atoms. In this work, we
present an extension of both these investigations to the lowest
energy eigenstates of a few-body system composed of a single
ion and two neutral bosonic atoms at zero temperature, with
both species parabolically confined in a quasi-1D geometry.
The eigenstates of our few-body hybrid mixture are obtained
via the multilayer multiconfiguration time-dependent Hartree
method for mosons (ML-MCTDHB) [44,45], a numerically
exact ab initio method that efficiently accounts for the intra-
and interspecies correlations via a time-dependent, variation-
ally optimized basis. Previously, ML-MCTDHB has been
successfully applied to solve similar problems in mixtures of
neutral bosonic species [46,47] and there is also an exten-
sion for dealing with mixtures of both bosonic and fermionic
species [48–50]. Our chosen numerical method requires in-
teractions to be finite valued at all spatial grid points of the
system, including at distances below the range of validity R0
of the atom-ion interaction’s long-distance tail, which varies
with the atom-ion separation r as −1/r4. To this end, we
employ a model interaction potential whose parameters can
be mapped to the real scattering parameters by means of
quantum defect theory [43]. We characterize the five lowest-
energy eigenstates of our few-body hybrid mixture across
regimes of weak to strong atomic interactions through using
the atom-atom and atom-ion distance correlations, number
state composition, and distribution of the total energy among
the energy components.

This work is organized as follows. In Sec. II, we introduce
our model Hamiltonian, describe the form of the atom-ion in-
teraction, and present our numerical methodology. In Sec. III,
we present the eigenstate spectrum of our three-body molec-
ular ion system, before proceeding to examine the effects
of varying interatomic interactions and ion mobility on the
individual eigenstates in Sec. IV. In Sec. V, we conclude with
a summary of our findings, examine the experimental viability
of our model, and discuss prospective directions for future
work.

II. ATOM-ION HYBRID MODEL AND
NUMERICAL APPROACH

In this section, we first present the Hamiltonian describing
the atom-ion hybrid system in the laboratory frame (Sec. II A).
We then introduce two alternative coordinate frames, which
will prove themselves useful for the numerical treatment
and physical analysis (Sec. II B). Finally, we provide a brief
overview of the computational approach used throughout

this work (Sec. II C) and define several physical quantities,
which we will use to characterize the low-energy eigenstates
(Sec. II D).

A. Atom-ion hybrid model

We consider a system composed of a single ion of mass mI
and N neutral bosonic atoms of mass mA at zero temperature.
We assume that both species are confined within quasi-1D
parabolic traps, such that they can only move along the z
direction, with axial trapping frequency ωA for the atoms
and ωI for the ion. The atom-atom interactions are of s-wave
character and are described by a contact pseudopotential.

When approaching a charged particle, the neutral atoms be-
come polarized, resulting in long-range interactions between
the ion and the induced dipole moments of the atoms. At large
separations, the interaction between an atom at position zA and
an ion at position zI behaves as −αe2/2(zA − zI )4, where α is
the polarizability of the atom and e is the elementary charge.
This interaction introduces a new length R∗ =

√
αe2mA/h̄2

and energy scale E∗ = h̄2/2mAR∗2 to the system, in addition
to those set by the external traps. In atom-ion hybrid experi-
ments [6], the interaction range is typically R∗ ≈ 100 nm.

To properly account for interactions between the atomic
and ionic species at all distances, while also ensuring our
model is numerically tractable, we introduce a short-distance
cutoff to the 1/r4 potential and describe the interaction at
small separations by a repulsive barrier. The explicit model
interaction used was developed previously in earlier works
based on quantum defect theory [41,43] and can be expressed
in units of E∗ and R∗ as

VAI (r) = v0e−γ r2 − 1

r4 + 1
κ

, (1)

where r = zA − zI denotes the atom-ion separation, v0 is the
height, and γ is the width of the repulsive short-range barrier,
while κ sets the short-range cutoff to the attractive tail and
determines the number of bound states. It has been shown
theoretically that at ultracold temperatures the rate of inelastic
atom-ion collisions is larger for states with smaller binding
energies [38]. Accordingly, we choose our model parameters
to be v0 = 3κ , γ = 4

√
10κ , and κ = 80, in units of E∗, R∗−2,

and R∗−4, respectively. This choice accounts for the two up-
permost bound states closest to the continuum E = 0 [43].

The species Hamiltonians HA and HI take the following
form in units of E∗ and R∗:

HA =
N∑

i=1

(
− ∂2

∂z2
Ai

+ z2
Ai

l4
A

)
+

N∑

i< j

gδ(zAi − zA j ) (2a)

= KA + PA + VAA,

HI = −β
∂2

∂z2
I

+ z2
I

l4
Aβη2

= KI + PI , (2b)

where zAi denotes the position of the ith atom, lA =√
h̄/mAωA/R∗ is the oscillator length of the parabolically con-

fined atoms rescaled by R∗, g is the effective strength of the
atom-atom interaction, β = mA/mI is the interspecies mass
ratio, zI is the position of the ion, and η = ωA/ωI is the ratio
of the trapping frequencies. KA and KI abbreviate the kinetic
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FIG. 1. The first four lowest-energy solutions to the single-
particle eigenvalue problem h1bφi(zA) = εiφi(zA) [see Eq. (3)],
describing a single atom in a harmonic trap interacting with a static
ion localized at z = 0. The effective potential experienced by the
atom is given by the solid black curve. The eigenstates {φi(zA)}3

i=0
(filled curves) are shown along red dashed lines, which indicate their
eigenenergies {εi}3

i=0. Energies and lengths are given in units of E∗

and R∗ set by the atom-ion interaction. The harmonic trap length is
lA = 0.5, in units of R∗.

terms, PA and PI are the external potentials, and VAA is the
contact interaction. We fix lA = 0.5, η = 1, and N = 2 for the
remainder of this work.

To provide some basic intuition for the system at hand, we
assume that the ion is localized at the origin (i.e., lI = 0, well
approximated by either a heavy ion or a tight trap) and that the
atoms are noninteracting (g = 0). In this case, the ion acts as
a one-body potential for the atoms and does not receive any
feedback from them. Our model reduces to a single-particle
problem,

h1b = − ∂2

∂z2
A

+ z2
A

lA4 + VAI (zA), (3)

which describes a single atom in an effective potential, being
the superposition of the harmonic trap and atom-ion potential
(see solid black curve in Fig. 1). The Schrödinger equation
belonging to the one-body Hamiltonian h1b can be solved
straightforwardly using exact diagonalization. We choose to
use a fast Fourier transform (FFT) discrete variable represen-
tation (DVR) basis.1 The four lowest-energy single-particle
eigenstates {φi(z)}3

i=0 of the eigenvalue problem h1bφi = εiφi
are depicted in Fig. 1. As mentioned above, our choice of
parameters for the model interaction (1) results in two bound
states in the atom-ion potential: φ0 and φ1. Due to the steep
−1/z4 contribution, these two bound states share a similar
spatial extent (∼R∗) and the peaks of their probability am-
plitudes coincide with the potential minima at ≈ ±0.3R∗. In

1Specifically, we use a FFT DVR basis of size n = 333, which
ensures the single-particle eigenenergies are converged up to the
sixth decimal place.

contrast, the higher energy eigenstates φ2 and φ3 are extended
across the harmonic trap (∼2R∗) with a significantly smaller
probability amplitude at the potential minima. From now on,
we will refer to φ0 and φ1 as molecular orbitals and φ2 and φ3
will be called vibrational orbitals.

In this work, we perturb this single-particle picture h1b
in two ways: first by considering interactions between the
trapped pair of bosons and second by including the motion of
the ion. The former is parameterized by the contact interaction
strength g and the latter is parameterized by the mass ratio
β, which determines the relative localization between the two
trapped species.

B. Nonlaboratory reference frames

We emphasize that in the laboratory frame (LF), the atomic
and ionic degrees of freedom are highly entangled because
atoms can be bound to the mobile ion, which possesses a spa-
tially extended probability density. This fact makes it difficult
to obtain well-converged numerical results. To account for
these correlations, we replace the atom coordinates zAi with
the relative distances with respect to the ion ri = zAi − zI .
The remaining ion coordinate zI can be retained (ion frame,
IF) or replaced by the combined center of mass R = (mIzI +
mA

∑
i zAi )/M of the system, where M = mI + NmA is the

system’s total mass (center of mass frame, CMF).
The primary frame used for the numerical simulations was

the CMF, whose main advantage is its numerical stability
during eigenstate acquisition and its more rapid conver-
gence compared to the other frames. The corresponding CMF
Hamiltonian is given by

H =
N∑

i=1

(
−(1 + β )

∂2

∂r2
i

+ (1 − d )
r2

i

l4
A

)

+
N∑

i=1

(
v0 exp

(
− γ r2

i

)
− 1

r4
i + 1

κ

)

+
∑

i< j

(
gδ(ri − r j ) − 2β

∂

∂ri

∂

∂r j
− 2d

l4
A

rir j

)

− d
∂2

∂R2
+ 1

l4
Aβη2

(1+Nβη2)R2 + 2d
l4
Aβη2

(η2−1)
N∑

i=1

Rri,

(4)

where the parameters have the same meanings as discussed
in Sec. II A and d = β/(1 + Nβ ). For equal trapping fre-
quencies η = 1, the above Hamiltonian decouples into two
sub-Hamiltonians: one for the center of mass coordinate R and
the other for relative coordinates {ri}. The center of mass sub-
Hamiltonian HR(η = 1) = −d ∂2

∂R2 + R2

l4
Ad describes a quantum

harmonic oscillator of mass M = 1/2d and frequency + =
2/l2

A and can be solved analytically. The atom-ion interaction
now takes the form of a one-body potential, as was also
the case for the static ion example discussed in Sec. II A.
However, the ion’s motion induces two additional interactions
between the relative coordinates, namely the positional (rir j)
and the derivative ( ∂

∂ri

∂
∂r j

) couplings. In the limit of a static ion
(β → 0), these additional interactions vanish, and for g = 0,
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we recover the one-body Hamiltonian (3) describing a single
boson interacting with a static ion.

The other frame used for analysis was the IF. While the IF
is less efficient than the CMF, it is nonetheless more efficient
than the LF since the entanglement between the interspecies
degrees of freedom is reduced. Due to numerical instabilities,
however, it is challenging to obtain higher excited states in the
IF, which limits the analysis in this frame solely to the ground
state. Nevertheless, in contrast to the CMF, the IF provides
access to the single-particle atomic ρ1(zA) and ionic ρ1(zI )
density distributions, which are laboratory frame quantities
and thus allow for an easier interpretation (see Supplementary
Material in Ref. [39]). The IF Hamiltonian is given by

H =
N∑

i=1

(
−(1 + β )

∂2

∂r2
i

+ r2
i

l4
A

)

+
N∑

i=1

(
v0e−γ r2 − 1

r4 + 1
κ

)

−β
∂2

∂z2
I

+ 1
l4
A

(
N + 1

βη2

)
z2

I

+
∑

i< j

(
gδ(ri − r j ) − 2β

∂

∂ri

∂

∂r j

)

+ 2
N∑

i=1

(
zI ri

l4
A

+ β
∂

∂zI

∂

∂ri

)
. (5)

Note that the derivative coupling term ( ∂
∂ri

∂
∂r j

) is also present
in this frame and that zI and ri cannot be decoupled for any
choice of parameters.

C. Computational approach

To solve for the lowest energy eigenstates of our
three-body problem, we employ the multilayer multicon-
figuration time-dependent Hartree method for bosons (ML-
MCTDHB) [44,45]. ML-MCTDHB is a numerically exact
ab initio method for performing time-dependent simulations
of many-body quantum dynamics and it belongs to a wider
family of multiconfiguration Hartree-Fock methods [51–54].
In the same manner as its sibling methods, ML-MCTDHB
utilizes a variationally optimized time-dependent basis which
enables us to perform efficient calculations in a truncated
Hilbert space, while ensuring that we fully cover the ac-
tive subspace of the complete Hilbert space. The multilayer
expansion allows for adopting the wave-function ansatz to
system-specific intra- and interspecies correlations. As a re-
sult, it is able to more efficiently treat mixtures with large
numbers of particles in comparison to approaches that do not
utilize multilayering [55].

The construction of the ML-MCTDHB wave-function
ansatz describing our three-body system proceeds as follows.
In the first step, we group together the indistinguishable de-
grees of freedom (DOF) and assign to them Sσ ∈ N species
wave functions {|ψσ

i (t )⟩}Sσ

i=1, with σ denoting the distinct
species. For our case, there are only two distinct species,
corresponding to the atomic and ionic DOF. Next, the total
many-body wave function is written as a linear combination

of product states:

|ψ (t )⟩ =
SI∑

i=1

SA∑

j=1

A1
i j (t )

∣∣ψ I
i (t )

〉 ∣∣ψA
j (t )

〉
, (6)

where A1
i j (t ) are time-dependent top-layer coefficients and

σ = A stands either for zi or ri, while σ = I for zI or R,
depending on the chosen frame. For η = 1, the CMF DOF (ri
and R) decouple, such that (6) becomes a single product state:
|ψ (t )⟩ = |ψ I(t )⟩ |ψA(t )⟩. In such cases, the step in Eq. (6)
is usually skipped as solving the sub-Hamiltonians indepen-
dently using single-layer MCTDHB is more efficient.

In the second step, the species wave functions |ψσ
i ⟩ for in-

distinguishable DOF are expanded in time-dependent number
states |n⟩σt to incorporate proper, in our case bosonic, quantum
statistics:

∣∣ψ (σ )
i (t )

〉
=

∑

n|Nσ

A2;σ
i;n (t ) |n⟩σt , (7)

with time-dependent species-layer coefficients A2;σ
i;n (t ). The

number states |n⟩σ = (n1, . . . , nsσ
) are composed of sσ ∈ N

time-dependent single-particle functions (SPFs) {|φσ
i (t )⟩}sσ

i=1
and the sum goes over all possible number state configurations
n|Nσ which fulfil the constraint of a fixed number of particles∑sσ

i=1 ni = Nσ .
Finally, the time-dependent SPFs are represented on a

one-dimensional discrete variable representation (DVR) basis
{|χσ

i ⟩}Mσ

i=1 (in our case, a FFT DVR basis),

∣∣φσ
i (t )

〉
=

Mσ∑

j=1

A3;σ
i j (t )

∣∣χσ
j

〉
, (8)

with time-dependent particle-layer coefficients A3;σ
i; j (t ) [56].

The Hilbert space of our system is truncated at each layer
and controlled through the values of Sσ , sσ , and Mσ . This
allows us to tailor our ansatz to suit the degree of intra- and
interspecies correlations present in the system. Note that in
contrast to standard approaches, the SPFs are time dependent,
allowing for a considerable boost in computation time.

The equations of motion for the three layers of coefficients
A1

i j , A2;σ
i;n , and A3;σ

i; j outlined above are derived from the Dirac-
Frenkel variational principle [52]:

⟨δψ | (i∂t − Ĥ ) |ψ⟩ = 0. (9)

The ground state and higher excited states are obtained
by means of improved relaxation of an initial input state.
Specifically, ML-MCTDHB propagates the non-top-layer co-
efficients A2;σ

i;n and A3;σ
i; j in imaginary time to a fixed point,

at which point it diagonalizes the top-layer A1
i j matrix. This

process is performed recursively until the top-layer and
non-top-layer coefficients become constant during the diago-
nalization and imaginary-time propagation, respectively. This
converged result is a stationary state of the system, which lies
in the truncated Hilbert space given by the ML-MCTDHB
ansatz. Different stationary states can be obtained by care-
fully selecting the initial input wave function provided to the
improved relaxation routine.

Working in the CMF and IF offers a distinct numerical
advantage to working in the LF since, as discussed in Sec. II B,
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position correlations between the atom and ion in a bound
pair are accounted for implicitly within the relative coordinate
ri = zAi − zI . This enables us to further truncate our active
Hilbert space on the top layer (6) in these frames, resulting in
greater computational efficiency. We emphasize that this addi-
tional level of truncation is only possible due to the multilayer
structure of our wave function ansatz.

D. Observables

Here we introduce several physical quantities used to char-
acterize the eigenstates in Sec. IV.

1. Interatomic and interspecies separation distributions

In the decoupled CMF (η = 1), we focus on the relative
sub-Hamiltonian [see Eq. (4)] with bosonic DOF ri. For a
system of two atoms with relative positions r and r′ to the ion,
the wave function takes the form ψ (r, r′) and the probability
density for finding the atoms in the configuration (r, r′) is
given by the density ρ2(r, r′) = ψ (r, r′)∗ψ (r, r′).

We are now able to extract a useful quantity related to
LF coordinates, namely the interatomic separation distribution
ρ1(zA − z′

A). To this end, we note that
∫

drdr′ ρ2(r, r′) =
∫

dXdY ρ̃2(X,Y ) = 1, (10)

where in the second step we do a coordinate trans-
formation X = r − r′, Y = (r + r′)/2, and ρ̃2(X,Y ) =
ρ2(r(X,Y ), r′(X,Y )). Now by integrating out the coordinate
Y , we obtain the reduced one-body density ρAA

1 (X ):

ρAA
1 (X = zA − z′

A) =
∫

dY ρ̃2(X,Y ). (11)

Additionally, in both the CMF and IF, we can evaluate the ex-
pectation values for the atom-atom and atom-ion separations:

⟨dAA⟩ =
∫

dX |X |ρAA
1 (X ), (12)

⟨dAI⟩ =
∫

dr |r|ρ1(r), (13)

where in the IF ρ1(r) =
∫

dzI dr′ ψ∗(zI , r, r′)ψ (zI , r, r′).
Whereas in the CMF, ρ1(r) =

∫
dr′ ρ2(r, r′) is the one-body

probability density of the relative coordinate r = zA − zI , giv-
ing us the interspecies separation distribution.

2. Bunching probability

In this paper, we often refer to the atoms as being bunche’
or antibunched. To clarify what is meant by this quantitatively,
we define the so-called bunching probability as the total prob-
ability for the atoms to be found on the same side of the ion,
irrespective of their separation. This can be written explicitly
as follows:

Pbunched =
∫ 0

−∞

∫ 0

−∞
drdr′ρ2(r, r′)+

∫ ∞

0

∫ ∞

0
drdr′ρ2(r, r′),

(14)

i.e., the probability to be found in the lower-left or upper-
right quadrants of the two-particle density ρ2(r, r′). Naturally,
Pantibunched = 1 − Pbunched. In the bunched configuration, atoms

FIG. 2. Low-energy spectrum of two bosons coupled to a single
ion as a function of the atom-atom contact interaction strength g for
(a) a static ion β = 0 (dashed lines) and (b) a mobile ion β = 1 (solid
lines). The corresponding energies for two noninteracting fermions
are indicated in panel (a) by the horizontal solid red lines. Note that
the eigenenergies should approach the fermionic values in the Tonks-
Girardeau limit g → ∞. The static ion spectrum from panel (a) is
given additionally for reference in panel (b) (dashed lines). Note the
different range of g values in the subfigures (a) and (b).

favor the same side of the ion Pbunched > Pantibunched, whereas
in the antibunched configuration, the atoms are more likely to
be found on opposite sides of the ion Pbunched < Pantibunched.

III. LOW-ENERGY SPECTRUM

In this section, we analyze how the five lowest lying
eigenenergies of our hybrid model (see Sec. II) change under
variation of the interatomic interaction strength g and elabo-
rate on the differences between a static and a mobile ion.

We first discuss the spectrum for the case of a static ion
pinned at zI = 0, where the atom-ion interaction [see Eq. (1)]
reduces to an effective one-body potential. The first five
eigenenergies are given by the blue dashed lines in Fig. 2(a).
They increase monotonically with g and approach the Tonks-
Girardeau (TG) energies (g → ∞), equivalent to those of
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two noninteracting fermions subject to the same one-body
potential (solid red lines) [57]. The ground state at g = 0
corresponds to the bosonic number state |2, 0, 0, 0⟩ built from
SPFs of h1b [Eq. (3)] (see also Fig. 1). It saturates rapidly to
the corresponding TG energy of the fermionic number state
|1, 1, 0, 0⟩, tapering off beyond g = 4.

The first and second excited states at g = 0 correspond
to excitations of one or both atoms to the second molecular
orbital, i.e., |1, 1, 0, 0⟩ and |0, 2, 0, 0⟩. We observe that with
increasing g, the energy gap between these states, given by
ϵ2 − ϵ1, first decreases up to g = 10 before increasing again
and then tapering off at large g as the system approaches the
TG limit (g → ∞). In this limit, the interacting bosons which
constitute the first and second excited states are energetically
mapped to pairs of noninteracting fermions with number state
configurations |1, 0, 1, 0⟩ and |1, 0, 0, 1⟩, respectively. The
energy gap between these states is equal to the gap at g = 0
between the third and fourth excited states ϵ4 − ϵ3. The third
and fourth excited states at g = 0 correspond to excitations of
a single atom to one of the vibrational orbitals, i.e., |1, 0, 1, 0⟩
and |1, 0, 0, 1⟩. They are quite robust to g variation, being
a consequence of the reduced spatial overlap between the
molecular and vibrational orbitals. In the TG limit, they map
to the fermionic states |0, 1, 1, 0⟩ and |0, 1, 0, 1⟩ and as a
result, they have the same energy gap as at g = 0.

The ion’s mobility has two effects on the spectrum [blue
solid lines in Fig. 2(b)]: (i) a positive energy shift for all states
and (ii) increased energy separation among the eigenstates.
Aside from this, we still observe a monotonous increase of
the energies with g. Interestingly, we also observe a tapering
off of the energy of the ground state at large g, which is
reminiscent of the energy mapping between hard-core bosons
and noninteracting fermions. Formally, however, the criteria
for the TG mapping are not fulfilled since first we do not have
a single- but rather a two-component system and second the
hard-core interaction exists only between the atoms.

IV. ANALYSIS OF EIGENSTATES

In this section, we will examine in detail the individual
eigenstates composing the low-energy spectrum presented in
Sec. III, from the ground state up to the fourth excited state
(Secs. IV A–IV E). In particular, we will explore the effect
of varying atomic interactions and ion mobility on the prop-
erties of the eigenstates. For each state considered, we will
analyze the distribution of energy among the various energy
components and discuss what implications this has for the in-
teratomic and interspecies separation distributions introduced
in Sec. II D 1. Moreover, we will also consider to what extent
the single-particle picture h1b based on Eq. (3) is modified by
exploring the number state composition of each eigenstate.
Each subsection focuses on a specific eigenstate and begins
with a short summary of the main physical properties of that
state.

A. Ground state

In the ground state, both atoms bind to the ion in the
lowest bound state and show no preference for bunching or
antibunching when they are noninteracting and the ion is

static. Finite interactions between the atoms cause them to
separate to opposite sides of the ion (see Sec. IV A 1). For
an equal mass system (β = 1), the ion’s mobility results in a
slight preference for the noninteracting atoms to be bunched,
which can be understood using an effective potential model
that shows the atom pair clusters at the trap center when the
ion is mobile (see Sec. IV A 2). This interspecies correlation
effect competes against the interatomic anticorrelations, de-
laying the onset of complete separation of the atoms. The fully
separated atom pair pins the mobile ion from either side, such
that it becomes increasingly localized at the trap center (see
Sec. IV A 3).

1. Static ion

The ground state of two noninteracting (g = 0) atoms
coupled to a static (β = 0) ion located at the trap center
zI = 0 is given by the number state |2, 0, 0, 0⟩ with regard
to the single-particle eigenstates of h1b [see Eq. (3)]; i.e., both
atoms occupy the lowest molecular orbital φ0 in Fig. 1. The
bunched and antibunched configurations are equally probable
[see Fig. 4(a)], which is further indicated by the two peaks in
the interatomic separation distribution ρAA

1 (zA − z′
A) [dashed

curve with blue circles in Fig. 3(a)].
With increasing g, we observe in Fig. 3(a) a depletion of

the central peak at zA = z′
A in favor of the side humps, which

smoothly shift their position to larger separations. As a result,
the atom-atom separation dAA increases [dashed line in the
inset of Fig. 3(a)]. The sharp initial growth in the total energy
[see Fig. 2(b)] can be mainly attributed to the behavior of the
intra-atomic interaction VAA, which increases monotonously
for g < 3 and decreases thereafter as the probability for the
atoms to occupy the same position gradually vanishes [dashed
curve with blue circles in Fig. 3(e)]. In addition, there is a near
1:1 exchange between the atomic kinetic KA and the atom-ion
interaction VAI energies with increasing interaction strength
g: The increased probability for the antibunched configura-
tion enables the atoms to localize more around the atom-ion
potential minimum [increasing KA, dashed curve with black
circles in Fig. 3(c)] and slide down within the VAI potential
[decreasing VAI , pink dashed line in Fig. 3(d)]. Thus, the
distance between the atoms and the ion dAI [dashed line in
the inset of Fig. 3(b)] is almost unchanged, though it shows a
gradual increase due to the increasingly depleted zA = zI re-
gion [see dashed curves in Fig. 3(b)], which is further reflected
in the gentle increase of the atomic trap potential energy PA
[dashed curve with triangles in Fig. 3(e)] since the atoms have
a reduced probability to be found at the origin zA = 0.

At stronger interactions (g = 10), the bunched configura-
tion becomes completely suppressed and the atoms exist on
opposite sides of the ion [see Fig. 4(b)]. While approaching
the TG regime, all energies begin to saturate and dAA ap-
proaches the corresponding limit of the separation between
two noninteracting fermions ≈0.6, i.e., the distance between
the VAI minima (see Fig. 1). VAA decreases for large g and will
approach zero in the TG limit.

2. Mobile ion: Impact on the atoms

Let us now consider the impact of the ion’s mobil-
ity (β = 1) on the ground-state properties. The two-body
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FIG. 3. Key observables for the ground state. (a) Interatomic separation distribution ρAA
1 (zA − z′

A) for different atom-atom coupling
strengths g. The inset shows the expectation value ⟨dAA⟩ for the atom-atom separation as a function of g [Eq. (12)]. (b) Interspecies separation
distribution ρAI

1 (zA − zI ) for varying atom-atom coupling strengths g. The inset shows the expectation values ⟨dAI⟩ for the atom-ion separation
as a function of g [Eq. (13)]. [(c)–(e)] The evolution of the laboratory frame energy components with atom-atom coupling strength g. Note
that for panels (a) and (b) the gray lines indicate the distance between the minima of the atom-ion interaction potential (1). Due to the parity
symmetry, it is sufficient to show only the positive semiaxis. All subfigures: the solid curves indicate results for a mobile ion, while dashed
curves correspond to results for a static ion.

density ρ2(r, r′) becomes more spread out [compare Figs. 4(a)
and 4(c)], which results in a decrease of the kinetic energy of
the atoms KA and a positive shift in the atom-ion interaction
energy VAI (see middle and upper solid curves in Figs. 3(c)
and 3(d), respectively). Similarly, the atom-ion separation
distribution ρAI

1 (r) broadens, leading to an increase in the
atom-ion separation dAI [compare curves in inset of Fig. 3(b)].
By comparing the interatomic separation distributions ρAA

1
between the static and mobile cases [dashed and solid lines in
Fig. 3(a)], we infer that the additional derivative and positional
coupling terms in Eq. (4), introduced by the ion mobility, im-
pede the process of particle separation. Thus, when β = 1, the
average atom-atom distance dAA reaches values of the static
ion system only at a stronger coupling g [compare curves in
the inset of Fig. 3(a)].

To obtain a better understanding of this mobility-induced
bunching effect [see Fig. 4(c)], we now examine the ground
state through the lens of species mean-field (SMF) theory.
This will allow us to extract for each species an effective one-
body potential induced by the other component, effectively
decoupling the equations of motion between the distinguish-
able DOF. As already discussed in Sec. II B, the LF is badly
suited for this purpose. On the other hand, the IF incorporates
the correlations of a bound atom-pair following the ion move-
ment and moreover allows us to obtain several useful physical
quantities of the LF. In the notation of ML-MCTDHB, the IF

SMF ansatz assumes a single product state on the top layer (6):

ψ (zI , r1, . . . , rN ) ≈ ψA(r1, . . . , rN )ψI (zI ). (15)

In Fig. 5(a), we compare the one-body density ρ1(zA) of the
atoms obtained with the SMF ansatz (blue triangles) to that
of the exact ML-MCTDHB solution (black squares) in the IF
for noninteracting atoms g = 0 bound to a mobile (β = 1)
as well as a heavy, near-static (β = 0.034) ion. The latter
mass ratio corresponds to the species pairing 6Li - 174Yb+. We
additionally show the results obtained via the SMF ansatz in
the LF (pink circles) for comparison. For a heavy ion, the SMF
ansatz is well justified in both frames [compare dashed curves
in Fig. 5(a)]. The atoms are most likely to be found around the
minima of the atom-ion potential at ≈ ±0.3R∗. For a mobile
ion (β = 1), the exact result shows that the atoms are now
most likely to be found at the trap center [see solid curve
with black squares in Fig. 5(a)]. While the IF SMF ansatz
approximately captures this feature, it nonetheless shows sub-
stantial quantitative deviations from the exact result. Thus, the
entanglement between the DOF zI and ri, neglected in the IF
SMF, favors increased bunching of atoms around the center
of the harmonic trap. The LF SMF ansatz, which neglects
entanglement between the DOF zI and zi

A, still predicts that
the atoms are most likely to be found around the minima of
the static ion potential. The entanglement between the DOF

FIG. 4. Snapshots of the atomic probability density ρAA
2 = |ψ (r, r′)|2 of the ground state for different interaction strengths g for a static

ion [(a), (b)] and a mobile ion [(c), (d)].
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FIG. 5. (a) Atomic density ρ1(zA) for the case of a heavy ion
(β = 0.034, dashed lines) and a mobile ion (β = 1, solid lines), ob-
tained via the laboratory frame species mean field (LF SMF) ansatz,
the ion frame SMF (IF SMF) ansatz, and the exact IF result from
the full ML-MCTDH ansatz [see Eq. (6)] (IF ML-X). (b) Effective
potential Peff

A (zA) experienced by the atoms due to the IF ML-X
density ρIF

1 (zI ) (solid black line) and that obtained with the IF SMF
ansatz ρ̃IF

1 (zI ) (dashed blue line), derived from Eq. (16) with β = 1.
The filled curves denote the respective ground-state orbitals |φ0|2
calculated from the potential. Note for both subfigures that the atoms
are noninteracting g = 0.

zI and zi
A is therefore crucial for capturing the correct form of

the probability density.
In the following, we ignore the entanglement between zI

and ri and aim at understanding the qualitative features of
ρ1(zA) for a mobile ion (β = 1) with noninteracting atoms
(g = 0). To this end, we perturb atomic Hamiltonian in the
LF (2a) with an effective atom-ion interaction potential found
by integrating out the ionic degree of freedom in the inter-
species interaction (1). The result is

H eff
A = KA + PA + VAA +

N∑

i=1

∫
dzI VAI (zAi, zI )ρ̃IF

1 (zI )

= KA + Peff
A + VAA, (16)

where ρ̃IF
1 (zI ) is the approximate one-body density of the ion

obtained with the IF SMF ansatz. Note, ρ̃IF
1 (zI ) is different

than the density ρ̃LF
1 (zI ) one would normally use based on

the LF SMF ansatz. Since ρ̃IF
1 (zI ) incorporates some of the

many-body correlations between laboratory DOF, we expect
this effective Hamiltonian to better capture the behavior of
the atomic species than ρ̃LF

1 (zI ). Indeed, we observe for a
mobile ion (β = 1) that the extended ion density flattens
out the VAI minima and central barrier, yielding an effec-
tive potential which takes the form of a harmonic potential
with a small modulation around the origin [dashed lines in
Fig. 5(b)]. The corresponding ground-state orbital |φ0|2 [filled
dashed curve in Fig. 5(b)] shows increased probability for
the atom to be found at the center of the harmonic trap,

FIG. 6. Uhlmann fidelity between the exact ground state |ψ⟩ at
β = 1 and the state describing a mobile ion with noninteracting
atoms |ψ (β = 1, g = 0)⟩ (blue line), a static ion with noninteracting
atoms |ψ (β = 0, g = 0)⟩ (orange line), and a static ion with interact-
ing atoms |ψ (β = 0)⟩ (green line).

though it still displays peaks around the remnants of potential
minima. The effective potential obtained from Eq. (16) with
the exact ion density ρIF

1 (zI ) is qualitatively similar; however,
the modulation around the origin is considerably weaker and
therefore its ground-state orbital |φ0|2 bears closer resem-
blance to a Gaussian [solid lines in Fig. 5(b)], in accordance
with the shape observed in Fig. 5(a). While the effective pic-
ture obtained using the IF SMF ansatz provides a qualitatively
correct description of the mobility-induced atomic bunching,
accounting for entanglement between zI and ri is necessary
for quantitative correctness.

3. Mobile ion: Impact on the ion

We now perform a complementary analysis on how the
mobile ion is affected by the interatomic coupling strength
g. In Fig. 3(e), we observe that the ion’s potential energy
PI slightly decreases with g (solid curve with red squares),
while its kinetic energy KI slightly increases (solid curve with
blue triangles). From this, we can infer that with increasing g
the ion density ρ1(zI ) becomes squeezed and more localized
at the trap center.

This observation is further confirmed by examining the
Uhlmann fidelity | ⟨χ |ψ⟩ |2 between the numerically ex-
act ground state |ψ⟩ for the mobile ion system and
several states |χ⟩ describing different limiting cases (see
Fig. 6). At weak couplings, |ψ⟩ bears strongest similar-
ity to the state describing a mobile ion with noninteracting
atoms |ψ (β = 1, g = 0)⟩. Then around g ≈ 6, the domi-
nant overlap is with the state describing a static ion with
noninteracting atoms |ψ (β = 0, g = 0)⟩, having no corre-
lations at all. Finally, for g > 9 it shares the greatest
overlap with the state |ψ (β = 0)⟩, describing a static ion
with interacting atoms. The latter exhibits only atom-atom
correlations.

To develop a intuitive picture of what is happening to the
ion, we first perform a comparison in terms of the SMF ansatz
and exact solution in the IF for the ion density ρ1(zI ), similar
to what was done for the atoms in Sec. IV A 2. Note that
the SMF prediction for ρ1(zI ) is independent of g, since here
the DOF are decoupled [dashed line in Fig. 7(a)]. Thus, the
ion localization phenomenon cannot be captured by the SMF
ansatz alone. For weak coupling g 6 1, the ion density ρ1(zI )

033303-8

Chapter 5. Scientific contributions 51



SPECTRAL PROPERTIES OF A THREE-BODY ATOM-ION … PHYSICAL REVIEW A 103, 033303 (2021)

FIG. 7. (a) The ion density ρ1(zI ) at various coupling strengths
g, obtained via the ion frame species mean field (IF SMF) ansatz
(dashed black line) and full ML-MCTDH ansatz (solid lines).
Note the IF SMF has only a single solution for all g, since the
zI and ri degrees of freedom decouple in the SMF ansatz [see
Eq. (15)]. (b) The effective potential Peff

I (zI ) experienced by the
mobile ion due to the exact atomic density ρIF

1 (zA) at various coupling
strengths g. The filled curves denote the corresponding ground-state
orbitals |φ0|2.

obtained via the exact result spreads out subtly (note the dip
in probability at zI = 0 between g = 0 and g = 1), before
gradually becoming higher and narrower [see solid curves in
Fig. 7(a)], in line with our prior observations of KI and PI
discussed in the paragraph above.

Next, we construct an effective Hamiltonian for the ion due
to the atomic density, in the same manner as we did for the
atoms:

H eff
I = KI + PI + N

∫
dzA VAI (zA, zI )ρIF

1 (zA) = KI + Peff
I ,

(17)
where ρIF

1 (zA) is the exact one-body density of the atoms
obtained in the IF. The effective potential Peff

I is given in
Fig. 7(b) for various interatomic couplings. The exact one-
body densities ρ1(zI ) fit well inside Peff

I . At g = 0, the
effective trap takes the form of a harmonic trap with a shallow
double-well modulation near the origin. As the intraspecies
correlations build up, the double-well structure inverts, mak-
ing the ion profile narrower due to the new minimum at the
origin.

B. First excited state

In the first excited state, both of the atom-ion bound states
are occupied by a single atom. The opposite symmetries of
the bound states force the atoms to reside on the same side
with regard to the ion, such that the atoms share a large
spatial overlap (see Sec. IV B 1). The spatial overlap leads to
a swift rise in the total energy of the first excited state at finite
interatomic interactions. To minimize their overlap at greater
interaction strengths, one of the atoms is released from the ion
and occupies a vibrational trap state. While the ion’s mobility
leads to an overall positive shift in the total energy of the
state, as well as increased inter- and intraspecies separations,
it does not qualitatively affect the underlying physics (see
Sec. IV B 2).

1. Static ion

The first excited state for two noninteracting (g = 0) atoms
coupled to a static (β = 0) ion is given by the number
state |1, 1, 0, 0⟩ with respect to the single-particle eigenstates
of h1b [see Eq. (3)]; i.e., each molecular orbital φ0, φ1 in
Fig. 1 is occupied by a single atom. Unlike in the ground
state, the atoms here are completely bunched [note the single
peak in Fig. 8(a)]. This is caused by the fact that φ0(r) ≈

FIG. 8. Key observables for the first excited state. (a) Interatomic separation distribution ρAA
1 (zA − z′

A) for different atom-atom coupling
strengths g. The inset shows the expectation value ⟨dAA⟩ for the atom-atom separation as a function of g [Eq. (12)]. (b) Interspecies separation
distribution ρAI

1 (zA − zI ) for varying atom-atom coupling strengths g. The inset shows the expectation values ⟨dAI⟩ for the atom-ion separation
as a function of g [Eq. (13)]. [(c)–(e)] The evolution of the laboratory frame energy components with atom-atom coupling strength g. Note
for panels (a) and (b) that the gray lines indicate the distance between the minima of the atom-ion interaction potential (1). Due to the parity
symmetry, it is sufficient to show only the positive semiaxis. In all subfigures, the solid curves indicate results for a mobile ion, while dashed
curves correspond to results for a static ion.
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FIG. 9. Snapshots of the atomic probability density ρAA
2 = |ψ (r, r′)|2 of the first excited state for different interaction strengths g for a

static ion [(a)–(c)] and a mobile ion [(d)–(f)].

−sgn(r)φ1(r) (compare φ0 and φ1 in Fig. 1). The suppression
of the antibunched probabilities can be seen explicitly by
inserting this relation into the two-body density:

ρ2(r, r′) = 1
4 [|φ0(r)|2|φ1(r′)|2 + |φ1(r)|2|φ0(r′)|2

+ 2φ∗
0 (r)φ1(r)φ∗

1 (r′)φ0(r′)] + c.c., (18)

where the first two terms cancel out the last two terms when-
ever sgn(r) ̸= sgn(r′).

With increasing g, the interatomic separation distribution
ρAA

1 spreads and the peak at zA = z′
A for g = 0 is shifted to

larger distances [dashed curves in Fig. 8(a)]. Even though
the average distance dAA between the atoms gradually in-
creases [dashed curve in the inset of Fig. 8(a)], they insist
on staying in the bunched configuration, i.e., on the same
side with respect to the ion, which results in the formation of
a nodal structure on the diagonal of the probability density
[see Figs. 9(b) and 9(c)]. Thus, the interspecies separation
distribution peak broadens [dashed curves in Fig. 8(b)], which
leads to a monotonous increase of dAI [dashed curve in the
inset of Fig. 8(b)].

The above observations clarify the rapid increase of the
total energy with g [see Fig. 2(a)]. One major contribu-
tion comes from the atom-atom interaction energy VAA given
by gρAA

1 (r = 0). Thus, considering a large initial amplitude
ρAA

1 (r = 0) > 1 at g = 0 and that it decreases slowly with g,
we identify a fast linear increase of VAA up to approximately
g = 20 [dashed curve with blue circles in Fig. 8(e)]. Once
the amplitude drops significantly below the value of 1.0, VAA
starts decreasing. Another significant contribution stems from
the atom-ion interaction potential VAI . Drawing away from
the ion requires the atoms to climb the VAI potential, which
costs energy [purple dashed line in Fig. 8(d)]. For g < 10, this
energy is compensated by decreasing atomic kinetic energy

KA [dashed curve with black circles in Fig. 8(c)], but VAI keeps
increasing even after KA has saturated.

The atoms stay on one side of the ion while increasing
their separation with g because of the growing contribution
of the number state |1, 0, 0, 1⟩ (see dashed lines in Fig. 10).
The eigenstate is continuously transitioning to a regime in
which one atom remains bound to the ion and the other is
released into the harmonic trap. This can be seen clearly
from the additional peak around ≈ ±0.7R∗ that emerges in
the interspecies separation distribution [see the dashed curve
with green diamonds in Fig. 8(b)]. This causes a monotonous
increase of the atomic trap potential energy PA [dashed line
with green triangles in Fig. 8(e)]. Beyond g = 40, the overlap
with |1, 0, 0, 1⟩ becomes dominant. Since the odd vibration

FIG. 10. Overlap spectrum | ⟨ψ |n⟩ |2 between the first excited
state |ψ⟩ and the separate SPF number states |n⟩ calculated from
the static ion model in Eq. (3) for a static ion (dashed curves) and a
mobile ion (solid curves). For the sake of clarity, we show here only
the dominant overlap coefficients. The complete representation of the
mobile ion state in the static ion basis requires numerous additional
small contributions from higher order number states.
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Chapter 5. Scientific contributions 53



SPECTRAL PROPERTIES OF A THREE-BODY ATOM-ION … PHYSICAL REVIEW A 103, 033303 (2021)

FIG. 11. Key observables for the second excited state. (a) Interatomic separation distribution ρAA
1 (zA − z′

A) for different atom-atom coupling
strengths g. The inset shows the expectation value ⟨dAA⟩ for the atom-atom separation as a function of g [Eq. (12)]. (b) Interspecies separation
distribution ρAI

1 (zA − zI ) for varying atom-atom coupling strengths g. The inset shows the expectation values ⟨dAI⟩ for the atom-ion separation
as a function of g [Eq. (13)]. [(c)–(e)] The evolution of the laboratory frame energy components with atom-atom coupling strength g. Note
for panels (a) and (b) that the gray lines indicate the distance between the minima of the atom-ion interaction potential (1). Due to the parity
symmetry, it is sufficient to show only the positive semiaxis. All subfigures: the solid curves indicate results for a mobile ion, while dashed
curves correspond to results for a static ion.

orbital φ3 features a smaller probability density to be found
at the minimum of the atom-ion potential than φ0, we observe
an emergence of antibunching probability in the upper left and
lower right quadrants of ρ2 [see Fig. 9(c)].

2. Mobile ion

The ion’s mobility causes a mixture of the number state
|0, 1, 1, 0⟩ (solid line with green squares in Fig. 10), whose
contribution to the eigenstate amounts to ≈10% and is ap-
proximately unchanged by the atom-atom coupling strength
g. Thus, the impact on the physical quantities from the static
ion case is expected to be qualitatively similar at all g.

The positive offset of the total energy of the first excited
state [see Fig. 2(b)] is mainly due to the energy of the ion itself
KI + PI [see solid lines with blue triangles and red squares in
Figs. 8(c) and 8(d), respectively]. With increasing g, there is

an exchange of energy between KI and PI , with KI decreasing
and PI increasing, indicating the delocalization of the ion. The
ion’s mobility induces an additional energy exchange between
KA and VAI , with VAI increasing and KA decreasing [compare
the solid black curve with circles and purple curve in Figs. 8(c)
and 8(d) to their dashed counterparts], implying that the atoms
separate from each other. This is also evident from the patterns
of ρ2(r, r′), which remain qualitatively the same, albeit with a
slightly enhanced overall spread (compare rows in Fig. 9) that
is further imprinted on the interatomic ρAA

1 and interspecies
ρAI

1 separation distributions [compare dashed and solid lines
in Figs. 8(a) and 8(b)]. Accordingly, the distance among the
atoms dAA increases [see inset of Fig. 8(a)]. This is in contrast
to the ground state, where the ion’s mobility decreased dAA.
Due to the overall decreased amplitude of ρAA

1 (r = 0) com-
pared to β = 0, the atom-atom interaction energy VAA reaches
the turning point already at a slightly weaker coupling g [solid

FIG. 12. Snapshots of the atomic probability density ρAA
2 = |ψ (r, r′)|2 of the second excited state for different interaction strengths g for a

static ion [(a)–(c)] and a mobile ion [(d)–(f)].
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FIG. 13. Overlap spectrum | ⟨ψ |n⟩ |2 between the second excited
state |ψ⟩ and the separate SPF number states |n⟩ calculated from
the static ion model in Eq. (3) for a static ion (dashed curves) and a
mobile ion (solid curves). For the sake of clarity, we show here only
the dominant overlap coefficients. The complete representation of the
mobile ion state in the static ion basis requires numerous additional
small contributions from higher order number states.

curve with blue circles in Fig. 8(e)]. In summary, at β = 1 the
atoms separate further from each other and from the ion as
compared to β = 0.

C. Second excited state

In the noninteracting second excited state, both atoms
occupy the upper bound state in the atom-ion interaction
potential and display preference neither for bunching nor
antibunching (see Sec. IV C 1). The response of the second
excited state to finite atomic interactions closely resembles
that of the first excited state, namely that at intermediate
interactions, the atoms become preferentially bunched and
at large interaction strengths, one of the atoms frees itself
from the ion. In addition, the ion’s mobility does not produce
significant qualitative differences to the results for the static
case (see Sec. IV C 2). These similarities between the states
are to be expected, considering that their energy gap initially
narrows [see Fig. 2(a)]. There are however, two crucial dif-
ferences between the first and second excited states: (i) The
bunching of the atoms in the latter state does not stem from
an inherent symmetry of the single particle states but rather is
a consequence of state mixing with other number states, such
as |2, 0, 0, 0⟩, and (ii) the atomic kinetic energy is consistently
higher in the second excited state.

1. Static ion

The second excited state for two noninteracting (g = 0)
atoms coupled to a static (β = 0) ion is given by the number
state |0, 2, 0, 0⟩ with respect to the single-particle eigenstates
of h1b [see Eq. (3)], with both atoms occupying the molecular
orbital φ1 (see Fig. 1). Similarly to the ground state, the
atoms show no preference for either bunched or antibunched
configurations [see Fig. 12(a)].

As g is increased, there is a mixture of the number state
|2, 0, 0, 0⟩ up to g = 15 (dashed curve with blue circles in
Fig. 13). This leads to an increased bunching of the atoms
[dashed curve with red triangles in Fig. 11(a)], decreasing
the average distance dAA among them [dashed line in the
inset of Fig. 11(a)] until finally the antibunched configuration

is completely suppressed and a nodal structure emerges on
the diagonal of the probability density [see Fig. 12(b)]. The
increasingly bunched repulsive atoms create an increase in
the interspecies separation dAI [see dashed line in the inset
of Fig. 11(b)]. Beyond g > 10, we observe a mixture of the
number states |1, 0, 1, 0⟩ and |0, 1, 0, 1⟩ (see dashed curves
with orange triangles and red diamonds in Fig. 13) featuring
stronger separations among the atoms, which causes them to
draw away from each other [see dashed curve in the inset
of Fig. 11(a)]. The number states |1, 0, 1, 0⟩ and |0, 1, 0, 1⟩
feature one of the atoms unbound from the ion in a trap state.
As such, the interspecies separation distribution broadens sig-
nificantly [see dashed curves in Fig. 8(b)]. At the same time,
the contribution of |2, 0, 0, 0⟩ displays only a slight decay.
Consequently at larger g, we anticipate the preservation of
the bunched configuration with an increased spread of the
two-body density ρ2(r, r′) and a depletion of the diagonal at
r = r′. [See Fig. 12(c).]

We note a strong similarity between the atomic probability
densities shown in Figs. 9(b) and 12(b), which is due to a small
energy gap between the first and second excited states [see
Fig. 2(b)]. The two eigenstates also display a similar energy
dependence on the coupling g [compare Figs. 8(c) to 8(e) and
11(c) to 11(e)]. The major difference between them is that the
second excited state has a greater atomic kinetic energy KA.

2. Mobile ion

Similar to the ground state and first excited state, the ion’s
mobility leads to a shift in the energies [compare solid and
dashed curves in Figs. 2(b) and 11(c) to 11(e)] and of the
interatomic and interspecies separations [inset of Figs. 11(a)
and 11(b)]. Specifically, the atoms exhibit an increase in sep-
aration between each other of ≈0.2R∗ and an increase in
separation to the ion by ≈0.1R∗. Contrary to the first excited
state however, which featured a g-independent mixture of an
additional number state, the number state composition of the
second excited state undergoes substantial structural changes
at β = 1 (see Fig. 13). Thus, the roles of |1, 0, 1, 0⟩ and
|2, 0, 0, 0⟩ are substantially suppressed in favor of |0, 1, 0, 1⟩.
As a result, we observe a strong enhancement of the anti-
bunched off-diagonal probability in ρ2(r, r′) at all g (compare
rows in Fig. 12).

D. Third excited state

In the third excited state, one atom remains bound to the
ion in the lowest energy bound state and the other occupies the
lowest energy trap state. As shown in Sec. III, the total energy
of this eigenstate is not markedly affected by varying atomic
interactions. Unsurprisingly, the principle observables for the
state (probability density, energy components, and number
state composition) are likewise largely unaffected by these
changes (see Sec. IV D 1). This robustness of the third excited
state stems from the relatively small spatial overlap of the two
atoms, due to the contrasting length scales of the bound and
trap states (see discussion in Sec. II A). The state is further
robust to the ion mobility (see Sec. IV D 2), displaying only
a positive shift in the total energy due to an increased spread
between the atomic and ionic species, in accordance with the
weaker localization of the ion.
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FIG. 14. Key observables for the third excited state. (a) Interatomic separation distribution ρAA
1 (zA − z′

A) for different atom-atom coupling
strengths g. The inset shows the expectation value ⟨dAA⟩ for the atom-atom separation as a function of g [Eq. (12)]. (b) Interspecies separation
distribution ρAI

1 (zA − zI ) for varying atom-atom coupling strengths g. The inset shows the expectation values ⟨dAI⟩ for the atom-ion separation
as a function of g [Eq. (13)]. [(c)–(e)] The evolution of the laboratory-frame energy components with atom-atom coupling strength g. Note
for panels (a) and (b) that the gray lines indicate the distance between the minima of the atom-ion interaction potential (1). Due to the parity
symmetry, it is sufficient to show only the positive semiaxis. In all subfigures, the solid curves indicate results for a mobile ion, while dashed
curves correspond to results for a static ion.

1. Static ion

The third excited state for two noninteracting (g = 0)
atoms coupled to a static (β = 0) ion is given by the number
state |1, 0, 1, 0⟩, where one atom is bound in the even molec-
ular orbital φ0 and the other occupies the even vibrational
orbital φ2 (see Fig. 1).

Previously, we have seen that the total energy of the vibra-
tional eigenstates depends only weakly on g [see Fig. 2(b)].
This also holds for the energy components, which show
only a slight exchange between VAI and KA [see Figs. 14(c)
and 14(d)]. On the level of energies, the eigenstate seems quite
robust to perturbations by atom-atom interactions, though
the atom-atom separation distribution ρAA

1 features significant
structural changes with increasing g, leading to increased sep-
aration among the atoms dAA [dashed curve in the inset of
Fig. 14(a)].

At g = 0, there are three pronounced humps in ρAA
1 [dashed

curve with blue circles in Fig. 14(a)]. Comparing this to
ρ2(r, r′) [Fig. 15(a)], we can see that these correspond to
(i) atoms being bound to the same side of the ion (rA =
zA − z′

A = 0), (ii) atoms being bound to opposite sides of the
ion (rA ∼ 0.4R∗), and (iii) one atom being bound to the ion
while the other is unbound (rA ∼ 1.0R∗). With increasing g,
we observe a depletion of the central peak at rA = 0 in favor of
the outer peak, which additionally shifts to larger separations
[dashed curves in Fig. 14(a)]. The middle peak is essentially

unaffected. The bunching of atoms becomes suppressed and
at g = 10 one ends up with atoms located on different sides
with respect to the ion [see Fig. 15(b)].

The structure of ρAI
1 at g = 0 has two distinct peaks at

≈0.3R∗ and ≈0.8R∗, reflecting the different length scales of
the molecular and vibrational orbitals comprising the number
state [dashed curves in Fig. 14(b)]. ρAI

1 is largely unaffected by
the interatomic coupling strength, though there is a peak shift
around ≈0.8R∗, indicating that the increase in dAI [dashed
curve in inset of Fig. 14(b)] arises solely from the unbound
atom spreading out as the atom pair grows increasingly repul-
sive.

2. Mobile ion

Several patterns in ρ2(r, r′) are enhanced for β = 1 (com-
pare rows in Fig. 15). When both atoms are in the vicinity
of the ion (r < 0.3, r′ < 0.3), the antibunching is amplified,
while when one atom is further away (r 7 0.3R∗, r′ ? 0.3R∗),
the antibunching is suppressed and atoms are most likely to
be found on the same side with respect to the ion. This causes
further depletion of the interparticle separation distribution at
rA = 0 and suppresses the outer peak at rA ∼ 1.0R∗ [compare
dashed and solid lines in Fig. 14(a)]. The relative magnitudes
of these effects are different depending on the value of g,
resulting in larger dAA at small g and smaller dAA at large g,
compared to the static ion case [see the inset of Fig. 14(a)].
The ion’s mobility creates a positive shift in dAI from the

FIG. 15. Snapshots of the atomic probability density ρAA
2 = |ψ (r, r′)|2 of the third excited state for different interaction strengths g for a

static ion [(a), (b)] and a mobile ion [(c), (d)].
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FIG. 16. Key observables for the fourth state. (a) Interatomic separation distribution ρAA
1 (zA − z′

A) for different atom-atom coupling
strengths g. The inset shows the expectation value ⟨dAA⟩ for the atom-atom separation as a function of g [Eq. (12)]. (b) Interspecies separation
distribution ρAI

1 (zA − zI ) for varying atom-atom coupling strengths g. The inset shows the expectation values ⟨dAI⟩ for the atom-ion separation
as a function of g [Eq. (13)]. [(c)–(e)] The evolution of the laboratory frame energy components with atom-atom coupling strength g. Note
for panels (a) and (b) that the gray lines indicate the distance between the minima of the atom-ion interaction potential (1). Due to the parity
symmetry, it is sufficient to show only the positive semi-axis. In all subfigures, the solid curves indicate results for a mobile ion, while dashed
curves correspond to results for a static ion.

greater spread of ρAI
1 . Although the vibrational orbital peak

shifts to greater separations, the molecular orbital peak at
≈0.3R∗ is enhanced, leading to a slow decrease of dAI .

E. Fourth excited state

The noninteracting fourth excited state bears similarity to
the third excited state, except that the trap-state atom oc-
cupies the next highest energy vibrational orbital. Here, the
opposing symmetries of the single-particle states suppress the
off-diagonal elements (zA = −z′

A) of the probability density,
as was observed already in the first excited state. For the case
of a static ion, the atoms fully separate to opposite sides of the
ion even at extremely weak atomic interaction strengths and
thereafter, further changes are negligible (see Sec. IV E 1). For
the case of an equal mass system, however, the ion’s mobility
reinforces the overlap of the atoms, which competes against
the anticorrelations produced by the repulsive interatomic
interaction. As a result, the total energy of the state grows
rapidly and the onset of the fully antibunched configuration
is delayed (see Sec. IV E 2).

1. Static ion

The fourth excited state for two noninteracting (g = 0)
atoms coupled to a static (β = 0) ion is given by the number
state |1, 0, 0, 1⟩, with one atom in the even molecular orbital
φ0 and the other in the odd vibrational orbital φ3 (see Fig. 1).

Similar to the third excited state, the total energy [given
in Fig. 2(b)] and the energy components [see Figs. 16(c)–
16(e)] are robust to g variation. The small energy gap between
the third and fourth eigenstates is due to a difference in the
potential energy PA of the atoms. Nevertheless, this state also
exhibits structural changes in the interatomic separation distri-
bution ρAA

1 [dashed curves in Fig. 16(a)]. Contrary to the third
excited state, here we observe two humps: a narrow hump
at rA = zA − z′

A = 0 and a broad hump at rA ∼ 1.0R∗. As g
increases, the hump at rA = 0 becomes smaller and broader,
while the other becomes higher and narrower. As a result, the
distance among the atoms dAA increases with g [dashed curve
in the inset of Fig. 16(a)].

In the two-body density ρ2(r, r′) at g = 0 [see Fig. 17(a)],
we observe the absence of antibunched regions in close prox-
imity to the ion (r < 0.3R∗, r′ < 0.3R∗). This is in contrast to
the third excited state and explains the absence of the third
peak at rA = 0.4R∗. Additionally, since the occupied orbitals
φ0 and φ3 are of opposite parity symmetry, the off-diagonal at
r = −r′ is zero. At stronger coupling g = 10 [see Fig. 17(b)],
the only eligible configurations are the ones, where one atom
is bound to ion and the other is unbound on the opposite side
with respect to the ion.

2. Mobile ion

For β = 1, the total energy and energy components are not
as robust to variations in g. Notably, there is a rapid increase
in VAA given by gρAA

1 (r = 0) [see solid curve with blue circles

FIG. 17. Snapshots of the atomic probability density ρAA
2 = |ψ (r, r′)|2 of the fourth excited state for different interaction strengths g for a

static ion [(a), (b)] and a mobile ion [(c), (d)].
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in Fig. 16(e)], since the probability amplitude at ρAA
1 (r = 0) is

unaffected by g [see solid curves in Fig. 16(a)]. As a result, the
energy gap between the third and fourth excited state widens
with growing g [see Fig. 2(b)].

V. SUMMARY AND OUTLOOK

In this study, we have analyzed the low-energy eigenstates
of an atom-ion hybrid system consisting of a pair of bosons in-
teracting with a single ion, where both species are confined in
a quasi-1D trapping geometry. The eigenstates were obtained
by means of the multilayer multiconfiguration time-dependent
Hartree method for bosons (ML-MCTDHB), an ab initio
method for simulating entangled mixtures with significant
intracomponent correlations. We described the eigenenergies’
dependence on the atom-atom coupling strength g for the case
of an infinitely heavy ion (β = 0) and contrasted this to the
case of an equal mass system (β = 1). The former we termed
the static ion system and the latter the mobile ion system. Each
eigenstate has been characterized in terms of its interatomic
and interspecies separation distributions, average separations
among the particles, and energy allocation in different Hamil-
tonian components.

In general, the repulsive interaction between the atoms
increases their average separation, accompanied by a broad-
ening of the interatomic separation distribution and an energy
exchange between atomic kinetic and atom-ion interaction
energies. The average distance to the ion does not necessarily
change in the process, however. When it does change, the
atoms separate, while simultaneously remaining on the same
side with respect to the ion (first and second excited states).
On the other hand, a constant atom-ion distance indicates
that the atoms have transitioned to a configuration in which
the ion lies in between them. In this case, both atoms are
either bound (ground state) or one atom moves freely in the
harmonic trap (third and fourth excited states). Contrary to
the repulsive interatomic interaction, the mobility of the ion
works to increase the average separation between all particles,
irrespective of the species.

We explained the apparent ion mobility-induced bunching
effect observed in the ground state through use of an effective
potential, which predicts that the ion mobility morphs the
standard double-well-like potential produced by the static ion
into a pseudoharmonic potential, such that the atoms cluster
together at the trap center. Likewise, the effective potential
for the ion predicts that for strong interatomic interactions,
the antibunched atom pair acts like a pincer, which confines
the ion at the center of the trap. These predictions agree with
the trend in the ion’s energy components obtained via exact
numerical methods.

Regarding possible experimental realization of our hybrid
model, it is important to note that we have neglected all
three-body recombination processes. However, considering
the low particle density in few-body systems such as ours,
the loss rate is expected to be insignificant. For larger particle
numbers in one spatial dimension, such decay channels may
be suppressed by strong repulsion among the atoms [58].
We have additionally neglected charge transfer and radiative
loss resulting from reactions between the ion and the atoms.
For certain heteronuclear atom-ion pairings, these inelastic
processes happen to be of low probability [59], and for other
pairings the chemical reactivity can be controlled through the
use of a magnetic field [35]. We have further assumed our sys-
tem is at temperatures low enough for pure s-wave scattering,
which has long been the goal of atom-ion experiments. Recent
experiments have attained temperatures at the threshold of
this regime via buffer gas cooling of a single ion in a Paul
trap for species pairings with a large mass imbalance [36],
corresponding to a static ion system. As for the mobile ion
system, the recent advent of optical traps for ions [30] pro-
vides a promising platform that could be used for experiments
with atoms and ions of the same element.

This work has mapped out the landscape of stationary
states for an exemplary few-body mixture characterized by
long-range interspecies interactions. It lays the foundation
for the route to more exotic and complex systems, such as
solid-state emulation in Coulomb crystals and dipolar quan-
tum gases. Additionally, exploring how the properties of the
present atom-ion hybrid system evolve with greater particle
numbers, alternative species pairings, and differing trapping
frequencies (η ̸= 1) would be an interesting avenue for future
study. This work also focused solely on a time-independent
problem, and therefore a natural extension would be to con-
sider many-body dynamics, e.g., ion immersion in an atomic
gas and time-resolved monitoring of atom capture, leading
to the formation of mesoscopic molecules. Other theoretical
investigations into atom-ion hybrid systems have employed
a variety of techniques, including exact diagonalization [60],
quantum Monte Carlo [61,62], density matrix renormalization
group (DMRG) [63], variational methods [64], semiclassical
methods [65], and hyperspherical coordinates [66], for which
our work may serve as a useful numerical benchmark.
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We show that the recently observed class of long-range ion-Rydberg molecules can be divided into two
families of states, which are characterized by their unique electronic structures resulting from the ion-induced
admixture of quantum defect-split Rydberg nP states with different low-field-seeking high-l states. We predict
that in both cases, these diatomic molecular states can bind additional ground-state atoms lying within the orbit
of the Rydberg electron, thereby forming charged ultralong-range Rydberg molecules (ULRMs) with binding
energies similar to that of conventional nonpolar ULRMs. To demonstrate this, we consider a Rydberg atom
interacting with a single ground-state atom and an ion. The additional atom breaks the system’s cylindrical
symmetry, which leads to mixing between states that would otherwise be decoupled. The electronic structure
is obtained using exact diagonalization over a finite basis and the vibrational structure is determined using the
multiconfiguration time-dependent Hartree method. Due to the lobelike structure of the electronic density, bound
trimers with both linear and nonlinear geometrical configurations of the three nuclei are possible. The predicted
trimer binding energies and excitation series are distinct enough from those of the ion-Rydberg dimer to be
observed using current experimental techniques.

DOI: 10.1103/PhysRevA.107.022807

I. INTRODUCTION

Hybrid atom-ion systems serve as a testbed for funda-
mental quantum physics research [1–3], enabling studies of
cold collisions and chemistry [4–9] such as the formation of
cold molecular ions [10–12]. They also provide a platform
for precision measurements [13–15] and quantum simulation
[16,17]. Recent milestones in this field include the first reports
of s-wave atom-ion collisions [18] and the observation of
atom-ion Feshbach resonances [19].

Over the last two decades, there has also been grow-
ing interest in combining ions with Rydberg atoms in order
to engineer atom-ion interactions [20,21] and control cold
collisions and charge hopping [22–25]. Additionally, an ion-
induced Rydberg blockade effect has been established [26]
and Rydberg atoms have been used to realize hybrid atom-ion
systems in the quantum regime without the need for an ion
trap [27]. Recent theoretical works predicted bound molecular
states between ions and Rydberg states of Rb and Cs [28,29]
and their existence and vibrational dynamics were observed
shortly after [30,31]. These ion-Rydberg molecules have bond
lengths and energies ranging from nm to µm and MHz to GHz,
respectively.

Such extreme bonding lengths and energies are seen in an-
other exotic type of Rydberg molecule formed between a Ryd-
berg atom and one or more ground-state atoms which become
bound due to attractive electron scattering. These are known
as ultralong-range Rydberg molecules (ULRMs) [32,33]. The

*dboswort@physnet.uni-hamburg.de
†hummel@pks.mpg.de

importance of electron scattering for describing Rydberg
atoms in atomic gases originated with Fermi [34]. Fermi’s
model was later applied within the context of ultracold atomic
gases, leading to the prediction of ULRMs in 2000 [35]. These
molecules were first observed in 2009 [36] and over the past
decade they have been used for probing spatial correlations in
ultracold atomic gases [37–39], studying low-energy electron-
atom collisions [40–42], and the formation of Rydberg
polarons in the high-density regime [27,43–45]. Furthermore,
the formation of polyatomic ULRMs and Rydberg composites
has been a topic of major interest [46–53] as well as the behav-
ior of ULRMs in external electric and magnetic fields [54–61].

In light of recent developments, combining ULRMs with
ions is a natural step forward: it constitutes a system for study-
ing Rydberg molecules exposed to inhomogeneous electric
fields created by the ion and in which Rydberg atoms may
become bound to both ions and ground-state atoms simulta-
neously. In contrast to neutral ULRMs where the ground-state
atom is bound within the Rydberg cloud, ions bind with Ryd-
berg atoms far outside the orbit of the Rydberg electron. The
ion-Rydberg potential wells are formed due to couplings be-
tween neighboring electronic states, reminiscent of Rydberg
macrodimer potential wells [62].

In this work, we begin by examining the electronic struc-
ture of a two-body system consisting of an ion and a Rydberg
atom. We focus in particular on the electronic density distri-
butions of ion-Rydberg bound states that exist within different
potential wells present in the adiabatic potential energy curves
(PECs). These reveal patterns of pronounced density maxima
that are unique to each potential well due to the ion-induced
admixture of different high- and low-l Rydberg states. De-
spite their differences, we show that the electronic density

2469-9926/2023/107(2)/022807(10) 022807-1 ©2023 American Physical Society
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FIG. 1. Schematic illustration of the two- and three-body systems. (a) A Rydberg atom (ionic core and valence electron) interacting with
an ion. (b) A Rydberg atom interacting with an ion and a ground-state atom.

structures can be grouped into two families of states, which
differ primarily in their angular arrangement of the density
maxima. We remark that the Rydberg electron’s probability
density in one of these wells has been discussed previously
within the context of the Rydberg atom’s flipping electric
dipole moment around the well minimum and the elec-
tronic oscillations accompanying nuclear dynamics in this
well [30,31]. Building on our considerations of the two-body
system’s electronic structure, we then introduce an additional
ground-state atom into the system. We determine adiabatic
potential energy surfaces (PESs) near the 32P atomic Rydberg
state and uncover that their local minima support weakly
bound trimer states with unique excitation spectra for different
geometrical arrangements of the three species. The properties
of the trimer states are compared against those of the dimer
for principal quantum numbers ranging from 17 to 90.

This work is organized as follows. Section II presents
an overview of the current understanding of ion-Rydberg
molecules as well as a discussion of their electronic structure.
In Sec. III, we introduce our three-body system and analyze
the corresponding adiabatic PES. Section IV discusses the
resulting vibrational states supported by these surfaces and
compares their properties to those of ion-Rydberg dimers,
including possible experimental aspects. Our conclusions are
provided in Sec. V.

II. ELECTRONIC STRUCTURE OF
ION-RYDBERG DIMERS

This section first provides some background informa-
tion on ion-Rydberg molecules. We then present results
for the electronic structure of different molecular states,
which motivate the discussion of the three-body system in
Secs. III and IV.

A. Squid and snow angel states

We consider a Rydberg atom in the presence of an ion
at internuclear distances in which there is vanishing spatial
overlap between the charge distribution of the Rydberg atom
and the ion, as illustrated in Fig. 1(a). This holds for inter-
nuclear distances greater than the so-called LeRoy radius RLR
[63], which for this system is approximately defined by the
diameter of the Rydberg cloud.

The system’s electronic structure is described by the
Hamiltonian He = H0 + Vei(RI ).1 H0 describes the Rydberg
electron interacting with the positively charged Rydberg core
and Vei(RI ) is the net multipole interaction between the ion
and Rydberg atom for a given internuclear separation RI
[28,29],

Vei(RI ) = −
∞∑

λ=1

√
4π

2λ + 1
rλ

Rλ+1
I

Y 0
λ (θ ,φ). (1)

We choose our coordinate system such that the Rydberg core
is located at the origin and the ion-Rydberg internuclear axis
lies along the z axis. The position of the Rydberg electron
relative to the Rydberg core is given by (r, θ ,φ) in spherical
coordinates. Y µ

λ are the spherical harmonics with angular mo-
mentum λ and angular momentum projection µ, which should
not be confused with the orbital angular momentum quantum
numbers defining the Rydberg state, namely, l and m. Since
we have chosen RI = RI ẑ, µ is restricted to µ = 0. The order
of the multipole expansion in (1) is typically truncated at λ =
6 since higher-order terms only provide energy corrections on
the sub-MHz level, which can be safely neglected here.

The time-independent Schrödinger equation for the elec-
tronic Hamiltonian reads Heψν (r; R) = εν (R)ψν (r; R), which
depends parametrically on the internuclear separation R,
while ν labels the separate adiabatic electronic states. The
Born-Oppenheimer PECs {εν} obtained from the exact diag-
onalization of He in a finite Rydberg basis are shown in the
region of the Rydberg 32P state in Fig. 2. Note that we neglect
the fine and hyperfine structures in our analysis since they are
not responsible for the primary features and results obtained
here.

As predicted in [28,29], the ion-Rydberg interaction
potential Vei(RI ) couples nearby Rydberg states of different
angular momentum l character, leading to a series of potential
wells in the vicinity of the Rydberg p state which support
bound vibrational states with a spacing of the order of
100 MHz (see inset of Fig. 2). The color bar in Fig. 2 encodes
the l-character of the electronic states, which changes in
particular around the avoided crossings. In principle, these

1Unless stated otherwise, atomic units are assumed throughout.
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FIG. 2. Adiabatic potential energy curves and electronic density of the ion-Rydberg dimer system. Left: adiabatic PEC near the 32P atomic
Rydberg state. The color bar indicates the l-character ⟨l⟩ of the corresponding electronic states. Energies are given relative to the field-free
32P atomic Rydberg state. Inset: close-up of well A showing the energies of the first few vibrational states. Right: the electronic density
|ψ (r, θ ,φ)|2 in the y = 0 plane at the four minima A–D shown in (a). Plots are normalized such that

∫
r2 sin θ |ψ (r, θ ,φ)|2drdθdφ = 1. Note

that the ion (not shown) lies outside the Rydberg cloud.

avoided crossings should introduce nonadiabatic corrections
to the Born-Oppenheimer approximation, yet remarkably
the vibrational energies calculated using the adiabatic
approximation are in excellent agreement with current
measurements [30]. Moreover, a recent theoretical study
determined that the nonadiabatic decay rate of ion-Rydberg
molecules should be far smaller than the radiative decay of
the parent Rydberg atom [64].

As a direct result of the admixture of low- and high-l states,
the electronic densities of these molecules display interesting
lobelike patterns. These can be seen in Fig. 2, which shows
two-dimensional (2D) slices of the Rydberg electron’s prob-
ability density in the y = 0 plane for the first four potential
wells, marked A to D. The lobes differ in the degree of
their azimuthal localization. Additionally, the number of lobes
present in the probability density increases for potential wells
lying deeper in the fan of electronic states, thereby forming
a series of unique electronic densities. We choose to classify
the series of electronic densities formed by states of m = 0
character [Figs. 2(A) and 2(B)] as “squid states” from their
resemblance to a head with several appendages, while the
winglike features of the density patterns formed by |m| = 1
states [Figs. 2(C) and 2(D)] are reminiscent of an angel pattern
made in the snow.

We emphasize that the potential wells shown near the
32P atomic Rydberg state in Fig. 2 are a general feature of
the ion-Rydberg system and should appear in the adiabatic
PEC over a wide range of principal quantum numbers. In-
deed, molecular states have already been observed at different
principle quantum numbers [30]. Furthermore, a perturbative
treatment of the ion-Rydberg interaction given by Eq. (1)
yields leading-order energy corrections to the Rydberg p state
and quasidegenerate high-l states of εp ∝ −n7/R4 and εl>3 ∝
±n2/R2, respectively. From these results, it is expected that
the equilibrium separation and binding energy of the ion-
Rydberg molecule should scale as Re ∝ n2.5 and εb ∝ n−3,
similar to the scaling laws of Rydberg macrodimer binding
potentials [62].

B. From the charged dimer to the trimer

The interaction of a Rydberg atom and a ground-state atom
is determined by the scattering of the highly excited Ryd-
berg electron off the ground-state atom. The corresponding
s-wave scattering term is described by the Fermi pseudopo-
tential Vea = 2πas[k(RA)]δ(r − RA). This model predicts the
appearance of wells in the PEC for regions where the scatter-
ing length as[k(RA)] is negative. These wells support weakly
bound vibrational states with binding energies in the range of
MHz to GHz, as first shown in [35]. These bound molecular
states are ultralong-range Rydberg molecules (ULRMs) and
examples include the polar trilobite state and the nonpolar s
state ULRMs [32].

Motivated by this fact, we now turn to the question
of whether the same mechanism could enable ion-Rydberg
molecules to bind an additional ground-state atom within the
orbit of the Rydberg electron, forming a charged ULRM
trimer. To that end, we consider an additional ground-state
atom within the Rydberg cloud, as shown by the schematic in
Fig. 1(b). If this binding is possible, the various lobes of high
electron density present in the squid and snow angel states
would enable the formation of both linear and nonlinear bound
configurations of the atoms, akin to the d-state angular trimers
reported in [51].

III. ELECTRONIC STRUCTURE OF THE TRIMER

In this section, we consider the effect of an addi-
tional ground-state atom on the first squid and snow angel
states, whose unperturbed electronic densities are shown in
Figs. 2(A) and 2(C), respectively.

A. Setup and interactions

With the Rydberg core at the origin of our coordinate
system, the ion and ground-state atom are located at posi-
tions (RI , 0, 0) and (RA,), 0), respectively. A schematic for
this three-body system is provided in Fig. 1(b). Within the

022807-3
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FIG. 3. Adiabatic potential energy surfaces of the squid and snow angel states for the trimer system. (a) The electronic density of the
three-legged squid state in the dimer system. (b) 2D slice taken at RI = 0.510 µm of the squid state’s PES with major local minima denoted by
{wi}. (c) The electronic density of the snow angel state in the y = 0 plane. (d) 2D slice taken at RI = 0.488 µm of the snow angel state’s PES
with major local minima denoted by {w′

i}. Energies are given relative to the field-free 32P atomic Rydberg state.

Born-Oppenheimer approximation, the electronic structure of
the Rb+-Rb∗-Rb system is based on the following Hamilto-
nian:

He = H0 + Vei(RI ) + Vea(RA) + Vca(RA) + Via(RI , RA,)).

(2)

Vei describes the electron-ion interaction (1) and Vea rep-
resents the s-wave scattering between the electron and the
ground-state atom. Vca and Via are the interactions between the
Rydberg core and the ion with the neutral atom, respectively.
These interactions take the form of a charge-induced dipole
(polarization potential) interaction, e.g., Vca ∝ −1/R4

A.
We obtain the adiabatic PES {εν (RI , RA,))} from the ex-

act diagonalization of the electronic Hamiltonian (2) using a
finite basis of unperturbed Rydberg states {|n, l, m⟩}, where
the quantum numbers take their usual meaning. Specifically,
our electronic basis includes all states enclosed by the nearest
six hydrogenic manifolds centered around the 32P atomic
Rydberg state, up to a maximum magnetic quantum number
of |m| = 4.

Besides introducing additional interactions, the presence
of the ground-state atom breaks the dimer’s cylindrical sym-
metry, such that m is no longer a good quantum number.
This means couplings between states of different m-character
are no longer prohibited, though generally this will only be
relevant where states become near degenerate. One example
of this occurs close to the minimum of the first snow angel
state, labeled as C in Fig. 2. In principle, this requires that we
enlarge our basis to account for the additional couplings that
arise between different m states.

B. Adiabatic potential energy surfaces

Let us analyze in the following the relevant adiabatic
PES of the trimer. Figure 3 shows the electronic densities of

the squid and snow angel states in the dimer system along-
side 2D slices of the corresponding Born-Oppenheimer PES
ε(RI , RA,)) for the trimer system at fixed RI . Each lobe in
the electronic density leads to a unique local minimum along
). Along RA, the surfaces exhibit a series of local minima
due to the oscillatory electronic density along each lobe. The
deepest minima are found at RA ≈ 1700 a0 and have a depth
of the order of 100 MHz, similar to a conventional nonpolar
ULRM at this principal quantum number.

For the squid state, we focus on three local minima la-
beled w1, w2, and w3 in Fig. 3(b). These minima occur at
angles ) = 0, ) = 0.8π , and ) = π , respectively, which
map directly to the three unique lobes in the electronic density
in Fig. 3(a). Well w3 is the deepest of these, which is not
surprising since the electronic probability density is highly
localized at this position. For the snow angel state, we focus
on the two minima labeled w′

1 and w′
2. The depths of these

wells are similar in magnitude to those of the squid state.
Since the electronic probability density vanishes along the z
axis, no local minima appear along ) = 0 and ) = π and, as
such, it should not be possible for the snow angel to support
linear trimer configurations.

C. Coupling among states of different
magnetic quantum number

We now discuss couplings among PESs of different mag-
netic quantum number m that arise due to the presence of the
ground-state atom. Figure 4(a) shows an angular cut of the
squid state’s PES ε()) for RI = 9756 a0 and RA = 1653 a0,
with a color bar denoting the m-character of the state. The
surface exhibits potential wells at ) = 0, ) = 0.8π , and
) = π , which correspond to the local minima w1, w2, and
w3 defined in Fig. 3(b), respectively. Along this cut, the m-
character is pure m = 0 and no other surfaces are present in
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FIG. 4. The m-admixture in the three-body squid state. (a) An-
gular slice of the squid state’s PES with color bar denoting the
electronic state’s m-character ⟨|m|⟩. (b)–(d) Radial slices of the PES
near the w1, w2, and w3 local minima, respectively. (e)–(g) The squid
states’ composition in terms of Rydberg basis states grouped by their
m quantum number at the w1, w2, and w3 local minima, respectively.
Energies are given relative to the field-free 32P Rydberg state.

the energy window shown. However, as is visible from Fig. 2,
the ion-Rydberg dimer’s potential well exists above a fan of
high-l Stark-split states. Figures 4(b)–4(d) show slices of the
PES along RI for values of ) and RA taken around the three
local minima in Fig. 4(a). For wells w1 and w2, the PES
are qualitatively similar to those of the dimer and show only
marginal deviation from the m = 0 character. This is further
illustrated by Figs. 4(e) and 4(f), which show the cumulative
overlap coefficients |ci|2 = |⟨ψ (RI , RA,))|ϕi⟩|2 of the squid
state ψ (RI , RA,)) for each local minimum with atomic Ry-
dberg basis states {ϕi}, grouped by their magnetic quantum
number m. The lack of coupling is perhaps most surprising
for the case of well w2, which corresponds to a nonlinear con-
figuration of the three atoms and is hence the least symmetric
of all three wells. In contrast, the slice along RI for well w3 in
Fig. 4(d) shows that the local minimum is shifted to slightly
lower RI , such that it crosses into the fan of high-l states. This
observed shift does not seem to modify the l-character, but it
does result in an admixture with states of finite m at small an-
gles around the local minimum, ) = π + ϵ. This admixture is
primarily with |m| = 1 states, as shown in Fig. 4(g). Note that
these couplings vanish at ) = π since cylindrical symmetry
is restored, i.e., the three atoms are colinear.

FIG. 5. The m-admixture in the three-body snow angel state.
(a) Angular slice of the snow angel state’s PES with color bar denot-
ing the electronic state’s m-character ⟨m⟩. (b),(c) Radial slices of the
PES near the w′

1 and w′
2 local minima, respectively. (d),(e) The snow

angel state’s composition in terms of Rydberg basis states grouped by
their m quantum number at the w1 and w2 local minima, respectively.
Energies are given relative to the field-free 32P Rydberg state.

As already mentioned in Sec. III A in the context of the
dimer system, the squid state’s PEC crosses the curve of the
snow angel state near the snow angel’s potential well (cf. well
C in Fig. 2). In the dimer system, this crossing is exact since
there can be no coupling among surfaces of different magnetic
quantum number m. In the trimer system, this no longer holds
and a finite coupling between the m = 0 squid surface and
the |m| = 1 snow angel surfaces is observed in Fig. 5. This
admixture is most significant near the w′

2 well, for which a
pronounced avoided crossing arises, as shown in Figs. 5(a)
and 5(c). While the shallower w′

1 well also shows minor
admixture [Fig. 5(d)], it is nevertheless orders of magnitude
smaller than for w′

2 and, if any avoided crossing is present, its
gap cannot be discerned on the energy scale of Fig. 5(b).

From here on, we limit our analysis of the vibrational struc-
ture to those local minima which show only relatively weak
m admixture (w1, w2, and w′

1) because we expect the Born-
Oppenheimer approximation to continue to hold for these. We
treat crossings with states of different m-character near these
minima as being approximately exact, though this only applies
to w′

1 since no crossings were observed in the vicinity of the
minima of wells w1 and w2. For the remaining wells (w3 and
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w′
2), we expect strong nonadiabatic couplings to exist with

neighboring PES.

IV. VIBRATIONAL STRUCTURE OF THE TRIMER

In this section, we explore the vibrational structure of the
three-body system defined by the nuclear Hamiltonian Hn in
the vicinity of the local minima w1, w2, and w′

1 of the elec-
tronic squid and snow angel states. We begin by discussing our
computational approach and afterward present the analysis of
the vibrational structure.

A. Methodology and computational approach

The total Hamiltonian of our trimer system reads H =
He + Hn. In the previous section, we have discussed solutions
to the electronic Hamiltonian He obtained via exact diagonal-
ization in a finite basis of Rydberg states {|n, l, m⟩}. Here, we
focus on the vibrational motion of the nuclei, assuming that
the system possesses zero angular momentum, J = 0. Accord-
ingly, the full vibrational Hamiltonian [65–67] is given by

Hn = 1
m

[
− ∂2

∂R2
I

− ∂2

∂R2
A

− cos())
∂

∂RI

∂

∂RA

]

− 1
m

(
1

R2
I

+ 1
R2

A
− cos())

RI RA

)[
∂2

∂)2
+ cot())

∂

∂)

]

− 1
m

(
1

RI RA
− 1

RA

∂

∂RI
− 1

RI

∂

∂RA

)

×
[

cos()) + sin())
∂

∂)

]
+ εν (RI , RA,)), (3)

where m is the atomic mass of Rb and εν (RI , RA,))
is the νth adiabatic electronic PES satisfying
Heψν (r; RI , RA,)) = εν (RI , RA,))ψν (r; RI , RA,)). The
time-independent Schrödinger equation for the vibrational
Hamiltonian in the Born-Oppenheimer approximation
reads

Hnχi(RI , RA,)) = Eiχi(RI , RA,)), (4)

with vibrational eigenstates {χi(RI , RA,))} and associated
eigenenergies Ei.

In order to efficiently solve the above vibrational problem,
we utilize the powerful multiconfiguration time-dependent
Hartree method (MCTDH) [68–74]. A thorough introduc-
tion to MCTDH can be found in [71,73]. In the following,
we provide a brief account of the approach in order to
be self-contained. MCTDH is an ab initio method for
multimode wave-packet propagation in high-dimensional
spaces. The MCTDH representation of our vibrational wave
function χ (RI , RA,), t ) is written as a series of Hartree
products,

χ (RI , RA,), t ) =
n1∑

i1=1

n2∑

i2=1

n3∑

i3=1

Ai1,i2,i3 (t )

× ϕ(1)
i1 (RI , t )ϕ(2)

i2 (RA, t )ϕ(3)
i3 (), t ), (5)

where Ai1,i2,i3 (t ) are time-dependent coefficients and {ϕ(d )
id }nd

id =1
are the so-called single-particles functions (SPFs) for the dth
degree of freedom, for which a total of nd SPFs are used.

MCTDH reduces computational effort by employing a small
time-dependent basis that evolves according to the Dirac-
Frenkel variational principle ⟨δχ |(i∂t − Ĥ )|χ⟩ = 0. This
ensures that the basis follows the active part of the complete
Hilbert space as it evolves over time. The time-dependent
SPFs are described using a time-independent discrete variable
representation (DVR) [75]. In this work, we use sine DVRs
for the radial degrees of freedom and a Legendre DVR for
the angular degree of freedom. SPFs for the radial degrees of
freedom are normalized as

∫
dR|ϕ(R)|2 = 1 and the angular

SPFs are normalized according to
∫

d) sin )|ϕ())|2 = 1.
The vibrational ground state can be obtained by propa-

gating the starting wave packet in imaginary time, whereas
excited states are obtained using so-called improved relax-
ation. Here, the time-dependent coefficients {Ai1,i2,i3 (t )} are
set equal to an eigenvector A of the Hamiltonian in the in-
stantaneous SPF basis, {ϕ(d )

id }nd
id =1. The coefficients are then

kept constant while the SPFs are relaxed using imaginary-time
propagation. This process is repeated until χ converges to
a stationary state of the Hamiltonian. For our analysis, we
seek the lowest few eigenstates in the potential wells w1, w2,
and w′

1 of the squid and snow angel PES. These are obtained
by first performing a block improved relaxation scheme [73],
which provides approximate results for the first 30–40 lowest-
energy eigenstates. Out of this set, we select the states of
interest and relax each of them individually using improved
relaxation until convergence is achieved.

We consider a calculation to be converged when the change
in energy between time steps remains consistently less than
1 Hz over a period of 100 time steps. Additionally, we assure
that the occupation of the nd -th orbital for each degree of
freedom is less than 0.1% and that the occupations {Ai1,i2,i3 (t )}
decrease exponentially. For the majority of our calculations,
100 grid points and 10 single-particle functions for each de-
gree of freedom were sufficient to converge all eigenenergies.

B. Vibrational structure

Figure 6 shows results for the reduced angular and radial
densities of the four lowest vibrational states in the squid
state’s w1 potential well. Table I summarizes the properties
of the lowest vibrational states in all three trimer wells and
compares these with the vibrational states of the squid and
snow angel dimer.

In Figs. 6(a) and 6(b), we observe that the energetically
lowest states in the potential well w1 are localized around
) = 0 such that the three atoms are arranged along a common
internuclear axis, i.e., in a collinear configuration. The well’s
ground state is approximately 180 MHz lower in energy than
the ground state of the squid state dimer and exhibits a pos-
itive shift of the ion-Rydberg bond length and corresponding
electric dipole moment, as shown in Table I. From Fig. 6(b),
we find that the reduced angular density of the first excited
state exhibits an additional node, indicating that this is a
bending mode. The excitation energy of this mode is about
20 MHz above the ground-state energy. In contrast, the first
excited state of the dimer is approximately 88.1 MHz. The
second excited state is also a bending mode, with an additional
node along the reduced angular density in Fig. 6(b). The third
excited state’s energy lies close to that of the second excited
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FIG. 6. Selection of vibrational states of the squid state trimer’s w1 potential well. (a) Angular cut through the potential energy surface
(gray) near the local minimum (RI , RA, )) = (9782a0, 1657a0, 0). (b) Reduced angular densities ρν ()) =

∫
dRI dRA|χν (RI , RA, ))|2 of the

vibrational states ν = {0, 1, 2, 3, 10} (filled curves) offset by their energy (dashed lines). (c),(d),(e) Reduced radial densities ρν (RI , RA) =∫
d)|χν (RI , RA, ))|2 of χ1, χ3, and χ10, respectively. The eigenstates are normalized as

∫
dRI dRAd)|χν (RI , RA, ))|2 = 1. All energies given

relative to the field-free 32P atomic Rydberg state.

state, yet its reduced radial density in Fig. 6(d) confirms that it
is an excitation in RA, a stretching mode. The energy gap to the
first excitation in RI is 91.6 MHz, which is of the same order
of magnitude as the energy gap between vibrational states of
the dimer.

We now examine some global trends of properties among
the three wells evident from Table I. Surprisingly, the ground-
state atom’s presence appears to contribute to a consistent
positive shift of 20 Debye in the Rydberg atom’s electric
dipole moment ⟨dz⟩, independent of which well it inhabits
and regardless of whether the expected ion-Rydberg binding
length ⟨RI⟩ has increased or decreased with respect to the
dimer. On the other hand, the energy gap to the first RI
stretching mode is essentially unchanged by the presence of
the perturber. The energy gaps of the bending and RA stretch-
ing modes do vary among the different potential wells. In
particular, in the w′

1 well, 3 MHz are necessary to excite its
first bending mode, while the same gap in the w1 well is an
order of magnitude larger. From the 2D graphs of the PES in
Figs. 3(b) and 3(d), we see that w1 and w′

1 are reasonably
extended along ), which implies a weak angular confine-
ment in both cases. Nevertheless, the w1 well is considerably
deeper than the w′

1 well, which leads to the greater excitation
gap.

In an experimental setting, it should be possible to dis-
tinguish trimer states from dimer states due to the trimer’s
deeper binding energies and distinguishable excitation series
for bending and stretching modes depending on the geomet-
ric configuration of the nuclei. Moreover, mass spectroscopy
techniques such as that employed in [30] could be used to
distinguish the two based on their mass difference. In prin-
ciple, the trimer’s shift in ion-Rydberg binding length could
serve as a further indicator for the presence of trimer states.
The shifts predicted in Table I are, however, of the order of a
few Bohr radii, which is clearly too small to be observed with
current techniques. As first shown in [29], the equilibrium
separation of the ion-Rydberg dimer Re scales with the prin-
cipal quantum number n and, in Fig. 7(a), we find this scaling
to be Re ∝ n2.80±0.18, which is close to the value expected
from perturbation theory as described in Sec. II A. However,
we see no clear trend for the change in the equilibrium
separation /Re = Rtrimer

e − Rdimer
e for the well w1, shown in

Fig. 7(b).
On the other hand, there is an evident trend in the difference

of the local energy minima, /ϵmin = ϵdimer
min − ϵtrimer

min , between
the PES of the dimer and trimer. Figure 7(c) shows /ϵmin for
the trimer w1 well and we find /ϵmin ∝ n−5.97±0.06. This can
be understood as follows. To first order, the interaction of the

TABLE I. Contrasting properties of the dimer and trimer vibrational states. From left to right, the first three columns give the difference
in the vibrational ground state’s (I) expected ion-Rydberg separation /⟨RI⟩ = ⟨Rtrimer

I ⟩ − ⟨Rdimer
I ⟩, (II) expected electric dipole moment of the

Rydberg atom /⟨dz⟩ = ⟨d trimer
z ⟩ − ⟨ddimer

z ⟩, and (III) energy /E000 = E trimer
000 − E dimer

000 . The last three columns contain the trimer’s excitation
energies with respect to the trimer ground state of the first (IV) ) bending mode Ẽ001 = E001 − E000, (V) RA stretching mode Ẽ010 = E010 −
E000, and (VI) RI stretching mode Ẽ100 = E100 − E000. Where applicable, corresponding values for the dimer are given in brackets. All quantities
are rounded to the nearest decimal place.

/⟨RI⟩/a0 /⟨dz⟩/Debye /E000/MHz Ẽ001/MHz Ẽ010/MHz Ẽ100/MHz

Squid w1 14.1 18.2 −181.9 21.2 39.6 91.9 (88.1)
Squid w2 −5.3 20.8 −102.8 7.4 31.1 92.6 (88.1)
Angel w′

1 5.9 19.3 −79.9 3.0 29.3 86.6 (86.6)
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FIG. 7. (a) Scaling of the squid dimer’s bond length with principal quantum number n. (b) Difference in ion-Rydberg equilibrium separation
and (c) potential well minima between the squid dimer and squid trimer for the w1 potential well (cf. well Fig. 3). Error bars in (b) represent
the error in /Re, which arises due to the fact that the potential energy surfaces are represented on a discrete grid. Error bars for Rdimer

e have
been left out since their size is negligible on the scale of (a).

ground-state atom with the Rydberg electron contributes an
energy shift proportional to the electron’s probability density
/ϵ ∝ |ψ (RA)|2, whose sign depends on the s-wave scattering
length as[k(RA)]. The electron’s probability density scales
with the radius of the Rydberg orbit as |ψ (r)|2 ∝ 1/r3, which
in turn scales quadratically with n. This gives /ϵ ∝ n−6,
which is close to our fitted value. Since /ϵmin decays with n,
the trimer’s vibrational spectrum will lie energetically closer
to the dimer’s at higher principal quantum numbers, making
them harder to distinguish. By modulating the density of the
background gas of atoms, signals of trimer states can be sup-
pressed or enhanced.

V. CONCLUSIONS

In this work, we first studied the case of an ion interacting
with a Rydberg atom and determined the electronic structure
of bound states which exist in various potential wells in the
spectrum of adiabatic potential energy curves. For atomic
species such as Rb and Cs, the ion’s presence mixes the quan-
tum defect-split p state with its neighboring quasidegenerate
manifold of high-l states. This results in the formation of a
twofold series of potential wells, one for each |m| sublevel of
the p state. We found that the Rydberg electron’s probability
density exhibits several lobes, which vary in their size and
number between the wells. Due to their distinctive shapes, we
classify the electronic density patterns along the m = 0 series
as squid states, while those along the |m| = 1 series are termed
snow angel states.

We predict that the lobes in the electronic density admit the
binding of additional ground-state atoms via the same binding
mechanism as conventional polar and nonpolar ULRMs. We
have demonstrated this for a three-body system of a Rydberg
atom interacting with a ground-state atom and a single ion,
in the limit of nonoverlapping charge distributions. Bound

vibrational states exist among the three species, forming a
charged ultralong-range Rydberg trimer. The ground-state
atom can become bound within different lobes in the elec-
tronic density, such that linear as well as nonlinear geometric
configurations of the nuclear framework are possible.

The ground-state atom leads to a significant shift in the en-
ergy of the trimer’s vibrational ground state and the additional
nuclear degrees of freedom give rise to distinct excitation se-
ries for bending and stretching modes, which vary between the
local minima associated with different lobes in the electronic
structure. Using current spectroscopic techniques, it should
thus be possible to distinguish the trimer and dimer states.
Similarly to the ion-Rydberg dimer, we expect nonadiabatic
couplings between neighboring potential energy surfaces to
be a significant channel for molecular decay in our system.
Indeed, the effect may even be stronger in the trimer system
since crossings between states of different m are no longer
symmetry protected. Corresponding investigations are left to
future studies.

Our work lays the foundation for exploring ULRMs in
inhomogeneous electric fields. Future work could consider
the interaction of an ion with polyatomic ULRMs and wave-
packet dynamics in the ion’s field. Additionally, conical
intersections can occur between adiabatic potential energy
surfaces in triatomic systems and thus one could examine the
role of beyond Born-Oppenheimer physics in our system in
the spirit of recent work in this direction [76].
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We study the out-of-equilibrium dynamics of noninteracting atoms confined within a one-dimensional har-
monic trap triggered by dragging an external long-range potential through the system. The symmetry-breaking
nature of this moving potential couples adjacent eigenstates in the atoms’ effective potential, leading to an
energy landscape reminiscent of systems exhibiting trap-induced shape resonances. These couplings may be
exploited to selectively excite the atoms into higher vibrational states of the harmonic trap by controlling the
motion of the dragged potential. To this end, we consider two protocols designs: The first protocol strives
to maintain adiabaticity at critical points during the atoms’ dynamics, while the second protocol utilizes the
fast tunneling of the atoms within their effective double-well potential. These protocols take place in the few
to many millisecond regime and achieve high-fidelity excitation of the atoms into pure vibrational states and
superpositions thereof. Overall, our study highlights the significance of dragged potentials for controlling and
manipulating atom dynamics and offers intuitive protocols for achieving desired excitations.

DOI: 10.1103/PhysRevA.109.013311

I. INTRODUCTION

Reliable and efficient quantum state engineering tech-
niques are indispensable for emerging quantum technologies
from information processing to interferometry and commu-
nications. Ultracold quantum gases are particularly suited to
the manipulation of quantum states and dynamics due to the
exceptional control over interparticle interactions via tunable
scattering resonances [1], the ability to prepare ensembles
with a well-defined number of particles [2,3], and the flexibil-
ity of trapping geometry in terms of shape [4,5], periodicity
[6], and dimensionality [7].

For trapped ultracold species, transitions between different
vibrational states can be carried out by employing external
drives, such as deforming [8] or shaking the trapping potential
[9]. The latter approach was implemented in [10] to trans-
fer a Bose-Einstein condensate (BEC) to the collective first
excited trap state, which serves as a twin-beam matter wave
source upon collisional deexcitation of the atoms. Similar
protocols for population inversion have been proposed which
rely on adiabatic cycles controlled by the interaction of the
BEC with a δ-like impurity [11,12]. Additionally, collective
excitations such as solitons and vortices may be generated
through appropriately steering a focused laser beam through
a condensate [13–17]. State transfer protocols such as those
described above have been further combined with sophisti-
cated quantum optimal control techniques [18] and shortcuts
to adiabaticity [19,20] in order to manipulate quantum sys-
tems with high fidelity on timescales shorter than decoherence
times (see, e.g., [21]). Quantum optimal control and shortcuts

*dboswort@physnet.uni-hamburg.de
†pschmelc@physnet.uni-hamburg.de

to adiabaticity can be used for a wide range of applications,
including for example the transport of trapped ions [22,23].

Controlled collisions between species in separate traps pro-
vide a further avenue for quantum state engineering. In their
theoretical work [24], Stock et al. found that the quantized
relative motion of a colliding atom pair leads to resonances
between trap eigenstates and molecular bound states which
would not be present in free space. They termed these trap-
induced shape resonances (TISR). Later theoretical works
uncovered TISR for colliding atom-ion pairs [25] and pro-
posed using TISR to realize two-qubit quantum gates [26]
and excite atoms into higher Bloch bands of an optical lattice
[27]. TISR have also been considered in the context of single
atoms interacting with multiple impurities [28]. Recently, a
landmark experiment by Ruttley et al. [29] demonstrated the
mergoassociation of single cold RbCs molecules using TISR
between the constituent atoms confined in separate optical
tweezers.

In this work, we consider a particular case of an external
drive which enables fine control over the vibrational state
occupation of trapped atoms. Similar to [14–16], the external
drive takes the form of dynamically swept external potentials.
Our potential however is repulsive at short range with a long-
range attractive tail supporting bound states, which offers
additional flexibility in terms of protocol design and a more
diverse dynamical response of the system. We explore how
tuning the shape and drag speed of the external drive can be
exploited to excite ground-state atoms into excited trap states
or superpositions thereof. We propose two different types of
protocols for achieving state transfer which rely on avoided
crossings arising in the atoms’ discrete energy spectrum due
to the swept potential, in a manner analogous to the emergence
of TISR. The first protocol, slow yet robust, relies on adia-
batic sweeping of the potential around certain critical avoided
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crossings in the energy spectrum. The second protocol, sig-
nificantly faster yet requiring precise control over the external
potential’s position, exploits the ability of the atom to undergo
relatively fast tunneling at the avoided crossings.

Our work is laid out as follows. In Sec. II we introduce the
setup and discuss the landscape of avoided crossings arising
in our system and how these can be used to shuttle the atoms
to higher excited states. Sections III and IV focus on the
two different state preparation protocols and include proof-
of-principle demonstrations for both, as well as a discussion
of their limitations. Section V summarizes the present study
and discusses directions for future work.

II. SWEPT POTENTIAL MODEL

We begin in Sec. II A by introducing the time-dependent
Hamiltonian which models the collision between a dragged
external potential and trapped atoms in one spatial dimen-
sion. Section II B considers the scenario in which the external
potential is swept through the trap at a constant velocity,
highlighting the emergence of avoided crossings between
eigenstates during the collision and the role played by the
potential’s profile and speed. This motivates the discussion of
the state preparation protocols which are the focus of Secs. III
and IV.

A. Model: Collision of trapped atoms with a swept potential

Our system is comprised of atoms of mass m confined
within a quasi-one-dimensional (quasi-1D) harmonic trap
centered at the origin. The quasi-1D confinement requires
ω∥ ≪ ω⊥, where ω∥ and ω⊥ are the longitudinal and trans-
verse trapping frequencies, respectively. The longitudinal axis
is chosen to be parallel to the z axis and the corresponding lon-
gitudinal eigenstates and associated eigenenergies are denoted
by {φn(z)} and {ϵn = n + 1

2 }, n ∈ N. Transverse excitations
are neglected throughout this paper such that we restrict our-
selves to a one-dimensional problem. Finally, unless stated
otherwise, all quantities are given in units defined by the
oscillator length aHO =

√
h̄/mωz and the energy spacing

εHO = h̄ωz of the longitudinal eigenstates.
At t = 0, the atom occupies the trap’s vibrational ground

state φ0(z). For t > 0, it experiences an additional time-
dependent potential Vo(z, t ) which is swept from one side of
the system to the other along the z axis. The dragged poten-
tial’s profile is comprised of a short-range repulsive barrier
with an attractive long-range tail and takes the form

Vo(z, zo(t )) = ae−b(z−zo(t ))2 − 1
2[z − zo(t )]4 + 1/c

, (1)

where zo(t ) is the displacement of the repulsive barrier from
the center of the trap. The model parameters a, b, and c set
the height and width of the barrier as well as the depth of the
wells formed by the attractive tail, respectively. A plot of the
potential is provided in the inset of Fig. 1(a). This potential
could be created in an experiment using, for example, a tightly
trapped ion [30–32] or a shaped optical potential [4].

FIG. 1. Instantaneous single-particle energy spectrum. (a) Dis-
crete atomic energy spectrum as a function of the position zo of the
external potential (shown in inset) relative to the trap center. The
energies of the lowest few harmonic trap eigenstates are labeled ϵi.
The dashed lines show the approximate energy shift of the external
potential’s bound states ϵ̄i + z2

o/2 [25] as a function of zo, where
ϵ̄i are the energies of the bound states without the harmonic trap.
The circles highlight examples of narrowly avoided crossings. Also
shown are plots of the instantaneous eigenstates {ϕi(z; zo)} near an
avoided crossing between (b) a bound state of the dragged potential
and a trap state and (c) two trap states. The blue solid line shows
the effective potential experienced by the atoms and the gray dashed
line is the harmonic trap potential. Eigenstates are vertically offset by
their energy. Here we have used the parameters a = 120, b = 4

√
10c,

and c = 40 for the external potential (1).

Summarizing the above considerations, we write the
single-atom Hamiltonian as

Ĥ [zo(t )] = −1
2

d2

dz2
+ Vtrap(z) + Vo(z, zo(t )), (2)

where Vtrap(z) = z2/2 describes the time-independent har-
monic trap. Equation (2) is parametrically dependent on the
position of the dragged potential zo and we denote its eigen-
states and eigenvalues by {ϕn(z; zo)} and {εn(zo)}, respectively,
to contrast them with those of the pure harmonic trap [φn(z)
and ϵn].

Hamiltonians of the above form were employed in
related works to model atom-ion interactions in the ultra-
cold regime [30,31,33–35]. The atom-ion interaction has
a species-dependent length scale R∗ and together with the
harmonic-oscillator length aHO, these constitute the two char-
acteristic length scales of the system. In this and prior works,
we have been interested in the regime where these length
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scales are comparable. The form of our Hamiltonian in Eq. (2)
is valid for R∗ = aHO, which is valid for a variety of species
in terms of the atom-ion interaction range and the achievable
trapping frequencies. The analysis carried out in the remainder
of this work holds for R∗ = aHO. However, we emphasize
that the proposed protocols would also work for different
values so long as the length scales remain comparable. As
we mentioned above, the model potential could be realized
in one of two ways: (i) a trapped ion and (ii) a shaped optical
potential. Thus, we see that the realization with a trapped ion
is less flexible since the length scale R∗ is set by the choice of
species for the atom-ion pair. In contrast, an optical potential
would allow greater flexibility since the size of the potential
may be tuned in addition to the trapping frequency.

B. Impact of swept potential on the atomic energy spectrum

Let us first solve the time-independent problem to clarify
the zo dependence of the atoms’ discrete energy spectrum
{εn(zo)}. We choose the following model parameters for the
external potential (1): a = 120, b = 4

√
10c, and c = 40 (as

used in [30,31,33–35]). For this choice of parameters, the
potential supports two bound states with energies ϵ̄0 = −12.2
and ϵ̄1 = −10.4, shown in the inset of Fig. 1(a).

Figure 1(a) shows the evolution of the lowest nine eigen-
values with zo, obtained using exact diagonalization of the
Hamiltonian (2). For |zo| > 6, the lowest eigenstates have a
regular energy spacing h̄ωz and describe states of the unper-
turbed harmonic trap. Closer to the trap center [4<|zo(t )|<6],
the energies of the external potential’s bound states are re-
duced, which leads to level repulsions between the bound
states and the trap eigenstates, generating two chains of
avoided crossings. The avoided crossings seen here can be
considered analogous to trap-induced shape resonances, first
predicted by Stock et al. for colliding pairs of trapped atoms
[24]. That these are indeed a form of shape resonance can be
seen in Fig. 1(b), which shows the trap’s ground state near its
avoided crossing with the lower bound state of the external po-
tential at zo = −5.25. Here these near-degenerate eigenstates
are separated by a barrier that forms in the atom’s effective
potential created by the sum of Vo(z, zo) and Vtrap(z). In addi-
tion, a second variety of trap-induced shape resonance analog
manifests in this system due this time to the short-range repul-
sive barrier component of Eq. (1). One such example is shown
in Fig. 1(c), where two (perturbed) trap states are separated
on either side of the external potential’s Gaussian barrier at
zo = 1.48. We see therefore that the repulsive and attractive
components of (1) each create their own class of avoided
crossings. Crucially, both kinds of shape resonances present
in Fig. 1 would not appear in the absence of the trap’s discrete
energy spectrum.

Let us now turn to the time-dependent solution of the
Hamiltonian (2). In the remainder of this section, we examine
the simplest case of the external potential (1) moving at a
constant velocity żo from one side of the system to the other.
We are interested in the state of the atoms at long times, i.e.,
after the external potential has passed into and through the
system and excited it on the other side, and which factors
influence it.

FIG. 2. Path of the atomic state along the energy curves. (a)–
(f) Atomic energy spectrum (gray) weighted by the overlap of the
atomic state with the instantaneous eigenstates | ⟨ψ (z; zo|ϕn(z; z0)⟩ |2
of the Hamiltonian (2) as a function of zo(t ) for constant drag speeds
(a) żo = 0.01, (b) żo = 0.10, and (c) żo = 1.00. Here we have used
the parameters a = 120, b = 4

√
10c, and c = 40. (d)–(f) Same as

(a)–(c) but for a barrier height a = 320. (g) and (h) Open circles show
the overlap of the final state | ⟨ψ f (z)|φn(z)⟩ |2 with the first (g) 11 and
(h) 101 harmonic trap eigenstates {φn} (n = 0, 1, 2, . . .) for various
drag speeds żo. Closed circles in (g) are values obtained using the
Landau-Zener formula (3).

At t = 0, the atoms occupy the ground state of the trap
ϕ(z, 0) = φ0(z). We choose the same model parameters for
the external potential as before. For numerical purposes, we
set the external potential’s position at t = 0 to be zo(0) = −6,
which is sufficiently far removed from the trap center to
prevent an immediate quench of the initial atomic state. We
determine the atomic dynamics ψ = ψ (t ) by solving the time-
dependent Schrödinger equation via wave-packet propagation
using a dynamically optimized truncated basis representation
[36].

We first consider the way in which the dragged potential
couples the initial atomic state with other eigenstates during
the course of the dynamics. For this purpose, we determine the
overlap of the atomic state with the instantaneous eigenstates
of the Hamiltonian (2) as a function of zo(t ). Figures 2(a)–2(f)
show plots of the energy spectrum [cf. Fig. 1(a)] in which
the curves {εn(zo)} are weighted by the overlap integrals
| ⟨ψ (t )|ϕn(zo)⟩ |2 for different drag speeds żo and heights a
of the repulsive barrier. These plots effectively describe how
ψ (t ) evolves within the Hilbert space of the Hamiltonian
(2). We see in Fig. 2(a) that for a sufficiently slow drag
speed and small barrier height, the state ψ (t ) initially evolves
along a single energy curve, with only minor population
of neighboring curves occurring after the dragged potential
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passes through the trap center. For faster drag speeds and a
greater barrier height, the atomic state follows an increasingly
diabatic path to higher energy curves. Figure 2 shows that
for żo = 0.01 and 0.10, diabatic transitions between energy
curves take place exclusively at the avoided crossings, since
there the coupling between energy curves is greatest and
the energy gap smallest. However, this simple picture breaks
down at sufficiently fast drag speeds, such as at żo = 1.00,
which is shown in Figs. 2(c) and 2(f). In both of these cases,
the coupling between curves becomes strong enough that ad-
ditional transitions take place at positions zo away from the
immediate vicinity of the avoided crossings, where the curves
have relatively large energy separations. For our purposes,
these additional transitions are undesirable since they consti-
tute an additional form of “leakage” between energy curves,
which hinders the controlled preparation of a well-defined
final atomic state.

A more quantitative understanding of the influence of the
drag speed and barrier height on the path of the atomic state in
Fig. 2 is provided by the semiclassical Landau-Zener formula
[37,38]. This determines the probability Pi j for a diabatic
transition at an avoided crossing between the energy curves
of the eigenstates ϕi(zo) and ϕ j (zo):

Pi j = exp
(

−2π
)2

i j

żoαi j

)
. (3)

Here )i j = min(|εi − ε j |)/2 is half the minimum energy gap
at the avoided crossing and αi j = | d

dzo
(εi − ε j )|. For Pi j → 0,

transitions between the states are suppressed, i.e., the dynam-
ics is adiabatic. This holds for the condition )2

i j ≫ żoαi j ,
whereas for )2

i j ≪ żoαi j , Pi j → 1 and the dynamics is maxi-
mally diabatic.

The closed circles in Fig. 2(g) are predictions for the
composition of the atomic state at long times determined by
applying Eq. (3) at each crossing encountered by the state. The
predictions are in good agreement with the results obtained
from the solution of the time-dependent Schrödinger equa-
tion (open circles) over a wide range of drag speeds żo. Thus,
we see that the Landau-Zener formula (3) is a reasonable
model for describing the state’s path and we may use it to
guide our intuition. Figure 2(h) extends the numerical results
from Fig. 2(g) up to the 100th excited trap state, highlighting
that it is in principle possible to populate arbitrarily highly
excited states using the dragged potential. In an experimen-
tal setting however, the finite depth of the trapping potential
imposes an upper energy limit and any atoms excited beyond
this threshold would be lost from the system. This loss could
be exploited to our advantage in the following way. We may
design a state preparation protocol in which any atoms that
do not reach the desired final state are lost from the system,
thereby maximizing the fidelity with the target state at the
cost of particle number uncertainty. This could be used to
circumvent the limitations of the adiabatic state preparation
protocol which is the focus of Sec. III.

From Eq. (3) we see that we have three knobs at our
disposal for controlling the atoms’ path through the energy
curves {εn(zo)}: )i j , αi j , and żo. The gap size )i j at each
avoided crossing is determined by the size of the barrier at
the shape resonance since taller, wider barriers lead to more

narrowly avoided crossings. Therefore, we can control )i j by
tuning the model parameters in Eq. (1) as well as the longi-
tudinal trapping frequency ωz. These will also influence αi j ;
however, the quadratic dependence of )i j in Eq. (3) makes
it a more sensitive and thus attractive control parameter. The
speed of the dragged potential is also an attractive control
parameter since it is a free parameter.

In the following sections, we develop protocols which ex-
ploit these control parameters in order to realize deterministic
state preparation such that the dragged potential shuttles the
atoms into an excited trap state φn, n > 0, or a well-defined
superposition of N trap states

∑N
n=0 cnφn. We denote the tar-

get state by ψt and the goal of the following sections is to
maximize the fidelity measure F = | ⟨ψ |ψt ⟩ |2. We choose
the following fixed set of model parameters: a = 320, b =
4
√

10c, and c = 40. In particular, we choose a = 320, since
from Fig. 2(e) we see that for this barrier height, in com-
bination with a drag speed of zo = 0.1, the state’s path is
predominantly diabatic and transitions between energy curves
are to a large extent “clean,” by which we mean that the
transitions occur chiefly at the avoided crossings and not, as is
the case in Figs. 2(e) and 2(f), also in between avoided cross-
ings. Both of these features are crucial for realizing efficient,
high-fidelity state preparation protocols.

III. ADIABATIC PROTOCOL

This section introduces the first state preparation protocol,
an adiabatic protocol, which seeks to control the path of the
atomic state through the energy curves {εn(zo)} using only
the intuition provided by the Landau-Zener model (3) dis-
cussed in Sec. II. Specifically, we use the drag speed żo of
the external potential to control whether the state traverses a
given crossing adiabatically or diabatically in order to force
it to follow a predetermined path through the energy spec-
trum. In particular, we demonstrate preparation of the target
states ψ (1)

t = φ5 and ψ (2)
t (t ) = (φ4 + ei+(t )φ5)/

√
2, where we

include the phase factor +(t ) = −ωzt to indicate that the latter
target state is not a pure eigenstate of the harmonic trap and
hence undergoes periodic dynamics. The demonstration of
preparing a mixed state is used to highlight the versatility
of the protocol. In principle however, it would be possible to
employ similar protocols in order to engineer localized wave
packets in anharmonic trap potentials for probing quantum
collapse and revival behavior [39].

The adiabatic protocol is outlined in Fig. 3. In particular,
Fig. 3(a) illustrates the ideal path through the energy spec-
trum from the ground state to the fifth excited state of the
harmonic trap φ5. Ten narrowly avoided crossings lie along
this particular path. Starting from t = 0, the state should
evolve diabatically at speed vd until just before it reaches the
eighth avoided crossing [indicated by the box in Fig. 3(a)],
whereupon the dragged potential is decelerated linearly to the
speed va, which should be sufficiently slow to fulfill the adia-
batic condition )2

i j ≫ żoαi j [see Fig. 3(b)]. If no deceleration
occurs, the state will continue to populate higher trap eigen-
states, similar to the path seen in Fig. 2(e). After passing this
critical eighth avoided crossing, the potential is accelerated
once again to vd and the state continues diabatically through
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FIG. 3. Schematic of the adiabatic protocol. (a) Ideal state path
[orange (dark gray)] through the atomic energy spectrum (light gray)
to excite the atom to the fifth excited trap state φ5(z). (b) Close-up
of the critical region highlighted by the box in (a). The impurity’s
drag speed is overlaid in [blue (dark gray)], indicating the transition
between the diabatic and adiabatic speeds (vd and va, respectively).
(c) Ideal state path [green (dark gray)] through the atomic energy
spectrum (light gray) to excite the atom to the superposition state
(φ4 + ei+(t )φ5)/

√
2, where +(t ) = −ωzt . (d) Close-up of the critical

region highlighted by the box in (c). Note that in both (b) and (d) żo

is plotted on a logarithmic scale for the sake of visibility.

the last two avoided crossings, finally reaching the target state
ψ (1)

t = φ5.
Equally, the target state ψ (2)

t (t ) = (φ4 + ei+(t )φ5)/
√

2 may
be achieved through a slight modification to the protocol for
ψ (1)

t . In particular, an additional deceleration step is required
such that the state splits equally along the two energy curves
at the seventh avoided crossing, as depicted in Fig. 3(c). The
speed protocol is shown in Fig. 3(d). The potential is first
decelerated from vd to v′

a, whose value is chosen such that
an equal mixing between states at the seventh crossing is
achieved and can be estimated using Eq. (3).

The results of the simulations for ψ (1)
t are summarized in

Figs. 4(a)–4(e). Figure 4(a) shows the actual path followed
by the atomic state in each simulation, which agree as ex-
pected with the ideal path given in Fig. 3(a). The evolution
of the atomic probability density ρ(z, t ) = ψ∗(z, t )ψ (z, t ) is
provided in Figs. 4(b)–4(d) and the external potential’s tra-
jectory zo(t ) is indicated by the dashed line. As the potential
enters the trap [Fig. 4(b)], the atomic density is swept in the
direction of motion of the potential and the dynamics of the
state is diabatic. After the external potential is decelerated, the
density begins to tunnel to the opposite side of the potential’s
barrier [Fig. 4(c)]. As the potential leaves the trap [Fig. 4(d)],
the atomic density recenters on z = 0 and its profile matches
approximately that of the fifth excited trap state [see the
comparison in Fig. 4(e)]. For this particular simulation, we
obtain an overlap of 97.4% with the target state in a time of
approximately 1.22 × 104.

TABLE I. Dependence of final fidelity on the adiabatic speed.
Column 1 lists the ratio of adiabatic va and diabatic vd speeds, with
vd = 0.1 in all cases; column 2 the fidelity with the target state; and
column 3 the protocol duration.

va/vd | ⟨ψ f |φ5⟩ |2 ttot

5.0 × 10−3 25.8 3.20 × 102

5.0 × 10−4 89.1 1.40 × 103

5.0 × 10−5 97.4 1.22 × 104

Similar results for the ψ (2)
t protocol are depicted in

Figs. 4(f)–4(j). Here we obtain an overlap of 92.6% with the
target state. The fidelity is smaller than that obtained for ψ (1)

t
in part due to the larger value of va used in this example (see
the caption of Fig. 4). Consequently, the duration of this pro-
tocol is shorter at approximately 6.90 × 103. The final atomic
state exhibits regular density oscillations [Fig. 4(i)] with a
period matching the time scale set by the energy separation
of the neighboring trap states, namely, 2π/ωz.

Adiabatic protocols are slow by nature. For a longitudi-
nal trapping frequency of ωz = 2π × 300 Hz, the examples
shown in Fig. 4 would have a duration on the order of seconds.
A tighter trapping potential would reduce this of course, since
the time unit τ is given by τ = 1/ωz in our unit system. In
addition, using larger values of va would further reduce the
protocol duration but would come at the cost of the fidelity
(see Table I). Additional improvements could be made by
minimizing the distance over which the potential moves adia-
batically via standard optimization techniques.

The final fidelity achieved is strongly influenced by the
value of va. Nonetheless, there are additional sources of fi-
delity loss, accounting overall for approximately 1% of the
total probability. First, the state’s evolution while the potential
is dragged at vd is not perfectly diabatic, which leads to minor
losses at each crossing. Diabatic transitions between energy
curves away from the avoided crossings are a further source of
loss, as we saw for fast drag speeds in Figs. 2(c) and 2(f). No
doubt a protocol could be devised to fine-tune the drag speed
around particular regions where these transitions become sig-
nificant. This would however make the overall protocol more
complex for rather marginal improvements to the fidelity.

IV. TUNNELING PROTOCOL

The key limiting factor of the protocols described in
Sec. III is their long duration: Achieving fidelities with the
target state greater than 90% requires 103–104 units of time,
which translates to timescales on the order of seconds for
trapping frequencies on the order of 100 Hz. Ideally, we want
to be able to significantly reduce the duration of the protocols
while still preserving their relative simplicity and high fidelity.
This will be the focus of the following section. In Sec. IV A
we show how more efficient protocols can be designed by
drawing analogies between the dynamics of our system to the
tunneling of a particle in a double-well potential and arrive at
a condition which enables tunneling to be exploited usefully
for state preparation in our system. In Sec. IV B we apply the
knowledge from Sec. IV A to realize efficient protocols and
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FIG. 4. Adiabatic protocol. (a)–(e) Exciting atoms to the fifth excited trap state φ5(z) using the adiabatic protocol. (a) Instantaneous energy
spectrum (gray) with the colored line representing the overlap of the atomic state with the instantaneous eigenstates | ⟨ψ (z, zo)|ϕν (z, zo)⟩ |2 of
(2) as a function of zo(t ). (b)–(d) Atomic probability density |ψ (z, t )|2 for different time intervals during the protocol. The dashed line indicates
the trajectory of the moving potential zo(t ). (e) Comparison of the density of the final atomic state |ψ f |2 to the target state |ψt = φ5|2. Here we
achieve a fidelity | ⟨ψ f |ψt ⟩ |2 of 97.4%. (f)–(j) Same as (a)–(e) but for the target state (φ4 + ei+φ5)/

√
2, where +(t ) = −ωzt . Here we achieve

a fidelity | ⟨ψ f |ψt ⟩ |2 of 92.6%. For both protocols, vd = 0.1. In addition, (a)–(e) va = vd/20 000 and (f)–(j) va = vd/600 and v′
a = vd/2000

(vd , va, and v′
a are defined in Fig. 3). Wave functions are normalized such that

∫
dz|ψ (z)|2 = 1.

present results for the preparation of pure and superposition
excited trap states using the two varieties of avoided crossings
in our system that were introduced in Sec. II.

A. Condition for complete tunneling

The combination of the harmonic trap and the dragged
potential (1) creates an effective potential for the atoms re-
sembling an asymmetric double well [cf. Figs. 1(b) and 1(c)].
For the sake of building intuition, let us first consider the case
of noninteracting atoms confined within a symmetric double-
well potential, which is realized in our system for zo = 0. The
energy spectrum of atoms in a double well is characterized by
a series of near-degenerate doublets whose eigenstates have
opposite parity. Assume that at t = 0 the atoms are in an
equal superposition of the lowest two eigenstates: ψ (z, 0) =
[ϕ0(z) + ϕ1(z)]/

√
2. From the near degeneracy of the eigen-

states ϕ0(z) and ϕ1(z) and their opposite parity, this wave
packet is localized solely within one of the wells. For t > 0,
the state undergoes unitary time evolution and accumulates a
phase +, ψ (z, 0) = [ϕ0(z) + exp(i+)ϕ1(z)]/

√
2, where + =

−)εt , which is proportional to the energy gap between the
eigenstates )ε = ε1 − ε0. After a time T = π/)ε, the state
will have accumulated a phase π such that the wave packet

is now localized within the opposite well: ψ (T ) = (ϕ0 −
ϕ1)/

√
2. For our purposes, we refer to T as the tunneling

time.
Based on the size of the energy gaps at the avoided cross-

ings in Fig. 1(a), we can expect tunneling times on the order
of 102 in our system. This value is one to two orders of magni-
tude smaller than the time required for the adiabatic protocols
discussed in Sec. III [see Figs. 4(c) and 4(h)]. In other words,
our estimate of the effective double-well tunneling time T
for our system indicates that we could significantly lower the
duration of our protocols by simply setting our adiabatic speed
all the way to va = 0, i.e., stopping the potential in the vicinity
of the avoided crossing and allowing the state to tunnel freely
on timescales set by the atomic energy spectrum.

To exploit tunneling for the purpose of state preparation,
we need to understand how to control it. In this regard, two
related questions arise. First, what conditions must be fulfilled
in the asymmetric double-well system to realize “perfect”
tunneling, namely, where the atomic density tunnels com-
pletely from one side to the other without leaving behind any
residue? Second, can we realize such tunneling for arbitrary
positions of the dragged potential? The remainder of this
section provides concrete answers to these questions through
some straightforward analytical considerations.
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Chapter 5. Scientific contributions 79



EXCITED-STATE PREPARATION OF TRAPPED … PHYSICAL REVIEW A 109, 013311 (2024)

We assume that on the approach to the avoided crossing
between the instantaneous eigenstates ϕA and ϕB, the atomic
state is in a superposition of only these two eigenstates,

ψ (z; zo(t )) = cA(zo(t ))ϕA(z; zo(t )) + cB(zo(t ))ϕB(z; zo(t )),
(4)

which is valid assuming that the dynamics up to this point
has been diabatic. The complex coefficients cA(zo(t ))
and cB(zo(t )) satisfy |cA(zo(t ))|2 + |cB(zo(t ))|2 = 1
since the atomic wave function is normalized
⟨ψ (z; zo(t ))|ψ (z; zo(t ))⟩ = 1. The narrowly avoided crossing
emerges due to a barrier created in the atoms’ effective
potential, centered at position zb. Depending on the type of
avoided crossing (see Sec. II for details), zb may be equal
to the position of the dragged potential zo(t ), yet this is not
guaranteed. For example, the variety of avoided crossings
depicted in Fig. 1(a) is not formed due to the external
potential’s Gaussian barrier but rather by its long-range
attractive tail; hence in this case zb ̸= zo(t ).

At t = 0, the dragged external potential is suddenly halted
at the position zo(0) = zs near the avoided crossing between
ϕA and ϕB. Thereafter, the atomic wave function undergoes
unitary evolution. Since the Hamiltonian Ĥ (zs) no longer
has explicit time dependence, the wave function for t > 0
is given by ψ (z, t ; zs) = e−iĤ (zs )tψ (z; zs). In the interest of
readability, we drop the zs parameter notation in equations be-
yond this point. The atomic probability density ρ(z, t ) =
ψ∗(z, t )ψ (z, t ) at time t is given by

ρ(z, t ) = |cA|2|ϕA(z)|2 + |cB|2|ϕB(z)|2

+ 2cAcB cos()ε t )ϕA(z)ϕB(z), (5)

where )ε is the energy difference between the eigen-
states at position zs and we have assumed that the
eigenstates are real valued. For brevity, we label the time-
independent and time-dependent contributions to the den-
sity as ρ̄(z) = |cA|2|ϕA(z)|2 + |cB|2|ϕB(z)|2 and δρ(z, t ) =
2cAcB cos()ε t )ϕA(z)ϕB(z), respectively. Note that δρ(z, t ) is
periodic in time with period P = 2π/)ε.

If the dynamics for t < 0 has been diabatic, the atoms’
probability density at t = 0 will be localized on one side of the
barrier created in the effective potential, for example, z > zb
[see Fig. 4(b)]. Thus, the atomic density at t = 0 fulfills the
condition

ρ(z, 0) = ρ̄(z) + δρ(z, 0) = 0 ∀ z 6 zb. (6)

Using Eq. (5), we can rewrite the above condition as

ρ̄(z) = −δρ(z, 0) = −2cAcBϕA(z)ϕB(z) ∀ z 6 zb. (7)

We now seek the optimal value of the external potential’s
stopping position, denoted by z̄s, such that the atoms undergo
perfect tunneling. This requires that at time t = P/2 the atoms
are localized on the opposite side of the barrier in the effective
potential. Hence, we demand that the atomic density fulfills
the following condition:

ρ(z, P/2) = ρ̄(z) + δρ(z, P/2) = 0 ∀ z > zb. (8)

Making use of Eq. (5) and cos()ε P/2) = −1 yields

ρ̄(z) = 2cAcBϕA(z)ϕB(z) ∀ z > zb. (9)

FIG. 5. Perfect tunneling condition. Energy curves ε(zo) (dark
gray) for the eigenstates ϕ5(z; zo) and ϕ6(z; zo) in the vicinity of
their avoided crossing (left axis). Also shown is 1 − I(zo) [or-
ange (light gray)], where I(zo) is the overlap integral I(zo) =∫

dz|ϕA(z, ; zo)||ϕB(z; zo)| appearing in Eq. (10) (right axis). The
dashed line indicates the critical stopping position z̄s.

Finally, we make use of the conditions in Eqs. (7) and (9) and
the fact that ρ̄(z; zs) is normalized to derive

1 =
∫

dz|ρ̄(z)| =
∫

z6zb

dz|ρ̄(z)| +
∫

z>zb

dz|ρ̄(z)|

= 2|cA||cB|
∫

dz|ϕA(z)||ϕB(z)|.
(10)

In the above, we have used the absolute value in order to
write the final expression as a single integral. Equation (10)
provides us with a relation between the overlap coefficients
ci =

∫
dz ϕi(z)ψ (z) and the overlap of the eigenstates’ ab-

solute magnitudes I =
∫

dz|ϕA(z)||ϕB(z)| which must be
fulfilled in order for perfect tunneling to take place, namely,
|cA||cB| I = 1

2 .
Since 0 6 |cA||cB| 6 1

2 and 0 6 I 6 1, the condition in
Eq. (10) can only be fulfilled when |cA||cB| = 1

2 and I = 1.
This requires (i) the atomic state to be in an equal superposi-
tion of eigenstates ϕA(z) and ϕB(z) (i.e., |cA| = |cB| = 1/

√
2)

and (ii) that these eigenstates differ at most by the sign of
their prefactors [|ϕA(z)| = |ϕB(z)| ∀ z]. The former condition
is rather loose, since it could be realized in general for ar-
bitrary zs. However, the latter condition provides a strong
indication that the optimal stopping position z̄s is located
at the narrowest point of the avoided crossing between the
eigenstates. Thus, we have shown that the requirements for
perfect tunneling in an asymmetric double well match those
of the symmetric double well that we considered at the be-
ginning of this section. We determine z̄s for a given crossing
by evaluating the overlap integral of the eigenstates |ϕA(z)|
and |ϕB(z)| for a range of zs around their common avoided
crossing. Figure 5 shows the results for |ϕ5(z)| and |ϕ6(z)|.
In this case, we confirm that the optimal position z̄s occurs
at the point of closest approach between the energy curves ε5
and ε6.

In conclusion, the tunneling protocol cannot be realized for
arbitrary zs. In fact, the ability to tunnel is highly sensitive
to the choice of zs as shown by Fig. 5. Nonetheless, through
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FIG. 6. Tunneling protocol. (a)–(c) Exciting atoms to the third excited trap state φ3 using the tunneling protocol. (a) Atomic energy
spectrum, weighted by the overlap of its state with the instantaneous eigenstates | ⟨ψ (z, zo)|ϕν (z, zo)⟩ |2 of Eq. (2) as a function of zo(t ).
(b) Atomic probability density |ψ (z, t )|2 throughout the protocol. The dashed line indicates the trajectory of the moving potential zo(t ).
(c) Comparison of the density of the atom’s final state |ψ f |2 to the target state |φ3|2. Here we achieve a fidelity | ⟨ψ f |ψt ⟩ |2 of 99.02%. (d)–(f)
Same as for (a)–(c) but for the target state (φ0 + ei+(t )φ4)/

√
2, where +(t ) = −4ωzt . Here we achieve a fidelity | ⟨ψ f |ψt ⟩ |2 of 99.7%. For both

protocols, vd = 0.1. Wave functions are normalized such that
∫

dz|ψ (z)|2 = 1.

the above analysis we have arrived at the condition I (z̄s) = 1
which must be fulfilled to achieve perfect tunneling, which
provides us with a systematic method for determining the
optimal stopping position z̄s. Furthermore, the size of the
energy gaps at the avoided crossings mean that the atoms will
tunnel over one order of magnitude faster than the adiabatic
protocols discussed in Sec. III.

B. Proof of principle

Using the knowledge about the conditions for perfect tun-
neling gained from the preceding section, we now perform
state preparation using with new protocols that execute sudden
stops of the dragged potential at relevant avoided crossings in
the atomic energy spectrum. The relevant avoided crossings
are determined by the desired target state. The duration of
each stop is set by the tunneling time T = π/)ε for the given
avoided crossing. Between stops, the external potential moves
at a constant speed żo = 0.10 and the change in its velocity is
assumed to be sudden.

Figure 6 summarizes the results of tunneling protocols
for target states ψ (3)

t (z) = φ3(z) and ψ (4)
t (z, t ) = [φ0(z) +

ei+(t )φ4(z)]/
√

2, where +(t ) = −4ωzt . In both cases, we
achieve fidelities above 99% for durations of 102 time units. In
order to prepare the superposition state ψ (4)

t (z, t ), we follow a
slightly different approach by exploiting instead the avoided

crossings that arise between a bound state of the dragged
potential (1) and a vibrational state [see, e.g., Fig. 1(b)].
Using these anticrossings requires us to reverse the direction
of motion of the dragged potential, which therefore requires
stopping twice during the protocol as compared to only once
in the protocol in Figs. 6(a)–6(c). The advantage of this
approach is however that there are overall fewer avoided
crossings that the state has to traverse, which improves the
overall fidelity at the cost of a slightly longer protocol. Fi-
nally, we note that by stopping the potential at z̄s for only
half the tunneling time T/2, the state will split equally along
both paths that meet at the crossing. Using this method, we
achieve a fidelity of 99.7% with ψ (4)

t (z, t ) in a time of 650
[see Figs. 6(d)–6(f) for further details].

While the tunneling protocols have a distinct advantage in
terms of speed, their major drawback is their sensitivity to
errors in the stopping position zs. In Table II we summarize
some data which investigate the robustness of the protocol
to errors in the stopping position zs. We find that deviations
as small as 0.1% from the optimal stopping position z̄s can
lead to a sizable decrease in the fidelity with ψ (3)

t (z, t ). The
level of precision in the positioning of the potential might be
challenging to meet by current experimental standards.

Additionally, the protocols discussed in this work will be
sensitive to deviations in the swept potential from its optimal
shape. This effect is investigated in Appendix A 1.
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TABLE II. Robustness of the tunneling protocol to error in the
stopping position. Column 1 lists the percentage error in the stopping
position zs relative to the optimal stopping position z̄s and column 2
the fidelity with the target state φ3. The error-free fidelity amounts to
99.02% (see Fig. 6).

Percent error in zs | ⟨ψ f |φ3⟩ |2

0.01 98.70
0.10 72.14
1.00 1.18

In this work we have demonstrated the preparation of su-
perposition states consisting of at most two trap eigenstates
in the population-balanced case. It is possible to modify
the protocols to prepare more complicated superposition
states, as discussed for the case of the tunneling protocol in
Appendix A 2.

V. CONCLUSION

In this work, we explored protocols for exciting individual
trapped atoms into higher vibrational states by means of a
dynamically swept external potential. In particular, we em-
ployed an external potential possessing long-range attractive
character and a repulsive barrier at its center, which could be
realized via a tightly trapped ion or a shaped optical potential.
Excitation of the atoms was facilitated by avoided crossings
in the atomic energy spectrum, whose position and gap size
may be tuned through the shape of the external potential. The
presence of the avoided crossings is a consequence of shape
resonances in the effective potential created by the moving
external potential, analogous to TISR emerging in collisions
between species in separate trapping potentials. The protocols
proposed in our work selectively prepare the atoms in excited
vibrational states through controlling the speed of the exter-
nal potential in order to drive the state along a desired path
through the atoms’ discrete energy spectrum.

The first protocol relies on adiabatic driving around a small
number of critical anticrossings, which depend on the desired
target state. The protocol’s primary limitation is its duration:
Achieving fidelities higher than 90% requires durations of
103–104 in harmonic oscillator units. For a Rb atom with ωz =
2π × 1 kHz, this would correspond to a protocol duration of
approximately 0.1–1.0 s.

In contrast, the second protocol brings the potential to a
complete halt at the critical avoided crossings, whereupon
the atom undergoes unitary dynamics in its effective poten-
tial created by the harmonic trap and the now static external
potential. During this period, the atom tunnels through the
barrier present at the shape resonance on timescales defined
by the energy gap between the eigenstates at the avoided
crossing. We found that tunneling occurs over durations of
102, which is one to two orders of magnitude faster than the
timescales for the adiabatic protocol. The tunneling protocol
achieved fidelities higher than 99% with protocol durations
of 10–100 ms, assuming a Rb atom with ωz = 2π × 1 kHz.
However, the fidelity of this protocol is highly sensitive to the
external potential’s stopping position.

FIG. 7. Robustness of the protocols to deviation in shape of the
swept potential. (a) Distribution of fidelities achieved by the adia-
batic protocol for varying degrees of error in the model parameters
p of the swept potential [see Eq. (1)]. For each value of p, 1000
randomly sampled swept potentials were used. The fidelities are
plotted as a fraction of the ideal fidelity with respect to the target
state and the counts are normalized. In this case, the target state
was the fifth excited trap state φ5 with an ideal fidelity of 97.40%.
(b) Corresponding results for the tunneling protocol. In this case, the
target state was the third excited trap state with an ideal fidelity of
99.02%. (c) Number of simulations which achieved better than 80%
of the ideal fidelity for the adiabatic (slash-hatched) and tunneling
(dot-hatched) protocols.

Without any specific attempts at optimization, our proto-
cols can achieve fidelities better than 99% on timescales on
the order of milliseconds. While employing quantum optimal
control methods would enable us to design protocols with
more competitive durations, these protocols would not offer
the same level of clarity and intuitiveness as the protocols
presented in this work.

Our work may be extended to weakly interacting Bose or
Fermi gases to investigate the role of interparticle interac-
tions and particle statistics. Moreover, considering a binary
mixture may be of particular interest. For instance, consider
a mixture of two components A and B, where species A
initially occupies an excited trap state and species B occupies
the vibrational ground state. Introducing weak interspecies
interactions would mean that species B experiences, in an
effective picture, a latticelike background potential created by
the density of species A. Additionally, the lattice could be
made to vibrate by preparing species A in a superposition of
trap states, thus mimicking phononic excitations.
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FIG. 8. Tunneling protocol: three-state superposition. (a)–(c) Exciting atoms to the population-balanced three-state mixture (see the
text) using the tunneling protocol. (a) Atomic energy spectrum, weighted by the overlap of its state with the instantaneous eigenstates
| ⟨ψ (z, zo)|ϕν (z, zo)⟩ |2 of Eq. (2) as a function of zo(t ). (b) Atomic probability density |ψ (z, t )|2 throughout the protocol. The dashed line
indicates the trajectory of the moving potential zo(t ). (c) Comparison of the density of the atom’s final state |ψ f |2 to the target state |φt |2. Here
we achieve a fidelity | ⟨ψ f |ψt ⟩ |2 of 99.87%. (d)–(f) Same as (a)–(c) but for the population-imbalanced three-state mixture. Here we achieve a
fidelity | ⟨ψ f |ψt ⟩ |2 of 98.76%. For both protocols, vd = 0.1. Wave functions are normalized such that

∫
dz|ψ (z)|2 = 1.

Note added. Recently, we became aware of earlier related
works [14,15] which propose preparing atoms in pure excited
trap states through adiabatic passage of a constant-speed po-
tential well with varying well depth.
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APPENDIX

1. Robustness of the protocols to errors in the swept potential

The success of the protocols described in this paper in
an experimental setting would rely on the ability to recreate
the shaped potential (1) with high precision. Deviations in
the shape of the potential, through, e.g., errors in the model
parameters, will lead to a reduction in fidelity with respect to
the target state. In this section we investigate the robustness
of our protocols to deviations in the potential’s shape from the
ideal, mimicking the impact of experimental errors.

We carried out a series of simulations using swept po-
tentials whose model parameters (a, b, and c) were sampled
from Gaussian distributions, where the mean was fixed at the
ideal value (a0 = 120, b0 = 4

√
10c0, and c0 = 40) and the

standard deviation σ was changed to reflect varying degrees

of experimental error. Figure 7 shows the distribution of fideli-
ties achieved for the adiabatic and tunneling protocols with
varying standard deviation, defined as a percentage p of the
ideal value (i.e., the Gaussian distribution for model parameter
a would have a standard deviation σ = pa0). To obtain statis-
tics, we performed simulations with 1000 randomly sampled
swept potentials for each value of p.

As expected, the protocols perform worse for increas-
ing noise. The tunneling protocol is particularly sensitive:
For p = 0.20, fewer than 10% of runs achieved a fidelity
higher than 80% of the ideal value. In contrast, the adiabatic
protocol proved itself more robust, with around 50% of sim-
ulations achieving a fidelity better than 80% at p = 0.20 [see
Fig. 7(c)].

2. Further examples of state preparation

In the main text we showed proof-of-principle results for
the preparation of target states involving at most two excited
trap states. Nonetheless, the protocols can be applied to re-
alize more sophisticated superpositions of trap states. In this
section we show results for the preparation of a superposition
of the three lowest-energy trap states

ψt = αφ0 + βφ1 + γφ2. (A1)

Figure 8 demonstrates results for the preparation of a
population-balanced case (α = β = γ = 1/

√
3) as well as an
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imbalanced case with coefficients in the ratio α:β:γ = 5:4:16
using the tunneling protocol. We achieve fidelities of 99.87%
and 98.76% for the two cases, respectively. In general, even
more complex superpositions of states could be created in this

way. However, guiding the state along more complicated paths
in the energy spectrum shown in Fig. 1(a) would require the
traversal of an increased number of avoided crossings which,
in principle, means a larger overall loss of fidelity.
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The onset of collision dynamics between an ion and a Rydberg atom is studied in a regime characterized
by a multitude of collision channels. These channels arise from coupling between a nonpolar Rydberg state
and numerous highly polar Stark states. The interaction potentials formed by the polar Stark states show a
substantial difference in spatial gradient compared to the nonpolar state leading to a separation of
collisional timescales, which is observed in situ. For collision energies in the range of kBμK to kBK, the
dynamics exhibit a counterintuitive dependence on temperature, resulting in faster collision dynamics for
cold—initially “slow”—systems. Dipole selection rules enable us to prepare the collision pair on the
nonpolar potential in a highly controlled manner, which determines occupation of the collision channels.
The experimental observations are supported by semiclassical simulations, which model the pair state
evolution and provide evidence for tunable nonadiabatic dynamics.

DOI: 10.1103/PhysRevLett.133.083001

Introduction—Observing, understanding, and controlling
individual collisions are prerequisites for many-body phys-
ics based on atoms or molecules. Especially in the ultracold
regime, where collisions between neutral atoms can be
engineered by Feshbach resonances, a high level of control
is reached [1]. This makes it possible to study, for example,
the study of degenerate molecular gases [2,3], Feshbach
molecules [4,5], and Efimov physics [6]. However, when it
comes to collisions between charged and neutral particles,
reaching the same level of quantum control becomes harder
since the range of interactions increases, thus requiring even
lower temperatures to reach the quantum regime of scatter-
ing [7,8].More exotic collisions can be studied in systems of
laser-cooled Rydberg atoms, which have the advantage of
showing long-range interactions, allowing collisions to
occur on larger length, slower time, and lower energy scales,
making them easier to observe with spatial and temporal
resolution. Even exotic bound states between a Rydberg
atom and neutral ground state atoms forming ultralong-
range molecules have been observed [9–12]. Moreover, the

complex Rydberg level structure can give rise to
intriguingly rich potential energy surfaces with avoided
crossings and conical intersections providing means to
study effects beyond the Born-Oppenheimer approximation
[13,14].
More recently, also systems combining Rydberg atoms

and ions have become an active field of research [15–21].
Here, we pursue this direction and explore the dynamical
processes that lead to a multichannel collision between an
ion and a Rydberg atom. Instead of an ion trap we rely on
compensating electric fields to work with free-floating ions
in an almost net-zero electric field environment. Our high-
resolution ion microscope allows us to study collisional
dynamics with both spatial and temporal resolution. We are
therefore not restricted to only analyzing the initial and
final collision partners, but may instead directly observe the
dynamics as the collision unfolds.
Theory—The polarizability of highly excited Rydberg

atoms gives rise to a long-range charge-induced dipole
interaction potential which is shown as a function of the
internuclear distance R for the specific case of the j129Si
state in Fig. 1. These potential energy curves (PECs) are
calculated by exact diagonalization of the electronic
Hamiltonian He ¼ H0 þ VIðRÞ, where H0 describes the
unperturbed Rydberg atom and VI the ion-Rydberg inter-
action. This interaction term can be written in a multipole
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expansion, where we consider terms up to the sixth order
(see Ref. [22]). One can distinguish between two regions:
the first region is defined in the asymptotic limit for large R,
where the potential of the nonpolar S-state falls off with
1=R4 due to the charge-induced dipole interaction between
the ion and the atomic Rydberg S-state; the second region is
found at R≲ 33 μm for the case of j129Si, which is
nevertheless approximately 26 times larger than the size
of the Rydberg orbit. Here, the ion-induced Stark shift
becomes large enough that strongly polar, large angular
momentumstates from the neighboringn ¼ 126hydrogenic
manifold start to cross into the polarization potential and
form a series of avoided crossings. For Rydberg S-states in
87Rb, the polarization potential strictly decreases in energy
while approaching the ion such that the two collision
partners will always be accelerated toward each other. In
the direct vicinity of these avoided crossings, the Born-
Oppenheimer (BO) approximation is no longer suitable to
describe the dynamics properly. Instead, a nonadiabatic,
semiclassicalmodel using the Landau-Zener (LZ) formula is
employed [28]. This allows us to estimate the probability for
an adiabatic transition to a strongly polar state at each
crossing and thus can be used to predict the occupation of the
different collision channels. The probabilityPij to transition
nonadiabatically from PEC i to an adjacent curve j is given
by Pij ¼ expð−2πa2ij=ðṘαijÞÞ [29], where aij is half the
energy gap between the adiabatic PECs at the avoided

crossing and αij is the differential gradient between the
diabatic PECs.
From this formula, it is clear that the probability of

undergoing adiabatic dynamics at a given crossing can be
experimentally tuned through the relative velocity Ṙ, which
is determined in an experimental setting by the atom
temperature and the additional kinetic energy acquired upon
falling inward on the polarization potential of the nonpolar
S-state. Therefore, systems with small relative velocities
have an increased probability to follow the PEC adiabati-
cally. In contrast, systemswith high relative velocities have a
larger probability to traverse the crossing nonadiabatically
and thereby remain on the comparatively flat polarization
potential. Hence, each avoided crossing provides two colli-
sional channels: one that is mostly populated by systems
with low kinetic energy (cold channel) and one that ismostly
occupied by high kinetic energy systems (hot channel), see
Fig. 1. Interestingly, this leads to a counterintuitive behavior
for the overall dynamics: if a cold, low kinetic energy system
follows the PEC adiabatically, it will ultimately reach the
steep strongly polar potential and thus rapidly accelerate.
This results in a faster collision compared to a system with
high kinetic energy, which travels along the flat S-state
potential and experiences weaker acceleration.
Overview of experimental sequence—The charged ion-

Rydberg atom system is realized in a laser-cooled rubidium
cloud held in an optical dipole trap of a temperature of
about 20 μK. In order to minimize stray electric fields in
the system, six electrodes are used to compensate fields
well below 100 μV=cm [30]. In that way, the ions can be
kept in position for the time of the experiment and no ion
trap is needed. An experimental block starts with a 1 μs
long ionization pulse, which incorporates a two-photon
ionization process, providing just enough energy to over-
come the ionization threshold [see Fig. 2(a)]. Next, a
Rydberg atom is excited in the electric field of the ion
by using a 1 μs long Rydberg excitation pulse, again
involving two laser beams [see Fig. 2(b)]. The detuning
Δ of the upper 480 nm excitation laser from the bare atomic
state in zero field determines the initial radius R0 at which
the Rydberg atom is facilitated around the ion. The radial
distribution has a width that is given by the effective
linewidth of the two-photon excitation. The verlocity Ṙ0 is
mostly determined by the temperature of the rubidium
cloud. This blue laser illuminates the atomic cloud as a thin
light sheet in the horizontal direction, thus confining the
system for highly excited Rydberg states to a quasi-2D
plane, leading to the facilitation of Rydberg atoms located
on a ring around the ion (for further details, see Ref. [22]).
Afterwards a variable time tdyn can be applied allowing the
system to evolve freely. In order to detect the two particles
in a distinguishable way, we drag the ion along the optical
axis of the ion microscope without displacing it in the
imaging plane. To do so, two field electrodes are used to
apply a weak electric field of about 1.1 V=cm, which is

FIG. 1. Ion-Rydberg collision channels. Adiabatic potential
energy curves obtained via exact diagonalization of the electronic
Hamiltonian (see Ref. [22]). (a) Close-up around the avoided
crossings near the nonpolar j129Si atomic Rydberg state,
illustrating the presence of initially slow (red) and fast (blue)
collision channels. Counterintuitively, occupation of the fast
channels is more probable for initially slower particles.
(b) Larger-scale plot of the avoided crossings between the
nonpolar S-state and multiple strongly polar Stark states from
the neighboring asymptotically degenerate hydrogenic manifold.
The overlap of the electronic states with the unperturbed j129Si
atomic Rydberg state is denoted by the colorbar. Energies are
given relative to the j129Si atomic Rydberg state.
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small enough to not ionize the Rydberg atom [see
Fig. 2(d)]. In the final detection step [Fig. 2(e)], a large
electric field of 340 V=cm is applied to field-ionize
the Rydberg atom and to accelerate both particles into
the ion microscope. Because of the previous separation
between the ion and the Rydberg atom, they will arrive at
different times at the detector and are therefore easily
distinguishable [21,31].
Results and discussion—If the interaction time tdyn in

Fig. 2(c) is set to zero, Rydberg atoms initially excited on
the flat polarization potential can be directly detected at
their original positions. Excitation to the high angular
momentum curves is ruled out due to negligible D-state
overlap. By scanning the detuning Δ of the Rydberg
excitation we can spectroscopically map out the resonance
condition for facilitated excitation on the interaction

potential. Figure 2(f) shows examples of averaged in situ
images of the Rydberg atom position relative to the ion,
meaning that the ion is always located at the origin. Owing
to the excitation in a quasi-2D plane, a symmetric ring can
be observed with the ion microscope. The upper and lower
part are not populated due to the finite, elongated shape of
the atomic cloud. As it can be clearly seen, the distance
between the ion and the Rydberg atom decreases for larger
detunings as expected from the facilitation process.
Figure 2(g) summarizes the result of such in situ images
by integrating over the azimuthal angle and showing the
data as a function of the internuclear distance R, which
represents a direct measurement of the j129Si ion-Rydberg
pair state potential. The blue histogram shows the exper-
imentally obtained data, which is in good agreement with
the calculated PEC displayed in green.
In the next step, we introduce a variable interaction time

tdyn > 0 between the Rydberg excitation and the detection,
during which the dynamics take place. This allows the ion-
Rydberg pair to move on the interaction potential, such that
the system encounters the series of avoided crossings
shown in Fig. 1(b). The top row of Fig. 3 shows results
for the observed dynamics of the j129Si state at three
different detunings. Δ0 is the detuning relative to the
outermost avoided crossing, such that for Δ0 > 0 the
system is initialized outside the fan of the hydrogenic
manifold. Each panel represents an average over at least
6500 ion-Rydberg events on the detector. Solid and dashed
lines indicate the results of semiclassical simulations that
account for effects due to finite temperature, effective laser
linewidth, experimental timings, as well as the geometry of
the setup. We model the observed ion-Rydberg pair
dynamics by solving the pair’s classical equation of motion
along all possible collision channels. Each resulting tra-
jectory is assigned a weight corresponding to the proba-
bility of following that particular channel, provided by the
LZ formula (for further details, see Ref. [22]). We observe
good agreement between the experimental results and the
simulations. For negative Δ0, one clearly observes faster
dynamics overall due to the transition to steep, strongly
polar states. At longer times, however, deviations appear
which are due to short-range interaction processes. Notably,
for R≲ 5 μm charge transfer of the Rydberg electron can
occur. Such processes are beyond the scope of our model
and their products cannot be filtered in the experiment.
Our semiclassical model can shed light on the signifi-

cance of nonadiabatic transitions in the dynamics by
studying the change in population of the slow and fast
collision channels over time. The bottom row of Fig. 3
shows the population of the strongly polar states over time
for LZ simulations (red) and fully adiabatic simulation
based on individual, noncoupled PECs (blue). For all Δ0,
the population growth is slower for LZ simulations due to
nonadiabatic transitions. A more quantitative comparison
can be made by comparing the times te (dashed vertical

FIG. 2. Experimental sequence and initial state preparation.
(a)–(e) Schematics of the experimental sequence, which consists
of the following steps: (a) two-photon ionization to create an ion,
(b) two-photon Rydberg excitation in the electric field of the ion,
(c) variable interaction time, (d) applying a small separation field
which drags the ion along the optical axis of the ion microscope,
(e) ionization of the Rydberg atom and imaging of both particles
by using a large electric field. Panel (f) shows the Rydberg atom
position relative to the ion (located at the origin) for different
Rydberg laser detunings Δ from the bare j129Si state in absence
of an ion. (g) Histograms of the azimuthally averaged ion-
Rydberg atom distance R for various detunings Δ (blue). The
theoretically calculated polarization potential is shown in the
white to green color code, which indicates the overlap with the
bare j129Si state (only overlaps ≥ 0.3 are shown).
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lines) at which the population of the nonpolar S-state curve
has decayed to 1=e. The relative difference Δte in te
decreases as the Rydberg atoms are excited further inside
the fan, indicating that the motion becomes increasingly
adiabatic. This is due to the growing gap size aij at the
avoided crossings at smaller R (see Ref. [22]). In this way
the timescale of the dynamics can also be controlled via the
laser detuning.
Nonadiabatic transitions are further influenced by the

gas temperature T. For high T, ion-Rydberg pairs have a
larger probability to follow the slow collision channel due
to their initially greater relative velocity. We illustrate this
point theoretically in Fig. 4, which shows the transition to
fast collision channels over time at different temperatures
and two different laser detunings relative to the outermost
avoided crossing. The relative difference in te increases
with T for both detunings [see Fig. 4(d)], indicating that the
pairs created in hotter gases spend more time on the slow
collision channel created by the nonpolar S-state. Pairs
gain kinetic energy as they fall inward along the polari-
zation potential. For Δ0

1 ¼ 0.06 MHz, this gain in kinetic

energy corresponds to approximately 0.4 μKkB of thermal
energy, whilst Δ0

2 ¼ 0.31 MHz is equivalent to 2.0 μKkB.
This additional heating accounts for the negligible change
in Δte=te for temperatures below 2 μK [Fig. 4(d)].
Nonadiabatic transitions will also play a more significant

role in the dynamics at higher n as a result of the narrowing
avoided crossings, whose gap sizes aij follow a power-law
decay with n (see Ref. [22]). The signal of nonadiabatic
transitions can thus be enhanced by probing dynamics at
larger n.
Summary and outlook—We studied the onset of

collisional dynamics between an ion-Rydberg pair in a
regime of multiple coupled channels with varying collision
timescales. We were able to describe the experimentally
observed dynamics with the help of a LZ model. Further,
the simulations show that the collisional dynamics can not
only be tuned by the initial distance but should also be
tunable by other parameters like the principal quantum
number. Our work has explored the role of nonadiabatic
effects in ion-Rydberg collisions and lays the foundation
for future explorations of beyond Born-Oppenheimer
physics with Rydberg atoms, such as molecular dynamics
in the presence of conical intersections. Precisely under-
standing nonadiabatic couplings in complicated potential
energy landscapes is also a key ingredient to better predict
the lifetime of Rydberg molecules such as macrodimers or
ion-Rydberg molecules [14]. In this current experimental

FIG. 3. Ion-Rydberg pair dynamics. (a)–(c) Observed relative
atomic dynamics with results of LZ simulations overlaid for
different detunings of the Rydberg laser Δ0 relative to the
outermost avoided crossing at R ≈ 32.2 μm. The colorbar gives
the number of measured counts as a fraction of counts at t ¼ 0.
Circular data points indicate the mean of the measured distribu-
tion for each time step. Solid (dotted) lines indicate the mean
(standard deviation) of the theoretical distribution. (d)–(f) Pop-
ulation of the fast collision channels (strongly polar states) over
time for both LZ (red) and adiabatic (blue) simulations. Dashed
vertical lines (not visible for Δ0 ¼ 0.8 MHz in this interval)
indicate the time te at which the population reaches 1 − 1=e
(approx. 63%). Δte=te is the relative difference in this time
between the LZ and adiabatic simulations. For details of the
simulations, see Ref. [22].

FIG. 4. Predicted impact of temperature on dynamics. Panels
(a)–(c) show theoretical results which compare the population of
fast collision channels (strongly polar states) over time for both
LZ (red) and adiabatic (blue) simulations at different gas temper-
atures T. Solid (dashed) lines denote an initial laser detuning of
Δ0

1 ¼ 0.06 MHz (Δ0
2 ¼ 0.31 MHz) relative to the outermost

avoided crossing at R ≈ 32.2 μm [see Fig. 1(b)]. Panel (d) shows
the relative difference in te between LZ and adiabatic simulations
over a range of gas temperatures. te is the time at which the polar
state population reaches 1 − 1=e (approx. 63%), indicated for the
case of T ¼ 2.0 μK by the dashed vertical lines in (b).
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realization, the ion-Rydberg complex was photoassociated
directly out of a trapped gas of 87Rb. Future experiments
might consider using individually trapped atoms in a
tweezer setup, which would offer more precise control
over the initial separation of the ion-Rydberg pair,
thereby further improving the starting conditions of the
collision.
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A — Experimental sequence

The experimental sequence starts with the preparation of
a cold 87Rb cloud. The atoms originate from an e↵usive
oven source and are subsequentially cooled by employ-
ing a Zeeman slower and trapped in a magneto-optical
trap (MOT) in a separate MOT-chamber. After a 15ms
long compressed MOT phase followed by a 25ms optical
molasses phase, the atoms are transferred to a movable
dipole trap which transports the atoms into the science
chamber below the ion microscope. At this point the
atoms have a temperature of about 20µK. In such a
sample several thousand experiments can be performed
before a new atomic sample has to be loaded.

420 nm

480 nm

1010 nm 780 nm
Rydberg excitation lasersIonization lasers

Ion microscope

Detector

+

+
-

z

y
x

FIG. 1. Schematic sketch of the experimental con-
figuration. The imaging plane is shown together with the
direction of the laser beams used for ionization and Rydberg
excitation of ground state atoms in the atomic sample. The
atomic cloud is observed from above with the ion microscope.

¶ These authors contributed equally to this work.

A single experimental block starts with the creation
of an ion by using a two-photon ionization process. The
first transition is realized by a 420 nm laser beam which is
detuned by 80MHz from the intermediate |6P3/2, F = 3i
state. The beam is shone into the atomic cloud in the
horizontal direction (see Fig. 1) and has a 1/e2 waist of
w420 = 7µm. The second laser is operated at a wave-
length of 1010 nm, providing just enough energy to over-
come the ionization threshold. By shining this laser ver-
tically in the experimental chamber with a small 1/e2

waist of w1010 = 3.2 µm one can create a reasonably
good ion spot. Both lasers are simultaneously on for
1 µs. In the subsequent step the Rydberg atom is ex-
cited in the electric field of the ion, which also takes place
within 1 µs. Here, a two-photon process is employed once
again, involving a 780 nm laser, 250MHz detuned from
the intermediate |5P3/2, F = 3i state. The second laser
is operated at around 480 nm, depending on the desired
target Rydberg state. While the 780 nm laser is much
larger than the atomic cloud and shone in from below,
the 480 nm beam forms a thin light sheet and is intro-
duced horizontally into the chamber. Thus, the system
can be approximated by a quasi-2D plane for large Ryd-
berg states.
In the following step a variable interaction time tdyn can
be introduced before the two particles are detected. To
distinguish them, a small electric field is applied along the
z-axis, which drags the ion along the optical axis of the
ion microscope but does not yet ionize the Rydberg atom.
When the Rydberg atom is field-ionized in the next step
by applying the large extraction field of 340V/cm, the
ion and the Rydberg atom have di↵erent starting posi-
tions and therefore will arrive at di↵erent times on the
detector. Further details on our ion microscope setup are
given in Ref. [1].
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FIG. 2. Scaling of Landau-Zener transition parame-
ters. (a) Transition probability as a function of the rela-
tive internuclear speed Ṙ for a selection of avoided crossings
in the ion-129S Rydberg system, where the crossings are in-
dexed such that i = 1 refers to the outermost avoided cross-
ing. (b),(c) Scaling of the gap size ai and di↵erential gradient
↵i for each crossing in the ion-129S Rydberg system. Solid
lines represent fits to exponentially decaying functions of the
form y = Ae�bx. We find fit values of b = 0.258 ± 0.002 and
b = 0.031±0.001 for ai and ↵i, respectively. (d),(e) Scaling of
the gap size a1 and di↵erential gradient ↵1 of the outermost
avoided crossing with varying principal quantum number n.
Solid lines represent fits to power-law-decaying functions of
the form y = Ax�b. We find fit values of b = 3.422 ± 0.075
and b = 5.641 ± 0.009 for a1 and ↵1, respectively. In (b)-(e),
the fits have a root mean square error of less than 10%.

B — Details on the Landau-Zener model for
ion-Rydberg pair dynamics

We employ a semiclassical model for the ion-Rydberg
pair dynamics, in which the pair’s classical motion is de-
termined along the N relevant open collision channels. In
the case of |129Si, N = 34. The open channels are ob-
tained from the adiabatic potential energy curves (PECs)
of the system’s electronic Hamiltonian He, which reads:

He = H0 + VI(R). (1)

Here, H0 denotes the unperturbed Rydberg atom and VI

describes the interaction between the ion and the Ryd-
berg atom. We are interested in ultralong-range inter-
nuclear separations R at which the overlap between the
species’ charge distributions vanishes, enabling VI to be
approximated using a multipole expansion [2, 3]:

VI(R) = �
1X

�=1

r
4⇡

2�+ 1

r
�

R�+1
Y

0
� (✓,�), (2)

where r is the position of the Rydberg electron with re-
spect to the core, Y 0

� (✓,�) are spherical harmonics which
are functions of the Rydberg electron’s angular position
(✓,�) and � denotes the order of the multipole expansion.
The above expansion in Eq. (2) is valid in the regime
R � r. The adiabatic PECs {"i(R)} are determined by
evaluating eigenvalues of the electronic Hamiltonian in
Eq. (1) over a range of internuclear separations R using
the pairinteraction program [4], which truncates the se-
ries in Eq. (2) at � = 6.
We are particularly interested in adiabatic PECs which
correspond asymptotically to weakly polar atomic Ryd-
berg states. At large internuclear separations, the non-
polar |nSi state acquires an induced dipole moment and
the leading-order correction to its energy is given by
"S / �n

7
/R

4. In the Rydberg series of 87Rb, the quan-
tum defect-split |nSi state lies below the n�3 degenerate
hydrogenic manifold. The states in this manifold have
an angular momentum of l > 3 and acquire a permanent
dipole moment at large R due to l-mixing, which makes
them strongly polar and gives them a leading-order en-
ergy correction of "l / ±n

2
/R

2.
The competing R-scaling of "S and "L means that the
attractive branches of the Stark-split high-l states even-
tually become near-degenerate with the |nSi state at suf-
ficiently low R, giving rise to a series of avoided crossings
(see Fig. 1(b) in the main article). We refer to this re-
gion of internuclear separations Rc as the Inglis-Teller
limit, which was defined originally in studies on plasmas
as the point at which Stark broadening is su�cient to mix
states of di↵erent n [5, p. 75]. Based on the asymptotic
behaviour of the nonpolar and strongly polar PECs in our
system, the onset of this regime should scale roughly as
Rc / n

5/2, which is equivalent to a critical electric field
strength of E / n

�5 and agrees with earlier results [6].
In the vicinity of these avoided crossings, the adiabatic
Born-Oppenheimer approximation is no longer strictly
valid and in general it becomes necessary to employ a
coupled channel formalism for modelling the vibrational
dynamics [7], often at greater computational cost. In
contrast, the Landau-Zener (LZ) formula [8] provides
a straightforward semiclassical approach for modelling
the dynamics of vibrational degrees of freedom in the
vicinity of avoided crossings and has been previously
applied within the context of ultralong-range Rydberg
molecules for predicting electronic transitions due to
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nonadiabatic couplings [9]. The LZ formula states that
for a wavepacket moving with speed Ṙ toward an avoided
crossing between two coupled PECs "i(R) and "j(R), the
system may undergo a nonadiabatic transition between
the channels with probability

Pij = exp

✓
� 2⇡

a
2
ij

Ṙ↵ij

◆
. (3)

Here aij is half the energy gap at the avoided crossing
and ↵ij is the di↵erential gradient between the curves.
For brevity, we rewrite Eq. (3) in terms of a single index
i for each avoided crossing Pij ! Pi, where i = 1 corre-
sponds to the outermost (i.e. large R) avoided crossing
in the ion-Rydberg PECs.
As shown in Fig. 2(a) for Rydberg atoms excited to the
|129Si state, the ion-Rydberg pair has a finite proba-
bility to transition between PECs at the avoided cross-
ings, which opens up a multitude of potential collision
channels. The transition probability rises with increasing
relative velocity Ṙ and decreases drastically for avoided
crossings at smaller internuclear separations. This is pri-
marily due to the increasing gap size ai at small R, which
can be seen in Fig. 2(b). The quantities featured in
Eq. (3) show significant variation with principal quan-
tum number n. The variation in the gap size and gradi-
ent at the outermost crossing (i = 1) with n is shown in
Fig. 2(d) and 2(e). We expect that the quadratic depe-
dence of ai in Eq. (3) will ensure that its variation domi-
nates the change in transition probabilities compared to
variations in the di↵erential gradient ↵i. Thus, the prob-
ability for nonadiabatic transitions will increase with n.
We model the dynamics of the ion-Rydberg pair starting
on the |129Si PEC and account for nonadiabatic tran-
sitions between collision channels via the LZ formula.
The initial conditions R(0) = R0 and Ṙ(0) = Ṙ0 of
the pair’s equation of motion are determined from the
Rydberg laser detuning � and the gas temperature T ,
respectively. To ensure a fair comparison with the exper-
imental measurements, it is necessary to account for the
finite e↵ective linewidth of the Rydberg excitation laser
�, which broadens the initial separation distribution of
the ion-Rydberg pairs {R0}. In addition, various time
delays are present during the preparation and extraction
steps of the experimental sequence due to the finite oper-
ation time of the excitation lasers and the time of flight of
the ions to the microchannel plate detector, which have
also been accounted for in our simulations.

C — n-scaling of nonadiabatic transition
probabilities

We now investigate the tunability of the LZ transition
probabilities with principal quantum number n. For the
initial separation we choose a fixed distance of 33 µm,

FIG. 3. Dynamics for di↵erent principal quantum
numbers n. (a) The population of the strongly polar high-l
states is plotted on a rescaled time axis, where �(n) is chosen
in such a way that the dynamics on the bare S-state potential
collapse on the n = 70 curve for all n. (b) For better compar-
ison the arrival time of the first crossing is set to zero. Note,
that not all data points from (a) are shown here for n = 130.
(c) Transition probability as a function of n. Colors repre-
sent di↵erent avoided crossings - ranging from the outermost
crossing (blue) to the innermost crossing (orange). Probabili-
ties corresponding to the same crossing are connected by lines
to guide the eye.

such that for all n the Rydberg atom is excited onto the
|nSi PEC before it crosses into the fan of Stark-split
strongly polar states. For simplicity, we set the initial
velocity and the e↵ective laser linewidth to zero and con-
sider a one-dimensional case.
The duration of the dynamics varies considerably with
n due to the changing length scale and gradient of the
PECs (see Fig. 2(d) and 2(e)). To be able to easily com-
pare the relative adiabaticity of the di↵erent dynamics,
we rescale the time axis by a factor e� , where � is chosen
for each n in such a way that the dynamics on the bare
S-state potential collapse onto the same trajectory. Here,
we choose n = 70 as the reference trajectory. Therefore,
�(n=70) = 0 and we find that � strictly increases for
larger n, reaching �(n=130) ⇡ 2.2 for the largest consid-
ered principal quantum number.
Fig. 3(a) shows the fraction of systems that populate the
strongly polar high-l states as a function of the rescaled
time, where each point corresponds to the time at which
a crossing is reached. For higher n, the avoided crossings
are reached earlier and as a result the population starts to
increase at earlier times. In Fig. 3(b), the arrival time at
the first crossing is set to zero for all curves, revealing the
di↵erence of the adiabaticity inside the fan of the hydro-
genic manifold for di↵erent n. This is mainly dominated
by the density of crossings, since the LZ probability at
each individual crossing does not change drastically with
n for the first 10 crossings, as can be seen in Fig.3(c). In
this figure, we plot the LZ probabilities for all individual
crossings, starting with the outermost crossing shown in
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FIG. 4. Ion-Rydberg pair dynamics. (a)-(c) Observed
relative atomic dynamics with results of LZ simulations over-
laid for di↵erent detunings of the Rydberg laser �0 relative
to the outermost avoided crossing between the |70Si atomic
Rydberg state and the strongly polar states. The colorbar
gives the number of measured counts as a fraction of counts
at t = 0. Circular data points indicate the mean of the mea-
sured distribution for each time step. Solid (dotted) lines
indicate the mean (standard deviation) of the theoretical dis-
tribution. (d)-(f) Population of the fast collision channels
(strongly polar states) over time for both LZ (red) and adia-
batic (blue) simulations. Dashed vertical lines (not visible for
�0 = 0.8 MHz in this interval) indicate the time te at which
the population reaches 1 � 1/e (approx. 63%). �te/te is the
relative di↵erence in this time between the LZ and adiabatic
simulations.

blue to the deepest considered crossing shown in orange.
The deviation from the overall trend at n = 130 is due to
the fact that the atoms are initialized very close to the
first crossing for this state.

D — Ion-Rydberg pair dynamics for the |70Si state

We also observed ion-Rydberg dynamics for the |70Si
atomic Rydberg state and the results are shown in
Fig. 4. For |70Si, the Inglis-Teller regime manifests
at smaller internuclear separations than for |129Si
(Rc(n=70) ⇡ 6.6 µm and Rc(n=130) ⇡ 32.2 µm) due
to the lower principal quantum number of the Rydberg
excitation. Moreover, ion-Rydberg collision pairs at
|70Si have fewer open channels than at |129Si due to
the smaller number of degenerate high-l states in the
neighboring n = 67 manifold.
Additionally, in contrast to the measurements taken for

|129Si, no 2D-confinement was employed during the
experimental sequence and consequently the dynamics
unfold in 3D. As a result, the measurements show
the projection of the internuclear separation R onto
the microchannel plate, denoted by R

0, instead of the
true value of R. This has the consequence that the
ion-Rydberg separation distribution is extremely broad
– even for time t = 0 – as can be seen in Fig. 4(a)-(c).
As the ion-Rydberg pairs travel inward to small internu-
clear separations, they will eventually reach an extreme
regime in which the Stark-splitting of neighboring
and next-neighboring hydrogenic manifolds becomes
far greater than their field-free energetic separation.
Thus, the electronic states of the Rydberg atom become
highly mixed and an accurate description of the physics
becomes increasingly di�cult due to the sheer multitude
of open channels. We do not aim at a description of
the dynamics at such small internuclear separations and
instead focus on capturing the physics at intermediate
separations at the onset of the Inglis-Teller regime.
Therefore, we introduced a short distance cut-o↵ to
the simulations which removes particles once they have
crossed a certain threshold separation, equal to 2.5 µm
for the case of |70Si. This distance is defined as the
internuclear separation for which the energy of the |70Si
Rydberg state in zero field is equal to the Coulomb
barrier between the ion and the Rydberg core. We
overestimate this distance since it does not account for
the decrease in the Rydberg electron’s energy due to
the attractive interaction between the ion and the |70Si
Rydberg state. As a result of particles being removed
below this threshold value, the mean position of the
theoretical distribution of particles is seen to increase
over time (see solid green lines in Fig. 4 (a)-(c)). This
e↵ect is more pronounced for the dynamics with the
|70Si Rydberg state because the collisions happen much
faster than at |129Si.
When comparing the LZ and adiabatic simulations in the
bottom row of Fig. 4, we see that the absolute di↵erence
in the transition times �te to the strongly polar curves
decreases with decreasing detuning �0 – indicating,
as expected, the increased frequency of nonadiabatic
transitions at higher detuning. However, unlike the
simulations carried out for |129Si, there is no clear
trend in the relative di↵erence of these transition times.
We attribute this partially to the e↵ective linewidth
of the excitation laser � = 3.4MHz, which leads to
broadening of the initial separation distribution {R0} of
the collision pairs. Whilst this broadening is also present
for |129Si, the e↵ect is amplified in the case of |70Si due
to the smaller length scales at which the dynamics occur.
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We examine an effectively one-electron system with three positive nuclei composed of a 87Rb∗ Rydberg
atom interacting with a pair of 87Rb+ ions and predict the existence of metastable vibrationally bound states
of 87Rb2+

3 . These molecules are long-range trimers whose stability rests on the presence of core-shell electrons
and favorable scaling of the Rydberg atom’s quadrupole moment with the principal quantum number n.
Unlike recently observed ion-Rydberg dimers, whose binding is due to internal flipping of the Rydberg atom’s
dipole moment, the binding of 87Rb2+

3 arises from the interaction of the ions with the Rydberg atom’s quadrupole
moment. The stability of these trimers is highly sensitive to n. For n 6 35, we estimate that the lifetime of the
bound states should be limited by intercore tunneling of the Rydberg electron, which creates an instability in the
system. However, we predict that the rate of this process decreases significantly with n, such that already for n =
38 it is comparable in magnitude to the rate of spontaneous emission of the Rydberg state. The decreasing depth
of the binding potential at larger n will further lead to an increase in the tunneling rate of the vibrational states
from the molecular binding potential to dissociative regions of the adiabatic potential energy surface. Nonethe-
less, at n = 38, this mechanism is only relevant for the highest-excited vibrational states in the binding potential.

DOI: 10.1103/PhysRevResearch.6.043164

I. INTRODUCTION

Atomic and molecular ions play significant roles in chem-
ical processes throughout nature. One example can be found
inside dense interstellar gases, where proton transfer reactions
between H+

3 molecular ions and neutral species contribute to
the synthesis of, among other things, water [1,2]. Despite their
importance, molecular ions are generally short-lived. This is
especially true for multiply charged variants, whose decay
releases considerable amounts of stored molecular energy
through a Coulomb explosion between their singly charged
fragments [3]. This highly exothermic decay has in the past
inspired proposals to use molecular dications as a source of
propulsive energy [4].

Molecular ions may also form within the ultracold en-
vironment of a Bose-Einstein condensate [5–7]. Three-body
processes between neutral atoms and an atomic ion can lead
to spontaneous formation of bound atom-ion dimers which
occupy rovibrational states close to the dissociation threshold.
By virtue of the long-range nature of the atom-ion inter-
action [8], such states are mesoscopic in size, possessing
bond lengths on the order of 0.1 µm. These molecules have
been well-characterized theoretically [5–7,9–11] and can be

*Contact author: dboswort@physnet.uni-hamburg.de
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produced in cold hybrid atom-ion experiments by means
of laser-assisted spontaneous radiative association [12,13],
multiphoton ionisation of neutral precursors [14,15], and,
more recently, through binary collisions in the presence of
a trapping potential [16]. Moreover, the recent observation
of atom-ion Feshbach resonances [17,18] opens the door to
magnetoassociation of bound atom-ion pairs, as is currently
possible for neutral molecules [19].

By promoting atoms to highly excited states, it is even
possible to form macroscopic molecular ions, where a single
ion binds a Rydberg atom [20–22]. Similar to other species
in the zoo of long-range Rydberg molecules [23–31], Ry-
dberg molecular ions exhibit micrometer-size bond lengths
and binding energies on scales of mega- or gigahertz
for sufficiently large n. The macroscopic size and slow
vibrational dynamics of ion-Rydberg systems allow the imag-
ing of molecular dynamics without the need for ultrafast
pulses [32,33]. More generally, the high density of states
in Rydberg molecules mean they can be utilized to explore
and exploit effects beyond the Born-Oppenheimer approxima-
tion [34–37].

In this paper, we extend prior work on interacting ion-
Rydberg pairs by exploring a three-body system of a 87Rb
Rydberg atom interacting with two 87Rb+ cations. Despite
the strong Coulomb repulsion between the cations, we find
that the presence of quantum defect states [38] and the Ry-
dberg atom’s large quadrupole moment give rise to potential
wells supporting several vibrationally bound states of 87Rb2+

3
above a critical value of the principal quantum number n. Put
differently, we reveal that introducing additional energy into
the system through a Rydberg excitation can unexpectedly
lead to its stabilization. We further explore possible decay

2643-1564/2024/6(4)/043164(10) 043164-1 Published by the American Physical Society
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mechanisms and highlight a range of n for which we expect
these trimers to be stable on timescales comparable to the
radiative lifetime of the Rydberg atom. Specifically, we pro-
vide semiclassical estimates for the rate of decay of bound
states of 87Rb2+

3 via nonadiabatic transitions, charge transfer
and Coulomb explosion. We model the latter two processes by
(i) intercore tunneling of the Rydberg electron and (ii) decay
of the vibrational state from the molecular binding potential
to the dissociative region of the adiabatic potential energy
surface (PESs). We will refer to these distinct processes as
electron tunneling (ET) and vibrational state tunneling (VT),
respectively.

This paper is laid out as follows. In Sec. II, we discuss
ion-Rydberg interactions and derive a lower bound for n above
which we expect the system to support binding potentials.
Section III then presents numerical results for adiabatic po-
tential energy surfaces of the system as well as vibrationally
bound states. The possible decay mechanisms of 87Rb2+

3 and
their variation with n is the focus of Sec. IV.

II. SETUP AND INTERACTIONS

In this section, we first describe the 87Rb2+
3 system with

its competing ion-ion and ion-Rydberg interactions. We then
demonstrate that for sufficiently large n the ion-Rydberg
interaction can be strong enough to counterbalance the desta-
bilizing Coulomb repulsion of the ion pair.

The system under consideration is shown in Fig. 1(a). We
consider a single 87Rb∗ Rydberg atom interacting with two
positively charged 87Rb+ ions at positions R1 = (R1, 0, 0) and
R2 = (R2,!, 0) relative to the Rydberg core. The electronic
Hamiltonian is given by

Ĥe = Ĥ0 + V̂ (1)
IR (R1) + V̂ (2)

IR (R2) + V̂II(R1, R2). (1)

Ĥ0 describes the Rydberg atom with eigenstates ψn,l,m(r) =
un,l (r)

r Yl,m(θ ,φ), where (n, l, m) are quantum numbers. The ra-
dial component un,l (r) includes corrections due to interaction
with the core-shell electrons [39,40]. V̂ (i)

IR is the interaction
of the Rydberg atom with the ith ion and V̂II = 1/|R1 − R2|
is the Coulomb repulsion between the ions. Unless stated
otherwise, we assume atomic units throughout this paper. We
further neglect the fine structure of the Rydberg atom in our
calculations.

For internuclear separations exceeding the Le Roy ra-
dius [41] where the overlap between the separate atomic
charge distributions vanishes, the ion-Rydberg interaction can
be expressed as a multipole expansion [42]:

V̂ (i)
IR (Ri ) = −

∞∑

λ=1

+λ∑

µ=−λ

4π

2λ + 1
rλ

Rλ+1
i

Yλµ(θ ,φ)Y ∗
λµ(!, 0), (2)

where r = (r, θ ,φ) denotes the position of the Rydberg elec-
tron relative to the Rydberg core and Yλµ are spherical
harmonics.

Since it is likely to be the most stable arrangement of the
nuclei, in this paper, we focus. in particular, on the symmetric
case in which the ions are located on either side of the Rydberg
atom with internuclear spacing |R1| = |R2| = R and ! = π .
In this symmetric linear arrangement, the odd-λ terms in V̂ (1)

IR

FIG. 1. (a) Schematic of the 87Rb2+
3 system, consisting of two

87Rb+ ions and an 87Rb∗ Rydberg atom. (b) The scaling of the
critical separations Rw and Rd with n to first-order approximation
(see Sec. II). We find Rw/Rd = 1 for a critical n value of nc ≈ 65.8.
The solid line is a fit to a power-law function anb, with a = 0.248
and b = 0.333 to three significant figures. The insets depict how the
energy of the Rydberg electron relates to the maximum height of the
Coulomb barrier in the regimes Rw/Rd<1 and Rw/Rd>1.

exactly cancel out those in V̂ (2)
IR , such that the leading order

term in the net ion-Rydberg interaction is the interaction of the
ions with the Rydberg atom’s quadrupole moment Vquad(R) ∝
−1/R3, corresponding to the term λ = 2 in Eq. (2). Thus,
our setup offers the possibility to explore physics dominated
by quadrupole interactions—unlike previously explored sys-
tems in which the ion-Rydberg interaction is dominated by
the charge-dipole term λ = 1 [20–22,32,33,43,44]. Potential
wells accommodating bound states may form in purely long-
range molecular systems due to avoided crossings between
different potential energy curves (PEC). For ion-Rydberg
dimers [20,21], these avoided crossings occur between a
high-field seeking |nP⟩ state and low-field seeking high an-
gular momentum states |(n − 1)l > 3⟩ whose leading-order
energy corrections are due to the interaction with the Rydberg
atom’s dipole moment [the charge-dipole term λ = 1 in the
series (2)]. Their anticrossings form binding potentials at in-
ternuclear separations approximately one order of magnitude
larger than the extent of the Rydberg electron’s orbit. The
87Rb2+

3 system might also exhibit such crossings between
high- and low-field seeking states, possibly giving rise to
binding potentials. However, in this case the ion-Rydberg
interaction must contend with the Coulomb repulsion of the
ion pair and may thus be washed out. Nevertheless, given
that matrix elements of the ion-Rydberg interaction terms
⟨ψi|V̂ ( j)

IR |ψk⟩ scale with n, is there a range of n for which
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the strength of this interaction is comparable to that of the
Coulomb interaction?

To answer this question, let us consider two Rydberg states
ψA and ψB connected asymptotically (R1, R2 → ∞) to neigh-
boring hydrogenic manifolds n and n − 1. In the absence of
the ion pair, these states have energies ε(0)

A and ε(0)
B , such

that ε(0)
A > ε(0)

B . In the presence of the ion pair, the states
experience energy shifts:

(ε(1)
j (R) = p j n4

R3
+ 1

2R
. (3)

The first term represents the leading-order energy
correction resulting from the interaction of the ion
pair with the quadrupole moment of the Rydberg atom
⟨ψ j |2Vquad(R)|ψ j⟩ = p jn4/R3, where p j is a constant. This
correction lifts the state degeneracy within the hydrogenic
manifold. The second term is the energy correction arising
from the Coulomb repulsion between the ions V̂II, which
contributes a global energy shift of all states.

From Eq. (3), ψA will become degenerate with ψB at R =
Rw when the following holds:

(ε(1)
B (Rw ) − (ε(1)

A (Rw ) = ε(0)
A − ε(0)

B . (4)

However, higher-order energy corrections beyond Eq. (3) will
lead to finite mixing between different Rydberg states, en-
suring that such degeneracies are prohibited. The resulting
level-repulsion between ψA and ψB may then lead to the
formation of a binding potential.

As a first approximation to the possible binding radius of
87Rb2+

3 , we first consider how the crossing point Rw of the
uncoupled energy curves should scale with n. Given that the
energy spacing between neighboring Rydberg states decreases
according to ε(0)

A − ε(0)
B = q n−3, with q a positive constant, we

find from Eq. (4) the following relation:

Rw = 3

√
2p
q

n7/3, (5)

where we assume that pB = −pA = p, with p a positive con-
stant. Thus we see that the binding radius of 87Rb2+

3 should
increase with n.

However, since we are interested in long-range bound
molecular states, at R = Rw the Rydberg electron should re-
main localized on the central positive core. For three fixed
positive ions centered at the origin with equal spacing |R|, the
Rydberg electron experiences the net Coulomb potential:

V (r) = −1/|r| − 1/|r + R| − 1/|r − R| + 5/2|R|. (6)

Here, the final term is the total repulsive interaction between
the positive ions in the system. The maximum height of the
Coulomb barrier separating the electron from the two sur-
rounding ionic cores occurs at r = R/2, giving a barrier height
of Vb(R) = −13/6R. Therefore, below a critical internuclear
separation Rd , the energy of the Rydberg electron will exceed
Vb(R) such that it delocalizes over all three ions, potentially
destabilizing the system. Setting ε(0)

A + (ε(1)
A (Rd ) = Vb(Rd ),

we find

3R3
d − 16n2R2

d + 6pn6 = 0. (7)

To arrive at an estimate of the range of n over which sta-
ble long-range bound states may form, we now compare
the scaling of Rw and Rd with n. For this, we first de-
termine values for the constants p and q. p is determined
by fitting the radial integral appearing in ⟨ψ j |2Vquad(R)|ψ j⟩
to the power-law function anb. For states |n, l = 4⟩, we
find a ≈ 2.41 and b ≈ 4.01. Given ⟨ψ j |2Vquad(R)|ψ j⟩ =
2
√

4π/5 ⟨ψ j |r2Y2,0(θ ,φ)|ψ j⟩ /R3 = pnb/R3, this yields p =
1.25 to three significant figures. Similarly, q is found by fitting
the energy splitting of neighboring Rydberg manifolds to qnc.
Here, we find q ≈ 1.14 and c ≈ −3.02 to three significant
figures.

Figure 1(b) shows the ratio of the two critical separations
Rw/Rd as a function of n. The values of Rd were determined
through numerical solution of (7). The ratio is found to be
monotonically increasing over the range of n shown and ex-
ceeds unity for n > 66. The increase of Rw/Rd with n can
be understood by considering (7) in the limit of large n, for
which it may be approximated as −16n2R2

d + 6pn6 ≈ 0. This
yields Rd ∝ n2, from which we obtain Rw/Rd ∝ n1/3. This
result agrees with the power-law fit anb of the data points in
Fig. 1(b), where we find a = 0.248 and b = 0.333 to three
significant figures.

In summary, we predict with first-order perturbation theory
that Rw scales faster with n than Rd . This means that for suffi-
ciently large n, we may expect the PECs of 87Rb2+

3 to exhibit
long-range binding potentials in which the Rydberg electron
remains localized on the central positive core. Nonetheless,
this result should be taken with a grain of salt since we have
so far neglected (i) coupling between different Rydberg states
and (ii) higher-order multipole interaction terms in the ion-
Rydberg interaction series (2). To account for these effects,
we will now employ a more sophisticated numerical method
for determining the PEC of the electronic Hamiltonian (1). As
we will see in the following section, these results point to a
significantly lower value of nc than that given in Fig. 1(b).

III. ELECTRONIC AND VIBRATIONAL STRUCTURE

We now diagonalize the electronic Hamiltonian Ĥe in a
finite basis of atomic Rydberg states fulfilling Ĥ0φα (r) =
ϵαφα (r). The eigenvalues εν (R) of Ĥe depend on the system’s
three internal degrees of freedom R = (R1, R2,!) and form
PESs which describe the interaction potential between the
nuclei. Both the Rydberg Hamiltonian Ĥ0 and the Coulomb
interaction operator V̂II(R1, R2) are diagonal in the Rydberg
basis. Matrix elements of the ion-Rydberg interaction terms
V̂ (i)

IR (Ri ) can be evaluated straightforwardly in the Rydberg ba-
sis, since analytical results for integrals of multipole moments
are generally available [45]. We include the first 16 λ terms in
the multipole expansion (2).

In Fig. 2, we show one-dimensional cuts through the adia-
batic PES near the n = 35 hydrogenic manifold for symmetric
linear configurations of the nuclei where R1 = R2 = R and
! = π . Figure 2(a) shows the adiabatic PES at the onset of
the Inglis-Teller regime [46], where states from different man-
ifolds are mixed [39]. The shaded region indicates electronic
states with εν (R) > Vb(R), such that the Rydberg electron
delocalizes over all three positive cores. In this regime, our
basis of Rydberg states localized on the central positive core
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FIG. 2. Adiabatic PES near the n = 35 hydrogenic manifold.
(a) 1D slice along PES for the symmetric linear configuration R1 =
R2 = R, ! = π . The shaded red region in the upper left indicates
the region in which the localized electron ansatz no longer holds.
(b) Magnification of the box in (a), showing an example of a molec-
ular binding potential. The filled curves show the probability density
of the symmetric stretching modes determined from the effective 1D
vibrational Hamiltonian (8). The three neighboring adiabatic PES
of the binding potential are labeled A − C. Energies given in GHz
relative to the n = 35 atomic Rydberg state.

is no longer an accurate description of the system. To that
end, we restrict our focus to regions for which εν (R) < Vb(R)
holds.

At large R, the dominant energy correction to the eigen-
states is a global positive energy shift stemming from the
Coulomb repulsion between the ions. In Fig. 2(a), we see that
at R = 9000 a0 this shift amounts to approximately 400 GHz.
This can be seen by looking at the energy of the states in the
second manifold from the top of the subplot, which connect
asymptotically to the n = 35 hydrogenic manifold.

Despite this large global energy shift, we see that there
is also a significant Stark-like splitting of the states in the
manifolds due to the interaction of the Rydberg atom with the
electric field of the ion pair. For approximately R < 7500 a0,
the splitting becomes comparable to the energy separation
of the manifolds and the resultant avoided crossings form
a variety of well-like structures. One such well is shown
in Fig. 2(b). In general, the wells in this region of the en-
ergy spectrum have depths ranging from hundreds of MHz
to several GHz with local minima positioned at internuclear
separations two to three times larger than the expected radius
of the Rydberg electron’s orbit. In comparison, the binding
potentials of diatomic ion-Rydberg molecules arise at internu-
clear separations roughly one order of magnitude larger than
the Rydberg electron’s orbit [21,22]. Consequently, we expect
that intercore electron tunneling will be more important in our
system and we will explore this later in Sec. IV. We further
emphasize that the wells seen in Fig. 2 are formed at larger
internuclear separations than are predicted by our simplistic
analytical model, which from Eq. (5) predicts Rw ≈ 5200 a0
for n = 35.

FIG. 3. (a), (b) 2D slices of the binding potential shown in
Fig. 2(b) for (a) ! = π and (b) R1 = R2 = R, respectively. The
adiabatic PES exhibits a local minimum for R1 = R2 = 6460 a0 and
! = π . Energies given in GHz relative to the 35H atomic Rydberg
state. (c), (d) Reduced probability density of the vibrational ground
state χ0(R1, R2,!) averaged over (c) ! and (d) R2. The states shown
here are normalized as

∫
dR1dR2d!|χ (R1, R2,!)|2 = 1. The black

box in (a) indicates the region spanned by (c).

Figures 3(a) and 3(b) show two-dimensional slices of the
adiabatic PES of the well in Fig. 2(b) for nonsymmetric
nuclear configurations. These plots indicate that the well in
Fig. 2(b) is indeed a local minimum for all internal degrees
of freedom of the triatomic system, favoring symmetric bond
lengths R1 = R2 and a collinear configuration ! = π .

We determine the vibrational states of the adiabatic PES
by solving the vibrational Hamiltonian for a nonrotating
triatomic molecule (see Appendix A). We employ a finite
difference approach [47], whereby the Hamiltonian is dis-
cretised on a three-dimensional grid. The block structure of
the matrix Hamiltonian is such that it can be most efficiently
constructed when represented on a cubic grid of edge length
N . We find that N = 42 is sufficient to ensure convergence
of the vibrational eigenenergies to the scale of a few MHz.
Reduced densities of the vibrational ground state are shown
in Figs. 3(c) and 3(d). We find that the well exhibits bending
excitations in ! as well as symmetric stretching excitations
in R1 and R2, whose first few excitations have spacings of
100 MHz and 135 MHz, respectively. We did not find any
antisymmetric stretching excitations among these states.

In addition to the approach described above, we also
determined the vibrational states of the symmetric stretch
Hamiltonian (8). This is an effective 1D Hamiltonian derived
from the full vibrational Hamiltonian (A1) for symmetric

043164-4

Chapter 5. Scientific contributions 101



METASTABLE DOUBLY CHARGED RYDBERG TRIMERS PHYSICAL REVIEW RESEARCH 6, 043164 (2024)

linear configurations of the nuclei and takes the form

H eff
n = − 1

2µ

∂2

∂R2
+ εi(R), (8)

where µ = m/2 with m the mass of 87Rb and εi(R) is a one-
dimensional slice of the ith adiabatic PES for R1 = R2 = R
and ! = π . Using this approach, we find that the binding
potential supports sixteen symmetric stretching modes. The
probability density of these eigenstates are shown in red in
Fig. 2(b). The states have a typical spacing of 250 MHz,
which is greater than the energy spacing between states in
the 3D model (A1). This is expected due to the reduced
dimensionality of the binding potential in the effective model.
The difference in energy of the first few symmetric stretching
excitations relative to those obtained with the 3D model is less
than 1 GHz (see Appendix B).

Finally, we remark that the electronic state of the bind-
ing potential in Fig. 2(b) possesses some low-l character.
Specifically, at the position of the local minimum the total
contribution of S and D states is approximately 15%. Hence,
the bound states can in principle be accessed via two-photon
excitation transitions (see Appendix D).

IV. ESTIMATING THE TRIMER’S STABILITY

We now estimate the rates of different mechanisms which
may limit the lifetime of the trimer states below the radiative
lifetime of the Rydberg atom. First, we examine leakage of the
vibrational states from the binding potential to neighboring
PES via nonadiabatic couplings. We define the rate of nonadi-
abatic transitions as γNAD = (E PLZ, where (E is the average
spacing of the vibrational states in the binding potential and
PLZ = exp(−2π/) is the Landau-Zener formula giving the
probability of a nonadiabatic transition [48]. The exponent
/ = (2/αṘ depends on the gap ( and gradient α parameters
of the diabatic curves fitted from the numerically obtained
adiabatic PES, in addition to the speed of the molecule Ṙ at
the crossing point Rcross of the diabatic curves. Specifically,
( is defined at Rcross as the energy gap between the adiabatic
binding potential and the crossing point of the diabatic curves.
Similarly, α is defined as the absolute value of the difference
in gradient between the diabatic curves. Taking the maximum
possible value of Ṙ, set by the energy difference between the
maximum height of the binding potential’s barrier and the
crossing point of the diabatic curves, we find γNAD ∼ 107 −
108 s−1 for decay to neighboring adiabatic curves A, B and C
[see inset of Fig. 2(b)]. However, if we instead define Ṙ as the
speed of the highest-energy vibrational state at the crossing
point vWKB =

√
2[E15 − V (Rcross)]/µ, where E15 is the en-

ergy of the vibrational state with ν = 15 and µ is the reduced
mass of a 87Rb pair, the only significant decay channel is to
curve A with γNAD ∼ 104 s−1. Nonadiabatic decay to curve A
is most significant because it has the smallest energy gap (.
We see, therefore, that the decay rates are highly sensitive to
the speed of the bound vibrational state. However, given the
large number and complex interwoven form of the adiabatic
curves, the applicability of this two-channel semiclassical
treatment is unclear. In light of this, a more detailed study
of the nonadiabatic coupled-channel equations with vibronic

FIG. 4. (a) Expected intercore electron tunneling (ET) times for
the symmetric stretching states in the binding potential in Fig. 2(b),
with ν = 0 corresponding to the vibrational ground-state. The times
have been averaged over the probability density distribution of the
vibrational states along R. (b) Expected vibrational state tunneling
(VT) times through the barrier in the adiabatic PES [see Fig. 2(b)].

couplings [35] would be an interesting extension of the current
paper.

We now consider the rate at which the vibrational states
in the molecular binding potential tunnel to the dissociative
region of the PES through the barrier shown in Fig. 2(b),
which leads to a Coulomb explosion. The rate of such VT is
defined as γVT = (E PVT(E ), where PVT(E ) is the semiclassi-
cal Wentzel–Kramers–Brillouin (WKB) tunneling probability
for a state of energy E (see Appendix C). The tunneling times
τVT = 1/γVT for the bound states are shown in Fig. 4(b). Tun-
nelling is only relevant for the highest-energy states, where it
reaches values as small as tens of nanoseconds.

Charge exchange may also limit the lifetime of the trimer
states. We model this process by determining the rate at
which the Rydberg electron tunnels through the barrier in the
Coulomb potential [see inset of Fig. 1(b)]. We define the rate
of this intercore ET as γET(R) = 2 f PET(R), which depends on
the semiclassical orbital frequency of the Rydberg electron f
and the WKB tunneling probability for an electron of energy
εν (R) associated with the νth PES (see Appendix C for further
details). The factor of 2 accounts for the fact that the Rydberg
electron can tunnel through either Coulomb barrier created
by the ion pair. The expected tunneling time τ̄ET associated
to each molecular bound state is determined by averaging
τET(R) = 1/γET(R) by probability density of the vibrational
state. The results for states in the binding potential at n = 35
are shown in Fig. 4(a). For the vibrational ground state, the
expected time is approximately 0.24 µs, which is far smaller
than the timescale for decay due to spontaneous emission of
the Rydberg state. The expected time increases for the excited
states, since they show increased probability density around
the outer classical turning point of the binding potential [see
Fig. 2(b)].

Concluding our discussion of the well at n = 35, we expect
that the lifetime of the low-energy molecular bound states will
be limited by ET, whereas the lifetime of the highest-energy
states will be limited by VT. We therefore expect lifetimes on
timescales of 0.1–10 µs for the trimer states at n = 35.
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FIG. 5. (a), (b) Scaling of the tunneling barrier height h(Rw ) =
Vb(Rw ) − ε(Rw ) and width l (Rw ) = z2(Rw ) − z1(Rw ) with n [see text
for definitions and inset in (c)]. (c) The scaling of the rate of in-
tercore electron tunnelling (ET) as a function of n relative to the
rate at n = 66, with γET(66) = 4.02 × 1010 s−1. The inset shows a
schematic of the Rydberg electron wave function with energy ε(Rw )
in the Coulomb potential, modeled here as a box potential (compare
with insets of Fig. 1).

How might the rate of ET change at higher n? To es-
timate this, we model the Coulomb barrier experienced by
the Rydberg electron as a box potential of height h(R) =
Vb(R) − ε(1)

A (R) and width l (R) = z2(R) − z1(R) [see inset
of Fig. 5(c)]. Here, z2 and z1 are classical turning points
of the Rydberg electron at position z in the Coulomb
potential V (z, R) defined at internuclear separation R [see
inset of Fig. 1(b)]. For this simplified case, the WKB tun-
neling rate (C1) of the Rydberg electron is then given by
γET = 2 f exp[−2

√
2h(R)l (R)].

Taking R = Rw, the n scaling of h(Rw ), l (Rw ) and γET
can be determined using the results from perturbation theory
given in Eqs. (3) and (5), which we show in Fig. 5. Here, we
have additionally made use of the fact that the semiclassical
Rydberg orbital frequency f scales as n−3 [39].

From Fig. 5, we see that γET is monotonously decreasing
and highly sensitive to the value of n, ranging over nearly 10
orders of magnitude between n = 68 and n = 85. This can
be understood from the monotonously increasing width of the
Coulomb barrier l (Rw ) with n, shown in Fig. 5(b). While we
do not expect the results of this model to be quantitatively
accurate, they do indicate that ET may become less relevant
for higher n as the effective width of the Coulomb barrier
encountered by the Rydberg electron becomes wider.

To confirm this idea, we calculate adiabatic PESs in the
vicinity of the n = 38 Rydberg manifold and the associated
1D symmetric stretching modes satisfying the vibrational
Hamiltonian (8). We show the results in Fig. 6. The binding

FIG. 6. Adiabatic PES near the n = 38 hydrogenic manifold.
(a) 1D slice along PES for the symmetric linear configuration R1 =
R2 = R, ! = π . The shaded region indicates the breakdown of the
localized electron ansatz. (b) Magnification of the box in (a). The
filled curves show the probability density of the symmetric stretching
modes determined from the effective 1D vibrational Hamiltonian (8).
Inset shows the three neighboring adiabatic PES of the binding po-
tential, labeled A − C. Energies given in GHz relative to the n = 38
atomic Rydberg state. (c) Expected intercore electron tunneling (ET)
times for the symmetric stretching modes in (b). (d) Vibrational state
tunnelling (VT) time of the symmetric stretch modes through the
barrier in the adiabatic PES visible in (b).

potential at n = 38 is shallower than at n = 35 and hence
supports fewer vibrationally bound states. Despite this, decay
via VT remains relevant only for the highest energy states [see
Fig. 6(d)]. Furthermore, the expected ET times τ̄ET shown
in Fig. 6(c) are considerably larger than for n = 35. For the
vibrational ground state, we predict a time of approximately
500 µs, which is more than three orders of magnitude larger
than for the ground state of the n = 35 binding potential
[cf. Fig. 4(a)]. The nonadiabatic decay rates obtained with
the maximum speed of a bound state are similar to those at
n = 35, while those determined with vWKB are vanishingly
small for all decay channels.

In summary, we expect bound states of 87Rb2+
3 to become

longer-lived at higher n due to the decreasing rate of ET.
However, with increasing n the depth of the molecular binding
potential decreases such that eventually the rate of VT will
become the limiting factor in the stability of the trimer.
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V. SUMMARY AND OUTLOOK

We predict the existence of metastable doubly charged
molecules formed due to long-range bonding between a single
87Rb∗ Rydberg atom and two 87Rb+ cations. Although such
a system is not expected to be stable in the electronic ground
state, we find that above a critical value of n the Rydberg
atom acquires a sufficiently large quadrupole moment to
counterbalance the Coulomb repulsion between the ion
pair, forming GHz-deep binding potentials bearing several
vibrationally bound states.

We began by considering the competing interactions
within the effectively one-electron 87Rb2+

3 system. While the
Rydberg electron delocalizes below a critical internuclear sep-
aration Rd , for suitably large n the ion-Rydberg interaction is
strong enough to mix states in neighboring hydrogenic man-
ifolds at separations R > Rd . We found that level repulsion
between these states gives rise to a multitude of potential
wells deep enough to support three-body bound states in the
ultracold regime.

Using a semi classical approach, we assessed the stability
of these bound states against nonadiabatic decay as well as
charge transfer and Coulomb explosion processes. We found
that the rate of charge exchange—modeled by intercore tun-
neling of the Rydberg electron—is highly sensitive to n. In
particular, our model predicts that the rate should decrease
by over three orders of magnitude from n = 35 to n = 38.
The sensitivity of the charge exchange rate to n may make
such few-body atom-ion systems interesting for the study of
controlled charge transport [49,50].

At higher values of n, we found that the decreasing depth
of the molecular binding potential leads to an increase in the
Coulomb explosion rate. This was modeled by the tunneling
of the vibrational states from the molecular binding potential
to the dissociative region of the adiabatic PES. Nonetheless,
at n = 38 we estimate the rates of both charge exchange and
Coulomb explosion to be comparable in order of magnitude
to the rate of spontaneous emission of the Rydberg state.

Nonadiabatic effects will generally be present in systems
such as this due to the high density of electronic states.
Regimes with strong vibronic couplings may exhibit conical
intersections [34] or spontaneous symmetry breaking [51],
the latter of which is unique to polyatomic systems [52].
Investigations of such regimes within the context of similar
few-body atom-ion systems are left to future work.

Although the molecular bound states are accessible with
two-photon excitation transitions, bringing the three atoms
together to photoassociate the molecule poses a unique
experimental challenge. Optical tweezer setups may be ad-
vantageous for this purpose, since they offer precise control
over interparticle separation and can be paired with single-
atom laser addressing schemes. Beginning with three trapped
neutral atoms in their ground state, one could create a pair of
cold free-floating ions using schemes demonstrated in recent
experiments [22,33,53] and then immediately drive a Rydberg
transition of the remaining atom. The successful formation
of the trimer state could be confirmed by an absent or de-
layed Coulomb explosion. Alternatively, the binding could be
verified through mass spectroscopic measurements, similar to
the approach already employed for ion-Rydberg dimers [22].

While in this paper, we have limited our discussion to 87Rb
Rydberg atoms, we expect similar trimer states to exist for
other species of alkali metal given that the electronic state
of the trimer is chiefly composed of high angular-momentum
Rydberg states with vanishing quantum defects.

Despite the practical challenges in observing these unusual
molecules, their existence within the parameter space of an
otherwise familiar system once more underscores the rich
physics which can emerge from exploring the internal struc-
ture of atoms.
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APPENDIX A: TRIATOMIC VIBRATIONAL
HAMILTONIAN

For a nonrotating triatomic molecule, the vibrational
Hamiltonian is given by [56,57]

Hn = 1
m

[
− ∂2

∂R2
1

− ∂2

∂R2
2

− cos(!)
∂

∂R1

∂

∂R2

]

− 1
m

(
1

R2
1

+ 1
R2

2
− cos(!)

R1R2

)(
∂2

∂!2
+ cot(!)

∂

∂!

)

− 1
m

(
1

R1R2
− 1

R2

∂

∂R1
− 1

R1

∂

∂R2

)

×
(

cos(!) + sin(!)
∂

∂!

)
+ εν (R1, R2,!), (A1)

where m is the atomic mass of 87Rb and εν (R1, R2,!)
is the νth adiabatic PES. This Hamiltonian acts
on wave functions χ (R1, R2,!) normalized as∫

dR1dR2d! sin !|χ (R1, R2,!)|2 = 1.

APPENDIX B: COMPARING VIBRATIONAL
EIGENENERGIES

Table I compares the energies of the first five symmetric
stretching excitations obtained with the full 3D vibrational
Hamiltonian (A1) and the 1D effective model (8).

TABLE I. Comparison of energies of the first five symmetric
stretching eigenstates (including the ground state) of the 87Rb2+

3
system obtained with the full (3D) and effective (1D) models. Values
are given in GHz to two decimal places.

ν 3D model (A1) 1D model (8) Absolute difference

0 414.67 413.81 0.86
1 414.81 414.12 0.69
2 414.94 414.41 0.54
3 415.07 414.68 0.54
4 415.20 414.68 0.39
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APPENDIX C: SEMICLASSICAL TUNNELING MODEL

The probability for a wave packet of mass m with energy
ϵ to tunnel through a 1D barrier V (z) is given in the WKB
approach [45,58] by

P = exp
[
−2

√
2m

∫ z2

z1

dz
√

V (z) − ϵ

]
. (C1)

The limits of the integral z1 and z2 are the inner and outer
classical turning points of the barrier, such that ϵ = V (z1) =
V (z2).

For estimating the tunneling of the νth vibrationally bound
state out of the binding potential (VT), m is given by the
reduced mass of a 87Rb pair and ϵ = Eν , which corresponds
to the energy of the vibrationally bound state determined
from the symmetric stretching Hamiltonian (8). The potential
V is provided by the adiabatic PEC describing the binding
potential, ε(R). Inserting these quantities into Eq. (C1)
and relabelling z → R gives a vibrational state tunneling
probability of

PVT = exp
[
−2

√
2m

∫ R2

R1

dR
√

ε(R) − Eν

]
, (C2)

where R1 and R2 are defined as the inner and outer classical
turning points of the barrier in the adiabatic PEC ε(R) [see,
e.g., Fig. 2(b)].

To describe inter-core electron tunnelling (ET), m is the
Rydberg electron’s mass me = 1 and ϵ is defined by the R-
dependent adiabatic PEC ε(R) shown in Figs. 2(b) and 6(b).
The barrier V is given by the net potential experienced by the
Rydberg electron, which is the sum of all Coulomb interac-
tions in the system: V (r; R) = −1/|r| − 1/|r + R| − 1/|r −
R| + 5/2|R|. Here, we assume the nuclei are arranged in
a symmetric linear configuration, with cations positioned at
R1 = (R, 0, 0) and R2 = (R,π , 0) relative to the Rydberg
core. This yields an electron tunneling probability of

PET = exp
[
−2

√
2

∫ z2

z1

dz
√

V (z; R) − ε(R)
]
. (C3)

Here we assume that the motion of the Rydberg electron is
restricted along z. z1 and z2 are turning points of Rydberg
electron in the Coulomb potential [see inset of Fig. 1(b)].

FIG. 7. Adiabatic PES near the n = 35 hydrogenic manifold.
The secondary axis shows the overlap of the electronic state of the
binding potential (green) with S- and D-state atomic Rydberg states.

The ET rate γET is then determined by multiplying the result
of (C3) with the Kepler frequency of the Rydberg electron’s
orbit f = 1/T , where T is the orbital period. For n = 35, we
find f ∼ 109 Hz.

APPENDIX D: LOW-l CHARACTER OF 87Rb2+
3

We see from Fig. 7 that the electronic state of the 87Rb2+
3

binding potential exhibits significant overlap with low angular
momentum states (S and D states).

For the symmetric linear configuration considered in Fig. 7
(R1 = R2 = R), there is a vanishing contribution from P states
due to the fact that the leading-order term is a charge-
quadrupole interaction. Due to Clebsch-Gordon selection
rules, Rydberg states with angular momentum differing only
by one are not coupled by such interactions such that the parity
of the angular momentum character of the electronic states is
preserved. Away from this highly symmetric case, however,
parity symmetry is broken.

[1] E. Herbst, S. Miller, T. Oka, J. K.G. Watson, and E. Herbst, The
astrochemistry of H+

3 , Philos. Transact. A Math. Phys. Eng. Sci.
358, 2523 (2000).

[2] S. Petrie and D. K. Bohme, Ions in space, Mass Spectrom. Rev.
26, 258 (2007).

[3] S. Falcinelli and M. Rosi, Production and characterization
of molecular dications: Experimental and theoretical efforts,
Molecules 25, 4157 (2020).

[4] C. A. Nicolaides, Energy generation from volcanic ground
states. Application to cold He2+

2 , Chem. Phys. Lett. 161, 547
(1989).

[5] R. Côté, V. Kharchenko, and M. D. Lukin, Mesoscopic molec-
ular ions in Bose-Einstein condensates, Phys. Rev. Lett. 89,
093001 (2002).

[6] J. M. Schurer, P. Schmelcher, and A. Negretti, Ground-state
properties of ultracold trapped bosons with an immersed ionic
impurity, Phys. Rev. A 90, 033601 (2014).

[7] J. M. Schurer, A. Negretti, and P. Schmelcher, Unraveling
the structure of ultracold mesoscopic collinear molecular ions,
Phys. Rev. Lett. 119, 063001 (2017).

[8] R. Côté, From classical mobility to hopping conductivity:
Charge hopping in an ultracold gas, Phys. Rev. Lett. 85, 5316
(2000).

[9] B. Gao, Universal properties in ultracold ion-atom interactions,
Phys. Rev. Lett. 104, 213201 (2010).

[10] Z. Idziaszek, T. Calarco, P. S. Julienne, and A. Simoni, Quan-
tum theory of ultracold atom-ion collisions, Phys. Rev. A 79,
010702(R) (2009).

043164-8

Chapter 5. Scientific contributions 105



METASTABLE DOUBLY CHARGED RYDBERG TRIMERS PHYSICAL REVIEW RESEARCH 6, 043164 (2024)

[11] D. J. Bosworth, M. Pyzh, and P. Schmelcher, Spectral properties
of a three-body atom-ion hybrid system, Phys. Rev. A 103,
033303 (2021).

[12] F. H. J. Hall, M. Aymar, N. Bouloufa-Maafa, O. Dulieu, and
S. Willitsch, Light-assisted ion-neutral reactive processes in
the cold regime: Radiative molecule formation versus charge
exchange, Phys. Rev. Lett. 107, 243202 (2011).

[13] S. T. Sullivan, W. G. Rellergert, S. Kotochigova, K. Chen,
S. J. Schowalter, and E. R. Hudson, Trapping molecular ions
formed via photo-associative ionization of ultracold atoms,
Phys. Chem. Chem. Phys. 13, 18859 (2011).

[14] X. Tong, A. H. Winney, and S. Willitsch, Sympathetic cooling
of molecular ions in selected rotational and vibrational states
produced by threshold photoionization, Phys. Rev. Lett. 105,
143001 (2010).

[15] S. Jyothi, T. Ray, S. Dutta, A. R. Allouche, R. Vexiau, O.
Dulieu, and S. A. Rangwala, Photodissociation of trapped Rb+

2 :
Implications for simultaneous trapping of atoms and molecular
ions, Phys. Rev. Lett. 117, 213002 (2016).

[16] M. Pinkas, O. Katz, J. Wengrowicz, N. Akerman, and R. Ozeri,
Trap-assisted formation of atom–ion bound states, Nat. Phys.
19, 1573 (2023).

[17] P. Weckesser, F. Thielemann, D. Wiater, A. Wojciechowska,
L. Karpa, K. Jachymski, M. Tomza, T. Walker, and T.
Schaetz, Observation of Feshbach resonances between a sin-
gle ion and ultracold atoms, Nature (London) 600, 429
(2021).

[18] F. Thielemann, J. Siemund, D. von Schoenfeld, W. Wu, P.
Weckesser, K. Jachymski, T. Walker, and T. Schaetz, Explor-
ing atom-ion Feshbach resonances below the s-wave limit,
arXiv:2406.13410.

[19] T. Köhler, K. Góral, and P. S. Julienne, Production of cold
molecules via magnetically tunable Feshbach resonances, Rev.
Mod. Phys. 78, 1311 (2006).

[20] A. Duspayev, X. Han, M. A. Viray, L. Ma, J. Zhao, and G.
Raithel, Long-range Rydberg-atom–ion molecules of Rb and
Cs, Phys. Rev. Res. 3, 023114 (2021).

[21] M. Deiß, S. Haze, and J. Hecker Denschlag, Long-range atom–
ion Rydberg molecule: A novel molecular binding mechanism,
Atoms 9, 34 (2021).

[22] N. Zuber, V. S. V. Anasuri, M. Berngruber, Y.-Q. Zou, F.
Meinert, R. Löw, and T. Pfau, Observation of a molecular bond
between ions and Rydberg atoms, Nature (London) 605, 453
(2022).

[23] C. H. Greene, A. S. Dickinson, and H. R. Sadeghpour, Creation
of polar and nonpolar ultra-long-range Rydberg molecules,
Phys. Rev. Lett. 85, 2458 (2000).

[24] V. Bendkowsky, B. Butscher, J. Nipper, J. P. Shaffer, R. Löw,
and T. Pfau, Observation of ultralong-range Rydberg molecules,
Nature (London) 458, 1005 (2009).

[25] C. Fey, F. Hummel, and P. Schmelcher, Ultralong-range Ryd-
berg molecules, Mol. Phys. 118, e1679401 (2020).

[26] H. Saßmannshausen, J. Deiglmayr, and F. Merkt, Long-range
Rydberg molecules, Rydberg macrodimers and Rydberg aggre-
gates in an ultracold Cs gas, Eur. Phys. J. Spec. Top. 225, 2891
(2016).

[27] S. Hollerith and J. Zeiher, Rydberg macrodimers: Diatomic
molecules on the micrometer scale, J. Phys. Chem. A 127, 3925
(2023).

[28] R. Schmidt, H. R. Sadeghpour, and E. Demler, Mesoscopic
Rydberg impurity in an atomic quantum gas, Phys. Rev. Lett.
116, 105302 (2016).

[29] R. Schmidt, J. D. Whalen, R. Ding, F. Camargo, G. Woehl,
S. Yoshida, J. Burgdörfer, F. B. Dunning, E. Demler, H. R.
Sadeghpour, and T. C. Killian, Theory of excitation of Rydberg
polarons in an atomic quantum gas, Phys. Rev. A 97, 022707
(2018).

[30] S. T. Rittenhouse and H. R. Sadeghpour, Ultracold giant poly-
atomic Rydberg molecules: Coherent control of molecular
orientation, Phys. Rev. Lett. 104, 243002 (2010).

[31] R. González-Férez, H. R. Sadeghpour, and P. Schmelcher, Ro-
tational hybridization, and control of alignment and orientation
in triatomic ultralong-range Rydberg molecules, New J. Phys.
17, 013021 (2015).

[32] Y.-Q. Zou, M. Berngruber, V. S. V. Anasuri, N. Zuber, F.
Meinert, R. Löw, and T. Pfau, Observation of vibrational dy-
namics of orientated Rydberg-atom-ion molecules, Phys. Rev.
Lett. 130, 023002 (2023).

[33] M. Berngruber, D. J. Bosworth, O. A. Herrera-Sancho, V. S. V.
Anasuri, N. Zuber, F. Hummel, J. Krauter, F. Meinert, R. Löw,
P. Schmelcher, and T. Pfau, In situ observation of nonpolar to
strongly polar atom-ion collision dynamics, Phys. Rev. Lett.
133, 083001 (2024).

[34] F. Hummel, M. T. Eiles, and P. Schmelcher, Synthetic
dimension-induced conical intersections in Rydberg molecules,
Phys. Rev. Lett. 127, 023003 (2021).

[35] F. Hummel, P. Schmelcher, and M. T. Eiles, Vibronic interac-
tions in trilobite and butterfly Rydberg molecules, Phys. Rev.
Res. 5, 013114 (2023).

[36] R. Srikumar, F. Hummel, and P. Schmelcher, Nonadiabatic
interaction effects in the spectra of ultralong-range Rydberg
molecules, Phys. Rev. A 108, 012809 (2023).

[37] M. T. Eiles and F. Hummel, Kato’s theorem and ultralong-range
Rydberg molecules, Phys. Rev. A 109, 022811 (2024).

[38] Quantum defect states guarantee significant avoided crossings
between potential energy surfaces in the electronic structure.
The quantum defect parameters for rubidium have been re-
ported in Refs. [54,55].

[39] T. F. Gallagher, Rydberg Atoms, Cambridge Monographs on
Atomic, Molecular and Chemical Physics (Cambridge Univer-
sity Press, Cambridge, UK, 1994).

[40] M. T Eiles, Trilobites, butterflies, and other exotic specimens of
long-range Rydberg molecules, J. Phys. B: At. Mol. Opt. Phys.
52, 113001 (2019).

[41] R. J. Le Roy, Long-range potential coefficients from RKR turn-
ing points: C6 and C8 for B(31+

Ou)-state Cl2, Br2, and I2, Can.
J. Phys. 52, 246 (1974).

[42] J. D. Jackson, Classical Electrodynamics, 3rd ed. (John Wiley
& Sons, Hoboken, NJ, 1998).

[43] A. Duspayev and G. Raithel, Nonadiabatic decay of Rydberg-
atom–ion molecules, Phys. Rev. A 105, 012810 (2022).

[44] D. J. Bosworth, F. Hummel, and P. Schmelcher, Charged
ultralong-range Rydberg trimers, Phys. Rev. A 107, 022807
(2023).

[45] H. Friedrich, Theoretical Atomic Physics, 4th ed. (Springer
International Publishing AG, 2017).

[46] D. R. Inglis and E. Teller, Ionic depression of series limits in
one-electron spectra, Astrophys. J. 90, 439 (1939).

043164-9

106 Chapter 5. Scientific contributions



BOSWORTH, EILES, AND SCHMELCHER PHYSICAL REVIEW RESEARCH 6, 043164 (2024)

[47] R. J. LeVeque, Finite Difference Methods for Ordinary and Par-
tial Differential Equations (Society for Industrial and Applied
Mathematics, Philadelphia, PA, 2007).

[48] C. Zener and R. H. Fowler, Non-adiabatic crossing of energy
levels, Proc. R. Soc. London A 137, 696 (1932).

[49] R. Mukherjee, Charge dynamics of a molecular ion immersed in
a Rydberg-dressed atomic lattice gas, Phys. Rev. A 100, 013403
(2019).

[50] A. Pandey, R. Vexiau, L. G. Marcassa, O. Dulieu, and
N. Bouloufa-Maafa, Ultracold charged atom-dimer collisions:
State-selective charge exchange and three-body recombination,
arXiv:2407.14824.

[51] A. Becker, G. M. Koutentakis, and P. Schmelcher, Syn-
thetic dimension-induced pseudo Jahn-Teller effect in one-
dimensional confined fermions, Phys. Rev. Res. 6, 013257
(2024).

[52] I. B. Bersuker, Jahn–Teller and pseudo-Jahn–Teller Effects:
From particular features to general tools in exploring molec-
ular and solid state properties, Chem. Rev. 121, 1463
(2021).

[53] T. Dieterle, M. Berngruber, C. Hölzl, R. Löw, K. Jachymski, T.
Pfau, and F. Meinert, Transport of a single cold ion immersed
in a Bose-Einstein condensate, Phys. Rev. Lett. 126, 033401
(2021).

[54] W. Li, I. Mourachko, M. W. Noel, and T. F. Gallagher,
Millimeter-wave spectroscopy of cold Rb Rydberg atoms in a
magneto-optical trap: Quantum defects of the Ns, Np, and Nd
series, Phys. Rev. A 67, 052502 (2003).

[55] J. Han, Y. Jamil, D. V. L. Norum, P. J. Tanner, and T. F.
Gallagher, Rb n f quantum defects from millimeter-wave spec-
troscopy of cold 85Rb Rydberg atoms, Phys. Rev. A 74, 054502
(2006).

[56] S. Carter and N.C. Handy, A variational method for the calcula-
tion of vibrational levels of any triatomic molecule, Mol. Phys.
47, 1445 (1982).

[57] N.C. Handy, The derivation of vibration-rotation kinetic energy
operators, in internal coordinates, Mol. Phys. 61, 207 (1987).

[58] D. J. Griffiths and D. F. Schroeter, Introduction to Quantum
Mechanics, 3rd ed. (Cambridge University Press, Cambridge,
UK, 2018).

043164-10

Chapter 5. Scientific contributions 107





109

Chapter 6

Summary and outlook

In this thesis, we have explored atom-ion interactions in ultracold few-body systems, combining ideas
from across the fields of neutral quantum gases, (un)trapped ions and Rydberg physics. We discussed
the broader development of these areas over the past decades, focusing in particular on the increasing
interconnection between them in the last ten to twenty years. This growing interdependence is best
encapsulated by the pursuit of ultracold hybrid atom-ion systems, which aim to integrate both charged
particles and ultracold quantum gases within a single controlled experimental setup. In future, these
systems will serve as novel platforms for quantum information processing and simulation, as well as for
explorations of charge-neutral chemistry. Along the way to this goal, interest in the use of Rydberg-state
atoms has developed. Rydberg atoms not only facilitate long-range atom-ion entanglement, they also
form macroscopic atom-ion bound states. These states exhibit characteristically slow vibrational dynamics,
offering a new approach to studying fundamental chemical processes in “slow-motion”.

We have presented several scientific contributions in which we investigated static and dynamical
behaviours of various few-body systems exhibiting long-range atom-ion interactions. We focused on
the interaction of ions with atoms in their electronic ground-state as well as atoms in excited Rydberg
states. In this way, we explored interactions on both mesoscopic and macroscopic length scales. Broadly
speaking, the goals of our research fell into three categories. Firstly, we sought to understand the interplay
of the atom-ion interaction with different competing interactions, such as the van der Waals’ interaction
between neutral atoms [SC1], the scattering between ground-state atoms and Rydberg electrons [SC2] and
the Coulomb repulsion between pairs of cations [SC5]. Our second point of focus was quantum control,
which we explored through the use of external drives [SC3] and through influencing the non-adiabatic
couplings between collision channels by tuning experimental control parameters [SC4]. The final goal
of this thesis was the search for stability in exotic few-body Rydberg systems, where we predicted the
formation of ultralong-range trimer states of 87Rb+

3 [SC2] and 87Rb2+
3 [SC5]. In what follows, we briefly

recount each scientific contribution and discuss possible directions for future work.

In our first work [SC1], we employed the numerical method ML-MCTDHB in order to characterise the
low-energy eigenstates of an ion interacting with a pair of bosonic atoms in a quasi-1D system. Studying
such few-body quantum systems can prove valuable since they are simpler to treat than many-body
systems, yet may still exhibit rich behaviours with implications for fundamental physics and quantum
applications. An exciting perspective for this work would be to explore systems with greater numbers
of particles. On the one hand, considering many atoms interacting with a single ion would enable the
simulation of charged polarons [77, 78] or dissipative properties of ions immersed in degenerate quantum
gases [364]. On the other hand, considering multiple ions would be of interest for simulating condensed
matter systems. For example, studying chains of ions with state-dependent interactions would enable
the investigation of spin-phonon coupling, which was recently proposed as a platform for engineering
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strong non-adiabatic couplings [365]. Additionally, ML-MCTDH could be used for exploring charge
exchange in systems analogous to the 87Rb2+

3 complex studied in our work [SC5]. The recent extension of
ML-MCTDH to spin systems [177] presents a further opportunity for simulating arrays of trapped atoms
and ions. Here, the competition between charge-neutral and neutral-neutral interactions may give rise to
rich phase diagrams, similar to those emerging in lattice systems exhibiting resonant and non-resonant
dipole couplings [366].

The work [SC3] considered the impact of an externally-dragged ion on a gas of trapped atoms and
explored how such mobile impurities can be used to selectively transfer atoms between vibrational trap
states. Whilst fine control over quantum states is a fundamental prerequisite for realising any quantum
technology, the ability to move quantum states between different vibrational trap states further allows
researchers to simulate and study complex quantum phenomena, leading to a deeper understanding
of many-body physics, condensed matter systems, and chemical reactions. In our work, we found that
the presence of the ion leads to resonances in the vibrational spectrum of the trapped atoms which are
reminiscent of trap-induced shape resonances arising in collisions between atoms in separate traps [367].
Such resonances have been used recently to perform “mergoassociation” of ultracold RbCs molecules from
individual Rb and Cs atoms initially prepared in separate traps [368]. Inspired by this striking result, we
could extend the state preparation protocols in [SC3] for the purpose of preparing polyatomic molecular
ions [75] or even ULRM. In the latter case, mergoassociation may provide an alternative approach for
associating molecular states that cannot be accessed with dipole-allowed transitions, such as polar ULRM
with predominantly high angular momentum character [235, 369–371]. Furthermore, bypassing the
restrictions of dipole-allowed transitions may be possible using angular momentum-carrying light [372].
Proposals already exist for using this twisted light for the photoexcitation of circular Rydberg atomic
states [373] and for enhancing certain forbidden rovibrational transitions in diatomic molecules [374].
Future work could thus explore similar schemes for associating ULRM.

In [SC4], we developed a semi-classical model for the multi-channel molecular dynamics of ion-
Rydberg pairs, complementing in situ experimental observations of collisions between these species near
the Rydberg S-state. Studying collisions provides understanding about a broad range of phenomena,
such as thermalisation [350], the catalysis of chemical reactions through enzymes [351] and properties of
plasmas [352]. By virtue of their microsecond-scale vibrational dynamics, ion-Rydberg systems offer a
unique opportunity to study molecular dynamics without the need for ultrafast pulses [375]. Furthermore,
the high density of electronic states and potential for tunability through the principal quantum number
mean that Rydberg molecular systems are an excellent platform for exploring physics beyond the BO
approximation, which plays a key role in many important biochemical processes in nature [376]. For
the system considered in [SC4], the collisional dynamics unfolds over a landscape of multiple collision
channels whose characteristic shape mean that initially-slow pairs have a paradoxically greater probability
of following fast collision channels. Future extensions of this work could explore ion-Rydberg pair
dynamics in different regions of the Rydberg energy spectrum, such as in the binding potential associated
with the Rydberg P-state in alkali metals [95]. Beyond this, we could explore dynamics in more exotic
regimes, such as around conical intersections between adiabatic PES which can already emerge in diatomic
systems with the help of Rydberg synthetic dimensions [258, 260]. Furthermore, we could explore optical
dressing for the purpose of engineering non-adiabatic couplings in Rydberg systems, leading for example
to the emergence of light-induced conical intersections [377, 378].

The remaining scientific contributions [SC2, SC5] focused on stability in three-body systems involving
a Rydberg atom and one or more ions, leading to the prediction of long-range triatomic molecular ions.
Few-body molecular ions are attractive to work with, since they are simpler to describe than more complex
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molecules. They also play a crucial role in many processes throughout nature, such as in the chemistry of
the interstellar medium [285] and are further believed to have contributed significantly to the chemistry
of the early Universe [379]. Most importantly, our works [SC2, SC5] highlight the rich physics which
can emerge within otherwise familiar systems when the atomic structure is treated as another degree
of freedom of the system. Rydberg molecules such as these may attract interest in future for studies of
fundamental chemical processes, such as observing charge transport [380]. They are also natural systems
for exploring singular vibronic couplings [258] and spontaneous symmetry-breaking via the so-called
Jahn-Teller effect [173, 381]. Future work may also consider triatomic systems in different regions of the
parameter space. For example, the 87Rb+

3 system could be used to study the interaction of ULRM with
the inhomogeneous electric field of a distant ion, complementing earlier studies of Rydberg molecules
in homogeneous electric fields [174, 382, 383] and providing a novel setup for the study of bound states
between charged particles and polar molecules [353–357].

Another avenue could be opened up by exploring few-body systems with multiple Rydberg excitations.
This may be particularly interesting for mixtures of different atomic species pairings, such as Rb-Li. As
described in appendix B, Li Rydberg atoms differ from Rb and Cs in that their binding potential with
the ion is connected asymptotically with the atomic S-state instead of the atomic P-state. A system of Li
and Rb Rydberg atoms interacting with an ion may therefore exhibit strong resonant dipole couplings
between the two Rydberg state atoms. It would thus be interesting to explore the competition of this
Rydberg-Rydberg interaction with the ion-Rydberg interaction. Finally, one could also consider ion-
Rydberg systems involving negatively-charged ions. We show in appendix B that the sign of the ion’s
charge can lead to dramatic changes in the strength of the non-adiabatic couplings in the system, which
would impact the lifetime of molecular states as well as the nature of the vibrational dynamics.

In summary, this thesis has contributed to the understanding of interactions between charged and
neutral species across different length scales. Charge-neutral interactions underpin many important
processes in nature and developing understanding about the interactions between these species in a
few-body context is the first necessary step in learning how to exploit them on a larger scale. A notable
example of this is that the insight which led to proposals of the Rydberg blockade mechanism [210]
came from a well-developed understanding about interatomic interactions between pairs of Rydberg
atoms. Thus, detailed knowledge of the two-body problem resulted in a reliable method of controlling
collective excitations in many-body systems, which underpins the modern success of neutral atom
quantum computing platforms.

There is no doubt that experiments with hybrid atom-ion systems have exciting years ahead of them.
Experimentalists are closing-in on the ultracold temperatures needed to study mixtures of atoms and
ions in the s-wave scattering regime [83–86], which will open up an entirely new paradigm for quantum
simulation and information. It may even be possible to produce optical tweezer arrays of both atoms and
ions, with the same degree of single-particle control which is currently enjoyed by neutral atom tweezer
arrays today. These can then be further combined with Rydberg dressing for additional flexibility [48, 384,
385]. Ultracold atom-ion systems will further serve as testbeds for exploring charge-neutral chemistry,
which may help shed light on, among other questions, the role of simple molecular ions such as H+

2 in
reactions taking place in the interstellar medium [285]. Moreover, precision spectroscopy with ultracold
molecular systems can be used for studying the Standard Model and its limitations [2, 386, 387].

Since the recent observation of atom-ion Feshbach resonances [84, 85], the onus is also now on theorists
to develop a deeper quantitative understanding of short-range atom-ion interactions and three-body
processes. This is a challenging task, given the comparatively high density of atom-ion bound states
and current lack of information about atom-ion scattering lengths. Developing a rigorous theoretical
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framework would contribute to using Feshbach resonances for precise control over atom-ion interac-
tions and the magnetoassociation of molecular ions in well-controlled states, facilitating state-resolved
chemistry [388].

Finally, Rydberg physics – with or without ions – also has a promising future. Macroscopic-sized
Rydberg molecules are a testbed for explorations of physics beyond the BO approximation [103, 258–260]
and other exotic phenomena, such as Borromean states [237, 238]. Rydberg platforms continue to be
a powerful driving force for quantum simulation [48], helping to shed light on complex many-body
behaviours. Outside of the ultracold regime, Rydberg physics can be explored in solid state systems
through the excited states of electron-hole pairs [180]. Additionally, coherent Rydberg excitations inside
thermal vapour cells [389] show great promise as both single-photon sources [390] and radiofrequency
sensors [391]. Indeed, Rydberg field sensing technologies are already available to buy [392], making them
one of first commercially-available quantum technologies.
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Appendix A

Long-range Rydberg – Rydberg
interactions

In this appendix, we specify further details about the long-range interaction between pairs of Rydberg
atoms and present some analytical results for coupling matrix elements between different Rydberg states
due to this interaction.

As discussed in section 3.2.1, the net interaction between a pair of Rydberg atoms with an internuclear
separation R exceeding the Le Roy radius [261] is given by [266]:

V̂ =
•

Â
l1,l2=1

V̂l1,l2

Rl1+l2+1 . (A.1)

The interaction terms appearing in the multipole expansion (A.1) V̂l1,l2 are defined as:

V̂l1,l2 = (�1)l2
l<

Â
µ=�l<

cl1,l2,µ p̂(1)l1,µ · p̂(2)l2,�µ , (A.2)

where l< = min(l1, l2), p̂(i)li ,µ
= r̂li

i · Yli ,µ(q, f) are multipole operators and cl1,l2,µ are coefficients:

cl1,l2,µ =

s
4p

2l1 + 1

s
4p

2l2 + 1

s✓
l1 + l2
l1 + µ

◆
·
✓

l1 + l2
l2 + µ

◆
. (A.3)

We now discuss some general results for matrix elements of the operator p̂(i)li ,µ
represented in a basis of

atomic Rydberg states {ynlm(r)} describing alkali metal atoms. Alkali metals are conceptually simpler
to treat than other kinds of elements since they posses only a single valence electron. The wavefunction
of a Rydberg-state alkali metal atom ynlm(r) is an eigenfunction of the time-independent Schrödinger
equation:

⇥
� 1

2
r2 + V(r)

⇤
ynlm(r) = # ynlm(r). (A.4)

V(r) is a spherically-symmetric model potential which for large r is well-approximated by the Coulomb
potential 1/r but includes corrections due to the presence of the core-shell electrons at small r close to the
atomic nucleus [127, 192]. The Rydberg wavefunction ynlm(r) is represented in spherical coordinates as:

ynlm(r) =
unl(r)

r
Ylm(q, f), (A.5)
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where Ylm(q, f) are spherical harmonics. The Rydberg wavefunction is normalised as:

hyn0 l0m0 |ynlmi =
Z

drdqdf r2 sin q y⇤n0 l0m0(r)ynlm(r) = dl0 ldm0m. (A.6)

The matrix element hyn0 l0m0 |rlYlµ(q, f)|ynlmi is determined by evaluating the following integrals over
the radial and angular degrees of freedom of the Rydberg electron:

Ir =
Z

dr u⇤n0 l0(r) rl unl(r), (A.7)

IW =
Z

dW Y⇤l0m0(W)Ylµ(W)Ylm(W). (A.8)

Where W = (q, f) defines the solid angle with dW = dqdf sin q. If unl(r) are Coulombic functions (i.e.
states with negligible quantum defect), then (A.7) may be solved analytically [383]:

Ir =
2l+l0+2

nl+2n0 l
0+2

s
(n� l � 1)!(n0 � l0 � 1)!

(n + l)!(n0 + l0)!

⇥
n�l�1

Â
m=0

n0�l0�1

Â
m0=0

(�2)m+m0

m!m0!nmn0m
0

✓
n + l

n� l �m� 1

◆

⇥
✓

n0 + l0

n0 � l0 �m0 � 1

◆
(l + m + m0 + l + l0 + 2)!

⇥


nn0

n + n0

�l+m+m0+l+l0+3
.

(A.9)

However, for quantum defect states [276], Ir must be determined through numerical integration [266]. In
contrast, the integral of the angular components (A.8) always has an analytical solution [127]:

IW =


(2l + 1)(2l + 1)

4p(2l0 + 1)

�1/2
hl0, m0|l, µ, l, mi hl0, 0|l, 0, l, 0i . (A.10)

The above inner products are complex conjugates of Clebsch-Gordan (CG) coefficients. Formally, CG
coefficients are defined as CL,M

l1,m2,l2,m2
= hl1, m1, l2, m2|L, Mi and [CL,M

l1,m2,l2,m2
]⇤ = hL, M|l1, m1, l2, m2i. These

CG coefficients impose restrictions on the values of the numbers (l0, m0, l, µ, l, m) appearing in the integral
(A.10). Specifically, the coefficient hl1, m1, l2, m2|L, Mi is only non-zero when the following three conditions
are fulfilled:

1. m1 + m2 = M,

2. |l1 � l2|  L  l1 + l2,

3. J = l1 + l2 + L is an even integer.
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Appendix B

Long-range ion – Rydberg interactions

In this appendix, we provide further details about the interaction between an ion and a Rydberg atom
in the asymptotic limit, including a derivation of the multipole expansion of the interaction in this regime.
Furthermore, we discuss the impact of the sign of the ion’s charge on the adiabatic PEC, which leads to
changes in the size of the energy gap at avoided crossings between neighbouring PEC. As a result of this,
we predict the formation of bound states between a Rydberg atom and an anion located in PEC associated
asymptotically with the Rydberg D-state. In addition, we present adiabatic PEC for a 7Li Rydberg atom
interacting with a 7Li+, revealing long-range bound states in binding potentials connected asymptotically
to the Rydberg S-state.

Derivation of the long-range ion-Rydberg interaction term

We consider a Rydberg atom interacting with a single positively-charged ion at internuclear separations
exceeding the Le Roy radius [261]. Under such conditions, there is vanishing overlap between the charge
distributions of the Rydberg atom and the ion, such that the exchange interaction between their electrons
can be neglected. The net ion-Rydberg interaction is then described by the sum of the Coulomb interactions
between the different charges in the system:

V̂ =
1

|R| �
1

|r� R| . (B.1)

The first term represents the repulsion between the Rydberg core and the ion with internuclear separation
R and the second term describes the attractive interaction between the Rydberg electron at position r
and the ion. In what follows, we describe how to expand the interaction (B.1) in terms of multipole
operators [SC2, 92, 93].

Taking r = (r, q, f) and R = (R, Q, F), we first rewrite equation (B.1) as:

V̂ =
1

|R|

✓
1� 1p

1 + h2 � 2h cos a

◆
, (B.2)

where h = |r|/|R| and a is the angle subtended by r and R. The second term in (B.2) can be expressed in
terms of Legendre polynomials Pl(cos a) as:

1p
1 + h2 � 2h cos a

= 1 +
•

Â
l=1

hlPl(cos a), (B.3)
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FIGURE B.1: Adiabatic PEC of an 87Rb Rydberg atom interacting with (a),(c) 87Rb+ (b),(d) 87Rb�

near the |31Di atomic Rydberg state. (e) Magnification of the region marked by the black box in (d)
showing vibrationally-bound states supported by potential wells formed between the |31Di state
and low-field seeking high-l states. Energies are given in GHz relative to the |31Di atomic Rydberg
state.

where we have used the fact that P0(cos a) = 1. The spherical law of cosines further allows us to write
cos a = cos q cos Q + sin q sin Q cos(f� F). Using the spherical harmonic addition theorem [393], we
then find:

Pl(cos a) =
4p

2l + 1

l

Â
µ=�l

Ylµ(q, f)Y⇤lµ(Q, F), (B.4)

where Ylµ are spherical harmonics. Inserting (B.3) and (B.4) into equation (B.2), we arrive at the most
general form of the interaction between a Rydberg atom and a positive ion in the long-range limit:

V(R) = �
•

Â
l=1

+l

Â
µ=�l

4p

2l + 1
rl

Rl+1 Ylµ(q, f)Y⇤lµ(Q, F). (B.5)

This may be further simplified by choosing R = (R, 0, 0):

VQ=0(R) = �
•

Â
l=1

r
4p

2l + 1
rl

Rl+1 Yl0(q, f), (B.6)
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FIGURE B.2: (a),(b) Adiabatic PEC for a 7Li Rydberg atom interacting with a singly-charged
positive ion at separation R near the |30Si atomic Rydberg state. (c) Magnification of the region
marked by the black box in (b) showing vibrationally-bound states inside the outermost two
potential wells formed between the |30Si state and low-field seeking high-l states. Energies are
given in GHz relative to the |30Si atomic Rydberg state.

or alternatively by choosing R = (R, p, 0):

VQ=p(R) = �
•

Â
l=1

(�1)l

r
4p

2l + 1
rl

Rl+1 Yl0(q, f), (B.7)

where we have used the fact that Y⇤lµ(0, 0) =
q

2l+1
4p dµ,0 and Y⇤lµ(p, 0) =

q
2l+1

4p (�1)ldµ,0, respectively.

Role of the higher-order multipole interaction terms

In both (B.6) and (B.7), the leading-order term in the multipole interaction series is given by l =

1, which represents an interaction of the ion with the dipole moment of the Rydberg atom’s charge
distribution. This charge-dipole term varies with the internuclear separation as 1/R2. For higher-order
multipole terms, the order of R in the denominator increases such that their matrix elements are reduced
in magnitude relative to the charge-dipole term. Nonetheless, whilst the matrix elements of the l = 1
term typically have the largest magnitude, the matrix elements from terms with l > 1 must also be
included in order to ensure convergence of the adiabatic PEC to a desired energy scale. For example,
terms up to l = 6 are typically required for convergence to the nearest 10-100 MHz.

The matrix elements of the multipole interaction terms can be determined with help of the analytical
results given by equations (A.9) and (A.10). Once again, the radial integrals for quantum defect states
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must be evaluated numerically. Whilst the ion-Rydberg interaction leads to coupling between different
Rydberg states, we note that multipole terms with even values of l permit finite diagonal matrix elements
in the Rydberg basis, i.e. hynlm|rlYl0(q, f)|ynlmi 6= 0. Thus, as well as coupling different Rydberg states,
the even l multipole interaction terms additionally contribute energy offsets to individual Rydberg states.

One consequence of these diagonal matrix elements is that the adiabatic PEC for an interacting ion-
Rydberg pair are dependent on the sign of the ion’s charge 1. Although this effect is not strong enough to
qualitatively change the form of the PEC, it does affect the size of the energy gap at avoided crossings
between neighbouring PEC. This can be seen clearly in figure B.1, where we compare adiabatic PEC of
an 87Rb Rydberg atom interacting with a cation and an anion, respectively. In particular, near the |31Di
Rydberg state, we find that the size of the avoided crossings between the high field-seeking D-state and
the low field-seeking high angular momentum states are one order of magnitude larger for the anion
system than they are for the cation system. This will have a significant impact on the non-adiabatic
couplings between neighbouring PEC: for example, using the Landau-Zener formula (2.8), we estimate
that the rates for non-adiabatic transitions of the states shown in figure B.1 (e) to neighbouring PEC are
negligible for the anion system. Instead, for the majority of these vibrationally-bound states, we expect
the molecular lifetime to be limited by the rate of radiative decay of the Rydberg atom.

Interactions with different atomic species

Finally, we note that the ion-Rydberg systems discussed in the scientific contributions of this thesis have
only considered 87Rb Rydberg atoms. Like Rb, Cs is also expected to form long-range binding potentials
with an ion through avoided crossings between high field-seeking P-states and low field-seeking high
angular momentum states l > 3 [92]. However, these are yet to be observed.

For the lighter alkali metal element Li, forming similar long-range wells is not possible because the
quantum defect parameter for the P-state is vanishingly small [276]. Indeed, Li only has a significant
quantum defect parameter for its S-state. We find that this nonetheless leads to the formation of long-range
binding potentials, which arise due to avoided crossings with low-field seeking high angular momentum
states (see figure B.2). Whilst the wells are shallower than those seen for 87Rb, at n = 30 they are still
deep enough to support several vibrational states. Unlike the ion-Rydberg dimers formed with Rb and Cs,
these dimers have strong S-state character.

1The sign of the ion’s charge is reflected in the prefactor of the ion-Rydberg interaction series (B.5). The prefactor is negative
(positive) for a cation (anion).
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Appendix C

Collisional decay of ion-Rydberg dimers

In this appendix, we determine the classical collision rate of a Rydberg atom with background gas
atoms and find that these rates agree well with the measured decay rates of ion-Rydberg dimers produced
inside an ultracold quantum gas [95].

We consider an ion-Rydberg dimer molecule inside a gas of neutral ground-state atoms with gas
density r. The mean relative speed between particles of reduced mass µ in a gas at temperature T is given
by v̄rel =

p
8kBT/pµ [394]. The rate of collision of the Rydberg atom with atoms of the background gas is

then defined by:
gcol = r s v̄rel, (C.1)

where s is the classical scattering cross-section, defined as the geometric cross-section of the Rydberg atom
p hri2. Given that hri µ n2, where hri is the expected size of the Rydberg electron’s orbit, the cross-section
scales as s µ n4. We find the scaling of the extent of the Rydberg electron’s orbit to be hri ⇡ 2.4n2 a0. We
then define the total decay rate of the ion-Rydberg dimer as:

g = grad + gcol, (C.2)

where grad is the radiative decay rate of the Rydberg atom.

We now determine the expected lifetime t = 1/g of the ion-Rydberg dimer using the experimental
parameters quoted in [95]. In particular, we assume a gas temperature T = 20 µK and minimum and
maximum background gas densities of rmin = 1⇥ 1012 cm�3 and rmax = 5⇥ 1012 cm�3, respectively.
In table C.1, we compare the results for t to those measured in [95] for dimers in binding potentials
formed by the 54P and 69P states. The measured lifetimes are within the bounds of values predicted
using the classical scattering model based off the range of densities quoted in the experiment, indicating
that collisional decay may well be responsible for limiting the lifetime of these molecules far below the
radiative lifetime of the Rydberg atom.

Model (µs) Measured (µs)
rmin rmax –

54P 5.93 28.23 11.5 ± 1.0
69P 2.28 11.31 2.6 ± 0.2

TABLE C.1: Comparison of the expected lifetime of ion-Rydberg dimers predicted by the classical
scattering model (C) with those measured in experiment [95].
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To confirm the validity of the model , an experiment could be done in which the lifetime is measured
systematically for different fixed gas densities r. A linear dependence on r should be visible in the
measured decay rate.
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Appendix D

Finite difference representation of the
three-atom vibrational Hamiltonian

This appendix presents the finite difference Hamiltonian used to determine the eigenstates and
eigenvalues of the vibrational Hamiltonian describing the 87Rb2+

3 system studied in [SC5], consisting of
a single Rydberg atom interacting with a pair of cations (for a schematic of the system, see figure 1 (a)
in [SC5]). A brief introduction to finite difference methods can be found in section 2.5.2.

For a non-rotating triatomic system, the vibrational Hamiltonian is given by [395, 396]:

Hvib =
1
m


� ∂2

∂R2
1
� ∂2

∂R2
2
� cos(Q)

∂

∂R1

∂

∂R2

�

� 1
m

✓
1

R2
1
+

1
R2

2
� cos(Q)

R1R2

◆✓
∂2

∂Q2 + cot(Q)
∂

∂Q

◆

� 1
m

✓
1

R1R2
� 1

R2

∂

∂R1
� 1

R1

∂

∂R2

◆✓
cos(Q) + sin(Q)

∂

∂Q

◆

+ #n(R1, R2, Q),

(D.1)

where m is the atomic mass of 87Rb and #n(R1, R2, Q) is the nth adiabatic PES, dependent on the bond
lengths R1, R2 and bond angle Q. This Hamiltonian acts on vibrational wavefunctions cn(R1, R2, Q)

which are normalised as
R

dR1dR2dQ sin Q|cn(R1, R2, Q)|2 = 1.

We solve for the eigenstates and eigenvalues of (D.1) by representing the eigenstates on a discrete
spatial grid cn ! c

(ijk)
n . The dimensions of the three-dimensional grid are N ⇥M⇥ L, where N, M and L

are positive integers. c
(ijk)
n represents the amplitude of the nth eigenstate at the grid point (R(i)

1 , R(j)
2 , Q(k)),

where R(i)
1 = R(1)

1 + i DR1, R(j)
2 = R(1)

2 + j DR2 and Q(k) = Q(1) + k DQ. The grid spacings DR1, DR2 and
DQ are defined as DR1 = (R(N)

1 � R(0)
1 )/N, DR2 = (R(M)

2 � R(0)
2 )/M and DQ = (Q(L) � Q(0))/L. We

further assume closed boundary conditions, such that cijk vanishes for i = {0, N + 1}, j = {0, M + 1} or
k = {0, M + 1}.

We approximate the first-order derivatives using the central finite difference formalism [129], which
for derivatives with respect to R1 take the form of:

∂cn

∂R1

����
i,j,k
⇡

⇥
c
(i+1,j,k)
n � c

(i�1,j,k)
n

⇤
/2DR1. (D.2)
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Equally, single-variate second-order central finite difference derivatives are approximated as:

∂2cn

∂R2
1

�����
i,j,k

⇡
⇥
c
(i+1,j,k)
n � 2c

(i,j,k)
n + c

(i�1,j,k)
n

⇤
/DR2

1, (D.3)

whereas multi-variate second-order derivatives are given by:

∂2cn

∂R1∂R2

����
i,j,k
⇡

⇥
c
(i+1,j+1,k)
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(i+1,j�1,k)
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(i�1,j+1,k)
n + c

(i�1,j�1,k)
n

⇤
/DR1DR2. (D.4)

The remaining derivatives appearing in equation (D.1) are approximated in the same manner.

For brevity, we now adopt a more concise notation: c
(i,j,k)
n ! ci,j,k, R(i)

1 ! Ri, R(j)
2 ! Rj and

Q(k) ! Qk. Here, we have dropped the numerical subscripts from R1 and R2 since we represent these on
identical grids with spacing DR. As described in [SC5], this is appropriate as we are interested in nuclear
configurations in which the bond lengths are roughly symmetric.

Now, using the approximations (D.2), (D.3) and (D.4), the time-independent Schrödinger equation
Hnci,j,k = Eci,j,k can be expressed as a system of linear equations, whose number is given by the product
of N, M and L. In its full form, the linear equation for the grid point (i, j, k) reads:

� 1
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(D.5)

This systems of equations can be represented as a matrix eigenvalue problem HX = EX, where H is a
square matrix of dimension (N ⇥M⇥ L)2, X = (c1,1,1, c1,1,2, . . . , cN,M,L) is a vector whose components
give the amplitude of the eigenstate at each grid point and E is the corresponding eigenvalue. Although
H is a sparse matrix, it quickly becomes considerably large in size even for relatively modest numbers of
grid points. We found that when using a cubic grid with N = M = L = D, the elements Ha,b of H form
block-like structures which makes the construction of the D3 ⇥ D3 matrix considerably more efficient.

After constructing the matrix Hamiltonian, the final step is to diagonalise it in order to obtain the
eigenvalues and eigenenergies. For the binding potentials considered in [SC5], we find that a value of
D = 42 is sufficient to ensure convergence of the first twenty vibrational states to the nearest few MHz,
which is roughly an order of magnitude smaller than the smallest relevant energy separation for the
vibrational states, namely the spacing between vibrational states which is on the order of 100 MHz.
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