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Abstract

Observing ultrafast molecular processes on the attosecond timescale of
electrons is essential for understanding chemical and physical phenom-
ena. Attosecond pulses offer the temporal resolution needed to cap-
ture electronic dynamics. Their tunability from the extreme ultraviolet
(EUV) to soft X-ray regions enables probing both valence and deeper
K- and L-shell electrons, with the latter providing site- and element-
specificity. This thesis explores the generation of isolated attosecond
pulses (IAPs) in the EUV and soft X-ray spectral regions, extending
up to the water window (284–543 eV). Tailored optical fields, capable
of reaching sub-cycle durations—i.e., shorter than their main oscilla-
tion period—are investigated as drivers of high-harmonic generation
(HHG) to produce these IAPs.

The tailored optical fields are delivered by a parametric waveform syn-
thesizer (PWS) pumped by a 1-kHz Ti:Sa laser system. In the PWS, two
carrier-envelope-phase (CEP)-stable, few-cycle pulses—one in the near-
infrared (NIR, 0.65–1µm) and the other in the infrared (IR, 1.2–2.2µm)—
are coherently combined. Their synthesis produces fields centered at
1.4µm, with full-width at half-maximum (FWHM) durations as short
as 2.8 fs (0.6 optical cycles), and with 0.5 mJ of energy. By controlling
the relative delay between the pulses and applying a common phase
shift, waveforms can be tailored with sub-fs precision. These sub-cycle
fields are then tightly focused into a thin gas-cell filled with argon,
neon, or helium to drive HHG.

Attosecond streaking measurements directly characterize the sub-cycle
fields, verifying their successful synthesis, and confirm the generation
of EUV IAPs with FWHM durations ranging from 80 to 240 as, de-
pending on the waveform. Additionally, waveform tailoring enables
the generation of both narrowband and broadband IAPs, with spectra
spanning from 30 to 110 eV in argon and up to 200 eV in neon, while
maintaining pressures below 0.5 bar. Single-atom response simulations
show that IAPs result from the confinement of HHG within a single cy-
cle, while tunability is achieved via the precise control over the electron
trajectories contributing to the high-harmonic emission.

Extension into the soft X-ray water window range is achieved using
neon or helium at pressures up to 10 bar, producing photon energies
up to 350 eV and 450 eV, respectively. A strong CEP dependence of the
spectra suggests IAP emission, a finding supported by macroscopic,
on-axis HHG simulations. At low plasma levels, IAPs arise from HHG
confinement to a single cycle, while at higher levels, plasma defocus-
ing likely contributes to their generation. Finally, absolute conversion
efficiency measurements show that tailored waveforms increase HHG
efficiency with respect to IR-driven HHG, though high plasma levels
can reduce this gain. An eightfold efficiency increase is measured in
helium in the water window range. Complete characterization of the
driving field directly at the HHG target allows identifying the wave-
form responsible for the efficiency enhancement.
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Zusammenfassung

Die Beobachtung ultraschneller molekularer Prozesse auf der Attosekunden-
Zeitskala von Elektronen ist entscheidend für das Verständnis chemis-
cher und physikalischer Phänomene. Attosekunden-Pulse bieten die
notwendige zeitliche Auflösung, um elektronische Dynamiken zu er-
fassen. Ihre Einstellbarkeit vom extremen Ultraviolett (EUV) bis hin zu
weichen Röntgenbereichen ermöglicht das Abtasten sowohl von Valen-
zelektronen als auch von tiefer liegenden K- und L-Schalen-Elektronen,
wobei letztere orts- und elementspezifische Informationen liefern. Diese
Arbeit untersucht die Erzeugung isolierter Attosekunden-Pulse (IAPs)
im EUV- und weichen Röntgenspektralbereich, die bis zum Wasserfen-
ster (284–543 eV) reichen. Maßgeschneiderte optische Felder, die Sub-
Zyklus-Dauern erreichen können—d.h. kürzer als ihre Hauptoszilla-
tionsperiode—werden als Treiber für die Erzeugung hoher Harmonis-
cher (HHG) zur Erzeugung dieser IAPs untersucht.

Die maßgeschneiderten optischen Felder werden von einem Paramet-
ric Waveform Synthesizer (PWS) geliefert, der von einem 1-kHz Ti:Sa-
Lasersystem gepumpt wird. Im PWS werden zwei carrier-envelope-
phase (CEP)-stabile, few-cycle-Pulse—einer im nahen Infrarot (NIR, 0.65–1µm)
und der andere im Infrarot (IR, 1.2–2.2µm)—kohärent kombiniert. Ihre
Synthese erzeugt Felder, die bei 1.4µm zentriert sind, mit Vollbreiten
bei halbem Maximum (FWHM) von nur 2.8 fs (0.6 optische Zyklen) und
einer Energie von 0.5 mJ. Durch Steuerung der relativen Verzögerung
zwischen den Pulsen und Anwendung einer gemeinsamen Phasenver-
schiebung können die Wellenformen mit Sub-Fs-Präzision angepasst
werden. Diese Sub-Zyklus-Felder werden dann stark in eine dünne
Gaszelle fokussiert, die mit Argon, Neon oder Helium gefüllt ist, um
HHG anzutreiben.

Attosecond-Streaking-Messungen charakterisieren die Sub-Zyklus-Felder
direkt, bestätigen ihre erfolgreiche Synthese und zeigen die Erzeugung
von EUV-IAPs mit FWHM-Dauern von 80 bis 240 as, abhängig von der
Wellenform. Darüber hinaus ermöglicht die Wellenformanpassung die
Erzeugung sowohl von schmalbandigen als auch breitbandigen IAPs,
mit Spektren, die von 30 bis 110 eV in Argon und bis zu 200 eV in
Neon reichen, während die Drücke unter 0.5 bar gehalten werden.
Einzelatomantwort-Simulationen zeigen, dass IAPs durch die Beschränkung
der HHG auf einen einzigen Zyklus erzeugt werden, während die Ein-
stellbarkeit durch die präzise Kontrolle der Elektrontrajektorien erre-
icht wird, die zur hochharmonischen Emission beitragen.

Die Erweiterung in den Wasserfensterbereich der weichen Röntgen-
strahlung wird mit Neon oder Helium bei Drücken von bis zu 10
bar erreicht, wobei Photonenergien von bis zu 350 eV bzw. 450 eV
erzeugt werden. Eine starke CEP-Abhängigkeit der Spektren deutet
auf die Emission von IAPs hin, ein Befund, der durch makroskopische,
on-axis HHG-Simulationen unterstützt wird. Bei niedrigen Plasman-
iveaus entstehen IAPs durch die Beschränkung der HHG auf einen
einzelnen Zyklus, während bei höheren Plasmaniveaus wahrscheinlich
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die Plasmadefokussierung zu ihrer Erzeugung beiträgt. Schließlich
zeigen absolute Konversionseffizienz-Messungen, dass maßgeschnei-
derte Wellenformen die HHG-Effizienz im Vergleich zu IR-getriebener
HHG erhöhen, obwohl hohe Plasmaniveaus diesen Gewinn verringern
können. Im Wasserfensterbereich wird eine achtfache Effizienzsteigerung
in Helium gemessen. Eine vollständige Charakterisierung des Antrieb-
sfeldes direkt am HHG-Ziel ermöglicht die Identifizierung der Wellen-
form, die für die Effizienzsteigerung verantwortlich ist.
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Chapter 1

Introduction

The characteristic timescales of molecular dynamics extend from protein
folding in milliseconds, proton transfer in nanoseconds, rotations in picosec-
onds, and vibrations in femtoseconds, down to electronic dynamics within
the attosecond regime [1, 2].

To investigate these ultrafast processes during or following light-matter in-
teractions, pump-probe spectroscopy [3] employing ultrashort laser pulses
is widely used. In this technique, a pump pulse induces a specific excita-
tion within the system, and a subsequent probe pulse monitors the system’s
evolution with a controlled time delay. The interaction of the probe pulse
with the sample allows for the measurement of various observables, such
as transmission, reflection, or the detection of photoelectrons and photoions.
By analyzing these observables as a function of the time delay between the
pump and probe pulses, the dynamics triggered by the excitation can be
elucidated [4, 5].

The study of molecular dynamics has advanced in parallel with laser technol-

.
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Figure 1.1: Natural timescales of molecular dynamics.
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1. Introduction

ogy developments, particularly through the progressive reduction of pulse
durations [6, 7]. From the 1960s to the 1990s, laser pulse durations decreased
from the picosecond to the femtosecond range, enabling the study of chem-
ical bond formation and breaking within the field of femtochemistry [1, 8].
The development of high-power near-infrared lasers [6, 9] led to the dis-
covery of high-harmonic generation (HHG) [10], enabling the production
of extreme ultraviolet (EUV) laser pulse trains, with each burst being an
attosecond pulse. The advent of few-femtosecond lasers, combined with so-
called gating techniques [11], made it possible to extract isolated attosecond
pulses (IAPs) from these trains. This breakthrough, achieved in 2001 [12],
marked the transition from femtosecond to attosecond timescales, enabling
unprecedented studies of valence electron dynamics in atoms [13], charge
migration in molecules [14], photoemission delays [15], among other pio-
neering experiments [16, 17]. The discovery of HHG and the generation of
IAPs laid the foundation for attosecond physics [2], a field recognized by the
2023 Nobel Prize in Physics awarded to Pierre Agostini, Ferenc Krausz, and
Anne L’Huillier ”for experimental methods that generate attosecond pulses
of light for the study of electron dynamics in matter” [18].

Advancements in laser technology have enabled attosecond time resolution
in pump-probe experiments. Equally important is the selection of photon en-
ergy for the pump and probe pulses, which determines the specific atomic
or molecular components activated and the dynamics observed [5]. EUV
photons primarily interact with valence electrons, which play a key role in
chemical and optical properties due to their high reactivity. However, the
delocalized nature of these electrons and their closely spaced energy levels
result in a lack of specificity, often causing the simultaneous excitation of
multiple states [19]. In contrast, soft X-rays target deeper K- and L-shell
electrons, offering site- and element-specificity [20, 21]. Within this soft X-
ray spectral range lies the ’water window’—between the carbon K-edge (284
eV) and the oxygen K-edge (543 eV)— [22, 23] which is particularly valu-
able for studies in organic photochemistry and materials science. This win-
dow allows for the investigation of organic systems in their natural aqueous
environment, as water remains transparent within this energy range [24–
26]. Access to both EUV and soft X-ray energies enables selective probing
of different electronic states, providing a complementary and more com-
prehensive understanding of the system. Incorporating IAPs within these
photon energy ranges further enhances pump-probe studies by adding un-
precedented time resolution [27, 28].

Extending the generation of IAPs into the water window spectral range has
proven challenging, requiring nearly 13 years after the initial demonstration
of EUV IAPs [29, 30]. The main obstacles included the development of in-
tense, few-femtosecond driving pulses in the infrared/mid-infrared range
[28], along with the need to meet stringent phase-matching requirements in
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the soft X-ray spectral region with these pulses [31, 32]. Despite these chal-
lenges, pioneering time-resolved experiments [33–37] have been successfully
conducted in the few laboratories capable of generating and utilizing these
pulses, marking a significant progress in attosecond science beyond the EUV
range.

Despite the success in generating IAPs in both the EUV and soft X-ray
ranges, the energy of these pulses remains limited, typically ranging from
nanojoules in the EUV range to picojoules in the soft X-ray range, with cor-
responding peak powers of megawatts and kilowatts, respectively [38–40].
This limitation, arising primarily from the inherently inefficient nature of
HHG [41], restricts the scope of spectroscopic experiments and complicates
the achievement of optimal signal-to-noise ratios. To date, most pump-probe
experiments employing EUV or soft X-ray IAPs have relied on strong opti-
cal fields to compensate for the low yield of the IAPs. However, using a
few-femtosecond optical field instead of an attosecond pulse for pumping or
probing can complicate signal interpretation due to the triggered highly non-
linear effects (such as multi-photon interactions) [42], while also reducing
temporal resolution, thereby hindering true attosecond precision. Although
pioneering EUV experiments using attosecond pump and probe pulses with
megawatt to gigawatt peak powers have been conducted [38, 43], extending
these capabilities to the soft X-ray range remains an unfulfilled goal. Ad-
dressing the HHG efficiency bottleneck would be beneficial across both the
EUV and soft X-ray ranges, enhancing the capabilities of these relatively
accessible tabletop setups [5]. This improvement would make them even
more valuable complements to large-scale facilities like Free-Electron Lasers
(FELs), which now deliver gigawatt-level soft X-ray attosecond pulses [39]
and have only recently begun to demonstrate the potential for attosecond
pump–attosecond probe experiments [44, 45].

To achieve tunability across the EUV to soft X-ray range, the driving field for
HHG should ideally encompass spectral components from the visible to the
infrared range [31, 46]. By tailoring the driving field’s waveform with sub-
cycle precision, the field-dependent nature of HHG at the microscopic level
can be exploited to optimize both photon yield and spectral range [47, 48].
Furthermore, if the tailored field is sufficiently short, it can enable the direct
generation of an IAP, effectively bypassing the need for conventional gating
techniques [11, 49–51].

This thesis investigates the optimization and generation of IAPs in the EUV
and soft X-ray ranges using sub-cycle tailored fields from a parametric wave-
form synthesizer. By coherently superimposing near-infrared and infrared
few-femtosecond pulses, the synthesizer achieves a 1.7-octave bandwidth,
enabling the synthesis of mJ-level, sub-cycle pulses—pulses shorter than
their main oscillation period. This approach allows for the generation of

7



1. Introduction

IAPs that can be tuned from the EUV to the water window range. Addition-
ally, the constructive interference inherent in waveform synthesis allows to
enhance the efficiency of the HHG process. Consequently, this study demon-
strates the potential of sub-cycle tailored optical waveforms as robust drivers
for generating high-flux, tunable IAPs.

1.1 Thesis structure

This work is structured as follows:

• Chapter 2: Introduces fundamental laser physics concepts and the es-
tablished technologies that enabled the generation of EUV and soft
X-ray HHG, as well as the additional advancements that facilitated the
production of IAPs.

• Chapter 3: Provides a comprehensive overview of HHG and its phase-
matching, along with the physics underlying IAP generation and char-
acterization. These foundational concepts are essential for understand-
ing the discussions and interpreting the results in the subsequent chap-
ters.

• Chapter 4: Details the parametric waveform synthesizer and provides
solid evidence of sub-cycle waveform synthesis using the attosecond
streaking technique. It also discusses the short- and long-term stability
of these waveforms and confirms the successful generation of IAPs.

• Chapter 5: Demonstrates IAP spectral tunability in the EUV by tailor-
ing the driving waveforms and elucidates the mechanisms behind this
tunability.

• Chapter 6: Presents experimental evidence of IAP generation in the wa-
ter window range, supported by a detailed theoretical analysis of the
underlying generation mechanisms. Additionally, it includes a com-
prehensive study of measured absolute HHG yields and generation
efficiency under various intensity conditions. The driving waveforms
leading to the observed HHG yields are also presented.

The conclusion section (Ch.7) summarizes the observations and provides an
outlook on the application of these tunable IAPs.
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Chapter 2

Technology for attosecond science

The advancement of critical laser technologies has been fundamental to the
emergence and rapid growth of attosecond science. This section highlights
the primary technologies and underlying physics that have facilitated this
progress, with specific focus on the technologies integral to the work pre-
sented in this thesis. The chapter closely follows Refs. [52–55].

2.1 Fundamentals of ultrafast laser physics

A starting point for understanding ultrashort pulse behavior is the represen-
tation of the electric field E(t) of a linearly polarized pulse as

E(t) = ε(t) cos (ω0t + φ), (2.1)

This description includes a time-dependent field envelope function ε(t), the
carrier angular frequency ω0 related to the conventional oscillation frequency
as ω0 = 2πν0, and the Carrier-Envelope Phase (CEP) φ – the phase offset
between the carrier wave and the envelope’s maximum.

The envelope function is linked to the peak field amplitude E0 as ε(t) =
E0 ε̂(t), where ε̂(t) is a normalized function accounting for the envelope’s
shape. While real-world pulses may deviate from these forms, laser pulses
are often modeled with idealized envelope shapes for analytical and numeri-
cal convenience. Common shapes include the Gaussian (ε̂(t) = e[−2 ln 2(t/τp)2])
and the hyperbolic secant (ε̂(t) = sech(1.76 · t/τp))) functions. Here, τp is
the pulse duration and corresponds to the Full-width at Half Maximum
(FWHM) of the intensity envelope, Ienv(t) = I0 ε̂(t)2. The peak intensity, I0,
is the maximum value of Ienv(t) and is given by
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2. Technology for attosecond science
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DC component). CEP shifts of φ = 0 (dashed black) and φ = +π/2 (solid green) are shown.
Top row: normalized electric field strength. Bottom row: normalized instantaneous intensity
(I(t) ∼ E(t)2). Gray lines outline the field and intensity envelope functions (see Eq.2.1).

I0 =
1
2

cε0E2
0, (2.2)

where c is the speed of light, and ε0 is the vacuum permittivity.

The frequency representation of the electric field is obtained by Fourier-
transforming E(t), resulting in

F{E(t)} = E(ω) =
1
2
[ε(ω − ω0)eiφ + ε(ω + ω0)e−iφ]

≡ E+(ω) + E−(ω) (2.3)

Here, ε(ω) = F{ε(t)} is the Fourier transform of the envelope function,
centered at the positive (+ω0) and negative (−ω0) frequencies. The terms
E+ and E− represent such positive and negative frequency side of E(ω),
respectively. For simplicity, subsequent discussions will focus only on the
positive-sided component, treating E(ω) as E+(ω).

An important characteristic of ultrashort pulses is their inherently broad
spectrum. Due to the Fourier transform’s fundamental properties, shorter
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2.1. Fundamentals of ultrafast laser physics

pulses possess wider spectral bandwidths (∆ω). For idealized pulse en-
velopes such as Gaussian or hyperbolic secant, the relationship, τp∆ω ≥
const., dictates the shortest possible pulse duration supported by a given
spectrum. A pulse achieving this limit is termed Fourier Transform Lim-
ited (FTL). For more general field waveforms with a given bandwidth, the
FTL condition is satisfied when the pulse reaches its highest intensity.

In analogy to music, the inherent spectral bandwidth leads to a useful
frequency-domain description used in the ultrafast optics and frequency
comb communities: the concept of octaves. An octave-spanning pulse has
a spectrum containing frequencies that span at least a factor of two (e.g., if
it contains 800-nm light, it also extends to at least 1600 nm). Following this
logic, a multi-octave spanning source would span two-octaves or more.

Along with their spectral bandwidth, categorizing ultrashort pulses based
on the number of cycles within their intensity envelope helps to understand
the physical interactions they induce. A pulse with a duration spanning N
cycles (where τp = N · T0, with T0 = 2π/ω0 being the oscillation period
corresponding to the dominant frequency component) is called an N-cycle
pulse. Typically, pulses lasting longer than ≈ 10 cycles are termed multi-
cycle pulses. As pulses shorten to durations spanning ≈ 2 to less than 10
cycles, they enter the few-cycle regime. A pulse whose duration approxi-
mately matches the central wave period is called a single-cycle pulse. Pulses
even shorter than this are termed sub-cycle pulses.

The transition from multicycle to few-cycle, single-cycle, and ultimately sub-
cycle pulses represents far more than just a decrease in duration. It marks
a fundamental shift in how these pulses interact with matter. The interplay
of ε(t), ω0, and φ gives rise to linear and nonlinear phenomena that differ
dramatically from those observed with quasi-monochromatic light. Main
distinctions include:

• Spectral bandwidth: The broad spectrum of ultrashort pulses implies
that matter will interact with multiple frequency components during
the pulse duration.

• Peak power: Ultrashort pulses concentrate their energy (U) within a
brief duration τp, enabling them to achieve high peak powers (P0 ∼
U/τp).

• CEP sensitivity: As pulse durations decrease, variations in the CEP
(φ) have an increasing impact on the electric field waveform E(t) (see
Fig.2.1). This effect is particularly important for field-dependent pro-
cesses [56, 57], which will be explored in Sec.3. Conversely, CEP in-
fluence is often weak for multi-cycle pulses and negligible for quasi-
monochromatic light.
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2. Technology for attosecond science

2.1.1 Linear response

One direct consequence of the broad bandwidths found in ultrashort pulses
is their interaction with first-order (linear) processes like dispersion and ab-
sorption. In a dispersive and absorptive isotropic medium, the electric field
of a pulse acquires a complex spectral phase ϕ(ω) over a distance z during
propagation. This can be expressed as:

E(ω, z) = E(ω, 0) exp
[
− iϕ(ω, z)

]
(2.4)

with

ϕ(ω, z) =
ω

c
nc(ω)z =

ω

c

[
n(ω)− iβ(ω)

]
z =

[
kn(ω)− i

α(ω)

2

]
z, (2.5)

Here, nc and n are the complex and real refractive indexes, respectively, and
β is the attenuation coefficient. The wavevector is defined as kn = n · k (with
k = ω/c being the free-space wavevector), and α = 2β · k is the absorption
coefficient. Note that when absorption acts alone, the Beer-Lambert law is
recovered, demonstrating that different frequencies within the pulse experi-
ence varying degrees of damping. Contrariwise, when dispersion acts alone,
each frequency acquires a phase shift determined by kn · z and will travel at
different velocity within the medium.

To further unveil the impact of these effects, the spectral phase ϕ(ω, z) can
be Taylor-expanded around the central frequency ω0 (considering a transpar-
ent medium, i.e., α = 0, and dropping the dependence on z, for convenience
and clarity). This yields

ϕ(ω) ≈ ϕ(ω0) +ϕ′(ω0)(ω − ω0) +
1
2
ϕ′′(ω0)(ω − ω0)

2 + . . . (2.6)

The first term, ϕ(ω0), represents a constant phase shift induced by the
medium to the carrier wave. The coefficient of the second term, τg ≡ ϕ′(ω0),
represents the Group Delay (GD), and imprints a delay in the pulse’s tem-
poral envelope relative to propagation in a vacuum. The coefficient of the
third term, ϕ′′(ω0) , corresponds to the Group Delay Dispersion (GDD), and
causes a symmetric temporal broadening of the pulse and a chirp.

In materials with positive dispersion (GDD > 0), lower frequencies travel
faster, arriving before higher frequencies. This creates a positive chirp. On
the contrary, in materials with negative dispersion (GDD < 0), higher fre-
quencies arrive first, resulting in a negative chirp. GDD is also known
as second-order dispersion. Higher-order terms in the expansion, such
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2.1. Fundamentals of ultrafast laser physics

as Third-order Dispersion (TOD), lead to an asymmetric distortion of the
pulse’s temporal envelope.

Beyond the spectral effects discussed along the propagation axis, ultrashort
pulses are also susceptible to distortions in their transverse spatial profile
due to space-time couplings during linear propagation [58, 59]. For exam-
ple, spatial chirp can occur, where the frequency varies across the beam
profile. This is often induced by elements like prisms or gratings. Addition-
ally, pulse front tilt, which combines temporal and spatial chirp, can also
arise.

2.1.2 Perturbative nonlinear response

The high peak intensities of ultrashort pulses open the door to nonlinear
optical phenomena. Unlike the linear processes described in the previous
section, where the induced electric polarization (P) scales linearly with the
field strength (i.e., P = ε0χeE), nonlinear processes depend on higher powers
of the electric field. Within the electric dipole approximation and perturba-
tion theory, this nonlinear polarization can be expressed as a power series
[60, 61]:

P = ε0

[
χ(1)E + χ(2)E2 + χ(3)E3 + . . .

]
(2.7)

Here, χ(n) are the n-th order susceptibilities1, describing n-photon interac-
tions within the medium. The magnitude of χ(n) generally decreases sig-
nificantly with increasing order (at least by more than four orders of mag-
nitude in condensed matter systems [55, 61]) and, as consequence, higher
field strengths are needed to trigger the corresponding n-th order response.
The power-law dependence on the electric field (En) implies that even small
changes in field strength can drastically alter n-th order nonlinearity.

The χ(1)-response corresponds to linear optical effects described in the pre-
vious section. In the frequency domain, the first-order susceptibility (χ(1) =
χe) it relates to the complex refractive index (nc; Eq.2.5) as [62]:

nc(ω) ≈ 1 + χ(1)(ω)/2. (2.8)

The χ(2)-response, present in centrosymmetric materials like BBO crystals,
mediates processes such as Sum-Frequency Generation (SFG), Second Har-

1In a more rigorous treatment, the electric polarization and fields would be represented
as vectors to account for their polarization nature. Additionally, the time dependence of
the fields and the delayed response of the (n + 1)-rank tensor χ(n) susceptibilities would be
included [55].
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2. Technology for attosecond science

monic Generation (AHG), Difference-Frequency Generation (DFG), optical
rectification and the electro optic effect.

The χ(3)-response occurs in all media and gives rise to effects like Third
Harmonic Generation (THG) and Four-wave Mixing (FWM). Of particular
importance for high-intensity pulses is Self-phase Modulation (SPM), also
known as the Kerr effect [63, 64]. SPM’s phase-matching-free nature makes it
particularly important among third-order processes, because it is effortlessly
induced in a wide range of media. SPM creates an intensity-dependent
change in the refractive index:

∆n = n2 I, (2.9)

where n2 ∝ χ(3) is the nonlinear refractive index. A pulse experiencing
SPM acquires a time-dependent phase shift modulated by its instantaneous
intensity profile, broadening its spectrum and introducing a chirp. This
spectral broadening is the foundation of White Light Generation (WLG) or
supercontinuum generation [65], where a spectrally narrow input pulse can
be transformed into a broadband, multi-octave output.

Spatial variation in the intensity profile can also lead to self-focusing (or
Kerr lensing), where the beam’s center experiences a higher refractive index,
mimicking a focusing lens. At high enough intensities, self-focusing can
create plasma, which counteracts the focusing with a process called plasma
defocusing [66]. This dynamic interplay can lead to filaments, where the
beam maintains a guided profile over long distances [67, 68].

It is worth mentioning that the power series expansion in Eq. (2.7) may not
necessarily converge as the laser field approaches ≈ 1010 Vm−1 (or an inten-
sity of ≈ 1013 Wcm−2) [69]. Beyond this point, the provided perturbative
analysis is no longer valid. HHG is a prime example of a process falling
outside this realm and will be discussed in Sec. 3.

2.1.3 Dispersion management

Managing dispersion introduced by linear effects becomes critical when
working with ultrashort laser pulses, especially with those approaching al-
ready the few-cycle regime. The primary methods used are [54, 70]:

• Material dispersion: This method exploits the wavelength-dependent
refractive index of materials. By selecting appropriate materials and
thicknesses, precise chirp can be induced to compress or stretch pulses.

• Geometrical dispersion: These techniques adjust the optical path lengths
of different spectral components. Grating [71] and prism compressors
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2.1. Fundamentals of ultrafast laser physics

[72] are common examples. Angular dispersion and strategic geometri-
cal arrangement enable dispersion compensation, though prisms strug-
gle with higher-order terms. Combining prisms with grating pairs can
address these challenges [73].

• Interference-based dispersion: This method relies on interference ef-
fects to control dispersion. Gires-Tournois Interferometer (GTI) mir-
rors [74] employ a partially reflective front surface and a highly reflec-
tive back surface to introduce wavelength-dependent phase shifts, com-
pensating for dispersion. Chirped mirrors [75–77] use multilayer struc-
tures with alternating refractive indices, causing different wavelengths
to penetrate to varying depths and experience controlled group de-
lay. These mirrors enable precise compensation of second- and higher-
order dispersion terms while offering high damage thresholds and low
energy loss, making them suitable for high-power pulse applications
[78].

• Active dispersion control: These techniques offer real-time, dynamic
dispersion adjustment with high flexibility. Acousto-Optic Programmable
Dispersive Filters (AOPDFs) [79], Spatial Light Modulators (SLMs)
[80], and Electro-Optic Modulators (EOMs) [81] achieve precise control
through acoustic waves, liquid crystals, or electro-optic effects. How-
ever, they often introduce significant energy loss and may face limi-
tations when handling the high power levels typical in ultrafast laser
systems.

Chirped mirrors have been pivotal in generating few-cycle pulses [82, 83],
even enabling compression to sub-cycle durations [78]. Their precise con-
trol over high-order dispersion, robustness under high-intensity pulses, and
broadband phase manipulation with minimal loss make them ideal for opti-
mizing ultrafast laser characteristics.

2.1.4 Focused Gaussian beams

The intensity of a focused laser beam varies spatially, both along the propa-
gation axis and in the transverse direction. For a linearly polarized, monochro-
matic Gaussian beam, its free-space propagation along the z-axis is described
by the Helmholtz equation in cylindrical coordinates. Under the paraxial
approximation and in the reference frame moving at the speed of light, the
solution for the electric field with an initial on-axis amplitude E0 is given
by (using the sign convention consistent with the definition of the complex
electric field in Eq. 2.4) [52, 84]:

E(r, z) = E0
w0

w(z)
exp

[
− r2

w(z)2

]
exp

[
− i

(
kr2

2R(z)
− ζ(z)

)]
, (2.10)
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where w0 represents the beam waist, or the 1/e2 radius, at focus (located at
z = 0), indicating that the beam intensity drops to 13.5% of its peak value at
this radius. The other variables in the exponentials are defined as functions
of the wavelength λ:

zR =
πw2

0
λ

(Rayleigh range) (2.11)

w(z) = w0

√
1 +

(
z

zR

)2

(1/e2 radius) (2.12)

R(z) = z
[

1 +
( zR

z

)2
]

(Radius of curvature) (2.13)

ζ(z) = arctan
(

z
zR

)
(Gouy phase shift) (2.14)

The Rayleigh range, zR, determines the distance over which the beam’s area
doubles, providing a measure of its divergence. The beam radius, w(z),
describes the variation in beam width along the propagation direction (z),
reaching its minimum at the waist before expanding due to diffraction. The
Gouy phase shift, ζ(z), is an additional phase factor that varies smoothly
from −π/2 to +π/2 across the focal region, representing a z-dependent
change in the beam’s CEP, which is crucial for attosecond pulse generation.

From Eq. 2.10, the peak intensity is expressed as:

I(r, z) =
I0

1 +
(
z/zR

)2 exp
[
− 2r2

w(z)2

]
(2.15)

Figure 2.2 illustrates the characteristic features of a focused Gaussian beam,
with negative z positions representing the pre-focus region and positive val-
ues the post-focus region. Fig. 2.2c showcases the the Gouy phase direction.

It is important to note that Eqs. Eqs. 2.10-2.14 remain reasonably accurate
for multi-cycle pulses. However, as pulse durations approach the few-cycle
regime, these equations become less valid due to the increased significance
of frequency-time and spatial couplings [85], such as frequency- and radius-
dependent Gouy phase effects [86–88].

2.2 The Ti:Sapphire femtosecond laser

The theoretical understanding of ultrashort pulses has advanced alongside
the development of sophisticated laser sources. A key technology in this
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Figure 2.2: Focused Gaussian beam. (a) Beam waist evolution (w(z)) with transverse intensity
distribution at z0 = 0 (inset, I(r, 0), see Eqs. 2.10 - 2.15). The white dashed circle (radius w0)
indicates the 13.5% maximum intensity contour. (b) On-axis, intensity (left axis, I(0, z)) and
Gouy phase shift variation (right axis,ζ(z)) along the propagation axis. (c) Gouy phase influence
on a single-cycle pulse upon propagation. Black arrow points the direction of CEP variation.

field, dominating high-energy ultrashort pulse generation for nearly four
decades, is the Ti:Sapphire (Ti:Sa) laser [89, 90].

Ti:Sapphire’s (Ti:Al2O3) properties, including its broad gain bandwidth, have
made it the most widely used laser material for generating tunable ultra-
short pulses in solid-state systems. As a 4-level system, it efficiently ab-
sorbs photons around 500 nm, typically provided by frequency-doubled
Nd-doped solid-state or diode lasers. The excited electrons rapidly relax to a
metastable state, creating a population inversion that facilitates lasing emis-
sion near 800 nm. Notably, its broad gain bandwidth spans roughly 400 nm.
Electrons then decay back to the ground state. Furthermore, Ti:Sapphire ex-
hibits high thermal conductivity, allowing it to manage the heat generated
during high-power operation. Its relatively large quantum defect (the dif-
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ference between pump and emitted photon energies) creates challenges for
scaling to both higher average and peak power levels [91], but its other prop-
erties make it already well-suited for generating the high-intensity fields
needed for ultrafast science applications.

2.2.1 Mode-locking

Femtosecond solid-state lasers, especially those based on Ti:Sapphire, revolu-
tionized ultrafast science following the discovery of Kerr-lens Mode-locking
(KLM) in 1991 [92]. In a free-running laser, numerous cavity modes oscillate
with random phases, resulting in chaotic light. Mode-locking forces these
modes into a fixed phase relationship, producing a synchronized train of
ultrashort pulses. Each round-trip within the cavity extracts energy through
the output coupler, establishing a pulse train with a repetition rate typically
ranging from 10 MHz to 1 GHz, depending on the cavity design.

KLM [54] is a passive technique that relies on the intensity-dependent Kerr
effect within the Ti:Sa crystal to shape the pulse. This self-focusing effect
acts as a fast saturable absorber, promoting the formation of high-intensity
pulses with the shortest durations. To accommodate the broad bandwidth
needed for such short pulses, precise dispersion compensation is required
within the laser cavity. Elements such as prisms or, more commonly, chirped
mirrors counteract material dispersion, ensuring the pulse components re-
main synchronized, which is critical for generating ultrashort pulses.

2.2.2 Chirped pulse amplification (CPA)

To reach high power levels, Ti:Sa lasers employ Chirped Pulse Amplification
(CPA) [9, 93, 94], which involves the following [52]:

Ultrashort pulses from the oscillator are first temporally stretched, reducing
their peak intensity and making them safe for high-energy amplification.
A multi-stage amplifier then boosts the pulse energy. This typically starts
with a regenerative amplifier, where a Pockels cell reduces the repetition
rate from MHz to kHz by selecting individual pulses. Subsequent multipass
stages further amplify the pulses to energies of several millijoules or more.
Cryogenic cooling of the Ti:Sa crystal often improves thermal management,
allowing for higher repetition rates and energy levels. Finally, a compressor
reverses the initial stretching, restoring the ultrashort pulse duration.

CPA revolutionized ultrafast science, currently enabling cutting-edge sys-
tems delivering petawatt-level pulses at few Hz repetition rate and with sub-
30 fs duration [95]. In contrast, commercial Ti:Sa systems routinely achieve
sub-50 fs pulses reaching peak powers on the order of 102 GW at few kHz
repetition rate. These multi-cycle pulses are still, however, not short enough
for applications like Isolated Attosecond Pulse (IAP) generation [12], where
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pulses approaching the sub-cycle regime would be ideal. To reach the first
milestone of the few-cycle limit, extra-cavity pulse compression techniques
[96] are required.

2.3 Optical parametric amplification (OPA)

The reliance on Ti:Sapphire technology within CPA inherently restricts the
achievable wavelength range. For applications demanding broader spectral
tunability, Optical Parametric Amplification (OPA) [97] offers a solution to
overcome this constraint.

Unlike the fixed-frequency output of solid-state lasers, OPAs exploit non-
linear optical processes to enable frequency tunability across the Ultraviolet
(UV) to Infrared (IR) spectrum [98, 99]. This tunability is crucial for appli-
cations such as ultrafast spectroscopy and strong-field physics, including
HHG. Additionally, the parametric nature of OPAs, combined with their
operation within the transparency range of the nonlinear crystal, offers su-
perior thermal management and potential for power scaling. This section
draws heavily from Ref. [99].

2.3.1 Basic principles

OPA is a nonlinear optical process rooted in second-order (χ(2)) nonlinear
crystals, as described in Sec.2.1. It involves the dynamic transfer of energy
between light beams of different frequencies. In essence, a high-energy
pump photon (frequency ωp) excites the crystal medium to a ”virtual” [61]
energy state. This excitation is followed by stimulated emission, where a
seed photon (frequency ωs) triggers the process. The result is the amplifica-
tion of the seed beam and the simultaneous generation of a signal beam at
the same frequency. To maintain energy conservation, a third beam, known
as the idler (frequency ωi), is also created. This relationship is expressed as
follows:

ωp = ωi + ωs (2.16)

The absence of fixed energy states in the OPA medium is what allows flex-
ibility in choosing pump and seed frequencies. The primary constraint is
simply ensuring energy conservation as outlined in Eq. 2.16.

Beyond energy conservation, momentum conservation (or phase-matching)
is equally crucial for efficient amplification. This means the interacting
waves must maintain a constant phase relationship within the nonlinear
crystal, expressed as:
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∆⃗k ≡ k⃗p − k⃗i + k⃗s
!
= 0 (2.17)

which ensures that the interacting waves maintain a constant phase relation-
ship within the nonlinear crystal.

To analyze the amplification process in an OPA, a simplified one-dimensional
model can be employed. In this scenario, three monochromatic waves (pump,
seed/signal, and idler) interact along the propagation axis, all sharing the
same polarization. After applying certain approximations, including assum-
ing an undepleted pump, a negligible initial idler intensity, and operation
within the large gain limit (i.e., gLmed ≫ 1), the OPA gain (the ratio of out-
put signal intensity to input seed intensity) at the end of a medium of length
Lmed is be expressed as

G(Lmed) ≃
(

Γ
g

)2 e2g·Lmed

4
, (2.18)

where g (the small gain) and Γ are given by

g =

√
Γ2 − |∆k|2

4
, Γ2 =

2deffωsωi

cε0npnins
Ip (2.19)

where deff is effective nonlinear optical coefficient, Ip is the pump intensity
and np,i,s are the refractive indices at the pump, idler, and signal frequencies.

Equation 2.18 reveals several key aspects of OPA behavior. Firstly, the OPA
gain G scales exponentially with both the medium length Lmed and the
pump intensity Ip. Secondly, the gain equation assumes no absorption of the
three waves by the medium. This can be translated to the requirement that
the chosen frequencies must fall within the nonlinear crystal’s transparency
range and emphasizes the importance of their energy exchange. Thirdly, the
small gain is strongly dependent on the phase mismatch term (|∆k|), thus
perfect phase-matching is ideal for maximizing amplification

Birefringent crystals [61] can allow phase-matching for beams with widely
spaced frequencies. They exhibit different refractive indices depending on
the beam’s polarization and propagation direction, providing flexibility in
fulfilling the phase-matching condition (Eq. 2.17). Uniaxial crystals, a spe-
cific type of birefringent crystal, offer two primary refractive indices: the
ordinary refractive index (no) and the extraordinary refractive index (ne).
These indices are associated with specific axes referenced to the crystal’s op-
tical axis and the beam’s propagation direction. A commonly used nonlinear
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crystal (and used in this thesis), BBO, is classified as a negative uniaxial crys-
tal since ne < no. In negative uniaxial crystals, the pump frequency ωp must
always be polarized along the extraordinary axis to achieve phase-matching.

The use of birefringent crystals enables two common phase-matching types:

• Type-I: The lower-frequency beams (signal and idler) share the same
polarization, orthogonal to the higher-frequency polarization of the
pump beam.

• Type-II: The lower-frequency beams have orthogonal polarizations.

As discussed in Sec. 2.4, understanding OPA mechanisms is essential for
generating and amplifying broadband pulses approaching the single-cycle
limit. However, scaling OPA energy beyond a few millijoules remains chal-
lenging. To achieve significantly higher pulse energies, the technique of
Optical Parametric Chirped Pulse Amplification (OPCPA) has been devel-
oped and further advanced.

2.3.2 OPCPA

Optical Parametric Chirped Pulse Amplification (OPCPA) [100, 101] addresses
the energy scaling limitations of traditional OPAs. Inspired by the CPA tech-
nique discussed in Sec. 2.2, OPCPA utilizes high-energy picosecond pulses
from well-established gain media like Nd- or Yb-doped crystals or fibers
as the OPA pump source. A separate femtosecond laser system typically
generates the seed pulse for amplification.

To maximize energy transfer from pump to seed while protecting the non-
linear medium, OPCPA first stretches the femtosecond seed pulse to match
the picosecond pump pulse duration (see Sec. 2.4). Following amplification,
the pulse is compressed as closely as possible to its FTL duration.

Although research continues to explore suitable materials for near- and mid-
infrared OPCPAs [102] and to investigate IR-lasing materials as direct laser
sources [103, 104], OPCPA has established itself as a versatile and scalable
amplification method. Considered the third generation of femtosecond tech-
nology (following dye lasers and Ti:Sa lasers) [91], it enables the generation
of frequency-tunable, mid-IR pulses with high peak powers (terawatt-scale),
high average powers (kilowatt-scale), and durations of only a few cycles.
For an in-depth exploration into recent OPCPA advancements, the reader is
encouraged to consult Refs. [102, 105].

2.4 Few- and single-cycle pulse generation

To achieve few-cycle durations in the visible and infrared range, the pulse
spectrum must first be broadened beyond the limits of the laser amplifier.
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Here, techniques like OP(CP)As and hollow-core fiber (HCF) compressors
play a crucial role. Emerging techniques such as multi-pass cells [106, 107]
and hollow-core stretch fibers [108] show promise for compressing higher-
power pulses. For a detailed discussion of these technologies and their
energy-scaling benefits, the reader is referred to Ref. [96].

2.4.1 Ultrafast OPAs

In Sec. 2.3, the need for phase-matching and energy exchange in OPA with
monochromatic beams was introduced. When working with pulses, these
requirements translate into the necessity of temporal overlap and group ve-
locity management for effective amplification. Due to the frequency differ-
ences inherent in OPA, achieving this overlap is crucial for both efficient
amplification and generating broadband, ultrashort pulses [98, 99].

Group velocity mismatch causes the signal and/or idler pulses to gradu-
ally separate from the pump pulse during propagation. The pulse splitting
length quantifies this walk-off:

Li,s
split =

τp

|1/vgi,s − 1/vgp |
, (2.20)

where τp is the pulse duration of the pump beam and vgp,i,s is the group
velocity of the pump, idler or signal beam. This length helps determine the
limits of crystal lengths for effective amplification. Understanding the pulse
splitting length is important for crystal selection. When the signal and idler
propagate in the same direction, Li,s

split approximates the maximum effective
crystal length. If they propagate in opposite directions to the pump, a self-
trapping effect can extend interaction distances, allowing for longer crystals.

In contrast to the temporal overlap considerations governed by pulse split-
ting length, the amplified frequency bandwidth is primarily determined by
the group velocity differences between the signal and idler beams. This
bandwidth, quantified by the FWHM of the parametric gain, ∆ωG, under
the large gain and undepleted pump approximations, is given by:

∆ωG ∼

√
Γ

Lmed
· 1
|1/vgi − 1/vgs |

(2.21)

Maximizing the amplification bandwidth requires closely matching the group
velocities of the signal and idler beams. When these velocities are nearly
identical, their combined group velocity dispersions should be considered.
Equation 2.21 also reveals an inverse relationship between the bandwidth
and the crystal length (Lmed), indicating that thinner crystals generally sup-
port wider bandwidths.
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While Eqs. 2.16 and 2.17 describe the fundamental requirements for OPA,
maximizing the bandwidth in Eq. 2.21 within a collinear geometry can be
challenging. Exploiting the vectorial nature of phase-matching allows for
broader amplification bandwidths, leading to two main phase-matching ge-
ometries:

• Collinear Degenerate OPA (DOPA): Broadband phase-matching is in-
herently achieved when the signal and idler group velocities are equal
(vgi = vgs), which occurs at degeneracy, where the pump frequency is
twice the signal/idler frequency (2ωi = 2ωs = ωp). This condition is
typically fulfilled by Type-I phase-matching. In the Parametric Wave-
form Synthesizer (PWS) [109, 110], discussed in Chapter 4, DOPA is
used for the near-infrared (λs ∼ 800 nm) and infrared (λs ∼ 1600 nm)
channels, pumped by 400-nm and 800-nm beams, respectively.

• Non-Collinear OPA (NOPA): For broadband amplification of a signal
pulse away from degeneracy (i.e., ωp/2), a slight angle is introduced
between the beams to improve group velocity matching, provided that
the wavevectors k⃗p,i,s lie in the plane of the crystal’s optical axis. Broad-
band amplification occurs when the signal’s group velocity matches
the projection of the idler’s group velocity along the signal direction:

vgs = vgi cos Ω, (2.22)

where Ω is the angle between the idler and signal beams. Although
NOPA may slightly reduce spatial overlap, pulse tilting of the pump
beam can mitigate this effect. The PWS [110] employs a Type-I NOPA
for its visible (λs ∼ 600 nm) channel, pumped by a 400-nm beam.

In practice, OPA systems often employ multiple amplification stages to min-
imize parametric superfluorescence (amplification of noise due to excess
pump energy) and optimize walk-off, spatial overlap, and gain, thereby
ensuring effective amplification across a broad bandwidth. The process
for generating few-cycle pulses typically begins with a broadband seed,
derived from the pump via WL generation. The pump wavelength and
phase-matching conditions then dictate which portion of this multi-octave
spectrum is amplified. Although amplification may slightly narrow the ini-
tial bandwidth, octave-spanning spectra remain achievable. Additional OPA
stages sequentially amplify the signal to the desired energy level. Finally, an
optional pulse compression stage, using a dispersive delay line, can be em-
ployed to reach the shortest possible pulse duration [99]. Numerous OPA
architectures [111–113] have successfully implemented this approach, gener-
ating few-cycle—and even single-cycle [110]—visible and infrared drivers.
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2.4.2 Hollow Core Fiber (HCF) Compressor

Among various pulse compression techniques, Hollow Core Fiber (HCF)
compressors [82, 114] have become the most widely adopted tools for achiev-
ing the few-cycle regime in attosecond science. Their simplicity, unique
geometry, and favorable characteristics provide significant advantages for
guiding, spectrally broadening, and compressing intense pulses.

Spectral broadening in HCFs exploits the Kerr effect (introduced in Sec. 2.1).
When filled with a noble gas, the enhanced nonlinearity produces multi-
octave-spanning spectra capable of supporting sub-cycle pulses. This broad-
ening is typically followed by dispersion compensation using standard tech-
niques, often involving chirped mirrors [50, 83, 115].

Key benefits of HCFs include single-mode propagation, tunable nonlinear-
ity (by varying the noble gas), and high damage thresholds. These features
have enabled the compression of femtosecond pulses to sub-5 fs durations
within the millijoule energy range [50, 83]. Furthermore, HCFs have gen-
erated spectra spanning over two octaves, facilitating waveform synthesis
technology [70, 116], which has broken the femtosecond barrier, producing
attosecond pulses in the optical range (at approximately 530 nm) with du-
rations as short as 975 as [117]. Importantly, the CEP stability of the input
pulse is preserved during spectral broadening [118, 119], ensuring that CEP
control is maintained over the compressed output, provided the input is
CEP-stabilized. These combined advantages of HCFs were critical in the
generation of IAPs [57].

However, scaling power in HCFs poses challenges. To prevent gas ioniza-
tion, which can introduce difficult-to-compensate higher-order dispersion,
larger core radii are required for higher powers. This necessitates longer
fibers to achieve sufficient Kerr-induced spectral broadening. Unfortunately,
longer fibers are more prone to bending, increasing mode mixing and guid-
ing losses. Stretched flexible HCFs [108] mitigate this issue by being held
under tension at both ends to maintain straightness, though a detailed dis-
cussion of this technique is beyond the scope of this section.

2.5 Carrier-envelope phase (CEP) stabilization

The CEP of the pulse train from a laser system drifts from shot to shot due to
subtle dispersive effects and pump fluctuations within the oscillator cavity
[120]. This drift occurs with a periodicity related to the cavity’s round-trip
time, arising from the mismatch between the group and phase velocities
of the light in the cavity. Over successive pulses, this mismatch causes a
gradual phase slip between the carrier wave and the pulse envelope. For
applications such as IAP generation, where precise control of the electric
field waveform is crucial [57], this drift must be measured and stabilized.
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2.5. Carrier-envelope phase (CEP) stabilization

f-2f Interferometry

The Carrier-Envelope Offset (CEO) frequency ( fCEO) [121, 122] quantifies
the rate of CEP change. A widely used method to measure it is the f-2f
technique, which expresses the frequencies of comb modes within the pulse
train as:

f1 = fCEO + n frep, (2.23)

where frep is the repetition rate of the laser. Frequency doubling a portion
of the pulse spectrum generates a second harmonic at:

f2 = 2 fCEO + 2n frep. (2.24)

When the fundamental and second harmonic components overlap spectrally,
they produce a beat signal at:

fbeat = f2 − f2 = fCEO, (2.25)

This beat frequency can be measured using a photodiode and a radio-frequency
spectrum analyzer. Direct measurement of fCEO usually requires spectral
broadening of the pulses, as the pulse spectrum often does not span an oc-
tave. This broadening can be achieved using photonic crystal fibers [123] or
bulk materials like sapphire.

Once measured, the fCEO can be locked to a convenient fraction of the os-
cillator’s repetition rate (e.g., frep/4) for optimal stability. This is typically
achieved by controlling parameters such as the oscillator’s pump power or
cavity length. A feedback loop continuously monitors fCEO and generates
an error signal if a deviation from the desired value is detected, adjusting
the system to maintain stable phase locking [52].

2.5.1 Passive CEP stabilization

Sections 2.3 and 2.4 explored the mechanisms of OPAs and their use in
broadband amplification, focusing primarily on the pump and signal pulses.
An advantageous feature of OPAs, particularly in terms of waveform repro-
ducibility, is their ability to generate CEP-stable idler pulses [124, 125]. This
feature underpins the initial passive CEP stabilization in the PWS system
[110, 126].

The stability of the idler pulse results from inheriting the relative phase
difference between the pump and seed pulses. In a typical OPA setup, the
seed pulse originates from the spectral broadening of the pump pulse, so
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both pulses share a common CEP. The CEPs of these pulses are expressed
as follows:

φp = φ + cp (2.26)

φs = φ − π

2
+ cs, (2.27)

where cp and cs are additional phases introduced during propagation. The
resulting idler beam, generated through DFG, exhibits a phase given by:

φDFG ≡ φi = φp − φs − π/2 = cp − cs (2.28)

Thus, the original CEP cancels out during the DFG process, leaving the idler
pulse with a passively-stabilized CEP. This inherent stability is another key
benefit of using OP(CP)As for power-scalable infrared laser technology.

2.5.2 Single-shot f-2f spectral interferometry

In low repetition rate systems like CPA amplifiers, single-shot f-2f spectral in-
terferometry [52, 127] actively stabilizes the CEP by compensating for pulse-
to-pulse drifts. In the PWS setup, this technique adds an additional layer of
stabilization to the passively stabilized CEP from the OPA, enabling precise
stabilization and control of the waveform’s CEP.

The f-2f spectral interferometry technique extracts CEP information by ana-
lyzing phase relationships in the spectral domain, enabling direct measure-
ment and stabilization of the CEP, even in cases where the phase is not pe-
riodically varying. The method works by interfering a spectrally broadened
fundamental beam and its second harmonic. A typical spectrally broadened
pulse can be represented as EWL(ω) = εWL(ω)ei[ϕ(ω)+φ], where ϕ(ω) is the
frequency-dependent phase acquired during propagation, and φ is the CEP.
The second harmonic is expressed as ESH(ω) = εSH(ω)ei[ϕSH(ω)+2φ+ωτg],
where τg represents the group delay introduced between the fundamental
and second harmonic pulses, resulting in a spectral beating signal.

When these two pulses interfere, the detected signal becomes:

S(ω) = |EWL(ω) + ESH(ω)|2

= IWL(ω) + ISH(ω)

+ 2εWL(ω) · εSH(ω) cos[ωτg + δϕ(ω) + φ],

(2.29)

where IWL(ω) and ISH(ω) are the respective spectral intensities, and δϕ(ω)
represents the spectral phase difference. The key objective is to isolate the
phase term Φ(ω) from the interference signal [128, 129], defined as:
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Φ(ω) = ωτg + δϕ(ω) + φ (2.30)

This phase is tracked shot-to-shot in a feedback loop, where the difference
∆Φn = Φn − Φref = φn − φref serves as the error signal for the n-th shot,
allowing for correction of CEP fluctuations between laser pulses. It is gen-
erally assumed that τg and δϕ(ω) remain constant across shots, which is a
reasonable assumption in typical experimental setups.

To determine Φ(ω), Eq. 2.29 is rewritten as S(ω) = b(ω) + c(ω)eiωτg +
c∗(ω)e−iωτg , where b(ω) = IWL + ISH and c(ω) = εWL(ω) · εSH(ω)ei[δϕ(ω)+φ].

Applying an inverse Fourier transform and using the shift theorem, the time-
domain signal is obtained as:

S(t) = B(t) + C(t + τg) + C(t − τg) (2.31)

Fourier-transforming the signal at the positive τg isolates c∗(ω)e−iωτg . Fi-
nally, applying Im[log(c(ω)eiωτg)] reveals the phase Φ(ω). If the CEP is the
only source of phase variation between shots, this phase can serve as the
error signal for shot-to-shot stabilization [130].

2.6 Pulse and field characterization

Accurate characterization of ultrashort laser pulses is essential for resolving
and controlling light-matter interactions on relevant timescales [131].

Common methods for pulse characterization in the visible and infrared spec-
tral ranges primarily focus on determining the complex electric field enve-
lope. The spectral amplitude can be measured with a standard spectrome-
ter, whereas techniques like Frequency-resolved Optical Gating Frequency-
resolved Optical Gating (FROG) [132], spectral phase interferometry for
direct-electric field reconstruction (SPIDER) [133], Two-dimensional spec-
tral Shearing Interferometry (2DSI) [134], and dispersion scan (D-SCAN)
[135, 136], among others [137, 138], are used to measure the spectral phase
but do not provide information about the absolute CEP. These methods are
sensitive to the field envelope rather than the full electric field waveform.

For field-dependent effects, complete characterization of the electric field
waveform, including the CEP, is necessary. This requires a sub-cycle tempo-
ral gate, shorter than half of the field’s oscillation period. Techniques like
attosecond streaking [139–142] (see Sec. 3.6), which rely on HHG and use
shorter-wavelength sampling pulses (in the Extreme Ultraviolet (EUV) and
beyond [143]), meet this requirement. Similarly, other HHG-based meth-
ods, such as attosecond sampling of arbitrary optical waveforms (ARIES)
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[144] and the PHz optical oscilloscope [145], provide direct access to the full
electric field by exploiting sub-cycle electron trajectories. However, these
techniques often require vacuum-based setups, high pulse energies, and spe-
cialized equipment such as time-of-flight detectors, EUV/soft X-ray CCDs,
and optics, limiting their portability and flexibility.

Recent efforts have focused on developing more accessible field measure-
ment techniques that reduce the need for high pulse energies [146], offer
high detection bandwidths [131], and enable single-shot capability [147]. Ap-
proaches leveraging strong-field effects, such as tunnel ionization [146, 148–
150] and multiphoton excitation [147, 151–155], alongside perturbative tech-
niques like electro-optic sampling [156, 157], generalized heterodyne optical
sampling (GHOST) [158], and the recently developed Third-order Recon-
struction of Electric Fields via cross-correlation (TREX) [159], have enabled
sub-cycle gating with greater experimental flexibility. These advancements
reduce reliance on complex setups and specialized equipment, often allow-
ing measurements in ambient conditions and expanding applicability in var-
ious experimental environments.

However, it is important to recognize that these techniques, including HHG-
based methods, typically provide spatially averaged field measurements.
This averaging can obscure spatio-temporal features, particularly in broad-
band waveforms. A more comprehensive characterization should consider
both the temporal and spatial aspects of the field, as demonstrated in recent
work [88].

In the experiments presented here, the 2DSI and TREX techniques were
employed, and their details are briefly described in the following sections.

2.6.1 Two-dimensional spectral shearing interferometry (2DSI)

In Two-dimensional spectral Shearing Interferometry (2DSI) [134, 160], two
narrowband, spectrally-sheared (ancillae) pulses centered at ωCW and ωCW +
Ω are frequency-mixed with the pulse under test (PUT) in a nonlinear crystal
(typically a χ(2) crystal, e.g., BBO). This process generates spectrally-sheared,
frequency-mixed signals E(ω) and E(ω − Ω). Here, ω = ωPUT ⊗ ωCW rep-
resents the frequency-mixed output (e.g., SFG or DFG), where ωPUT is the
frequency of the test pulse. A variable delay stage introduces a delay (τCW)
to one of the ancillae pulses. The interference pattern between the sheared
signals is recorded as a function of this delay, yielding a spectrogram de-
scribed as

S(ω, τCW) = |E(ω) + E(ω − Ω)eiωτ|2

= I(ω) + I(ω − Ω)

+ 2ε(ω)ε(ω − Ω)| cos[ωCWτCW +ϕ(ω)−ϕ(ω − Ω)]

(2.32)
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The spectral phase of the pulse is encoded within the argument of the inter-
ference term. For sufficiently small shear frequencies Ω, the phase difference
in this argument approximates the group delay:

τg(ω) · Ω ≈ ϕ(ω)−ϕ(ω − Ω). (2.33)

Following a procedure similar to the one described in Section 2.5 for isolat-
ing the interference term, the spectral phase can be retrieved directly from
τg(ω) through integration along the angular frequency axis.

2.6.2 Third-order reconstruction of electric fields via cross-correlation
(TREX)

In the TREX technique [159], two pulses, E1(t) and E2(t), centered at fre-
quencies ω1 and ω2, are focused into a noble gas target. The delay τ be-
tween the pulses is scanned while the resulting third-order nonlinear signal
is recorded as a function of delay. The measured spectrogram is modeled
as:

S(ω, τ) ∝ |ω · F{PNL(t, τ)}|2 · T(ω), (2.34)

where

PNL(t, τ) ∝ [E1(t − τ) + E2(t)]3, (2.35)

and T(ω) is a transfer function capturing the amplitude transmission prop-
erties of the optical setup. A genetic algorithm is used to reconstruct the
electric fields E1(t) and E2(t), as well as the transfer function T(ω). With the
reconstructed fields, the combined waveform Etot(t, τ) = E1(t − τ) + E2(t)
is known at any delay τ.

The measured spectrogram reveals rich details about the nonlinear pulse
interaction. It encodes mixing frequencies resulting from three-photon inter-
actions between the two input fields, which include contributions from THG,
SPM, Cross-phase Modulation (XPM), and other nonlinear mixing processes.
Figure 2.3 illustrates this for few-cycle Gaussian pulses with central frequen-
cies ω1 and ω2, that are similar to the ones used in the PWS.

For narrowband pulses, the delay modulates the shape of the spectral bands
associated with these mixing frequencies, primarily encoding information
about their temporal envelopes. However, in cases where the central fre-
quencies are properly matched, interference patterns can emerge even in
narrowband pulses, encoding phase information. With broadband pulses,
as shown in Fig. 2.3, the wide bandwidth generates clear beat patterns
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(a) (e)

(b)

(c)

(d)

Figure 2.3: Simulated TREX trace. (a) Spectral intensity of input Gaussian pulses (800 nm,
10 fs, GDD < 0, blue; 1700 nm, 10 fs red). (b) Instantaneous intensity. (c) Field strength. (d)
Instantaneous frequency shift. (e) TREX spectrogram. (Courtesy of M. Kubullek).

along the delay axis due to interference. These patterns are sensitive to the
relative phase between the pulses and the CEP of the combined waveform
Etot.
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Chapter 3

High-order harmonic and attosecond
pulse generation

This chapter presents the theoretical foundation for producing attosecond
pulses in the Extreme Ultraviolet (EUV) and soft X-ray regions via High-
order Harmonic Generation (HHG) using femtosecond optical pulses. It
focuses on Isolated Attosecond Pulse (IAP) generation and their characteri-
zation.

3.1 High-harmonic generation

Pulse durations of optical laser pulses have been pushed to extremely short
timescales, even entering the attosecond regime. Advanced pulse compres-
sion techniques [96] and waveform synthesis [70, 116] have led to the gener-
ation of 975-as pulses at 530 nm (T = 1.77 fs) [117]. Achieving even shorter
pulses well within the attosecond regime requires a shift to higher frequen-
cies. This became feasible with the observation of HHG in the extreme EUV
range in the late 1980s [10, 161], coinciding with the development of the
Ti:Sa laser [90], which laid the groundwork for attosecond pulse generation.
Today, HHG extends into the soft and hard X-ray regimes [31], with the
shortest reported pulse lasting only 43 as [162].

Early experiments [10, 163] drove HHG employing ps-pulses (at ≈ 1µm) that
were focused onto noble gas targets (Xe, Kr, Ar and Ne), reaching intensities
of ≈ 1013 − 1015 Wcm−2. Regardless of the target atom, the experiments
revealed EUV emission in the form of a frequency comb, with harmonics
being separated by twice the frequency of the 1-µm-pulses. The spectral
profile of the emission exhibited an expected abrupt decay for the first har-
monics, followed by a broad plateau where harmonics maintained roughly
constant intensity. This plateau ended with a cutoff harmonic that scaled lin-
early with the atom’s ionization potential (Ip), and beyond which the signal

31
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decreased sharply. This universal behaviour, in analogy to a mode-locked
laser, immediately hinted at the potential for generating an Attosecond Pulse
Train (APT), with individual attosecond pulses emitted every half-cycle of
the driving laser field [164, 165].

The unique characteristics of the observed HHG spectrum, particularly the
plateau region, could not be understood in terms of the perturbative ap-
proach introduced in Sec. 2.1 [166], the prevailing framework for describing
(non-resonant) nonlinear optical phenomena at the time [60]. This is be-
cause, in contrast to low-order harmonic generation, where intensities of
≲ 1013 Wcm−2 result in weak atomic perturbations [69], the intensities in-
volved in HHG (≈ 1013 − 1015 Wcm−2) necessitate a strong-field approach
[167, 168], as the atomic potential can be significantly distorted.

Understanding the mechanisms behind HHG led to the establishment of
attosecond science [2, 7, 169]. This section provides a theoretical overview
of HHG, focusing on the concepts most relevant to this thesis. It begins
by examining HHG at both microscopic and macroscopic scales. This is
followed by an exploration of current techniques for isolating individual
attosecond pulses from the generated pulse train, along with methods used
to characterize them. For a more comprehensive treatment of the topic, the
reader is referred to Refs. [52, 170].

3.1.1 Keldysh parameter

The observation of HHG [10, 161], along with early Time-dependent Schrödinger
Equation (TDSE) simulations [166, 167], highlighted the limitations of tradi-
tional perturbative approaches and strongly suggested an underlying strong-
field mechanism. This realization was built upon the seminal work of Keldysh
back in 1964 [171], who provided an analytical framework for understanding
tunneling ionization in strong, low-frequency fields.

Keldysh theory introduces a key parameter (γ), now known as the Keldysh
parameter parameter, given by,

γ =

√
Ip

2Up
, (3.1)

with Up the ponderomotive energy (the average kinetic energy of a free
electron of charge e and mass me oscillating in a laser field):

Up =
e2E2

0

4meω2
0

, (3.2)

Essentially, the Keldysh parameter compares the ionization (binding) energy
(Ip) to the energy imparted by the laser field (which scales as ∝ I0λ2). This
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Figure 3.1: Photoionization regimes. For γ ≫ 1, multi-photon ionization (including above
threshold ionization) dominates. The electron absorbs n photons to escape from the ground
state (at −Ip) into the continuum. When γ < 1, the light field distorts the atomic potential,
allowing the electron to escape via tunneling ionization. As the field strength increases further
into γ ≪ 1, the potential barrier is suppressed, allowing the electron to the electron to escape
freely. Adapted from ”Laser light interacts with atoms in a gas,” ©Johan Jarnestad/The Royal
Swedish Academy of Sciences [172].

comparison dictates the light-matter interaction regime (see Fig. 3.1), cate-
gorized as follows [42]:

• Tunneling regime and over-the-barrier ionization (γ < 1 and γ ≪ 1):
The laser field significantly distorts the atomic potential, leading to
Strong Field Ionization (SFI) or tunneling ionization. In this regime,
the electron tunnels through a suppressed Coulomb barrier within a
fraction of the laser’s oscillation period (T0), emerging at a position
x0 ≈ |Ip|/eE0. As the field strength increases, the barrier becomes thin-
ner, eventually leading to Over-the-barrier Ionization (OBI). Because
tunneling occurs within a fraction of a half-cycle, it can be considered
to follow the electric field’s changes almost instantaneously - or adia-
batically. Furthermore, in this limit, high field strengths quickly drive
the freed electron away from its parent ion, minimizing the influence of
the Coulomb force and leaving it negligible compared to the laser field
[69]. These conditions define the Strong Field Approximation (SFA).

• Cross-over regime (γ ∼ 1): This regime marks a transition between
tunneling ionization and multiphoton ionization. While tunneling re-
mains the governing process, some multiphoton absorption happens
[173, 174], leading to what is termed as non-adiabatic tunneling [175,
176].

• Multiphoton regime (γ ≫ 1): At higher laser frequencies, an electron
can absorb a specific number of photons to reach the continuum and
leave the atomic potential. This scenario defines Multiphoton Ioniza-
tion (MPI). If the electron absorbs even more photons than strictly
necessary for ionization, the process is termed Above-threshold Ion-
ization (ATI) [177], and also falls within this regime.
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3.1.2 Photoionization rate and probability

The previous discussion outlined different photoionization regimes, with
SFI (γ ≪ 1, γ < 1) being the common regime in HHG due to the low fre-
quency and high field strength of femtosecond lasers. While this describes
the early stages of HHG, calculating the degree of ionization requires spe-
cific models.

Common models for calculating static tunneling ionization rates, w(E), in-
clude the Ammosov-Delone-Krainov (ADK) model [178] and the Tong-Lin
ionization model [179]. These models are derived analytically under the
assumption of a static laser field E and build upon the Perelomov-Popov-
Terent’ev (PPT) theory [180]. However, both the ADK and Tong-Lin mod-
els overlook the frequency dependence inherent in the original PPT theory,
which limits their accuracy in accounting for multiphoton ionization pro-
cesses [52, 170]. The Tong-Lin model is better suited for higher intensities,
including those approaching and leading to OBI [179]. In this thesis, it is the
model used (unless otherwise stated), as the intensities employed generally
fall within the range where this model is most effective.

The quasistatic approximation is particularly useful as it allows ionization
rates in time-dependent fields to be computed using rates derived from
static fields. For a time-dependent electric field E(t), the approximation
replaces w(E) with w(|E(t)|) [42, 69]. This holds as long as the barrier
width remains relatively constant while the electron tunnels through it, en-
suring an adiabatic response to the field. However, when γ ≳ 0.5 and
the laser field varies too rapidly for the quasistatic approximation—such
as with single-cycle and sub-cycle pulses—non-adiabatic models may be re-
quired [173, 175]. In the experiments presented here, the Keldysh parameter
remains below this threshold, allowing quasistatic models to be used for
calculating ionization rates.

The ionization probability -or fraction- (ηe) of an atom in an electric field
E(t) can be calculated using the ionization rate as [52, 170]:

ηe(t) = 1 − exp
[
−

∫ t

−∞
w
(
|E(t′)|

)
dt′

]
(3.3)

Figure 3.2a shows the exponential increase in ionization probability with
peak intensity for various noble gases at the end of pulses (ηe(t → ∞)).
Atoms with higher ionization potentials (e.g., He; Ip ≈ 24.6 eV) require
higher intensities than those with lower ionization potentials (e.g., Ar; Ip ≈
15.6 eV). This arises from the thinner Coulomb-distorted potential barrier for
lower binding energies, as the barrier width scales as ≈ |Ip|/eE0. In simpler
terms, atoms with smaller ionization potentials are more weakly bound to
their nuclei, requiring less force from the electric field to achieve ionization.

34



3.1. High-harmonic generation

-2 -1 0 1 2

0

0.5

1

0

0.1

0.2

0.3

0.4

0.5(i) I0 = 3.95e14 Wcm-2

-2 -1 0 1 2

0

1

2

3

Io
n

iz
a

ti
o

n
 r

a
te

 (
x
 1

0
-2

 c
y
c
le

s
-1

)

0

0.1

0.2

0.3

0.4

0.5

Io
n

iz
a

ti
o

n
 f
ra

c
ti
o

n
 (

%
)

(ii) 4.61e14 Wcm-2

-2 -1 0 1 2
Time (cycles)

0

2

4

0

0.1

0.2

0.3

0.4

0.5(iii) 5.12e14 Wcm-2

10
14

10
15

Peak intensity (Wcm-2)

10
-1

10
0

10
1

10
2

Io
n

iz
a

ti
o

n
 f
ra

c
ti
o

n
 (

%
)

Five cycles

Ar Ne He

Two cycles

One cycle

(a) (b)

Figure 3.2: Tong-Lin ionization in noble gases. (a) Tong-Lin final ionization fraction (ηe(t →
∞)) vs peak intensity for different gases (Ar, Ne, He) using 800-nm Gaussian pulses with varying
durations (1, 2, and 5 cycles) at fixed CEP (φ = 0). (b) Instantaneous ionization rate (w(t), left
axis) and fraction (ηe(t), right axis) in Ne for the same pulses. Intensities are adjusted to yield
a final ionization probability of 0.5% for each case (i-iii, green dashed lines in (a)). The green
solid line sketches the electric field waveform.

Figure 3.2a also highlights the impact of pulse duration on ionization prob-
ability. For a fixed intensity, longer pulses lead to greater ionization. This
occurs because longer pulses contain more cycles that contribute to the ion-
ization process, compared to shorter pulses with fewer cycles. Additionally,
a longer pulse delivers more total energy to the atom, as energy scales with
the product of intensity and duration.

Figure 3.2b illustrates the ionization rate and its build-up within pulses of
varying durations. Peak intensities are adjusted to achieve a final ioniza-
tion level of 0.5% for all cases. Two key aspects emerge from the figure:
First, the exponential dependence of the ionization rate on field strength
highlights how each half-cycle can liberate electrons within a fraction of its
duration. With ∼ 1-µm laser pulses, this timescale easily falls in the sub-
100-attosecond range, showcasing the intrinsic attosecond nature of HHG.
Second, shorter pulses exhibit fewer ionization events, and these events be-
come increasingly confined to the most prominent half-cycle, where most
of the pulse energy is concentrated. This trend is reflected in the ionization
level, which builds up at earlier cycles for longer pulses, but initiates near
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Figure 3.3: Three step model for high-harmonic generation. 1. The light field distorts the
Coulomb potential, forming a barrier through which the electron can tunnel. 2. The laser field
accelerates the electron, making it gain kinetic energy. 3. Upon field reversal, the electron
may recombine with the parent ion, emitting a high-energy photon. Adapted from ”Laser light
interacts with atoms in a gas,” ©Johan Jarnestad/The Royal Swedish Academy of Sciences
[172].

the main half-cycle for shorter pulses.

3.1.3 The three-step model

Early efforts to understand HHG mechanisms heavily relied on TDSE simu-
lations within the Single-active Electron (SAE) approximation [166]. These
simulations successfully reproduced the key spectral features of the exper-
imentally observed EUV frequency combs [10], and highlighted the domi-
nant role of single-electron dynamics in HHG. Additionally, insights gained
from studying ionization mechanisms under strong fields (discussed previ-
ously) confirmed that HHG operates within a regime where the SFA is valid
and tunnel ionization is the primary ionization process.

This success led to the semiclassical three-step model [168, 181], which pro-
vides a simplified yet intuitive framework for understanding HHG. The
model considers the following steps (see Fig. 3.3):

• 1. Tunnel Ionization: The intense laser field distorts the atomic poten-
tial, allowing the most weakly bound electron to tunnel out into the
continuum with zero initial velocity.

• 2. Acceleration: The laser field accelerates and guides the freed elec-
tron away from the atom, where its interaction with the Coulomb po-
tential becomes negligible.

• 3. Recombination: As the laser field reverses direction, the electron
is driven back towards the atom. Upon recollision, it may release its
excess kinetic energy as a high-energy photon.

The semiclassical model can be formulated mathematically using Newton’s
equations of motion for an electron (mass me and charge e) under the influ-
ence of a linearly polarized laser field, by the following system of equations:
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Figure 3.4: Classical returning electron trajectories. (a) Electron displacement (|x(t)|) nor-
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ẋ(t) =

p
me

ṗ(t) = eȦ(t)

(3.4)

where E(t) is the electric field and A(t) is the vector potential (E(t) =
−Ȧ(t)). Integrating these equations with the initial condition ẋ(ti) = 0
yields the electron’s position and momentum, x and p, respectively:

x(t) = x(ti) +
e

me

∫ t

ti

[
A(t′)− A(ti)

]
dt′ (3.5)

p(t) = e
[
A(t)− A(ti)

]
(3.6)

Here, x(ti) ≈ |Ip|/eE0 is the initial electron position after having tunnel-
ionized from the Coulomb barrier, with values typically around ∼ 10−10 m.
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3. High-order harmonic and attosecond pulse generation

In the near-infrared regime, and assuming a sinusoidal driving field, the
electron’s maximum excursion is given by:

x0 =
2eE0

meω2
0

, (3.7)

and is usually at least ten times larger than x(ti), justifying the simplification
of neglecting x(ti) in subsequent calculations [69].

For HHG to occur, the electron must recombine with its parent ion at time
tr. This condition can be expressed as:

x(tr) =
∫ tr

ti

[
A(t′)− A(ti)

]
dt′ !

= 0, (3.8)

from which ionization times (ti) and recombination times (tr) of returning
electron trajectories can be computed. Defining the electron momentum
upon recombination as p(tr) ≡ pr, the corresponding kinetic energy is given
by:

Er =
|pr|2
2me

(3.9)

Figure 3.4a shows electron trajectories in a cosine field of constant ampli-
tude E0. Two types of trajectories lead to the same kinetic energy: short
trajectories with shorter excursion times and long trajectories with longer
excursion times. These trajectories exhibit distinct properties, as seen in Fig.
3.4b, which plots kinetic energy versus ionization and recombination times.
Firstly, short trajectories originate later than long ones and experience lower
field strengths. Secondly, short trajectories exhibit a nearly-constant positive
chirp (GDD > 0), with lower energies preceding higher energies, while long
trajectories have a negative chirp (GDD < 0).

This chirp, termed attochirp, scales inversely with the slope of the kinetic
energy versus recombination time curve. Since this slope is proportional to
Up/T0 ∝ (I0λ2)/λ, the attochirp is given by [52, 182]

β ∝
1

I0λ
(3.10)

Consequently, the attochirp can be minimized by increasing either the inten-
sity or wavelength. This analysis shows that HHG timescales can extend
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3.1. High-harmonic generation

close to the full half-cycle duration, unlike the confinement predicted by SFI
alone. Still, with near-infrared lasers, this falls in sub-fs time range.

A special case is the cutoff trajectory (black line in Fig. 3.4a). Here, trajecto-
ries coalesce (GDD = 0), the electron reaches its maximum energy of 3.17Up,
and it marks the division between short and long trajectories. This trajec-
tory originates at approximately 5% of the cycle duration and recombines at
around 70%. Due to energy conservation, it defines the maximum emitted
photon energy (the cutoff energy):

Ecutoff = Ip + 3.17Up (3.11)

The scaling of Up with intensity and wavelength (Ecutoff ∝ I0λ2) has been
crucial for extending HHG from the EUV into the hard X-ray range [46], as
discussed in Sec. 3.4.

3.1.4 Lewenstein’s model

The classical three-step model [181] provides an intuitive picture of HHG
and accurately predicts the cutoff law (Eq. 3.11) already deduced by Krause
et al. (1992) [183] with TDSE simulations. However, its inability to quan-
tify emission probabilities for individual trajectories or directly address the
quantum nature of the liberated electron wavepacket limits its capacity to
compute the spectral amplitude and phase of the induced dipole moment.
While TDSE simulations can address these limitations, they are computation-
ally demanding and do not readily reveal the underlying mechanism from
a quantum mechanical perspective.

The semiquantum1 mechanical approach by Lewenstein et al. (1994) [184]
addresses this challenge by exploiting the SFA. Upon tunnel ionization, the
electron wavefunction is modeled as a coherent superposition of two quan-
tum states:

|Ψ(t)⟩ = e−
Ipt
h̄

[
a(t)|0⟩+

∫
b(v, t)|v⟩dv

]
, (3.12)

where a portion remains bound in the ground state |0⟩ with amplitude a(t),
related to the ionization fraction (see Eq. 3.3) by:

a(t) =
√

1 − ηe(t), (3.13)

1Electric fields are treated classically
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3. High-order harmonic and attosecond pulse generation

The remaining portion becomes an electron wavepacket directly released
into the continuum of free-electron states |v⟩ travelling with velocity v, and
weighted by complex coefficients b(v, t) (excited states are neglected2). The
complex coefficients b(v, t), found by solving the TDSE with the ansatz of
Eq. 3.12, contain the information about the wavepacket’s evolution in the
laser field.

The total wavefunction, |Ψ(t)⟩, is used to calculate the induced dipole mo-
ment, dh(t), via the expectation value of the classical dipole moment oper-
ator: dh(t) = ⟨Ψ(t)| − e · x|Ψ(t)⟩. This induced dipole moment serves then
to obtain the complex single-atom harmonic field amplitude, Eh(ω), via the
following relation [2, 170]:

Eh(ω) = F
{

d̈h(t)
}
= −ω2dh(ω) (3.14)

The corresponding single-atom harmonic emission spectrum is thus, given
by:

Ih(ω) = |Eh(ω)|2 (3.15)

Therefore, to compute the single-atom emission profile, the dipole moment
must be calculated. This is given by the following expression (in atomic
units)3 [52]:

dh(t) = −i
∫ ∞

0
dτ

(
π

ε + iτ/2

)3/2
1. Ionization︷ ︸︸ ︷[

a(t − τ)E(t − τ)d(pst(t, τ)− A(t − τ))
]

× e−iSst(t,τ)︸ ︷︷ ︸
2. Excursion

·
[
a∗(t)d∗(pst(t, τ)− A(t))

]︸ ︷︷ ︸
3. Recombination

+c.c.

(3.16)

In this calculation, the integral (known as the Lewenstein integral) is per-
formed over the electron wavepacket excursion time τ = t − ti. The value ε
is introduced to avoid integration singularities, and the term d(v) = ⟨v|x|0⟩
and its complex conjugate correspond to the hydrogenic transition dipole
matrix elements. Finally, pst and Sst denote the stationary canonical mo-
mentum and action, respectively, which are obtained via the Saddle-point
Approximation (SPA) and defined as:

2Models incorporating excited states have been developed. For further details, see Refs.
[185, 186].

3For a detailed derivation and conversion to SI units, please refer to [52].
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3.1. High-harmonic generation

pst(t, τ) =
1
τ

∫ t

t−τ
A(t′)dt′ (3.17)

Sst(t, τ) =
∫ t

t−τ

[
|pst(t − τ)− A(t′)|2

2
+ Ip

]
dt′, (3.18)

The Lewenstein integral (Eq. 3.16) sums contributions from all possible elec-
tron trajectories with varying excursion times τ, where each trajectory leaves
the atom and later recombines at time t. As indicated in Eq. 3.16, this semi-
quantum framework reflects the classical three-step mechanism by means of
three terms:

• 1. Ionization: Accounts for the probability of the electron being pro-
moted from its ground state with amplitude a(t) to the continuum via
the electric field E(t).

• 2. Excursion: Represents the phase acquired (including the kinetic
energy gain) by the electron during its journey in the continuum. The
stationary action Sst enforces the constraint that only trajectories that
return to the parent ion contribute to the dipole, as imposed by the
SPA.

• 3. Recombination: Corresponds to the probability of the electron re-
combining with the ground state. The coupling, determined by the
overlap in the dipole matrix element, leads to interference and an os-
cillating dipole, the source of HHG emission. Ground state depletion,
caused by field ionization during either the electron’s liberation or re-
combination, vanishes this dipole.

Finally, the τ−3/2 prefactor in Eq. 3.16 reflects wavepacket spreading due
to dispersion during its continuum excursion. This dispersion, which scales
with excursion time, affects longer trajectories more severely, resulting in
greater wavepacket spreading. Regardless of the trajectory type, this spread-
ing reduces the overlap between the free-field and ground states, leading
to a τ−3 scaling of the dipole intensity. Given that τ ∝ λ, this dispersion
leads to a λ−3 scaling, which significantly contributes to the well-known un-
favorable scaling of HHG conversion efficiency, going as ∼ λ−(5−6) [41, 187].
Mitigating this dispersion-induced scaling is a major focus of current re-
search in HHG science and is central to this thesis. This work specifically
addresses this issue at the single-atom level by tailoring the driving wave-
form to control the trajectory of the released wavepacket, reduce its spread-
ing, and thereby enhance the efficiency of the HHG process [47, 48, 188–190].
Other approaches include exploiting phase-matching [191–193] and develop-
ing novel laser architectures [91, 194, 195].
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3. High-order harmonic and attosecond pulse generation
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Figure 3.5: Single-atom harmonic emission. (a) High-harmonic spectrum and (b) time-
frequency analysis for Ar driven by a 5-cycle, 800-nm Gaussian pulse at 2 × 1014 Wcm−2 peak
intensity (CEP = 0). Red dashed line indicates the classical cutoff (Eq. 3.11). The final ioniza-
tion fraction (ηe(t → ∞)) is 6.56%.

To compute the single-atom dipole moment via the Lewenstein integral
(Eq. 3.16), this thesis employs the open-source code HHGmax [196, 197].
HHGmax allows for the isolation of short trajectories within the Lewenstein
integral by applying a cos2 window function [198] with adjustable width,
thereby artificially accounting for phase-matching (see Sec. 3.2).

Figure 3.5 illustrates an example simulation in Ar with a cosine field. The
harmonic spectrum (Fig. 3.5a) exhibits the characteristic HHG features:
evenly spaced low-order harmonics, a plateau region, and a cutoff. The
corresponding time-frequency analysis4 (Fig. 3.5b) reveals the presence of
both short and long trajectories also in this semiquantum approach.

3.1.5 Trajectory emission probability

The Lewenstein integral reveals the dipole’s full spectral characteristics but
obscures details of individual electron trajectories, such as ionization times

4Time-frequency analyses were performed using MATLAB’s cwt function.
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3.1. High-harmonic generation

and the exact trajectory shape. Conversely, classical trajectory calculations
provide this information but cannot identify which trajectories contribute
most to HHG emission. This requires factoring in ionization probabilities,
quantum diffusion, and transition matrix elements. A model estimating the
emission probability of a photon associated to specific trajectories would
bridge this gap, offering insights into the interplay of ionization, excursion,
and recombination dynamics within HHG.

Gordon and Kärtner (2005) [199] proposed a model that can bridge this
gap. Their approach expresses the induced dipole acceleration at recombi-
nation time tr as a coherent sum of contributions from individual electron
wavepackets (born at ti and recombining at tr):

d̈h(tr) ∝ ∑
i

aem(tr, ti)ψi(tr) (3.19)

The emission amplitude, aem(tr, ti), is the product of ionization, excursion,
and recombination amplitudes:

aem(tr, ti) = aion(tr, ti) · aex(tr, ti) · arec(tr), (3.20)

where

aion(tr, ti) = a(ti) ·
√

w(|E(ti)|)/|E(ti)|2, (3.21)

aex(tr, ti) = (tr − ti)
−3/2, (3.22)

arec(tr) = a(tr), (3.23)

with a(t) defined by Eq. 3.13. The set of wavefunctions ψi(tr) = αrec(tr, ti)e−iS(tr ,ti)/h̄

describes the evolution of electron wavepackets from the moment they are
released at time ti until they recombine at time tr [199, 200]. While the am-
plitude of this term is crucial for precise calculations, neglecting it simplifies
the analysis and allows to focus on the interplay between ionization and ex-
cursion dynamics. With this simplification, the probability that a trajectory
contributes to photon emission is given by:

Pem(tr, ti) = |aem(tr, ti)|2 (3.24)

The importance of considering emission probabilities when identifying the
most dominant trajectories is illustrated in Fig. 3.6. Ionization probability
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3. High-order harmonic and attosecond pulse generation
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Figure 3.6: Trajectory emission probabilities over a cycle. (a) Ionization, (b) excursion, (c)
recombination, and (d) full emission probabilities (Eqs. 3.20 - 3.23) vs. recombination times
tr (left axis) over a cycle.The driving electric field (right axis) is shown for reference (laser
parameters as in Fig. 3.5).

(Fig. 3.6a) saturates near the field extrema. In contrast, the excursion prob-
ability (Fig. 3.6b) naturally is highest for the short trajectories (recombining
between ≈ 0.25T0 and 0.7T0), and decreases exponentially toward the cutoff
trajectory’s recombination time. With low ionization (6.56%), the recombi-
nation probability (Fig. 3.6c) plays a minimal role (|arec|2 ≈ 1). Thus, in
this example, ionization and excursion are the main determinants of HHG
emission.

While long trajectories benefit from higher ionization probability (due to
being released near the field peak), they also experience greater dispersion
in the continuum, reducing their emission probability. Short trajectories,
though less optimally ionized, experience less dispersion. This interplay
results in similar emission contributions from both trajectory types, with
emission probability (Pem) peaking around 0.2T0 and 0.7T0. This is shown in
Fig. 3.6d and more explicitly in Fig. 3.7.

Figure 3.7 demonstrates how the trajectory analysis, when weighted by the
emission probability (Pem), aligns with Lewenstein-based semiquantum sim-
ulations. In (a-b), unweighted electron traectories and corresponding photon
energies versus recombination times (tr, calculated as E = Er + Ip) are over-
laid on the time-frequency analysis. In (c-d), trajectories are weighted by
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3.1. High-harmonic generation
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Figure 3.7: Dominant returning electron trajectories. (a) Unweighted electron trajectories
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order vs. time. Scattered dots indicate classical calculations. (c-d) Same as (a-b) but with
trajectories weighted by their emission probability (Eq. 3.24). Transparency reflects emission
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Pem, revealing only those with the highest probability, which coincide with
the intensity distribution in the time-frequency analysis.

Certain waveform shapes (see Ch. 5) can create scenarios where high ion-
ization probability is counteracted by wavepacket diffusion or a reduced
ground state population at the moment of recombination. This highlights
the complex interplay of ionization, excursion, and recombination probabil-
ities, illustrating the value of this analysis for visualizing the actual trajecto-
ries contributing to HHG emission.

3.1.6 Dipole phase

As mentioned previously, while the electron wavepacket travels through the
continuum, it acquires a phase, ϕdip, proportional to the action along a tra-
jectory born at ti and recombining at tr – meaning ϕdip ∝ S(tr, ti). The
distinct chirp behavior of short and long trajectory emissions suggests that
their underlying dipole phases also differ. Indeed, the induced dipole has
an intrinsic phase dependent on the trajectory type, primarily determined
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3. High-order harmonic and attosecond pulse generation

by the ponderomotive energy and excursion time of the trajectory (short,
denoted by s, or long, denoted by l) as ϕdip ≃ τs,lUp [201]. Since the pon-
deromotive energy is proportional to the intensity, the dipole phase associated
to the harmonic q is expressed as [52]:

ϕ
q
dip = α

q
s,l I, (3.25)

where the positive coefficients α
q
s,l account for the different trajectory ex-

cursion times. This scaling has important consequences for long trajecto-
ries: they experience stronger decoherence due to their longer excursion
times and exhibit greater angular divergence than short trajectories (aris-
ing from the radial dependence of the intensity). These effects have been
experimentally confirmed by Bellini et al. (1998) [202]. While more compre-
hensive expressions for the dipole phase exist [203], the form in Eq. 3.25 has
proven successful in explaining these and other experimental observations
[204, 205].

3.2 On-axis phase-matching

Building on the limitations of single-atom models for HHG highlighted
by Antoine et al. (1996) [206], macroscopic propagation effects like phase-
matching become crucial. This is not only for the coherent buildup of the
HHG signal across the medium but, as envisioned shortly after the first
HHG observations [10, 161, 167], for the generation of phase-locked APTs
[164, 165].

The coherent nature of HHG implies constructive interference of light emit-
ted by individual atoms within the medium, which requires a constant
phase offset (∆k = 0) between neighboring emitters. This behavior can
be analyzed within a simplified on-axis scenario assuming a dispersive, ab-
sorptive, and isotropic medium (length Lmed). Here, a driving field induces
a dipole moment dh within each atom while remaining spatially and tempo-
rally undistorted during its propagation. In this case the emitted harmonic
field Eh can be expressed as [207]:

Eh(ω) ∝ dh(ω) · Hh(ω), (3.26)

where Hh is a transfer function that encapsulates the effects of the medium
upon harmonic propagation. It has the form:

Hh = 2ρ
Labs

1 + i2π
( Labs

Lcoh

) ·
(
e−

Lmed
2Labs − ei πLmed

Lcoh
)

(3.27)
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3.2. On-axis phase-matching

Here, the medium’s density, ρ, is directly related to its pressure, P, and
the pressure-normalized neutral atomic gas density, n0

5, through the rela-
tionship ρ = P · n0. The absorption (Labs) and coherence length (Lcoh), are
defined via the attenuation coefficient β and phase-mismatch ∆k as:

Labs =
c

2ωβ
=

c
2ωPβ

, Lcoh =
π

∆k
, (3.28)

where β [208] can be expressed in terms of the medium’s pressure and,
similar to n0, to a pressure-normalized attenuation coefficient, β.

The harmonic intensity is proportional to the enhancement factor [209], which
is the modulus square of the complex transfer function, i.e., Ih ∝ Sh ≡ |H|2,
given by:

Sh ∝ P2 4L2
abs

1 + 4π2( Labs
Lcoh

)2
·
[

1 + e−
Lmed
Labs − 2e−

Lmed
2Labs cos

(
πLmed

Lcoh

)]
(3.29)

To determine the harmonic intensity, the phase-mismatch, ∆k must be calcu-
lated. In a free-focusing geometry it comprises the following terms [52]:

∆k = qk − kq =

Neutral disp.
> 0︷ ︸︸ ︷

∆kneu +

Plasma disp.
< 0︷︸︸︷
∆kp +

Gouy
< 0︷︸︸︷

∆kG +

Dipole
< 0, bef. focus
> 0, aft. focus︷ ︸︸ ︷

∆kdip (3.30)

These terms arise from the following propagation effects:

• Neutral atom dispersion: Both the fundamental and harmonic beams
propagate through a neutral noble gaseous medium. The difference in
their refractive indices leads to a phase-mismatch given by:

∆kneu = P · 2π

λq
δnq, (3.31)

where λq = λ/q is the q-th harmonic wavelength, and δnq = (n − nq)
is the difference between the pressure-normalized (real) refractive in-

5The pressure-normalized neutral atomic n0, is the ratio of the gas number density at
standard pressure (1 atm) to the reference pressure P (taken as 1 atm).
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Figure 3.8: Refractive index and absorption length of noble gases. (a) Optical/infrared
refractive indices and (b) EUV/X-ray refractive indices (left axis) with attenuation coefficients
(right axis) for Ar, Ne, and He. Values are computed at 1 atm.

dices6 of the fundamental and harmonic beams. Figure 3.8 diplays the
refractive indices and attenuation coefficients of Ar, Ne and He. The
term δnq is positive because, the refractive index of the fundamental
beam is greater than unity, while the refractive index of harmonics
above the ionization potential is less than unity. Moreover, for most
noble gases above ≈ 100 eV, δnq exhibits a relatively flat spectral re-

6The pressure-dependent refractive index, denoted by n, is calculated using the following
relationship:

n ≈ 1 +
P
P
(n − 1),

where P is the pressure of the gas medium, P is a reference pressure (1 atm), and n is the
refractive index at P. Refractive indices in the optical/infrared range are obtained from
Ref.[210]. For the EUV/X-ray range, refractive indices and attenuation coefficients are calcu-
lated using form factors ( f1, and f2) sourced from Ref.[208], by means of the expression:

nc(λ) = 1 − P
2π

n0reλ2( f1 − i f2).
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3.2. On-axis phase-matching

sponse (with the exception of Ne, which happens after ≈ 200 eV). This
results in a refractive index difference that is largely independent on
the harmonic energy (or harmonic order q) beyond this value.

• Plasma dispersion: HHG generally involves a small degree of ioniza-
tion within the medium. The resulting plasma affects the propaga-
tion velocity, primarily of the fundamental beam. This difference in
velocities between the fundamental and HHG beams hinders phase-
matching. The effect is described by the plasma phase-mismatch term.
The plasma refractive index is given by:

np(ω) =

√
1 −

ω2
p

ω2 ≈ 1 −
ω2

p

2ω2 , (3.32)

where ωp, the plasma frequency, depends on the electron density ne
as:

ω2
p =

e2ne

ε0me
, (3.33)

The approximation in Eq. 3.32 is valid since plasma frequencies are
typically much lower than optical frequencies (i.e., ω2

p/2π ∼ 1012 Hz).
The electron density, ne, can be expressed in terms of the gas pressure
P, and ionization fraction ηe, as ne = Pηen0. Consequently, the plasma
phase-mismatch, ∆kp, is calculated as follows:

∆kp =
qω2

p

2ωc
·
[

1
q2 − 1

]
≈ −qPηen0λ

[
1

4πε0

e2

mec2

]
= −qPηen0reλ, (3.34)

where re is the classical electron radius. For HHG (q ≫ 1), the first
term in the approximation becomes negligible, making this term al-
ways negative.

• Gouy phase shift: As discussed in Sec. 2.1.4, a focused beam acquires
a Gouy phase shift, ζ(z) (Eq. 2.14). Since kG(z) = −ζ ′(z), the Gouy
phase-mismatch is:

∆kG(z) = − q
zR

· 1
1 + (z/zR)2 (3.35)
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3. High-order harmonic and attosecond pulse generation

Due to the wavelength dependence of the Rayleigh length (zq
R = q · zR),

the Gouy phase effect is significantly weaker for high-order harmonics,
and has been neglected. This term is always negative and approaches
zero for distances far from focus (|z| → ∞).

• Dipole phase shift: Originates from the intrinsic dipole phase intro-
duced earlier (Eq. 3.25). On-axis, and denoting I(r = 0, z) ≡ I(z)
(see Eq. 2.10), the dipole phase and corresponding phase-mismatch
are given by:

∆kdip = −α
q
s,l I

′(z) = α
q
s,l

I(z)
z2

R
· 2z

1 + (z/zR)2

= ±
ϕ

q
dip(z)

z2
R

· 2|z|
1 + (z/zR)2 (3.36)

This contribution to the phase-mismatch is position-dependent, nega-
tive before the focus (z < 0), and positive after it (z > 0). It goes to
zero at the focus (z = 0) and far away from it (|z| → ∞).

The four contributing terms in the phase-mismatch expression unveil four
parameters that can be manipulated to achieve phase-matching. These pa-
rameters are the pressure of the gas medium (P), the ionization fraction
(ηe) determined by the driving laser intensity, the target position relative
to the laser focus (z) and the Rayleigh length modifiable by the focusing
optics (zR). To understand how these parameters interact to achieve phase-

matching (∆k !
= 0), and in some cases even estimate their values, one can

analyze two main focusing scenarios:

3.2.1 Loose-focusing geometry

When the Rayleigh length significantly exceeds the medium length (zR ≫
Lmed), the fundamental and harmonic beams can be approximated as plane
waves within the medium. This allows to neglect Gouy and dipole mismatch
contributions. In this scenario, phase-matching requires a balance between
neutral atom dispersion and plasma dispersion, leading to the condition:

(1 − ηe)
2π

λ
δnq = ηen0reλ (3.37)

By solving for ηe, the specific plasma level required for phase-matching can
be determined. This yields the critical ionization fraction, ηcr, given by:
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Figure 3.9: Critical ionization fraction. Wavelength dependence of critical ionization fraction
(ηcr, Eq. 3.38) for Ar, Ne, and He. The q-th harmonic energy (qω) was fixed at 550 eV. Inset
table: extracted values for the three gases at 0.6, 0.8, and 1.6 µm.

ηcr ≡
(

1 +
n0reλ

2

2πδnq

)−1

(3.38)

The main scaling of ηcr ∝ λ−2 features that phase-matching with longer
wavelength requires lower plasma generation levels. Figure 3.9 illustrates
this trend with Ar, Ne and He, along with a table presenting specific values
at different wavelengths. For instance, achieving phase-matching in Ar de-
mands an ionization level of 3.76% at 0.8 µm, but only 0.92% at 1.6 µm. The
gas type also influences the critical ionization through its refractive index
difference (δnq); lighter gases, with smaller δnq, exhibit a lower ηcr. At 1.6
µm wavelength, ηcr for Ne is around 0.22%, while He requires nearly half
that.

This critical ionization level corresponds to a critical intensity, Icr, the inten-
sity needed to reach ηcr at the peak of the pulse (t = 0) for a given pulse
duration. Figure 3.10a shows how Icr varies with pulse duration and gas
type for different wavelengths, with shorter pulses supporting higher criti-
cal intensities.

Since phase-matching depends on the critical intensity, and given the linear
relationship between the HHG energy cutoff and intensity, there is a max-
imum phase-matched energy, referred to as the phase-matching cutoff. This
cutoff, EPM

cutoff, is given by:

EPM
cutoff = Ip + 3.17Ucr

p , (3.39)
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where Ucr
p ∝ Icrλ

2 [31].

Figure 3.10 shows the relationship between pulse duration, critical intensity,
and the resulting phase-matching cutoff. Panel (a) displays the critical in-
tensities required for Ar, Ne, and He at wavelengths of 0.8 µm, 1.6 µm, and
2.2 µm, across varying pulse durations (in number of cycles). As the pulse
duration shortens, the critical intensity increases, and, as shown in panel (b),
these higher intensities lead to higher phase-matching cutoffs.

For example, in argon at 0.8 µm, the critical intensity increases from approx-
imately 1.8 × 1014 Wcm−2 with a 10-cycle pulse to 2.9 × 1014 Wcm−2 with a
single-cycle pulse, raising the phase-matching cutoff from 50 eV to 70 eV. In
neon at 1.6 µm, the intensity grows from approximately 3.1× 1014 Wcm−2 to
4.4 × 1014 Wcm−2, increasing the cutoff from 260 eV to 355 eV. Similarly, for
helium at 2.2 µm, a single-cycle pulse raises the cutoff to 800 eV, compared
to 600 eV with a 10-cycle pulse.

However, longer pulse durations can limit the achievable energy cutoff. As
highlighted by Wissenbilder et al. (2022) [203], beyond a certain pulse dura-
tion, the maximum photon energy that can be phase-matched falls below the
value predicted by the single-atom cutoff law (see Eq. 3.11). This indicates
that while higher cutoffs may be theoretically achievable at the single-atom
level, excessive plasma generation prevents their realization.

Another important point to consider, particularly with the time scales in-
troduced by shorter pulses, is the time-dependent nature of the ionization
fraction, i.e., ηe → ηe(t). In shorter pulses, plasma buildup occurs more
abruptly and is highly localized in time, as shown in Fig. 3.2. This has
significant implications for phase-matching, as intensity and CEP stability
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3.2. On-axis phase-matching
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He. Dashed lines correspond to saturation pressure marked in (a).

become increasingly important, as even small fluctuations can dramatically
affect ionization dynamics, leading to phase mismatch.

To quantify how deviations from the ideal ionization fraction affect phase-
matching, it is helpful to examine the equation governing the total phase
mismatch. From the expression for the critical ionization fraction ηcr, the
total phase mismatch is given by [31, 191]:

∆k = P
2π

λq
δnq

(
1 − ηe

ηcr

)
(3.40)

Figure 3.11a illustrates how deviations from critical ionization affect phase-
matching as a function of pressure in neon, based on Eq. 3.29. The cal-
culations assume a fixed medium length of 1 mm, a photon energy of 350
eV, and varying coherence-to-absorption length ratios (Lcoh/Labs), simulat-
ing different ionization fractions. Under perfect phase-matching conditions
(Lcoh ≫ Labs, ηe = ηcr), the HHG signal increases with pressure until satu-
ration occurs at Psat due to reabsorption. However, even a small deviation
of 0.2% in laser intensity can disrupt this balance, resulting in Lcoh = Labs
or ηe = 0.985 · ηcr = 0.217%. As Lcoh decreases, the HHG signal weakens,
and the peak emission shifts to lower pressures. Additionally, this shift in-
troduces pressure-dependent oscillations in the signal, with the oscillation
frequency determined by the coherence length.

Building on these insights, Fig. 3.11b highlights the role of saturation pressure
once phase-matching conditions (∆k = 0) have been achieved. The satura-
tion pressure (Psat), indicated in Fig. 3.11a, occurs when Lmed = 3Labs. This
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3. High-order harmonic and attosecond pulse generation

pressure represents the minimum level required for optimal signal genera-
tion [207]. Achieving this balance is crucial: while sufficient atomic density
is required to maximize the number of emitters, excessive density leads to
reabsorption of the generated harmonics by the medium.

Figure 3.11b shows significant differences in optimal pressure ranges for
Ar, Ne, and He across the EUV and soft X-ray regions (assuming a 1-mm
medium). For instance, HHG in the EUV region for Ar requires pressures
up to 3 bar, while soft X-ray HHG in Ne can require up to 20 bar. HHG
in He can demand even higher pressures, reaching as much as 300 bar. Im-
portantly, exceeding Psat only leads to a further increase in the HHG signal
when perfect phase-matching is maintained. As pressure increases, the re-
lationship between coherence length and absorption length becomes even
more crucial. As discussed earlier (see Fig. 3.11a), reductions in Lcoh can
induce pressure-dependent oscillations in the signal. Therefore, optimizing
the pressure beyond Psat requires careful balancing of emitter density and
coherence length to achieve maximum output.

3.2.2 Tight-focusing geometry

When the Rayleigh length is comparable to the medium length (zR ≈ Lmed),
all four terms in the phase-matching expression become significant. In this
scenario, phase-matching, after rearranging Eq. 3.30, imposes that:

P
[

2π · zR

λq
δnq ·

(
1 − ηe

ηcr

)]
±

(ϕ
q
dip(z)

zR
· 2|z|

1 + (z/zR)2

)
= q (3.41)

The analysis becomes more straightforward in two specific cases: at low
pressures (P ≈ 0) or when the ionization fraction approaches its critical
value (ηe ≈ ηcr). In these situations, the Gouy phase and dipole phase
dominate, leading to the condition where ∆kdip = −∆kG, which simplifies
to:

±2|z|
zR

·ϕq
dip(z) = q (3.42)

Since the right-hand side is always positive, this equation shows that phase-
matching occurs only when the gas target is placed after the focus (z >
0). The precise phase-matching position, zPM, can be found by solving the
equation for z. Additionally, as the harmonic order increases, the required
distance from the focus also increases to maintain phase-matching.
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3.2. On-axis phase-matching

In terms of trajectories, short trajectories are more likely to be phase-matched
due to their smaller dipole phase coefficients compared to long trajectories
(αq

l > α
q
s ) [52]. This preferential phase-matching of short trajectories is con-

sistent with the findings of Antoine et al. (1996) [206], where macroscopic
simulations demonstrated that placing the gas target after the focus selects
short trajectories, resulting in a well-defined attosecond pulse train. This
theoretical prediction was experimentally confirmed by Paul et al. (2001)
[211], who reported the first measurement of APTs, with individual pulses
lasting just 250 attoseconds.

For ionization fractions below the critical value (ηcr > ηe ≥ 0), Eq. 3.41
reveals that phase-matching favors different positions depending on the gas
pressure. Higher pressures promote phase-matching before the focus (z < 0)
where the neutral and plasma dispersion terms can outweigh the negative
dipole contribution. Positioning the gas target further upstream from the
focus makes possible phase-matching of progressively lower harmonic or-
ders. Alternatively, with lower pressures, phase-matching is possible after
the focus (z > 0) as long as the pressure remains low enough to maintain
the balance in Eq. 3.41. In this regime, placing the gas target further down-
stream enables phase-matching of increasingly higher harmonic orders.

As pressure increases, the phase-matching position, zPM, shifts from post-
focus to pre-focus. At the focus position itself (z = 0), the dipole term van-
ishes, simplifying Eq. 3.41, and allowing to calculate the pressure threshold
defining the boundary between pre- and post-focus regimes:

PPM|z=0 =
λ

zR2πδn

(
1 − ηe

ηcr

)
(3.43)

Figure 3.12a illustrates how the phase-matching pressure threshold in Ar,
Ne, and He varies with ionization fraction for different wavelengths, assum-
ing a Rayleigh length of zR = 2 mm. In weak ionization conditions (ηe ≈ 0),
Eq. 3.43 indicates that the refractive index difference (δnq) is the primary fac-
tor governing phase-matching for the q-th harmonic. For harmonics above
100 eV, as discussed earlier, this refractive index difference flattens, resulting
in broadband phase-matching.

Table 3.1 shows the phase-matching pressures for Ar, Ne, and He under low
ionization conditions (ηe ≈ 0). For Ar, pressures remain below 1 bar, while
Ne and He require a few bars. It’s important to note that the experimen-
tally measured backing pressures may differ by up to 50% from the actual
pressure at the interaction point. This difference arises from factors such as
the medium geometry, wall thickness, the size of holes (e.g., in gas cells),
and the external vacuum environment. These variations are well-expected
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and align with the measurements presented in this thesis and other studies
[32, 212] for Ne and He.

As evident from Fig. 3.12a, slight deviations from ηe = 0 (up to ≲ 0.4 ·
ηcr) have minimal impact on the phase-matching pressure. However, as the
ionization fraction approaches ηcr, higher pressures are required to sustain
phase-matching, both at and away from the focus (see Eq. 3.41).

Further inspection of Eq. 3.43 reveals two scaling relationships: First, from
the wavelength dependence of the Rayleigh length (zR ∝ λ−1), the familiar
quadratic scaling of pressure with wavelength is recovered (P ∝ λ2) [52]. Sec-
ond, the hyperbolic dependence of phase-matching pressure on the Rayleigh
length (P ∝ z−1

R ) suggests that tighter focusing geometries (shorter Rayleigh
lengths) require higher pressures (see Fig. 3.12b). Longer Rayleigh lengths,
by contrast, exhibit a slower Gouy phase gradient, reducing the pressure
needed for phase-matching. This lower pressure requirement can be advan-
tageous, as it reduces the load on vacuum pumps. For example, a Rayleigh
length of 5 mm enables phase-matching for all gases with less than 3 bar of
pressure.

Finally, even with ionization exceeding the critical fraction (ηe > ηcr), phase-
matching is possible but only after the focus, as the dispersive term becomes
negative (see Eq. 3.41). However, the pressure must be moderate enough
to ensure that its contribution, when combined with the dipole term, still
yields a net positive value.
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3.3. Plasma blueshift and defocusing

Table 3.1: Phase-matching pressure with ηe = 0 and zR = 2 mm. Pressure thresholds
calculated using Eq. 3.43 for Ar, Ne and He and at different wavelengths. The q-th harmonic
photon energy was fixed at 550 eV.

Wavelength
(µm)

PPM (bar)
Ar Ne He

0.8 0.2 - -
1.6 0.5 1.9 3.7
2.2 - 2.6 5.0

3.3 Plasma blueshift and defocusing

It is important to note that the previous analysis assumed on-axis phase-
matching and an undistorted driving field. While useful as a starting point,
these assumptions become less accurate for intense few-cycle pulses, where
plasma-induced effects play a significant role [209, 213]

In addition to energy loss due to ionization [214], which attenuates the field
more on-axis than off-axis, the refractive index change caused by newly
generated electrons distorts the driving waveform. This effect is captured
by the plasma refractive index (Eq. 3.32) [96]:

∆np(r, z, t) ≈ −
ω2

p(r, z, t)
2ω2 ∝ −ηe(r, z, t), (3.44)

where the definitions of plasma frequency (Eq. 3.33) and ionization fraction
(Eq. 3.3) have been used. This equation describes plasma defocusing, as the
stronger negative refractive index in the beam center acts as a negative lens.
Additionally, the instantaneous phase-shift due to plasma, ∆ϕp ∝ −ηe · z,
leads to an instantaneous frequency shift proportional to the ionization rate:

∆ωp(r, z, t) ∝ w(|E(r, z, t)|) · z. (3.45)

This positive frequency shift results in spectral components shifting towards
higher frequencies than the field’s central frequency—a phenomenon known
as plasma blueshift.

Figure 3.13 illustrates the effects of plasma generation on a nearly-single-
cycle Gaussian pulse with a Gaussian beam profile as it propagates through
a Ne target (see Figs. 3.13a-b)7. The on-axis peak intensity at the start of the
medium is set to 4.57 × 1014 Wcm−2. As the pulse propagates, interaction
with the generated plasma reduces the beam intensity, which in turn affects
the ionization fraction along the propagation distance, as shown in Fig. 3.13c.

7The propagation code, developed by I. Tyulnev [215], extends the model of Geissler et
al. (1999) [216] to include third-order effects like SPM and self-steepening.
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Figure 3.13: Nonlinear propagation in ionizing media. (a) Electric field (left axis) at the input
(z = 0; I0 = 4.57 × 1014 Wcm−2) and output (z = Lmed = 0.5 mm) of a Ne target (6 bar), and
ionization fraction evolution (right axis). The critical ionization faction (ηcr = 0.22%) is shown
as a red dotted line. The simulation uses a Gaussian pulse (7 fs, 1600 nm) with a Gaussian beam
profile (w0=100 µm). (b-d) Spatiotemporal intensity distribution at (b) z = 0 and (d) z = Lmed.
(c) Final ionization fraction distribution, ηe(r, z, t → ∞). The ADK model (cycle-averaged) was
used to compute ionization rates. The Tong-Lin model predicts an ionization fraction of 0.63%.

Plasma-induced distortions are more prominent at the center of the beam,
where the ionization is highest, while off-axis regions maintain a more stable
ionization fraction. This distinction is clearly illustrated by comparing the
pulse profiles at the input (z = 0) and output (z = Lmed) of the medium, as
shown in Figs. 3.13b and 3.13d.

Beyond the reduction in intensity, as mentioned earlier, the interaction with
the plasma results in a time-dependent blueshift and a progressively curved
wavefront toward the trailing edge of the pulse, which coincides with the
rapid increase in ionization (Fig. 3.13d). In this simulation, plasma defo-
cusing is less pronounced due to the relatively low ionization fraction; how-
ever, higher ionization fractions would significantly accentuate this effect
[209, 217].

From these observations, one can infer the impact of pulse deformation on
the phase-matching of HHG and the generation of IAPs. For HHG phase-
matching, as seen in the on-axis profile in Fig. 3.13a, near the input (z = 0)
of the medium, ηcr is reached close to the peak of the pulse. Harmonics gen-
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3.4. Energy cutoff wavelength-scaling

erated at this point, with the highest photon energies, can be preferentially
phase-matched near the beginning of the medium. As the pulse propagates,
the ionization fraction decreases, and, as shown in Fig. 3.13c, around 100 µm
into the medium, the ionization fraction at the end of the pulse (ηe(t → ∞))
approaches ηcr. This suggests that harmonics generated during the weaker,
later cycles of the pulse, with lower photon energies, can be preferentially
phase-matched further along the propagation path.

Plasma defocusing also plays a crucial role in IAP generation. By further
attenuating the weaker cycles that follow the stronger cycle near the pulse
peak, this defocusing effect helps to generate even lower-energy harmon-
ics. These lower-energy harmonics can then be used in combination with
amplitude gating (see Sec. 3.5) to produce a broadband IAP.

The plasma-induced phase-matching mechanisms described above are closely
connected to transient phase-matching techniques, such as non-adiabatic
self-phase-matching (NSPM) and phase-matching in the overdriven regime
[212, 213, 217–222]. These techniques exploit rapid changes in the driving
waveform to achieve phase-matching over specific regions of the medium.

3.4 Energy cutoff wavelength-scaling

The quest to extend HHG towards higher energies, particularly within the
water window (284 - 543 eV), while simultaneously achieving high photon
flux has been a central focus for nearly three decades. Two main strategies
have been explored: increasing the laser intensity or the driving wavelength.

• Increasing intensity: While this approach successfully extends the
HHG cutoff, it also has significant drawbacks. It depletes the atomic
ground state (reducing the likelihood of electron recombination) and
generates excessive plasma (causing phase-mismatch and distorting
the driving field). Ultimately, these effects generally limit both the
HHG photon flux and beam quality, hindering any practical applica-
tion.

• Increasing wavelength: Allows for significantly higher photon ener-
gies with minimal changes in wavelength due to the quadratic scaling
and relaxes the intensity requirements. However, a major drawback of
this approach is the substantially decreased conversion efficiency, un-
favorably scaling as ∼ λ−(5−6)[41], which arises primarily from the in-
creased quantum diffusion. OP(CP)A platforms (described in Sec. 2.3)
and novel mid-infrared laser architectures, with their energy/power
scalability, offer the most suitable means for overcoming this issue and
have become the mainstream for future soft X-ray HHG sources.
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3. High-order harmonic and attosecond pulse generation

Intensity-scaling

Early demonstrations [223–231] of cutoff extension into the water window
range, due to the widespread availability of the already-existing Ti:Sa tech-
nology, focused on increasing the intensity of 800 nm pulses, targeting in-
tensities of ∼ 1015 − 1016 W/cm2 with helium as the preferred gas due to
its high ionization threshold. Strategies included increasing laser energy,
tighter focusing, and utilizing shorter pulses (down to a few-cycle duration),
with the latter approach offering a substantial advantage. As discussed in
Sec. 3.1.2, since plasma density builds up during each half-cycle of the laser
field, fewer cycles effectively reduce plasma levels and ground-state deple-
tion at the end of the pulse.

As laser intensities approach and exceed ≈ 1016 W/cm2, neutral atoms be-
come fully depleted, shifting HHG toward generated ions. This allows for
significantly higher photon energies, as ions can withstand greater intensi-
ties without further ionization. However, freed electrons can travel larger
distances at these high intensities before recombination, increasing the like-
lihood of interactions with neighboring atoms. This challenges the Single
Collision Condition (SCC – the assumption of no such interactions), reduc-
ing HHG efficiency and producing spatially and temporally incoherent radi-
ation [232]. Even within the intensity range where the SCC remains mostly
valid, excess plasma hinders conventional phase-matching, and specialized
techniques such as quasi-phase-matching (QPM) [226, 230, 231] or NSPM
[218, 233] are needed to optimize the HHG yield.

NSPM arises from the rapid ionization dynamics within a single cycle of
the intense laser pulse, in contrast to the adiabatic case where the system
responds smoothly to slow electric field changes. As the medium experi-
ences the peak of the pulse, rapid plasma buildup leads to both an intensity
decrease and a steep change in the refractive index. The latter results in a
time-dependent blue-shift that increases towards the end of the pulse. Such
dynamic blue-shift, along with the intensity reduction, directly modifies the
electron trajectories and consequently influences the phase of the emitted
harmonics [234–236]. This, even under high plasma levels, can allow tran-
sient (e.g., within a half-cycle) phase-matching at specific locations and over
short distances within the medium [213, 218, 233], at a scale well below the
Rayleigh length.

An alternative approach to address the plasma-induced phase mismatch is
QPM. In QPM, periodic modifications to the harmonic generation medium
are used to counteract the phase mismatch that limits the high-energy har-
monic buildup. Experiments have demonstrated QPM in the water win-
dow spectral range, primarily by modulating the intensity and phase of
the driving field along the propagation axis. This can be achieved through
waveguide diameter changes [226], with successive gas targets exploiting
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3.4. Energy cutoff wavelength-scaling

the diffraction of the focused driving field [231], or by exciting multiple
waveguide modes [230] whose interference creates an on-axis modulation.
Unlike traditional QPM in perturbative nonlinear optics, where the mate-
rial’s crystalline structure is altered, HHG schemes focus on manipulating
the driving field itself, thereby exploiting the dependence of HHG on the
field’s waveform.

While NSPM and QPM both offer strategies to overcome phase-matching
limitations, their implementation for high-energy, high-flux IAP sources
presents challenges. NSPM relies on strong plasma-induced reshaping of
the driving field, reducing controllability and affecting HHG efficiency. QPM,
particularly waveguide-based schemes, faces material damage thresholds,
and fixed modulation periods limit flexibility for phase-matching broad-
band IAPs driven by infrared sources. These limitations have led to a shift
in research towards using longer wavelengths and neutral media to achieve
phase-matching.

Wavelength-scaling

The dramatic increase in HHG energy cutoff (from 64 to 160 eV) observed
when shifting the driving-field wavelength in neutral argon atoms from
800 nm to 1.5 µm [237] inspired investigations into extending this princi-
ple to neon and helium for generating harmonics within and beyond the
water window spectral range [191]. Experiments utilizing near- and mid-IR
drivers (centered between 1-4 µm wavelengths) in both free-focusing [24, 40,
194, 238–245] and waveguide [31, 46, 195, 246–248] geometries successfully
implemented this scheme, after optimization of the macroscopic conditions
(i.e., medium dimensions, geometry, and density). This wavelength-scaling
holds promise, as evidenced by the observation of harmonics up to 1.6 keV
[46] and the development of nJ-class water window HHG systems [40]. Im-
portantly, it demonstrates adaptability across a range of laser sources (high-
energy [40], high-repetition-rate [194, 240], with few-cycle [29, 30, 249] down
to sub-cycle pulse durations [250]).

The success and adaptability of this wavelength-scaling approach, stems
from key advantages: Firstly, it exploits the quadratic scaling nature of
HHG energy cutoff, enabling the use of lower intensities (≈ 1014 W/cm2),
thus reducing the degree of ionization in the medium and facilitating phase-
matching. Secondly, this approach is energy/power scalable, meaning op-
timal focusing conditions (or waveguide dimensions) can be adapted for
higher energy/power lasers while maintaining low plasma levels.

Despite its advantages, this approach also naturally faces certain limitations
and challenges. The low efficiency of the single-atom response necessitates
higher pressures to both maximize the number of emitters and achieve
optimal phase-matching. This presents challenges in developing complex
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Figure 3.14: Principle of amplitude gating. Recombining electron cutoff trajectories (i) and (ii)
their kinetic energy vs. recombination time for (a) a 5-cycle, (b) a 2-cycle, and (c) a single-cycle
800-nm laser pulse. Cutoff trajectories are normalized to the maximum excursion displacement
(x0, Eq. 3.7) , with the driving electric field shown for reference (green line). Trajectories are
color-coded by their recombining energy.

medium architectures capable of handling multi-atmospheric pressures, as
well as the need for powerful pumping systems to mitigate reabsorption
of harmonics. Moreover, developing high-energy/average power mid-IR
sources, essential for high-flux water window HHG, remains a complex re-
search and engineering task. The added requirements of near-single-cycle
durations and CEP stability for IAP generation increase the complexity of
this development further.

3.5 Isolated attosecond pulse (IAP) generation

Pump-probe, time-resolved spectroscopies investigating electronic dynam-
ics require isolated attosecond pulses (IAPs). However, HHG naturally pro-
duces APTs, with bursts emitted every half-cycle of the driving laser. To
address this, techniques have been developed to isolate single attosecond
pulses. These techniques either restrict the HHG process to a single recolli-
sion or extract a single pulse from the train. For a comprehensive analysis
of these methods, the reader is referred to Refs. [2, 11, 251–254]. Techniques
that have been applied both in the EUV and water window ranges are:

• Amplitude gating: Initially utilized with few-cycle pulses [12], the
amplitude gating (AG) technique progressively improves as pulses ap-
proach the sub-cycle regime [50, 255, 256] (ideally a half-cycle dura-
tion [117]). Figure 3.14 shows the principle of amplitude gating. As
pulse duration decreases, amplitude differences between neighboring
electric field half-cycles become more pronounced, and are directly
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3.5. Isolated attosecond pulse (IAP) generation

mapped onto distinct cutoff energies for each attosecond burst. The
most intense half-cycle generates the highest cutoff. Strategic spectral
filtering between the highest cutoff and its nearest neighbor isolates
the corresponding attosecond burst (shown in Fig. 3.14 as the most
energetic cutoff trajectory). Lower-energy components, resulting from
interference between multiple bursts, are blocked, ensuring an IAP.

As shown by Fig. 3.14, for a five-cycle pulse, the minimal half-cycle
cutoff differences make filtering impractical. With a two-cycle pulse,
filtering becomes viable near the cutoff of the most intense burst, as
experimentally demonstrated by Hentschel M., et al. (2001) [12]. A
single-cycle pulse provides an even wider filtering window, extending
into the plateau of the brightest burst (as shown by Goulielmakis E.,
et al., 2008 [50]). As later chapters will reveal, sub-cycle pulses enable
filtering a significant portion of the HHG plateau up to the cutoff, fa-
cilitating the generation of broadband isolated attosecond pulses [256].
Importantly, sufficiently short pulses naturally confine ionization to
the most prominent half-cycle, suppressing it in the neighboring cy-
cles. This means the pulse itself effectively acts as a temporal gate,
with its width directly proportional to the laser period. Moreover, as
shorter pulses concentrate more energy into the central half-cycle, the
IAP generation can become more efficient, as less energy is spent onto
the weaker neighboring pulses.

The AG technique has been successfully applied not only in the EUV
range, but also to generate broadband isolated attosecond pulses in
the early soft X-ray [162] and even the water window range [29, 30, 32,
143, 212], with transient phase-matching dynamics also contributing
to the isolation process.

• Polarization gating: This technique functions as a temporal gate, ex-
ploiting electron trajectories trajectory under varying polarization to
isolate a single attosecond burst [257]. A driving field combining lin-
ear and elliptical polarization suppresses HHG during the elliptically
polarized half-cycles. During linear polarization, the electron can re-
combine with its parent ion, enabling HHG. In contrast, elliptical polar-
ization displaces trajectories, preventing them from recombining. By
positioning the linearly polarized gate within the most intense, central
cycle, while placing the elliptical polarization section on the leading
and trailing edges, ensures the generation of a single burst. Polariza-
tion gating (PG) has been applied in the EUV spectral range [258, 259]
and even in the water window range [249, 260]. Techniques that extend
the principles of (PG) have been developed and applied mostly in the
EUV regime. Some of these are Double Optical Gating (DOG) [261–
264] generalized DOG [265, 266] (both which were applied also in the
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3. High-order harmonic and attosecond pulse generation

soft X-ray regime [267, 268]), interferometric PG [269] and Polarization-
Assisted Amplitude Gating (PASSAGE) [270].

The main advantage of PG (and most of its variations) is the flexibility
in driving pulse duration requirements [266] and its ability to gener-
ate ultrabroadband - spanning a large portion of the plateau up to
the cutoff energy- isolated attosecond pulses. Amplitude gating, in
contrast, requires sub-cycle durations to achieve similar spectral band-
widths. However, PG potentially faces challenges in both conversion
efficiency and scalability to higher intensities. While further exper-
imentation is needed for a definitive assessment, longer pulses can
lead to higher ionization fractions at high intensities. Techniques like
DOG partially mitigate this, but excessive plasma generation (affecting
phase-matching) and/or ground state depletion could still limit effi-
ciency. Additionally, the energy distribution across the elliptically po-
larized portions reduces the energy dedicated to the isolated pulse, po-
tentially lowering conversion efficiency compared to a sub-cycle pulse
where most of the energy is concentrated within the main cycle.

• Spatiotemporal gating: By imposing a wavefront rotation on the driv-
ing field, this technique angularly separates attosecond pulses gener-
ated during different half-cycles [145, 220]. The rotation causes each
burst to be emitted perpendicular to the instantaneous wavefront of
the driving laser at its generation, resulting in distinct propagation
directions. An IAP is obtained after spatial filtering in the far field.
Unlike previous techniques focusing on temporal manipulation of the
driving waveform, this gating approach exploits spatiotemporal cou-
plings.

Similar to polarization gating, this technique offers flexibility in driv-
ing field pulse duration and can generate broadband isolated attosec-
ond pulses without requiring sub-cycle durations. However, sensitiv-
ity to fluctuations in the driving laser’s CEP is a disadvantage. CEP
shifts alter the birth location of the attosecond pulse within the rotating
wavefront, directly changing its propagation direction. This leads to
CEP-driven pointing fluctuations, potentially limiting the experimen-
tal applicability of this technique.

3.5.1 Half-cycle cutoffs

IAP generation is highly sensitive to the CEP, which directly affects the emis-
sion timing, cutoff energy, and amplitude of attosecond bursts [271]. This
sensitivity results in a π-periodic modulation of the cutoff energy and yield
of each attosecond burst emitted within each half-cycle of the laser field as
the CEP varies. A CEP scan, where a series of HHG spectra is recorded as
a function of CEP, reveals these modulations, commonly referred to as half-
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cycle cutoffs. These cutoffs can serve as a signature of IAP generation (see
Fig. 3.15).

With few-cycle pulses (Fig. 3.15a), the absence of significant CEP influence
on half-cycle amplitudes results in spectral fringes across the entire HHG
spectrum, irrespective of the CEP value. This leads to a relatively constant
amplitude of attosecond bursts in the time domain as the CEP varies. The
spectral fringes spanning the entire spectrum arise because, as illustrated in
Figure 3.14a, the attosecond bursts emitted within each half-cycle share a
similar cutoff (or bandwidth), thus generating spectral interference.

For single-cycle pulses (Fig. 3.15b), specific CEP values can cause one half-
cycle cutoff to dominate, producing a fringe-less continuum at the highest
energies, which can be filtered to extract an IAP. In the low-energy region
of the spectrum, as shown in Figure 3.14c, spectral fringes arise due to the
presence of satellite pulses that spectrally overlap in that regime. Other CEP
values can enhance the intensity of these satellite pulses, causing them to
cover the same spectral bandwidth as the main emitted burst, resulting in
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3. High-order harmonic and attosecond pulse generation

fringes across the entire spectrum.

Finally, in the sub-cycle regime (Fig. 3.15c), a broad, continuous, fringe-
less spectrum emerges due to spectral fringes shifting to lower energies and
being potentially blocked by a metallic filter. The time domain reveals the
emission of a high-contrast IAP. In comparison to longer pulses, at other CEP
values, emission in the sub-cycle regime can be almost entirely suppressed.
Thus, in this example, such a strong CEP-dependent modulation is related
to a high-contrast IAP.

The observation of such a well-defined pattern generally suggests IAP gener-
ation, however, techniques like attosecond streaking are required to provide
a more direct confirmation. Such strong π-periodic modulation of half-cycle
cutoffs have been extensively observed in the EUV [140, 256, 270], and soft
X-ray ranges [29, 32, 162, 250, 267], and attosecond streaking experiments
have repeatedly demonstrated the involvement of IAP generation.

3.6 Attosecond streaking

Since its early experimental implementations [12, 272], attosecond streaking
[139] has been the standard technique for characterizing IAPs. In contrast,
the Reconstruction of Attosecond Harmonic Beating by Interference of Two-
photon Transitions (RABBIT) [273] is the established method for characteriz-
ing APTs. As this thesis focuses on IAPs, RABBIT-related measurements are
not discussed further.

Attosecond streaking functions as a cross-correlation measurement in a no-
ble gas, between the IAP and a synchronized streaking field (the same gener-
ating the IAP), both featuring parallel polarization. The IAP liberates photo-
electrons, and the streaking field modulates their kinetic energy. The streak-
ing field must be strong enough to modulate the photoelectron’s kinetic
energy (ideally shifting it by at least its own spectral bandwidth) but weak
enough to avoid further ionization. By aliginig the fields’ polarization with
the detector and analyzing the photoelectron kinetic energy as a function of
the IAP-streaking field delay, both the IAP and the streaking field itself can
be characterized.

3.6.1 Electron time-of-flight (eTOF) spectrometer

Attosecond streaking relies on the measurement of photoelectron spectra.
This is often achieved with an electron Time-Of-Flight (eTOF) spectrome-
ter. The eTOF operates on the principle that the time (τTOF) it takes for a
photoelectron, from its generation point to reach a detector positioned at
a known distance (Ld) within the spectrometer, is inversely proportional to
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3.6. Attosecond streaking

the electron’s initial velocity. This relationship enables the determination of
the photoelectron’s kinetic energy as:

Ek =
1
2

me

(
Ld

τTOF

)2

(3.46)

One of the common types of eTOF spectrometers, as the one used in this
thesis, consists of an electrostatic lens, a drift tube, a post-acceleration stage,
and the detector [274]. The entire assembly is typically enclosed within a
µ-metal shield to minimize the influence of Earth’s magnetic field. The elec-
trostatic lens serves to increase the collection angle of photoelectrons or to
decelerate them, thereby enhancing the energy resolution [52]. In the drift
tube, electrons propagate in either a field-free region or under a controlled
electric field to mitigate the effects of any residual magnetic fields. The
post-acceleration stage accelerates the electrons to ensure they meet the de-
tection threshold of the detector, typically a Microchannel Plate (MCP) stack
in Chevron configuration coupled to an anode. When electrons strike the
MCPs, they trigger an avalanche of secondary electrons, resulting in signal
amplification. This amplified electron signal induces a current in the anode,
which is subsequently detected and processed by the electronics. This de-
tected signal serves as the stop signal, while the start signal can be derived
from a synchronized electrical signal generated by the optical laser. The time
difference between these two signals corresponds to the time-of-flight τTOF
in Eq. 3.46.

3.6.2 Direct measurement of optical waveforms

The mechanism by which attosecond streaking measures the optical streak-
ing field can be understood through a classical approach. An IAP with
energy hν liberates a photoelectron at a delay τ with respect to the streak-
ing field (characterized by its vector potential A(t)). The photoelectron has

initial momentum p0 =
√

2meE0
k and kinetic energy E0

k = hν − Ip. Since,
hν ≫ Ip, the photoelectron rapidly escapes into the continuum and its sub-
sequent motion is dictated by the streaking field (i.e., the SFA remains valid).
Integrating Newton’s equations (Eq. 3.4) from the release time (t = τ) until
the field ends (t → ∞), and noting that A(t → ∞) = 0 (due to the absence
of DC components), yields the final (streaked) momentum pk:

pk(τ) ≡ p(t → ∞) = p0 − eA(τ) (3.47)

Consequently, the final kinetic energy Ek = p2
k/2me can be expressed as:
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Figure 3.16: Direct electric field measurement. (a) Simulated photoelectron spectrogram
in Ne (Ip = 21.7 eV). The simulation employs an experimentally measured streaking field. (b)
Central kinetic energy (corresponding to center-of-mass trace indicated in (a) as a black line).
(c) Vector potential computed via Eq. 3.48, and (d) corresponding electric field.

Ek(τ) = E0
k − ev0 · A(τ) +

e2

2me
A2(τ), (3.48)

where v0 = p0/me is initial velocity. Equations 3.47-3.48 demonstrate how
the streaking field accelerates and decelerates the photoelectron, influencing
its momentum and kinetic energy. Importantly, the quadratic dependence of
Eq. 3.48 on the vector potential A(τ) allows its determination by measuring
Ek at each delay τ (in practice, extracted from the photoelectron spectrum’s
Center-Of-Mass (COM)). A simple derivative with respect to the delay axis
then yields the corresponding streaking electric field, i.e.,

E(τ) = −dA
dτ

(τ). (3.49)

Note that this technique provides full characterization of the light wave as
it retrieves the electric field with its absolute magnitude. This establishes it
as one of the most accurate electric field measurement techniques to date.
Figure 3.16 illustrates the procedure to retrieve the electric field according
to Eqs. 3.48-3.49.

Naturally, this direct retrieval approach has limitations. It assumes a monochro-
matic and instantaneous ionization process, neglecting the temporal extent
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and spectral bandwidth of the IAP. These assumptions stem from the clas-
sical treatment, which ignores the wavepacket nature of the released pho-
toelectron. If the IAP has a complex temporal structure or significant band-
width, the initial velocity distribution becomes important, and this treatment
loses validity. To account for these effects, a semiquantum mechanical ap-
proach is needed [139, 275].

3.6.3 Attosecond pulse reconstruction

As discussed in Sec. 3.5.1, the observation of π-periodic half-cycle cutoffs in
the HHG spectrum (see Sec. 3.5.1) suggests the presence of IAPs. However,
definitive confirmation and characterization of these pulses require a well-
defined attosecond streaking trace, characterized by smooth and continuous
photoelectron spectra at each delay. The presence of spectrally overlapping
satellite pulses alongside the primary attosecond burst would result in the
appearance of fringes in the photoelectron spectra, progressively transition-
ing the measurement into a RABBIT-like trace with increasing number of
pulses [2].

To accurately reconstruct the streaking trace and reveal the temporal profile
of the emitted HHG burst, a semiquantum model of the cross-correlation
measurement is employed. This model involves determining the photoelec-
tron wavepacket’s evolution under the combined electric field Etot(t, τ) =
E(t) + Eh(t − τ) of the delayed HHG burst, Eh(t − τ), and streaking field,
E(t). Under the SFA, the total wavefunction can be expressed as in the
Lewenstein model (see Sec. 3.1.4), where the continuum states of the pho-
toelectron wavepacket are weighted by complex coefficients b(v, t, τ). These
coefficients now capture the wavepacket’s time evolution under the com-
bined field at a specific delay τ.

Unlike in HHG, the attosecond burst is the one promoting the electron from
its highest-occupied electronic orbital to the continuum via a single-photon
transition. Once released, the electron is only accelerated by the streaking
field. With these considerations, the photoelectron wavepacket’s complex
amplitude after both pulses have ended (t → ∞) is (in atomic units) [52]:

b(v, τ) = i
∫ ∞

−∞
dtEh(t − τ) · d(v + A(t))

× exp
{
− i

[(
Ip +

v2

2

)
t +

∫ ∞

t
dt′

(
vA(t′) +

A2(t′)
2

)]}
(3.50)

Thus, the probability of measuring the photoelectron with velocity v and
delay τ is given by:
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3. High-order harmonic and attosecond pulse generation

S(v, τ) ≡ |b(v, τ)|2 (3.51)

Equation 3.50 incorporates the full temporal structure of both the attosec-
ond burst and streaking fields, as no assumptions have been made regard-
ing their specific waveforms. Moreover, it shows that the photoelectron
wavepacket inherits the HHG field’s temporal structure (Eh), reshaped by
the ground-to-continuum, complex-valued transition matrix element d(v),
which accounts for the atom’s spectral response. The exponential phase term
closely resembles Eq. 3.48 derived from the classical approach, however, the
vector potential acts now on all the velocities (v) within the wavepacket. This
explicitly reveals the streaking field’s role as a phase modulator.

For narrowband IAPs, where the ejected photoelectron satisfies v0 ≫ ∆v,
the central momentum approximation (CMA) applies. This simplifies Eq.
3.51 to a FROG-like form [276]. Using an iterative algorithm [277, 278] both
the IAP and streaking field pulses can be reconstructed.

The broadband IAPs generated in the experiments presented in this the-
sis violate the CMA. Furthermore, the employed sub-cycle streaking fields
possess arbitrarily complex waveforms, precluding any simplifications [279,
280] that could compromise reconstruction accuracy. Therefore, these exper-
imental conditions require a reconstruction algorithm that makes use of the
full photoelectron wavepacket expression given by Eq. 3.50.

3.6.4 Volkov transform generalized projection algorithm

This thesis employs the Volkov transform generalized projection algorithm
(VTGPA) developed by Keathley, P.D. et al. (2016) [281]. VTGPA’s flexibility
allows the reconstruction of both broadband IAPs (without relying on the
CMA) and streaking fields with arbitrary shapes.

Briefly, VTGPA initializes guesses for the attosecond burst and streaking
field, then numerically integrates to compute the spectrogram S(v, τ) (Eq.
3.51). The reconstruction employs complex-valued dipole transition matrix
elements for Kr, Ar, and Ne, calculated using the method described in [282].
Similar to other FROG techniques, VTGPA includes a projection step. How-
ever, it minimizes the difference between the computed and (projected) ex-
perimental spectrograms directly in the time-velocity domain, eliminating
the need for Fourier transforms. The attosecond pulse is modeled as:

Eh(t) = εh(t)eiϕh(t), (3.52)
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Figure 3.17: Attosecond streaking reconstruction with VTGPA. (a) Simulated photoelectron
spectrogram (as in Fig. 3.16). The IAP is modeled as a chirped Gaussian pulse centered at 60
eV. (b) Reconstructed spectrogram after 300 iterations (N=60 cubic-spline interpolation points).
(c) Comparison of simulated (blue dots), center-of-mass (COM)-retrieved (green, with Eq. 3.48),
and reconstructed (red) electric fields. (d) Simulated (blue dots) and reconstructed (red) IAP
envelope intensity profile (left axis) and phase (right axis). Adapted from [256].

where εh is an envelope function and ϕh an instantaneous phase. The streak-
ing field’s vector potential is expressed as the product of a cubic-spline in-
terpolated envelope function ÃN (with N anchor points) and a carrier wave
defined by a polynomial expansion:

A(t) = ÃN(t) cos(α0 + α1t + α2t2 + ... + αktk), (3.53)

The attosecond burst’s initial guess is an IAP with a Gaussian envelope
(central energy inferred from the spectrogram), while the streaking field’s
initial guess is user-defined based on pulse duration and central wavelength.
For the complex waveforms used in this thesis, up to N = 60 points were
necessary for the envelope function and k = 3 coefficients for the carrier
wave (see Fig. 3.17).

VTGPA’s efficacy in reconstructing broadband IAPs has been demonstrated
in recent studies [162, 256, 283]. Furthermore, its versatility has been ex-
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3. High-order harmonic and attosecond pulse generation

tended to consider multiple atomic energy levels [162], spatial averaging
upon detection [284], and computational efficiency [285].
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Chapter 4

Sub-cycle optical field synthesis

This chapter details the technology used in this thesis to generate custom-
tailored sub-cycle waveforms with the Parametric Waveform Synthesizer
(PWS). Attosecond streaking measurements confirm successful waveform
synthesis and demonstrate the synthesizer’s short- and long-term stability –
necessary for attosecond science applications. The content presented herein
draws heavily on Refs. [110, 126].

4.1 Coherent waveform synthesis

The primary approach for generating custom-tailored sub-cycle optical pulses
relies on coherent waveform synthesis [70]. This technique involves the con-
trolled interference of multiple constituent pulses. The synthesized wave-
form results from the coherent superposition of N individual electric fields,
Ei(t), expressed as:

E(t) = E1(t) + E2(t) + . . . + EN(t), (4.1)

and each constituent field Ei(t) can be written as

Ei(t) = ε i(t − τ1i) cos(ωi(t − τ1i) + φi) (4.2)

Following a similar definition to that introduced in Sec. 2.1, the field enve-
lope function is represented as ε i(t) = Ei

0 ε̂ i(t), where Ei
0 is the field ampli-

tude and ε̂ i(t) is the normalized envelope shape. The constituent field is
further defined by its central angular frequency (ωi), a phase offset (φi), and
a time offset relative to the reference field E1(t) (whose envelope centers at
t = 0, implying τ11 = 0). Note that φi denotes the CEP of the i-th field.
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4. Sub-cycle optical field synthesis

(a) (b) (c)
Field 1

Field 2

Synthesis

Inst.

intensity

ΔΦ

τ 

Figure 4.1: Coherent waveform synthesis. (a) Two constituent fields (orange: Field 1, green:
Field 2) with coincident envelopes and carrier waves. (b) The same fields with a phase offset
(∆ϕ) by introducing a CEP shift in Field 1 (φ1 in Eq. 4.2). (c) The same fields with a relative
delay (τ) but no phase offset. The fourth row depicts the resulting instantaneous intensity (blue)
and corresponding intensity envelope (red) for each scenario.

For fixed constituent waveform shapes and carrier frequencies ωi, arbitrary
synthesized waveforms can be tailored through adjustments to the ampli-
tude of each constituent pulse, their relative delays, and their CEPs. The
duration of the constituent fields determines the temporal window within
which the synthesized waveform’s properties can be manipulated. Thus, in
order to achieve control on a few-femtosecond timescale with constituent
pulses in the optical range, these pulses must themselves span only a few
oscillation cycles.

Figure 4.1 illustrates the principle of waveform synthesis using two single-
cycle pulses of equal amplitude, one oscillating at twice the frequency of
the other. When these pulses perfectly overlap in time (Fig. 4.1a), the syn-
thesized waveform exhibits its shortest possible duration. Small changes in
either the phase offset (∆ϕ) or relative delay (τ) between these pulses (Fig.
4.1b-c) significantly alter the waveform’s shape. Furthermore, upon defining
the constituent pulse intensity as Ii(t) = |Ei(t)|2, the instantaneous intensity
of the resulting synthesized waveform follows:
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Figure 4.2: Waveform synthesizer schemes. (a) HCF-based: Broadband HCF output split
into channels, each adjustable in CEP, delay, and phase before recombination. (b) Parallel PWS:
Broadband seed split, amplified in parallel channels with dedicated amplifiers. (c) Both HCF
and parallel PWS allow per-channel manipulation (delay, CEP) and chirped mirror compression.
Dichroic recombination yields the final pulse, requiring precise synchronization. (d) Serial PWS:
Shaped broadband seed sequentially amplified in spectral regions along a common path, necessi-
tating full-bandwidth compression optics. Adapted from [116].

I(t) = I1(t) + I2(t) + 2|E1(t)||E2(t)|, (4.3)

This equality demonstrates the potential for strong modulation of the result-
ing instantaneous intensity through control of relative phase and relative
delay between the constituent fields (see last row in Fig. 4.1). Moreover, the
intensity can exceed the simple sum of individual field intensities, creating
temporary, abrupt enhancements. This phenomena have a strong impact on
HHG, as detailed in Ch. 5.

4.1.1 Waveform synthesizers

Three main approaches have been developed for coherent waveform synthe-
sis, as illustrated in Fig. 4.2. Table 4.1 summarizes recent synthesizer se-
tups (reported after 2016) that employ these schemes. The table details the
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4. Sub-cycle optical field synthesis

Table 4.1: Overview of waveform synthesizer setups (from 2016 onwards). Adapted from [116].
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4.1. Coherent waveform synthesis

laser systems used, constituent pulse characteristics (energy, central wave-
length, duration), and the duration of the final synthesized waveform. These
schemes can be classified as follows:

• HCF-based scheme: This design utilizes a parallel architecture to spec-
trally divide the ultrabroadband output from a CEP-stable pump-driven
HCF. Independent dispersion management, compression to few-cycle
durations, CEP control, and timing adjustment are applied to each
band before recombination. This enables highly customized waveform
synthesis [115]. Notably, this scheme offers the sufficient flexibility
that allows integration of up to four spectral channels while maintain-
ing a relatively small footprint [293]. This compact design promotes
setup stability, as demonstrated in the synthesizer’s successful use in
attosecond-resolved experiments [154, 255, 294].

Building upon the scheme pioneered in the visible range by Wirth et
al. (2011) and Hassan et al. (2012) [115, 255] employing a kHz Ti:Sa
pump, an upgrade of the system [117] demonstrated the synthesis of
a 320-µJ half-cycle pulses lasting only 980 as. This is the only system
capable of producing an IAP in the visible range to date. More recently,
Ridente et al. (2022) [157] extended this approach to the infrared range
using a kHz Yb:YAG laser system, demonstrating the synthesis of 5-µJ
sub-cycle pulses with a duration of 3.8 fs (0.7 cycles) at λ0 ≈ 1.7 µm.

Despite their advantages and unique properties, HCF-based synthe-
sizers face limitations such as inherent energy/power scalability re-
strictions (discussed in Sec. 2.4.2). Additionally, their spectral non-
uniform broadening often results in significant energy differences be-
tween spectral components. For instance, in the synthesizer by Hassan
et al. (2016) [117], the highest frequency component (at ≈ 0.3 µm) con-
tains nearly two orders of magnitude less energy than the component
at the fundamental frequency (at ≈ 0.8 µm).

• Parallel scheme: In a PWS, a single CEP-stable beam derived from the
pump laser seeds multiple OP(CP)As. This seed beam can be manipu-
lated in two ways: it can either be first spectrally broadened and then
split into constituent spectral channels, or it can be split into chan-
nels and then undergo spectral broadening within each. Following
this manipulation, cascaded OP(CP)As pumped by the main laser, am-
plify the CEP-stable seed within each channel’s specific spectral range.
Before recombination, independent dispersion management, CEP con-
trol, and delay adjustment are applied in each channel, along with a
portion of the combined beam being dedicated to diagnosis and syn-
chronization. This design allows for extensive customization of each
channel.

Compared to the HCF-based waveform synthesizer, the parallel PWS
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4. Sub-cycle optical field synthesis

scheme is inherently more complex and spatially demanding. This
complexity makes waveform synthesis, i.e., the sub-cycle locking of
relative delays and CEP across independent constituent pulses, more
challenging. However, this scheme offers significant advantages: en-
ergy scalability can be achieved by adding OP(CP)A stages, and the
achievable bandwidth can be extended by incorporating additional
spectral channels with tailored optics. Importantly, unlike the HCF-
based synthesizer, a PWS can maintain a more uniform energy distri-
bution across spectral channels, avoiding the orders-of-magnitude dif-
ferences seen in HCF systems. This characteristic is evident in existing
PWS setups, where constituent pulses often possess average energies
within the same order of magnitude, and up to three spectral channels
have been successfully integrated [290, 291]. A more homogeneous
spectral distribution enables the synthesis of a wider variety of wave-
forms.

A number of synthesizer setups based on this scheme have been suc-
cessfully implemented with various systems, based on Ti:Sa [110, 291]
and Yb:YAG [286, 287, 290] pump lasers. These setups demonstrate the
scheme’s versatility, enabling synthesis across the near-infrared (≈ 1 -
1.4 µm) [110, 286, 290, 291] and into the mid-infrared (at ≈ 4.2 µm)
[287] spectral ranges, and with the capability of producing pulses with
durations spanning from nearly half-cycle [110] to nearly-single-cycle
[287, 290] and extending into the few-cycle regime [286, 291]. More-
over, these systems have demonstrated the scheme’s adaptability to
different energy levels, ranging from tens of microjoules [286, 287, 290]
to the sub-mJ level [110] and even multi-mJ energies [291].

As will be discussed in detail in the next section, this particular scheme
is the one implemented in the waveform synthesizer used in this thesis.
It enabled the synthesis of 0.6-cycle pulses at 1.4 µm with 0.5 mJ of av-
erage energy using a kHz Ti:Sa system [109]. Other setups, mentioned
in the previous paragraph, have successfully demonstrated variations
of this scheme utilizing the signal, pump, and idler from an OPA as
constituent pulses [287, 291, 292].

• Serial scheme: In a serial PWS, a CEP-stable seed undergoes spec-
tral broadening via WLG. The resulting broadband spectrum is then
directed into a pulse shaper, where its spectral phase is sculpted to
achieve a desired waveform. This tailored signal is subsequently am-
plified through cascaded OPAs tuned for specific spectral ranges and fi-
nally compressed. Since pulses travel a common path, there is no need
for complex recombination optics, simplifying synchronization (often
requiring only active CEP stabilization). While potentially energy-
scalable, achievable bandwidth, as with HCF-based synthesizers, is
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4.2. Parametric waveform synthesizer

limited by the initial seed’s broadband spectrum. Additionally, the
need for ultrabroadband, low-dispersion optics presents a bandwidth
limitation, posing challenges for phase manipulation.

Waveform shaping in serial synthesizers can be less flexible due to
the lack of individual delay and CEP control. While AOPDFs can be
used, they introduce power losses and potentially narrow the achiev-
able bandwidth even further. These constraints complicate the synthe-
sis of sub-cycle pulses.

This synthesis scheme has been successfully implemented by Rivas et
al. (2017) [288] with a 10 Hz, Nd:YAG laser system. To date, this is
the near-infrared system delivering the highest output energy (100 mJ)
with synthesized pulses lasting less than 2 cycles, reaching multi-TW
peak power levels. Notably, Lin et al. (2020) [289] employed a hybrid
approach (serial + parallel) using a 200 Hz Ti:Sa system. They achieved
sub-cycle pulses (0.73 cycle duration) with 32 µJ average energy at
1.8 µm, with amplification in a serial OPA configuration but parallel
dispersion management.

4.2 Parametric waveform synthesizer

This section introduces the parallel PWS setup used in this thesis [110, 126],
starting with a general system overview before providing a more elaborate
description of individual components.

The system builds upon a previous version [295], and was extensively re-
engineered by Dr. Giulio Rossi and Dr. Roland Mainz. Their work included
a complete optomechanical redesign (including modifications to the pump
laser beam path) and implementation of active stabilization for coherent
temporal superposition. Dr. Rossi and Dr. Fabian Scheiba characterized
the temporal profile of the constituent pulses, compressing them near their
FTL duration [296]. For a detailed description of these steps, please refer
to Refs. [109, 130, 297]. The author of this thesis, along with Dr. Scheiba,
implemented the spatial overlap of the constituent beams and characterized
their transverse beam profiles [298]. These contributions, in conjunction
with the substantial foundational work established previously, enabled the
successful synthesis of the sub-cycle waveforms reported in this section.

Figure 4.3 presents a schematic overview of the PWS architecture, including
its key subsystems and diagnostics. The heart of the system is a commer-
cial pump laser1 delivering 20 mJ, 150 fs pulses at a 1 kHz repetition rate.
The choice of 150 fs pulses is to assure stability in the multiple nonlinear
processes it employs (OPA, WLG, SHG). While shorter pulses can introduce

1Coherent, Inc.
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4.2. Parametric waveform synthesizer

chirp-related instabilities, longer pulses increase the risk of crystal damage.
Moreover, the relatively narrow bandwidth of 150 fs pulses reduces disper-
sion during propagation through air and crystals, ensuring consistent tem-
poral characteristics throughout the system.

The pump laser drives a CEP-stable seeder, generating a CEP-stable ≈1 µm
beam that seeds three spectral channels, that in total cover more than two
octaves in bandwidth: infrared (IR; ≈1.2-2.2 µm), near-infrared (NIR; ≈0.65-
1.0 µm), and visible (VIS; ≈0.5-0.7 µm). Currently, only the IR and NIR
channels are fully operational. Cascaded OPAs, pumped by either the pump
laser’s fundamental wavelength or its second harmonic, amplify the individ-
ual signals to sub-mJ energy levels, resulting in a combined energy at the
mJ level. Diagnostics, active stabilization systems, and beam pointing actua-
tors ensure precise control for waveform synthesis upon recombination via
broadband dichroic optics.

In this PWS implementation, two primary parameters are actively controlled:
First, piezos and translation stages positioned along the beam paths adjust
the relative delays (τ1i) among constituent pulses. Secondly, a piezo in the
CEP-stable seeder controls a common CEP shift (∆φ) experienced by all
constituent pulses. This common CEP shift, directly determined by the CEP-
stable seed itself, defines the CEP of the synthesized waveform.

Accordingly, the resulting synthesized waveform of the original, envisioned
three-channel system can be modeled, in a simplified manner, as:

E(t) = ∑
i=1,2,3

ε i(t − τ1i) cos(ωi(t − τ1i) +ϕi + ∆φ), (4.4)

where i = 1, 2, 3 indexes the IR, NIR, and VIS channels, respectively, and
ϕi represents any constant accumulated phase offset accumulated by the i-
th constituent pulse during its propagation through the setup. The relative
field amplitudes among the channels are not actively controlled and depend
directly on the energy ratio between the amplified signals in each channel.

After coherent synthesis, the pulses enter an attosecond beamline. This
beamline incorporates the final pulse compression stage, designed for the
three-channel synthesizer’s full bandwidth [78]. Combined with precise dis-
persion management within the spectral channels, this stage compresses the
constituent pulses close to their FTL durations, enabling the synthesis of sub-
cycle waveforms [295]. The beamline also includes streaking capabilities for
direct characterization of the synthesized electric field, thus completing the
waveform synthesis process.

To ensure optimal performance and stability, the CEP-stable seeder and spec-
tral channels utilize custom-designed, 50-mm thick aluminum breadboards.
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4. Sub-cycle optical field synthesis

These breadboards, along with custom aluminum optics mounts, enhance
compactness and reduce mechanical vibrations. They are rigidly intercon-
nected and affixed to the table. For further vibrational dampening, they rest
on rubber sheets and are enclosed within acrylic boxes to mitigate air dis-
turbances. Finally, resistive heating maintains the breadboards at a slightly
elevated temperature, achieving thermal stability below 1 mK (rms). These
comprehensive measures significantly reduce both mechanical and thermal
sources of instability in the PWS system [109, 130].

4.2.1 Laser system

The femtosecond laser system begins with a Vitesse 800, a diode-pumped
Ti:Sa oscillator. It generates linearly polarized pulses centered at ≈800 nm,
delivering sub-100 fs pulses with 80 MHz repetition rate, with an average
energy of 3 nJ per pulse.

These pulses enter the Legend Elite Duo HE+, where they are initially stretched
to several ps to prevent damage within its amplification stages. These stages
consist of a regenerative amplifier (REGEN) followed by a single-pass am-
plifier (SPA), both operating at 1 kHz. A frequency-doubled Evolution HE
Nd:YLF laser (at ≈ 530 nm), driven by ≈20 A of current, pumps these am-
plifiers. This pump power totals ≈40 W and is divided equally between the
REGEN and SPA stages. Within the REGEN cavity, pulses undergo multi-
ple passes until saturation, reaching ≈5 mJ of energy. Pockels cells control
pulse extraction at a 1 kHz repetition rate, directing the amplified pulses
to the SPA for a final energy boost to ≈10 mJ per pulse. Peltier elements
maintain optimal amplifier crystal temperatures at -10 degrees.

The final amplification stage employs a Legend Elite Cryo PA. This single-
pass amplifier is pumped by two counter-propagating Evolution HE lasers,
together providing a combined 80 W of power. A closed-loop helium com-
pressor2 cryogenically cools the amplifier to ≈85 K. To prevent condensation
on the Ti:Sa crystal, its housing within a chamber is held at 10−(8−9) Torr. Fi-
nally, this stage delivers an output exceeding 20 mJ per pulse prior to final
compression.

The final amplification stage was significantly modified to meet the require-
ments of the PWS [109, 130]. Modifications included a beam pointing stabi-
lization system3 for precise seed beam alignment throughout the amplifier.
Additionally, a half-wave plate and thin-film polarizer were used to divide
the amplified beam into two outputs: a low-energy beam (transmitted), di-
rected to an internal compressor and resulting in ≈4 mJ pulses, and a high-
energy, uncompressed beam (reflected) carrying ≈16 mJ. The high-energy

2Cryomech, Inc.
3TEM Messtechnik (Aligna)
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4.2. Parametric waveform synthesizer

beam is compressed externally after precautions are taken to ensure opti-
mal quality: it propagates through a 6-meter vacuum tube (≈ 10−3 mbar) to
prevent air-induced nonlinearities and undergoes Rayleigh imaging with a
4-f telescope.

System stability

To maintain the long-term stability of this complex system, several measures
are in place. Photodiodes were installed to track beam energy, and analysis
and visualization software was developed [130]. Additionally, a network of
cameras monitors spatial beam profiles on a daily basis. This vigilance is
crucial for optimal performance of the PWS, as any deviation from the ideal
beam profile can compromise the entire system. Cameras are strategically
installed at key points [297]: after the output of the Legend Elite Duo HE+
(ensuring input beam quality to the cryogenically-cooled amplifier), after
the internal compressor (monitoring the low-energy output and input for
the CEP-stable seeder and first amplification stages), and at two points sur-
rounding the high-energy beam path: one before the vacuum tube and one
after the vacuum tube and external compressor. Software to automate daily
beam profile analysis was also developed [297]. This comprehensive moni-
toring ensures that potential issues are detected early, allowing for corrective
action to maintain peak PWS performance.

4.2.2 CEP-stable seeder

The CEP-stable seeder derives its seed from the low-energy, compressed (4
mJ, 150 fs) output of the laser system. This seed undergoes several nonlin-
ear transformations: first, white-light generation (WLG) in a YAG crystal,
followed by initial amplification at around 1300 nm in an OPA stage (Type-
II phase-matching, BBO crystal). To optimize the CEP stability, the signal
passes through a narrowband (3 nm) bandpass filter before entering a sec-
ond OPA stage, also pumped by the primary laser and employing Type-II
phase-matching (BBO). This second stage generates the CEP-stable 2080 nm
idler, which serves as the frequency-doubled seed for the spectral channels.
The system is designed to minimize dispersion, ensuring both the pump
and idler pulses remain nearly FTL throughout. Crucially, the bandpass fil-
ter extends the seed pulse duration beyond that of the pump. This has two
key benefits: first, it minimizes the impact of pump-seed jitter on the idler’s
CEP, and second, it enables the use of a piezo-driven mirror in the pump’s
optical path for active control and stabilization of the idler’s CEP [299], di-
rectly impacting the phase shifts (∆φ) in the constituent channels mentioned
earlier (see Eq. 4.4).

Type-II (oee) phase matching was chosen for its unique property of gener-
ating counter-propagating signal and idler pulses relative to the pump. As
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4. Sub-cycle optical field synthesis

discussed in Sec. 2.4.1, this configuration creates a temporal trapping mech-
anism, allowing for amplification beyond the typical pulse splitting length
and operation closer to pump depletion. In this pump saturation regime,
shot-to-shot energy fluctuations of the signal and idler are minimized, be-
coming primarily dependent on the more stable pump energy, enhancing
overall system stability.

Finally, a Type-I (ooe) BBO crystal frequency-doubles the CEP-stable 2080
nm idler to 1040 nm. The near-FTL nature of the idler ensures its CEP
stability is preserved during frequency-doubling, making it ideal for seeding
the spectral channels. A portion of this 1040 nm pulse is directed to an f-2f
interferometer for CEP stabilization and control within a feedback loop.

f-2f interferometer

The f-2f interferometer consists of a WLG stage, a filter, an additional SHG
stage (Type-I, BBO), and a linear polarizer. Inside, the BBO crystal frequency-
doubles the driving ≈ 1 µm WL. A filter before the SHG crystal suppresses
dominant spectral components of the WL driver, ensuring optimal signal
quality. A linear polarizer then projects both fields onto the same polariza-
tion axis, enabling their interference. A custom-built spectrometer, using
a Si-based linear array CCD4, measures the resulting interference pattern.
CEP fluctuations are extracted by means of f-2f interferometry explained in
Sec. 2.5.2.

Optimal stabilization performance relies on a rapid process: calculating the
phase of the CCD-collected interference pattern, determining control sig-
nals (Proportional-Integral-Derivative (PID) parameters), and physically ac-
tuating the mirror. A Field-Programmable Gate Array (FPGA)-encoded FFT
algorithm calculates the phase in under 500 µs. A microcontroller analyzes
this data, generating the proportional and integral feedback loop parame-
ters. The resulting control signal drives a piezoelectric actuator integrated
into the second-stage OPA pump mirror. This entire process occurs within
1 ms, enabling control of the relative delay between the first-stage OPA sig-
nal and the second-stage pump, thus achieving single-shot control over the
idler’s CEP [130].

The CEP control system’s parameters can be remotely adjusted via a MAT-
LAB interface. This provides flexibility for locking the CEP to arbitrary
functions and fast scanning through different values.

4.2.3 Broadband parametric amplification

The CEP-stable seeder outputs pulses at ≈1 µm with ≈5 µJ of energy per
pulse. These pulses are split into different spectral channels with nJ-level

4Hamamatsu (model: S10453)
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Figure 4.4: Spectral and temporal characteristics of PWS. (a) IR and (b) NIR channels.
For each case: (i) 2DSI trace (τCW denoting the ancillary delay). (ii) Measured spectra (left
axis) and retrieved spectral phases (right axis, colored). Average energy after amplification is
indicated (top right). (iii) Temporal envelope profile (colored) with FWHM indicated, compared
to the FTL case (gray). (c) Constituent electric fields (colored), with their respective temporal
envelopes (gray) assuming zero phase offset and delay. (d) Corresponding synthesized waveform.
(e) Instantaneous intensity (blue) and envelope (red) of the synthesized waveform, with FWHM
indicated. Adapted from [110].

energies. To ensure synchronization, the beam paths are adjusted so pulses
arrive simultaneously at the input of their respective channels. Each spec-
tral channel, designed to cover the VIS (≈0.5-0.7 µm), NIR (≈0.65-1.0 µm),
or IR (≈1.2-2.2 µm) spectral regions, aims to amplify the seed energy to
sub-mJ levels. Within each channel, individual WLG is performed. This ap-
proach eliminates the need for complex dispersion compensation that would
be required with long broadband pulse propagation from a single WLG
stage. The result is a shorter beam path, improved beam quality, increased
compactness, and enhanced stability. Additionally, dedicated WLG stages
enable tailoring to the specific needs of each spectral channel, optimizing
performance [126].

As discussed in Sec. 2.4.1, broadband amplification strategies depend on the
desired spectral region. In this setup, a NOPA (non-collinear OPA) pumped
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4. Sub-cycle optical field synthesis

by the 400 nm SHG of the fundamental beam is planned for the VIS channel.
This configuration would enable broad amplification away from degeneracy.

Currently, the fully operational IR and NIR channels employ DOPAs (degen-
erate OPAs), pumped by the 800 nm fundamental and its SHG, respectively.
To optimize amplification and minimize issues like superfluorescence, three
cascaded stages are used. The first two stages utilize the low-energy laser
output as their pump, while the final stage is powered by the high-energy
output. This approach yields ≈ 1µJ (both channels) in the first stage, ≈ 20µJ
(both channels) in the second stage, and 150 µJ (NIR) and 600 µJ (IR) in the
third stage. The difference in final energy between the channels is primarily
due to the difference in pump energy used in the third amplification stage:
≈1 mJ for NIR and ≈6 mJ for IR [109]. Fig. 4.4a-b (ii) shows the spectra of
the amplified channels (after the third OPA), exhibiting their characteristic
M-shape inherited from the BBO crystal’s gain bandwidth [70], with central
wavelengths typically around ≈ 0.8 µm for the NIR pulse and ≈ 1.6 µm for
the IR pulse.

To achieve stable and efficient ultrabroadband amplification, the seed pulse
duration must be substantially shorter than that of the pump pulse, ensur-
ing complete temporal overlap and amplification across the entire seed band-
width. This configuration, where the pump pulse fully envelops the seed,
not only enhances robustness against pump-seed timing jitter but also al-
lows for controlled delay of the amplified signal relative to a reference frame
without sacrificing amplification efficiency [299]. Based on this idea, a piezo
actuator in the NIR channel is employed to modulate the seed-pump timing
in the third-stage OPA, enabling sub-femtosecond-scale delay adjustments
of the amplified signal relative to another constituent pulse, while preserv-
ing both its amplification efficiency and spectral characteristics.

4.2.4 Pulse compression and characterization

To maintain optimal amplification and stability, where the seed pulse is
shorter than the pump pulse as previously discussed, dispersion compen-
sation is needed between OPA stages in all spectral channels.

In the PWS, a dispersion management scheme based on custom-designed
chirped mirrors (with >90% reflectivity for each channel) and thin wedges
allows fine-tuning the chirp and even the higher-order dispersion terms, crit-
ical in nearly-octave-spanning bandwidths [126]. In the VIS and NIR ranges,
a few fused-silica wedges, offering positive dispersion, suffice. However,
the IR channel (1.1-2.2 µm) has fewer material options for positive disper-
sion. ZnSe was chosen for its surface quality [109], cuttability into wedge
shapes, and relatively low positive dispersion compared to Si, enabling bet-
ter dispersion control and minimizing nonlinearities, though they remain to
some degree.
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4.2. Parametric waveform synthesizer

As the synthesized pulses are used in the attosecond beamline held under
vacuum, achieving the shortest possible durations directly within the cham-
ber is essential. The dispersion management strategy accounts for all disper-
sive elements encountered by each channel to guarantee optimal compres-
sion. Before entering the vacuum, the pulses must be combined to facilitate
diagnosis, stabilization, and control. Dual adiabatic chirped mirrors [78]
were fabricated to handle the entire PWS bandwidth (>2 octaves, consider-
ing VIS, NIR, and IR channels). These mirrors compensate for air propaga-
tion, broadband dichroic beam combiners, the 3-mm input window to the
vacuum chamber, and the 3-mm plate for splitting the beam into HHG and
streaking arms. Fine-tuning with fused-silica wedges for VIS/NIR and ZnSe
wedges for IR allows pulses to be compressed close to their FTL.

In the current PWS version, utilizing only the NIR and IR channels (>1.7
octave bandwidth), 2DSI measurements (see Sec. 2.6.1) confirm compressed
pulse durations of 6 fs for the NIR and 8 fs for the IR pulses, as illustrated
in Fig. 4.4a-b. Assuming zero phase offset and relative delay between them,
the synthesized waveform last only 2.8 fs, corresponding to 0.6 cyces at 1.4
µm (see Fig. 4.4c-e).

4.2.5 Beam profiling

Beyond the spectro-temporal characteristics, the transverse beam quality is a
critical determinant of optimal performance for both the NIR and IR beams,
directly impacting HHG efficiency. These beam profiles and their focus-
ing characteristics are carefully optimized during alignment of the spectral
channels. Figure 4.5a-b shows their collimated (far-field) transverse profiles
measured before entering the attosecond beamline. The NIR beam profile
is captured using a Si-based CCD5, while the IR beam profile is measured
with a pyroelectric detector6. To ensure the beams reach the same waist size
after being focused, the NIR beam waist (1/e2) is adjusted to be as close as
possible to half of the IR beam (w0 ≈ 5 mm).

In the experiments presented in this thesis, beam waists at focus reach sizes
up to ≈ 100 µm. While two-dimensional detectors with pixel dimensions
of a few µm can readily resolve such waists, they are typically Si-based and
thus primarily sensitive to the spectral range of the NIR beam (0.65 - 1.0
µm) rather than the IR beam (1.2-2.2 µm). To measure the focused IR beam
profile, the two-photon absorption signal on the Si-based detector is utilized.
As this process scales quadratically with intensity, the actual beam waist can
be estimated by multiplying the measured value by

√
2. This method was

compared with knife-edge measurements and found to agree within <2%
[297].

5Spiricon SP620
6Pyrocam IV
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Figure 4.5: Beam profile characterization. (a) NIR and (b) IR collimated beam profiles
measured before the HHG chamber. White dashed circles indicate the mean 1/e2 waist radius
w0, calculated as w0 = (wx + wy)/2, where wx,y represents the beam waist along the x- and
y-axes. For the NIR beam wx = 2.7 and wy = 2.0 mm. For the IR beam, wx = 5.4 and wy =
4.2 mm. (c) Mean beam waist evolution for NIR (green) and IR (orange) beams across the focus
using a spherical mirror (f = 375 mm). The IR beam caustic has been corrected for 2-photon
absorption. The NIR Rayleigh length is zR = 2.7 mm, and for the IR, zR = 1.2 mm (fitted with
Eq. 2.12). Insets: Beam profiles at focus (IR shows raw 2-photon absorption signal).

4.2.6 Waveform stabilization and control

Following amplification and coherent combination, the constituent pulses
exhibit drifts in CEP and relative delay. These fluctuations, arising from
spectral broadening, amplification, as well as mechanical and thermal insta-
bilities within the synthesizer setup, necessitate active stabilization to main-
tain the stability of the synthesized waveform.

To counteract these drifts, a dual phase-meter system, illustrated in Fig. 4.6a,
is implemented. This system extracts a weak replica of the synthesized
field after coherent combination but before it enters the attosecond beamline.
By incorporating both an f-2f interferometer and an f-f interferometer, the
system simultaneously monitors CEP drifts and tracks Relative Phase (RP)
drifts, which encode relative delay drifts between the constituent pulses.

To ensure a distinct f-f interference pattern, a delay is introduced between
the constituent pulses by passing the replica beam through a glass plate.
Spectral broadening of the IR pulse via WLG, combined with the glass plate
delay and attenuation of the NIR beam, ensures sufficient spectral overlap
and generates a well-defined f-f interference pattern from which the RP be-
tween the pulses can be retrieved.

For CEP detection, a portion of the IR pulse is frequency-doubled, creating
a beat signal with the low-frequency side of the NIR pulse. A second glass
plate generates an additional f-2f signal at a different periodicity, enabling
CEP retrieval without cross-talk from the f-f signal.

Changes in CEP and RP manifest as modulations in the spectral fringes
observed on the spectrometer (Fig. 4.6b). This phenomenon is evident both
when these parameters are actively scanned with a sawtooth pattern and
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Figure 4.6: Waveform synthesis active stabilization and control. (a) Schematic of the f-
f and f-2f interferometry setup for measuring relative phase (RP) and CEP fluctuations in a
synthesized waveform. For the f-f signal, a glass plate (DL1) delays the spectrally broadened
IR pulse (via SPM), overlapping it with the attenuated NIR pulse to generate clear interference
fringes. For f-2f interferometry, the red-frequency side of the IR pulse is frequency-doubled
(SHG) and interfered with the red-frequency side of the NIR pulse. Another glass plate (DL2)
ensures distinct fringe periodicity from the f-f signal, and a polarizer (Pol.) balances SHG and
fundamental contributions. (b) Example spectrogram from the dual-phase meter, showcasing
RP sawtooth scan, simultaneous RP/CEP locking, and CEP sawtooth scan. (c) Extracted RP
and CEP values during the scans. (d) Feedback signals (FB) applied to the RP and CEP piezos
(PZT). (d) Histograms of extracted RP and CEP values under full locking, indicating the RP
and CEP residual phase noise computed over 9×105 consecutive shots. Adapted from [110].

when they are maintained at a fixed (locked) value. The extracted RP-CEP
values from the f-f and f-2f spectral interferometry analysis are illustrated in
Figure 4.6c, while Fig. 4.6d shows how feedback signals are imprinted on
the corresponding piezo-controlled actuators for the CEP and RP, located in
the CEP-stable seeder and NIR channel. The relative delay (τ) between the
NIR and IR pulses can be calculated from the measured RP (∆ΦRP), after
subtracting the CEP contribution, using the following relation:

τ = ∆ΦRP · TRP/(2π),

where TRP (≈3.25 fs) is the oscillation period corresponding to the wave-
length (λRP ≈ 974 nm) at which the RP is measured. With both phases
actively stabilized, the residual phase noise, as depicted in the histograms
in Fig. 4.6e, is 70 mrad RMS for the relative phase and 233 mrad RMS for
the CEP, calculated over 9×105 shots.

4.2.7 Coherent spatiotemporal synthesis

Successful pulse synthesis necessitates both temporal and spatial overlap of
the constituent beams. Spatial overlap must be achieved in both the far-field
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Figure 4.7: Real-time spatiotemporal overlap monitoring. (a) Schematic of the setup. A
weak replica of the synthesized NIR/IR beam is used. The IR beam is frequency-doubled (SHG)
to interfere with the NIR. A bandpass filter (BPF) selects the spectral region of interest, and
a polarizer (Pol.) balances the NIR and SHG-IR intensities. A CCD camera records single-
shot spatial interference patterns. (b) Measured spectra (NIR, SHG-IR) with BPF transmission
(shaded). (c-d) Interference patterns at different relative delays (τ), demonstrating destructive
(c) and constructive (d) interference. Adapted from [126].

and near-field to ensure not only co-location of the beams but also their co-
propagation with the same direction. Maintaining this overlap on a single-
shot basis is particularly crucial to guarantee consistent beam alignment for
each individual pulse.

Upon achieving spatial, temporal, and spectral overlap of the constituent
beams, spatial interference fringes emerge. These fringes serve as a sen-
sitive indicator of relative phase fluctuations between the pulses, enabling
the monitoring of both temporal and spatial stability within the synthesized
beam [126].

To leverage this precise spatiotemporal overlap for continuous monitoring,
a near-field characterization station was developed to assess the overlap be-
tween the constituent beams at the 1 kHz repetition rate (Fig. 4.7a). After
ensuring far-field overlap (i.e., while collimated), a weak replica of the com-
bined beam is utilized. Given the distinct spectral characteristics of the NIR
and IR channels, preventing detection by a common detector, the IR beam
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undergoes frequency doubling via a 100-µm-thick Type-I BBO crystal and
spatially overlapped with the NIR beam. This arrangement allows for the
generation of an interference pattern, which is then isolated using a band-
pass filter (Fig. 4.7b). A wire grid polarizer placed before a high-speed
camera7 ensures equal intensity contributions from the NIR and frequency-
doubled IR (IR-SHG) components. The camera, operating in single-shot
mode, captures the spatial interference pattern without averaging, facilitat-
ing the direct correlation of fluctuations with variations in CEP and RP. No-
tably, the observed interference patterns exhibited a distinct sensitivity to
both CEP and RP modulation, as reported in Ref. [297]. Figures 4.7c-d exem-
plify this phenomenon for overlapping beams, showcasing the adjustments
in relative delay (while maintaining the CEP locked) that lead to destructive
and constructive interference, respectively. This characterization method, ex-
ecuted in parallel with ongoing experiments, enables continuous, real-time
monitoring of the spatiotemporal overlap between the NIR and IR beams.

Based on this near-field characterization and monitoring methodology, an ac-
tive beam stabilization system8 was implemented for each constituent beam
to counteract long-term drift in the pointing of each constituent beam. A
weak replica of the synthesized beam, generated via reflection from a thin
glass plate positioned after beam combination, serves as the input for this
stabilization system. Dichroic mirrors subsequently separate this replica into
its NIR and IR spectral components, directing them onto position-sensitive
detectors (PSDs). Given the spectral mismatch between the Si-based PSD
and the IR beam, a secondary frequency doubling stage is introduced in the
IR beam path prior to detection.

4.3 Attosecond beamline

The attosecond beamline discussed in this section was originally constructed
by Dr. Yudong Yang [274] and is based on a Mach-Zehnder interferometer
design. In this scheme, the input beam is spatially separated into two arms:
one for generating the HHG beam and another for the optical beam. These
arms are subsequently manipulated independently before being recombined
with a defined time delay. This approach contrasts with collinear geometries,
where both the HHG and optical beams co-propagate [140], offering greater
flexibility in manipulating the individual beams. Within the apparatus, mir-
rors are coated according to their function: those designed for reflecting
optical light have a protective silver coating, while those intended for HHG
light utilize a gold coating, both offering broadband reflection.

7Basler acA640-750um
8TEM Messtechnik, Aligna
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Figure 4.8: Attosecond beamline schematic. The synthesized beam enters the beamline
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driven delay line (pzt-DL) for streaking, recombining with the HHG beam via a perforated mirror.

The beamline underwent subsequent modifications by the author of this
thesis and Dr. Scheiba [297], and its final configuration is detailed in later
chapters. For comprehensive computer-aided design (CAD) drawings of the
beamline, the reader is referred to Refs. [274, 297].

Figure 4.8 provides a schematic overview of the attosecond beamline. To
prevent absorption of the generated HHG radiation, the entire beamline op-
erates under high vacuum conditions. It consists of two custom-designed
vacuum chambers and a commercial EUV/soft X-ray spectrometer9, all con-
nected by flexible bellows and capable of being vacuum-isolated via gate
valves. The beamline achieves a base pressure of 10−(6−7) mbar across all
chambers when evacuated. This vacuum level is attained through the utiliza-
tion of turbo molecular pumps10, backed by dry scroll pumps11 for the pre-
vacuum. Under HHG generation conditions, with gas loads of ≈102 mbar
for gases such as argon and krypton, the pressure at the spectrometer side
remains largely unaffected. The pressure in the first chamber increases to
≈ 10−4 mbar, while the second chamber experiences pressures of ≈ 10−(5−6)

mbar.

The first chamber houses the final pulse compression stage for the input
pulses, bringing them close to their FTL duration (see Fig. 4.4). It is whithin

9McPherson 251 MX
10First chamber: HiPace 1500 (Pfeiffer Vacuum)

Second chamber: HiPace 300 and 400 (Pfeiffer Vacuum)
eTOF: HiPace 300 M (Pfeiffer Vacuum)
Spectrometer: TV 301 Navigator (Agilent)

11XDS35i (Edwards Vacuum)
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this chamber, where the input beam is split into the HHG-driving arm and
the optical beam arm. This beam splitting is achieved via Fresnel reflection
from a 3-mm-thick CaF2 plate oriented for a 55◦ AOI. Due the nearly-flat
reflectivity across the optical spectral range, the CaF2 plate effectively splits
the broadband input pulses, reflecting ≈ 12% of the input energy. The trans-
mitted beam, constituting the HHG-driving arm, retains ≈ 76% of the input
energy. The HHG gas target is also situated within this chamber.

The second chamber contains transport and focusing optics for both the
HHG and streaking beams. These optics mainly include a toroidal mirror
to focus and image the HHG beam, retroreflecting mirrors for adjusting the
relative delay between both beams, and a perforated mirror for their spatial
recombination. Additionally, a manipulator allows for the insertion of a
calibrated soft X-ray photodiode12 into the HHG beam path to measure the
photon flux. Integrated into an attached cube-shaped chamber is an eTOF
spectrometer13, enabling attosecond streaking measurements.

The soft X-ray photodiode has an active area of 10 mm x 10 mm. Its induced
current is amplified by an operational amplifier14 and converted to a measur-
able voltage signal using a 10 GΩ resistor. The photon flux is then calculated
from this voltage signal and the responsivity (illustrated in Fig. 4.9a) pro-
vided by the photodiode manufacturer. Calibration of the photodiode was
performed at the P04 beamline in Petra-III, operated by Dr. Moritz Hoesch.
Deviations in the measured photocurrent compared to the P04 beamline’s
reference photodiode amount to less than ≈30% around 100 eV, less than
≈50% around 200 eV, and less than ≈10% from 250 eV onwards [297].

The eTOF spectrometer consists of an electrostatic lens, a 294 mm drift tube,
a 107.5 mm post-acceleration stage and a MCP detector. While the electro-
static lens remains inactive for the presented experiments, the drift tube is
occasionally employed with a retarding potential of a few hundred volts,
and the post-acceleration stage voltage is set to 1000 V. The MCP detector
output is recorded by an oscilloscope15 operating with a 4 GHz analog band-
width and a 20 Gs/s sampling rate. A fast photodiode16 illuminated by the
optical laser, triggers data acquisition. With a typical time-of-flight in the
nanosecond range, a well-defined photoelectron spectrum is obtained by ad-
justing the oscilloscope’s sweep window and accumulating data over several
hundred to a few thousand sweeps, which takes a up to a few milliseconds.

The third chamber encloses a grating-based spectrometer equipped with

12SXUV100 (Opto Diode Corp)
13ETF11 (Stefan Kaesdorf)
14AXUB100HYB1V, (IRD Inc.)
15WaveRunner 640Zi, Teledyne LeCroy
16ET4000 (Electro-Optcs Technology, Inc.)
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Figure 4.9: Detector and spectrometer component spectral responses. (a) Photodiode
responsivity. (b) Grating efficiencies for 300, 1200, and 2400 lines/mm gratings. (c) CCD
quantum efficiency (all curves from manufacturer data).

a thermoelectrically cooled, back-illuminated CCD detector17 for recording
HHG spectra. The spectrometer offers flexibility in spectral range selection
through two interchangeable diffraction gratings, easily switched using a
handle. For the experiments presented in this thesis, three gold-coated, con-
cave variable line spacing (VLS) gratings were utilized: 300 lines/mm and
1200 lines/mm with an 87◦ AOI, and 2400 lines/mm with an 88.65◦ AOI.
These gratings cover the ranges of 15-65 eV (20-80 nm), 62-248 eV (5-20 nm),
and 248-1240 eV (1-5 nm), respectively. Their corresponding efficiencies are
shown in Fig. 4.9b. The CCD detector itself consists of 2048 x 512 pixels,
each measuring 13.5 µm x 13.5 µm, and is maintained at -50◦ during opera-
tion. The quantum efficiency of the detector is presented in Fig. 4.9c.

To achieve attosecond stability in pump-probe experiments, sources of tim-

17Newton 940 (Andor Technology Ltd.)
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4.3. Attosecond beamline

ing jitter (e.g., vibrations induced by turbo molecular pumps) must be mini-
mized. To this end, the attosecond beamline employs a passive stabilization
system to mitigate mechanical instabilities. This is achieved by decoupling
the optical setup from the vacuum chambers. The vacuum chambers are
mounted on independent aluminum profile frames, which are securely an-
chored to the laboratory floor. Within each chamber, 20-mm-thick optical
breadboards are supported by three posts rigidly affixed to the optical ta-
ble, ensuring no direct contact with the vacuum chambers. Flexible bellows
connect the vacuum chambers to these posts, maintaining the vacuum seal
while allowing for mechanical isolation. This approach has been reported to
achieve a passive stability of ≈50 as r.m.s. [274].

In the following, the HHG and optical arms are described in detail.

HHG beam arm

In the HHG arm, a spherical mirror (f = 375 mm) focuses the optical beam
into a ≈2-mm glass gas cell filled with ≈100-300 mbar of argon, where HHG
takes place. The gas cell is mounted on a three-axis motorized stage for
optimal beam alignment and control of the HHG phase-matching position.
The gas cell’s backing pressure is monitored with a pressure gauge located
outside the vacuum chamber and controlled via a valve.

Pulse energies, measured immediately before the gas cell, are in the range
of ≈50 µJ for the NIR and ≈150 µJ for the IR. Figure 4.5c shows the beam
waist focusing for the NIR and IR beams at the gas cell position, with focal
waist sizes of 33 µm and 38 µm, respectively. Based on these waist sizes and
pulse energies, the estimated peak intensities, calculated using the actual
pulse shapes (see App. A), reach ≈ 3 × 1014 Wcm−2 and ≈ 5 × 1014 Wcm−2

for the NIR and IR pulses, respectively.

The gas cell is pre-drilled with another Ti:Sa laser, creating ≈300-400 µm side
holes. Unlike metallic gas cells, glass cells can withstand the synthesized
pulse intensities, enabling indefinite cell usage. However, non-uniformities
in the laser drilling process and imperfect alignment of the gas cell with the
driving laser beam can reduce energy throughput, thus lowering the actual
peak intensity within the interaction region.

The HHG beam emerging from the gas cell is first transmitted through an
metallic filter18, which blocks the residual optical driving field. The filtered
beam is then reflected at an 86◦ AOI by a toroidal mirror. This mirror, with
sagittal and tangential radii of 39 mm and 8 m, respectively, is positioned
760 mm from the HHG source and images the beam onto a neon gas target

18Lebow Company
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4. Sub-cycle optical field synthesis

located 440 mm away19. This configuration minimizes coma aberrations
within the constraints of the beamline setup. The mirror itself is mounted
on a linear stage, a goniometer, and an actuated mirror mount, to provide
precise control for beam steering, alignment, and optimal imaging.

The resulting diverging HHG beam subsequently passes through a second
metallic filter. The transmitted HHG beam then goes through a slit, po-
sitioned 237 mm from the grating. The grating focuses the beam along
the diffraction axis and spectrally disperses it onto the detector, located 235
mm away. A metallic baffle within the spectrometer blocks the zeroth-order
diffraction, preventing it from obscuring the first-order signal, thereby en-
abling recording of the HHG spectrum.

Both filters located before toroidal mirror and before the spectrometer are
part of a filter wheel containing various thin metallic foils. These foils serve
multiple purposes: blocking the optical beam, acting as bandpass or short-
pass filters, and for spectrometer calibration.

Optical beam arm

The optical beam, designated as the streaking beam in this experiment, tra-
verses a 3 mm-thick CaF2 plate at Brewster’s angle, acquiring dispersion
comparable to the HHG-driving beam, thus ensuring near-FTL duration.
The intensity of the beam is controlled with a variable aperture. Retrore-
flecting mirrors on a translation stage20 introduce a controlled time delay
relative to the HHG beam.

After this, the beam reflects from a spherical mirror (f = 500 mm) and a
perforated mirror before being blocked by the metallic filter at the entrance
of the HHG spectrometer. The spherical mirror focuses the streaking beam
onto the gas target, ensuring its focal plane coincides with that of the HHG
beam. The gas target is formed by a jet of neon gas ejected from a nozzle
backed with a few mbar of neon. The design of the eTOF spectrometer
necessitates positioning the neon target 3 mm in front of its entrance.

19The sagittal ( fsag) and tangential ( ftan) focal lengths of a toroidal mirror are given by

fsag =
r

2 cos α

ftan =
R cos α

2
,

where r and R are the sagittal and tangential radii, respectively, and α is the AOI. In this
beamline, the toroidal mirror has r = 39 mm, R = 8 m, and α = 86◦, resulting in ftan ≈
fsag ≈ 279 mm. This value can be represented as an effective focal length feff. With this,
given the source distance S = 760 mm, the thin lens equation yields an image distance of
S′ ≈ 440 mm.

20SLC-2445 (Smaract GmbH)
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4.3. Attosecond beamline

The perforated mirror, mounted on an actuated mirror mount and a three-
axis motorized stage, is positioned after the toroidal mirror, allowing the
smaller, less divergent HHG beam to pass through its central aperture while
reflecting the larger streaking beam. Through careful alignment of this mir-
ror, the HHG beam and streaking field are spatially overlapped at the gas
target and co-propagate towards the spectrometer. The size difference be-
tween the NIR and IR beams results in a greater proportion of the NIR
beam being reflected by the perforated mirror, thus altering the intensity
ratio between the two beams. Consequently, the streaking waveform differs
from the HHG-driving waveform.

4.3.1 HHG driven by NIR and IR pulses

Figure 4.10 presents a scan of harmonic spectra as a function of the gas-
cell position relative to the focus, driven in argon by either the NIR or IR
pulse individually. While the CEP of these pulses was not actively stabilized
during these scans, the inherent passive stability of the CEP-stable seed still
minimizes CEP fluctuations. A 300-nm aluminum or a 500-nm beryllium
filter was employed in each of the presented scans.

In the case of NIR-driven HHG (Fig. 4.10a-b), optimal harmonic yield is
observed after the focus (z0 = +0.6 mm) at 100 mbar and before the focus (z0
= -0.2 mm) at 300 mbar, with the lower pressure case exhibiting a nearly six-
fold increase in intensity. For IR-driven HHG, the optimal pressure for both
brightest emission and most extended cutoff is found to be around 300 mbar.
Under these conditions, the brightest emission and most extended cutoff
coincide at approximately z0 = -0.5 mm, clearly reaching the aluminum filter
edge at approximately 72 eV (Fig. 4.10c). Figure 4.10d displays lineouts
of spectra recorded at the optimal gas-cell positions. The near-two-cycle
NIR pulse generates a spectrum with high-contrast interference fringes in
the plateau region, followed by a smooth continuum beyond the cutoff at
≈40 eV. In contrast, the sub-two-cycle IR pulse produces a quasi-continuum
spectrum, exhibiting faint, low-contrast spectral fringes below 45 eV that
transition into a fringe-less region at higher energies, which may also be
attributed to residual CEP fluctuations further washing out the low-contrast
fringe structure.

Despite the potential influence of CEP fluctuations, these observations are
consistent with HHG emission driven by two-cycle and single-cycle pulses,
respectively, as illustrated in Figs. 3.14-3.15 and discussed in Sec. 3.5.1. The
near-two-cycle NIR pulse generates a train of four bursts, with one dominant
in intensity and photon energy, while two or three (depending on the CEP
value) remain comparatively weaker. The marginal difference in strength
between the strongest and adjacent half-cycles accounts for the narrowband
smooth continuum observed beyond the cutoff in the resulting spectrum.
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Figure 4.10: HHG gas-cell scans in argon driven by NIR and IR pulses. HHG spectra driven
by the NIR pulse at 300 mbar (a) and 100 mbar (b), and by the IR pulse at 300 mbar (c), as
a function of gas-cell position relative to the laser focus. (d) Lineouts of NIR- and IR-driven
spectra extracted from (a-c) at optimal target positions (marked as vertical white dashed lines).
The CEP of the pulses was only passively-stabilized. All spectra were acquired with the 300
lines/mm grating and a 300 nm Al filter, and are shown as recorded by the CCD.

Conversely, the sub-two-cycle IR pulse, with a more pronounced disparity
between consecutive half-cycles, primarily generates one strong burst accom-
panied by weaker satellite pulses. This asymmetry in half-cycle strength re-
sults in a broad, smooth spectral region extending from the plateau through
the cutoff, overlaid with low-contrast fringes in the lower-energy region due
to the weaker bursts.

In the NIR-driven scans (Fig. 4.10a-b), the optimal phase-matching location
shifts from before the focus at higher pressures to after the focus at lower
pressures. This observation aligns with the qualitative phase-matching anal-
ysis given in Sec. 3.2.2. Furthermore, the phase-matching pressure esti-
mations in Table 3.1 (200 mbar for 0.8 µm and 500 mbar for 1.6 µm), also
derived in Sec. 3.2.2, not only fall within the experimental pressure range
but also anticipate the trend of higher required pressure for IR compared to
NIR. This agreement, even at high intensities where ionization is expected,
is likely due to plasma defocusing (Sec. 3.3), which rapidly attenuates the
driving pulse as it propagates through the medium, leading to a decreased
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4.4. Direct measurement of synthesized waveforms

ionization fraction, thus validating the non-ionized assumption in this con-
text.

4.4 Direct measurement of synthesized waveforms

This section provides experimental evidence of IAP generation in the EUV
spectral range and demonstrates the shot-to-shot and long-term stability of
the synthesized driving waveforms.

4.4.1 IAPs driven by synthesized waveforms

Figure 4.11a-c presents HHG spectra generated in argon by different syn-
thesized waveforms, each achieved by imparting a specific CEP shift, ∆φ,
and delay, τ, between the IR and NIR pulses. In other words, for each case,
the synthesized waveform was locked to a particular CEP and relative delay.
Spectra were acquired following optimization of the gas cell position rela-
tive to the laser focus, while maintaining a constant pressure of 300 mbar. A
300-nm thick aluminum filter, placed before the toroidal mirror, blocked the
residual optical driving beam.

The presented spectra represent the HHG emission at the streaking gas tar-
get, corrected for the spectral response of the CCD and 300 lines/mm grat-
ing. In each case, the solid line results from averaging 104 acquisitions, each
integrated over 50 ms, with shaded areas representing standard deviations.
The minimum observed in the spectra at ≈53 eV corresponds to the well-
known Cooper minimum, resulting from the recombination of the electron
with the parent ion [300].

The observed generation of both narrowband and broadband, continuous,
and smooth EUV spectra suggests the successful of high-contrast IAPs. The
primary fluctuations observed are in intensity, rather than in the spectral
shape, indicating that the smooth spectral character cannot be attributed to
averaging over various CEP values [57]. The r.m.s. energy fluctuations of
these spectra are 17% and 12% for the broadband cases, and 7% for the nar-
rowband case. This stability indicates high reproducibility of the driving
field waveform in individual laser shots, as even minor waveform fluctua-
tions would be amplified in the HHG spectrum. Additionally, the spatial
distribution of these spectra was found to be smooth and continuous [297],
confirming that spectral smoothness is not an artifact of spatial averaging.

Figure 4.11d further supports the generation of IAPs, as evidenced by the
clear π-periodicity in both intensity and energy cutoff of the HHG spectra
upon scanning the CEP (i.e., half-cycle cutoffs, see Sec. 3.5.1). This scan was
obtained by collecting HHG spectra across a linearly scanned CEP range 0
to ≈ 4π of the synthesized waveform, while maintainig a fixed relative delay
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Figure 4.11: IAP spectra stability and half-cycle cutoffs in argon. (a-c) EUV continua
driven by different synthesized waveforms (synthesis settings: ∆φi,τi) showing mean spectrum
(solid line) and standard deviation over 104 spectra.(d) CEP-dependent HHG spectra evidencing
half-cycle cutoffs. All spectra were acquired with 300 mbar backing pressure, the 300 lines/mm
grating, 50 ms integration time, and a 300 nm Al filter.

between the NIR and IR pulses. The scan was performed using a driving
waveform that yields a narrowband spectrum similar to that shown in Fig.
4.11c. While these half-cycle cutoffs are demonstrated here only for the
narrowband case, the following chapter will show that broadband spectra
also exhibit this pattern, indicating the generation of broadband IAPs.

4.4.2 Attosecond streaking and waveform reproducibility

To definitively confirm both the generation of IAPs and the reproducibility
of the synthesized waveforms, the narrowband attosecond pulses centered
at ≈ 42 eV (Fig. 4.11c) were used for attosecond streaking in neon (Ip ≈ 22
eV). Ionization with the 43 eV IAP results in an electron wavepacket with
a kinetic energy centered at ≈ 20 eV. The EUV-ionized electrons were then
streaked by the optical field at a peak intensity of 4.6×1011Wcm−2. The
resulting streaking trace, shown in Fig. 4.12a, was acquired with a delay step
size of 200 as and an integration time of ≈1 s per photoelectron spectrum.
The absence of fringes in the streaking spectrogram confirms the generation
of a high-contrast IAP. Although not shown in the figure, the pulse duration
was reconstructed to be 280 as using the VTGPA [297].
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Figure 4.12: Direct electric field measurement of synthesized waveform. (a) Attosecond
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electric field. (c) Instantaneous intensity (blue) and envelope (red). (d) Corresponding spectrum.
Adapted from [110].

The resulting kinetic energy trace, obtained by extracting the center of mass
of photoelectron spectra at each delay, is overlaid on the photoelectron spec-
trogram (Fig. 4.12a). Following the procedure outlined in Sec. 3.6.2, this
trace is utilized to derive the streaking electric field waveform. The retrieved
waveform, along with its instantaneous intensity and spectral intensity, are
presented in Fig. 4.12b-d. The measured pulse duration (Fig. 4.12c) is only
3.5 fs. Furthermore, the spectral shape of the retrieved waveform encom-
passes all frequency components present in the NIR and IR pulses, preserv-
ing their spectral profiles and confirming coherent synthesis.

The central wavelength (centroid) of this retrieved spectrum is approximately
1.1 µm, corresponding to a 3.7 fs period. This implies the synthesis of a
sub-cycle pulse lasting 0.9 cycles at this wavelength. Notably, the streaked
waveform is not representative of the actual synthesized waveform driving
HHG, as the recombination mirror adjusts the ratio between the constituent
pulses. The actual synthesized waveform, designed to achieve sub-cycle du-
ration, is characterized in the final chapter of this thesis, demonstrating the
synthesis of 0.6-cycle pulses at 1.4 µm.

The long-term stability of the setup and the reproducibility of the synthe-
sized waveforms are further demonstrated in Figure 4.13a-f, which presents
six consecutive streaking spectrograms acquired over nearly three hours,
each recorded over ≈ 30 min. Figures 4.13a-e utilize the same field wave-
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Figure 4.13: Reproducibility of synthesized waveforms. (a-e) Sequential streaking traces
acquired with same electric field from Fig.4.12 and (f) with a π CEP shift. (g) Retrieved electric
fields from streaking traces (a-e: solid line, f: dashed line). Adapted from [126].

form, while in Fig. 4.13f a CEP shift of π has been introduced. The corre-
sponding retrieved electric fields are illustrated in Fig. 4.13g.

The consistent agreement between individual streaking traces and their as-
sociated retrieved fields underscores the long-term stability of the experi-
mental apparatus. Moreover, the retrieved field from the trace in Fig. 4.13c
precisely corresponds to a π-shifted field compared to the reference wave-
forms. Despite relying solely on passive stabilization for the attosecond
beamline, minimal discrepancies are observed between retrieved fields, and
these are primarily attributed to drifts within the HHG and streaking arm
interferometers.
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Chapter 5

Tunable extreme ultraviolet isolated
attosecond pulses

This chapter demonstrates the generation of tunable isolated attosecond
pulses (IAPs) spanning the extreme ultraviolet (EUV) and soft X-ray spectral
regions, with energies up to 200 eV. Attosecond streaking measurements con-
firm IAP emission, while single-atom simulations elucidate the underlying
generation mechanism. The findings presented in this chapter are largely
based on the work published in Ref. [256].

5.1 Sub-cycle control of attosecond pulses

The coherent superposition of two fields oscillating at different frequencies,
such as one at twice the frequency of the other, enables sub-cycle tailoring of
the synthesized waveform through controlled interference. As the three-step
HHG process unfolds within a single cycle, this precise waveform control
offers the potential to manipulate each step individually.

Figure 5.1 illustrates sub-cycle shaping achieved through such controlled
interference. Two constituent Gaussian pulses, Field 1 centered at 1.6 µm
and Field 2 centered at 0.8 µm, are coherently superposed with a variable
relative delay (see Fig. 5.1a). Field 2 remains fixed in time, while Field 1’s
delay is adjusted, with positive delays indicating its arrival before Field 2.
Both pulses share a 7 fs duration, a common CEP set to zero, and a fixed
intensity ratio where Field 2 possesses 30% of Field 1’s intensity.

In the absence of the weaker Field 2, and for a near-single-cycle pulse like
Field 1 with a 2.7 fs half-cycle duration, the dominant electron trajectories
originate and recombine within a cycle defined by two consecutive half-
cycles underneath the pulse’s envelope. Depending on the chosen starting
point (either the left or central half-cycle), this cycle encompasses either the

103



5. Tunable extreme ultraviolet isolated attosecond pulses

+τ 

-10 -5 0 5 10
Time (fs)

-5

0

5

E
le

c
tr

o
n

 p
o

s
. 
(n

m
)

1
.9

 f
s

-10 -5 0 5 10
Time (fs)

-5

0

5

-10 -5 0 5 10
Time (fs)

-5

0

5

-15 -12.5 -10 -7.5 -5 -2.5 0 2.5 5 7.5 10 12.5 15
1.7

2.0

2.3

2.7

3.0

3.3

3.7

H
a

lf
-c

y
c
le

 d
u

ra
ti
o

n
 (

fs
)

0.5

0.6

0.7

0.8

0.9

1.0

1.1

H
a

lf
-c

y
c
le

 l
e

n
g

th
 (
μ

m
)

Left half-cycle

E(t)

Central half-cycle
Right half-cycle

-15 -12.5 -10 -7.5 -5 -2.5 0 2.5 5 7.5 10 12.5 15
0

0.2

0.4

0.6

0.8

1

In
s
t.
 i
n

te
n

s
it
y

Intensity envelope

-15 -12.5 -10 -7.5 -5 -2.5 0 2.5 5 7.5 10 12.5 15
Relative delay (fs)

50

100

150

P
h

o
to

n
 e

n
e

rg
y
 (

e
V

)

2
.1

 f
s

3
.3

 f
s

3
.3

 f
s

2
.0

 f
s

3
.3

 f
s

2
.7

 f
s

3
.5

 f
s

2
.6

 f
s

τ= -1.35 fs

τ
=

 -
1

.3
5

 f
s

τ= 0.0 fs

τ
=

 0
.0

 f
s

τ= +5.9 fs

τ
=

 +
5

.9
 f
s

(a) (b) (c) (d)

(e)

(f)

(g)

-11

Log. yield (arb. u)

-6

Field 1:

1.6 μm, 7 fs

Field 2:

0.8 μm, 7 fs

Δφ = 0
INIR/IIR = 0.3

Emission

energy (eV)

45 100

Ar (IIR = 1014 Wcm-2)

Figure 5.1: HHG sub-cycle control with tailored waveforms. (a) Gaussian constituent pulses
Field 1 (1.6 µm) and Field 2 (0.8 µm) with 7 fs FWHM duration and CEP = 0. The intensity
ratio of Field 2 to Field 1 is 0.3, with Field 1 delayed relative to Field 2 (positive delays indicate
Field 1 arriving after Field 2). (b-d) Resulting synthesized waveforms at delays of -1.35 fs, 0 fs,
and 5.9 fs, showing cutoff electron trajectories (color-coded by emitted photon energy) and half-
cycle durations for dominant half-cycles. (e) Half-cycle duration (left axis) and corresponding
half-cycle length (right axis) versus delay. (f) Peak intensity of dominant half-cycles versus delay,
normalized to peak intensity under perfect overlap (τ = 0 fs). Red solid line indicates the
maximum intensity of the synthesized waveform’s temporal envelope. (g) Simulated single-atom
HHG spectra in argon versus delay, assuming a peak intensity of 1 × 1014 Wcm−2 for Field 1.

left and central or the central and right half-cycles. Within each cycle, elec-
trons ionized in the earlier half-cycle recombine in the later one, with the
ionizing half-cycle’s amplitude primarily determining the brightness of the
emitted harmonic burst, and the recombining half-cycle’s amplitude and du-
ration governing its cutoff energy. Thus, each consecutive pair of half-cycles
effectively produces a unique harmonic cutoff with its corresponding yield.
However, the coherent superposition of Field 1 and Field 2, complicates this
picture. The resulting interference modifies each half-cycle, leading to vari-
ations not only in their amplitude and shape, but also in their duration.
Consequently, consecutive half-cycles no longer form neat pairs, and the
concept of a cycle becomes less straightforward. HHG then depends on the
specific shape of the consecutive half-cycles, necessitating their individual
consideration.
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5.1. Sub-cycle control of attosecond pulses

Figures 5.1b-d depict three distinct synthesized waveforms, each resulting
from different relative delays between Field 1 and Field 2. Here, half-cycles
are identified as waveform segments between consecutive nodes. In each
of these cases, the three dominant half-cycles exhibit different shapes and
duration, with the latter ranging from 1.9 fs to 3.5 fs. Additionally, the
relative amplitudes of consecutive half-cycles vary, enabling configurations
such as a dominant central half-cycle, equally intense left and right half-
cycles surpassing the central one, or a less intense right half-cycle. These
unique half-cycle configurations directly impact HHG, producing distinct
cutoff trajectories and resulting in photon emission with energies ranging
from 45 eV to 100 eV.

Figure 5.1e-f illustrates the detailed dependence of half-cycle reshaping on
the relative delay between the two constituent fields. Figure 5.1e reveals
the modulation of half-cycle duration and length, while Fig. 5.1f shows the
modulation of the half-cycle maximum intensity (normalized to the peak
intensity at zero relative delay). As expected, the half-cycle duration ap-
proaches that of the stronger Field 1 (2.7 fs) at large relative delays. Fur-
thermore, the right (left) half-cycle experiences sinusoidal-like modulation
in both duration and intensity when Field 2 trails (leads) Field 1, oscillating
with a period approximately matching that of Field 2. Given the relationship
between the HHG energy cutoff, with the intensity and wavelength, the cut-
off of the emitted bursts is expected to be modulated when adjusting the
relative delay. Furthermore, as left half-cycles reach maximum intensity at
positive relative delays and encounter a less-depleted atomic medium, the
harmonic yield is expected to be enhanced at positive delays compared to
negative delays.

Figure 5.1f further reveals that the highest half-cycle intensities are achieved
within the temporal overlap region of the two fields, approximately between
-10 fs and 10 fs. These peak intensities, exceeding twice those observed at
large relative delays, result in both an extension of the cutoff energy and an
enhancement of the harmonic emission yield compared to those produced
by Field 1 alone. Within this overlap region, the dominance of half-cycle in-
tensity variations over half-cycle duration variations indicates that the cutoff
modulation and extension is primarily driven by the increased intensity.

Figure 5.1e shows the corresponding single-atom HHG relative delay scan, il-
lustrating the impact of half-cycle duration and intensity modulation on the
HHG spectra as the relative delay is varied. Several features are observed:
spectral fringes arising not only from spectrally-overlapping emissions (pre-
dominantly in the low-energy region) but also from interference between
long and short trajectories, two distinct energy cutoffs (”low-energy” at ∼60
eV and ”high-energy” at ∼100 eV) that exhibit a sinusoidal-like modulation
with relative delay, increased harmonic yield and cutoff extension within the
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5. Tunable extreme ultraviolet isolated attosecond pulses

overlap region, and asymmetry in yield favoring positive delays. Notably,
the modulation of the low-energy cutoff closely mirrors the intensity pattern
of the right half-cycle, while the high-energy cutoff follows the intensity pat-
tern of the central half-cycle (Fig. 5.1f). This correspondence discloses that
the high-energy cutoff is driven by the half-cycle pair comprising the left
and central half-cycles, whereas the low-energy cutoff is driven by the pair
involving the central and right half-cycles.

A number of previous experiments [301–306] have investigated HHG by
varying the relative delay between two few- or multi-cycle NIR and IR
pulses, typically centered around ∼ 0.8 µm and ∼ 1.4 µm and derived
from a Ti:Sa pump laser and OPA. These studies consistently observed both
cutoff extension (even reaching up to 160 eV and 200 eV in argon and neon,
respectively [301]), and yield enhancement exceeding an order of magni-
tude within the temporal overlap region [303, 305]. However, it is likely
that due to the use of phase-unstabilized pulses, clear modulations in the
energy cutoff and yield, as shown in Figure 5.1e, were not readily apparent
in the HHG spectra [306], nor was the generation of phase-stable attosecond
pulses possible. In contrast, the experiments reported in this thesis employ
nearly single-cycle pulses centered at ∼ 1.6 µm and nearly two-cycle pulses
centered at ∼ 0.8 µm, both derived from a waveform synthesizer. These char-
acteristics—short pulse duration and phase stabilization—enable the study
of not only HHG but also IAP generation upon scanning the relative delay
[256].

While the preceding discussion focused on controlling the energy cutoff (and
thus central energy) and yield of the emitted HHG radiation, it’s important
to note that the attochirp, scaling as β ∝ 1/I0λ would also be modulated
upon scanning the relative delay between the constituent pulses. Moreover,
as the relative delay finely modifies the half-cycle shape, the ionization time
of electron trajectories can also be controlled. This enables, for instance, plac-
ing the half-cycle peak close to the birth times of short trajectories, thereby
enhancing their contribution in the emitted burst relative to long trajectories
[48].

5.2 Waveform-controlled EUV continua

To investigate the extent to which the spectral amplitude and phase of EUV
IAPs can be controlled, a systematic scan of HHG spectra is conducted,
wherein each spectrum is associated with a distinct driving waveform. The
PWS, as detailed previously (see Sec. 4.2.6), tailors these waveforms via
two parameters: the relative delay (τ), encoded in the relative phase (RP)
between the constituent pulses, and a common CEP shift (∆φ), effectively
controlling the resultant waveform’s CEP. This waveform scan, represented
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5.2. Waveform-controlled EUV continua

by an M×N matrix with each (τi, ∆φj) pair containing an HHG spectrum, is
called an HHG RP-CEP or delay-CEP scan. This scanning approach extends
previous work primarily in two ways: first, by employing constituent pulses
capable of synthesizing sub-cycle pulses, and second, by achieving sub-cycle
resolution through active stabilization of the RP and CEP, in contrast to un-
stabilized cross-correlation measurements, which are mainly sensitive to the
overall envelope of the driving waveform. Furthermore, scanning over the
CEP for each delay allows for the observation of CEP dependencies in the
generated HHG spectra, allowing the identification of half-cycle cutoffs (see
Sec. 3.5.1), a signature of IAP generation.

This measurement procedure is implemented using the experimental setup
described in Sec. 4.3. In brief, the synthesized beam enters the attosecond
beamline, where it is split into two components: one drives HHG within a
gas target, and the other serves as the streaking field. A spherical mirror
( f = 375 mm) focuses the HHG-driving beam into a gas target filled with
either argon or neon, backed with 300 mbar of pressure. The gas target is
positioned for optimal HHG cutoff and yield when driven by the IR pulse
alone. Spectral filtering is achieved using either a 500 nm-thick beryllium
filter, transmitting energies below ∼110 eV, or a 300 nm-thick zirconium
filter, transmitting energies below ∼220 eV. The 300 lines/mm grating is
employed to spectrally resolve the emission in the energy range from 15 eV
to 65 eV, while the 1200 lines/mm grating enables the detection of higher-
energy spectral components.

Prior to the HHG delay-CEP scan, a preliminary ”unlocked” cross-correlation
measurement is performed between the NIR and IR pulses, without actively
stabilizing the RP or CEP. This measurement, completed within a few min-
utes and relying solely on the inherent CEP stability of the constituent pulses
inherited from the CEP-stable seed, serves to rapidly identify the region of
spectral overlap and establish a zero-delay reference point for the subse-
quent locked (actively-stabilized) scan. Figure 5.2 illustrates an example of
such an HHG cross-correlation measurement using argon as the generation
medium, with negative delays indicating the IR pulse preceding the NIR
pulse. Figure 5.2a presents the scan obtained with a 300 lines/mm grating,
while Figure 5.2b corresponds to the 1200 lines/mm grating. Features in-
clude: sinusoidal-like modulation of harmonics at large delays, increased
HHG yield approximately within the -5 to 5 fs overlap region, apparent
cutoff extension within this region approaching zero delay, asymmetry in
HHG yield favoring positive delays, and the appearance of an harmonic
continuum reaching the beryllium edge near the overlap region.
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Figure 5.2: Unlocked HHG cross-correlation in argon. (a) Cross-correlation measured with
the 300 lines/mm grating, 300 nm Al filter, 0.5 s integration time, and 0.5 fs delay steps. (b)
Same as (a) but with the 1200 lines/mm grating and 500 nm Be filter, and 2 s integration time.
The RP and CEP were not actively-stabilized in these measurements.

Waveform scanning procedure

Following the cross-correlation measurement and identification of a suitable
scanning range, a locked HHG delay-CEP scan is performed. This scan com-
mences with the relative delay shifted to a negative value. HHG spectra
are continuously recorded while the CEP is swept over a range of approx-
imately 3π radians using a sawtooth pattern with a 4-second period. This
range and period allow for the grouping of HHG spectra driven by similar
waveforms, considering the 2π periodicity of the CEP. Subsequently, the RP
is incremented in 0.8 radian (delay step = 0.4 fs) steps over a total range of
-40 to +40 radians (-20 to +20 fs), with two complete CEP scans performed
at each RP step.

To correlate HHG spectra with specific (τi, ∆φj) pairs, an LED controlled by
the active-stabilization system flashed the spectrometer at the beginning of
each CEP ramp. This established an absolute time grid on the CCD data, en-
suring synchronization with the control system. The resulting data matrix
contained 4-8 highly reproducible spectra per bin. Finally, the average spec-
trum for each bin was calculated and stored in its corresponding (τi, ∆φj)
bin, yielding a complete 100x16 RP-CEP matrix.
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5.2. Waveform-controlled EUV continua
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Figure 5.3: HHG delay-cep scan in argon. HHG spectra emitted from argon and recorded
with two different gratings, (a, i-iv) 300 lines/mm and (b, i-iv) 1200 lines/mm, after passing
through a 500-nm-thick Be filter. Each spectrum was integrated for 200 ms. (a, b) Delay scans
at a fixed CEP (∆φ = φ0), with negative values indicating the IR pulse arrives before the NIR
pulse. (i-iv) CEP scans at various selected delay values. Adapted from [256].
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5. Tunable extreme ultraviolet isolated attosecond pulses

5.2.1 HHG delay-cep scan

Figure 5.3a-b presents HHG delay-CEP scans recorded with 300 lines/mm
and 1200 lines/mm gratings, respectively. Each panel displays cross-sections
of the data set, showcasing relative delay scans at a fixed CEP of ∆φ = φ0
and CEP scans at selected relative delays. For the CEP scans, the CEP axis
represents a shift relative to φ0 rather than an absolute value.

The delay scans at fixed CEP exhibit the expected characteristic features,
namely, an apparent cutoff extension and increased yield when the pulses
approach temporal overlap. While sinusoidal-like modulations of the spec-
tra have been observed in previous locked delay-CEP scans [109], they are
absent in the present measurements (Fig. 5.3) due to the narrow scanning
range focused on the high-yield region. Notably, within this overlap region,
a vast majority of the EUV spectra exhibit a remarkably continuous, smooth
profile with a broad plateau (35-100 eV), extending in some cases to the
beryllium edge (∼110 eV).

The diversity in EUV continua shapes and yields observed in the delay scan
at a fixed CEP is further explored through CEP scans at specific delay values
(-8.5 fs, -3.2 fs, 0.1 fs, and 7.0 fs). These scans reveal the generation of broad-
band IAPs, evidenced by the appearance of half-cycle cutoffs (see Sec. 3.5.1),
i.e., a π-periodic modulation of the cutoff yield with CEP variation across
the enitre EUV bandwidth. Moreover, they demonstrate the potential for
tailoring IAP spectral properties. For instance, at τ = −8.5 fs, spectra peak
around 40 eV at CEP ∼ mπ and around 60 eV at ∼ (m+ 1/2)π. At τ = 0.1 fs,
the CEP scan demonstrates selective generation of either narrowband IAPs
(at CEP values round ∼ mπ) or broadband IAPs extending to the beryllium
edge (at ∼ (m + 1/2)π). At τ = −3.2 fs and 7.0 fs, only broadband IAPs are
produced, but the spectral shape is skewed either towards higher (-3.2 fs) or
lower (7.0 fs) energies depending on the relative delay.

In pursuit of extending the accessible photon energy range beyond the beryl-
lium edge, a similar delay-CEP scan was conducted in neon. The backing
pressure of the gas cell was maintained at 300 mbar, and the target position
was adjusted closer to the beam focus to optimize the HHG yield. A 300-nm
thick Zr filter was used to transmit photon energies above 80 eV, and the
1200 lines/mm was amployed to spectrally-resolve the harmonic emission.
Figure 5.4a presents a delay scan at a fixed CEP, revealing diverse soft X-ray
continua shapes and yields, with the latter increasing as the pulses approach
zero delay —replicating the trend observed in the EUV case, with energies
reaching up to ∼200 eV.

A cross-section at a fixed relative delay of 0.4 fs from this HHG delay-CEP
scan (Fig. 5.4b) shows clear half-cycle cutoffs across a spectral range of 60 eV
to 200 eV, further supporting the generation of IAPs in this regime. Extracted
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Figure 5.4: HHG delay-cep scan in neon. HHG spectra emitted from neon recorded with
the 1200 lines/mm grating, after passing through a 300-nm-thick Zr filter. Each spectrum was
integrated for 200 ms. (a) Delay scan at a fixed CEP, with negative values indicating the IR pulse
arrives before the NIR pulse. (b) CEP scan at a selected delay value (τ = 0.4 fs, white dashed
line in (a)). (c) Representative single HHG spectra extracted from the full HHG delay-cep scan.
Adapted from [256].

lineouts (Fig. 5.4c) demonstrate that tailoring the driving waveform pulses
enables tunable spectra peaking at 120 eV, 145 eV, and 170 eV.

Taken together, these measurements demonstrate the generation of EUV and
soft X-ray continua with argon and neon, respectively, spanning a combined
tunable range from 30 to 200 eV. Notably, this broad tunability is achieved
solely by adjusting the gas type and target position, while maintaining a
constant gas pressure. Furthermore, the spectral shape of these continua
can be tailored exclusively through sub-cycle manipulation of the driving
waveform. CEP scans indicate that these spectrally tailored continua corre-
spond to IAPs.

5.2.2 Attosecond pulse characterization

To verify the generation of IAPs and characterize their temporal profile, at-
tosecond streaking measurements were performed with narrowband and
broadband HHG emission generated in both argon and neon. The streaking
apparatus, identical to the one described in Sec. 4.3, involved a spherical
mirror ( f = 500 mm) that focused the streaking field onto a neon gas tar-
get at a backing pressure of a few mbars. A 100-nm thick aluminum filter
was employed to block the residual optical beam in the HHG arm, and the
intensity of the streaking field was adjusted using a variable aperture.
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Figure 5.5: Isolated attosecond pulse reconstruction. Attosecond streaking in Ne with (a-b)
Ar-driven and (c-d) Ne-driven HHG. Shown are: (i) measured trace, (ii) reconstructed trace, and
(iii) reconstructed IAP temporal profile (red, left axis), corresponding FTL pulse (black), and
instantaneous phase (blue, right axis). Adapted from [256].

The results of these streaking measurements are presented in Fig. 5.5, which
shows measured streaking spectrograms alongside reconstructed spectro-
grams and the corresponding reconstructed IAPs, obtained with VTGPA
(see Sec. 3.6.4). In Figs. 5.5a-b, HHG was driven in argon, while in c-d,
HHG was driven in neon. The measurement of well-defined attosecond
streaking traces, coupled with the successful reconstruction of IAPs, con-
firms their generation in all cases. The reconstructed traces and photoelec-
tron spectrograms exhibit strong agreement, with the IAP durations nearly
matching the FTL duration of their corresponding spectra (240 as and 80 as
for argon-driven HHG, and 142 as and 80 as for neon-driven HHG). The
near-uniform intensity distribution of the streaking traces further validates
the quasi-chirp-free nature of the reconstructed IAPs. Moreover, as expected,
any residual chirp lacks a negative component, indicating that these IAPs
originate predominantly from the recombination of short trajectories favored
by the phase-matching conditions.

The pulse energies and photon flux values of the reconstructed IAPs, inte-
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Figure 5.6: Reconstruction fidelity assessment. Validation of streaking traces from photo-
electron spectrograms shown in Fig. 5.5 with (a-b) Ar-driven and (c-d) Ne-driven HHG: (i)
Reconstructed spectrum (red, left axis) and spectral phase (blue, right axis) compared to in-
dependently CCD-measured spectrum (black, left axis). (ii) Retrieved streaking fields using
center of mass (COM, Sec. 3.6.2) and VTGPA methods. (iii) Error spectrogram (difference
between normalized experimental and reconstructed spectrograms), with residual mean squared
error (MSE) after 300 iterations indicated. Adapted from [256].

grated over their full spectral range, were also measured. For the argon-
driven IAPs (Fig. 5.5a-b), pulse energies are 467 pJ and 79 pJ, respectively,
corresponding to photon flux values of 7.2×1010 and 9.2×109 photons/s.
For the neon-driven IAPs (Fig. 5.5c-d), the corresponding pulse energies are
11 pJ and 13 pJ, with photon flux values of 1e×109 and 1.1e×109 photons/s.
This order-of-magnitude difference in yield between the argon- and neon-
driven IAPs is attributed to the lower ionization rate of neon compared to
argon, which also manifests as a reduced signal-to-noise ratio in the cor-
responding streaking traces (Fig. 5.5c-d). These values were measured at
the streaking target location, with corresponding values at the HHG source
(upstream in the beamline) estimated to be approximately 20% higher.

While the streaking measurements presented thus far focused on spectra
within the operational range of the TOF spectrometer, attempts were also
made to characterize broader spectra, such as those reaching the beryllium
edge shown in Fig. 5.3(iii). Despite successfully generating measurable pho-
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5. Tunable extreme ultraviolet isolated attosecond pulses

toelectron signals, the TOF’s limited energy range introduced significant dis-
tortions in the intensity distribution of these broadband signals, preventing
reliable measurements. However, the streaking traces presented in Fig. 5.5,
which fell within the TOF’s operational range, exhibited minimal distortion.
The photoelectron spectra closely matched the expected single-photon tran-
sition profile, calculated as the product of the squared neon dipole moment
and the photon spectrum measured with the CCD, after accounting for the
instrument’s transfer function (metal filter, grating, and CCD).

To ensure the fidelity of the reconstruction process, several independent ver-
ification measures were employed, as illustrated in Fig. 5.6. The recon-
structed EUV spectra (derived from the streaking traces) closely match those
measured independently with the CCD spectrometer (Fig. 5.6a). Similarly,
the reconstructed streaking fields from the VTGPA are in close agreement to
those obtained independently using the center-of-mass (COM) method (see
Sec. 3.6.2 and Fig. 5.6b). The minimal difference between measured and re-
constructed streaking traces, and the mean square error (after 300 iterations)
of 10−3 or less (Fig. 5.6c), further supports the high fidelity of the recon-
struction. This was additionally corroborated by consistent results obtained
from independent reconstructions of different segments of each streaking
trace shown in Fig. 5.5 (e.g., encompassing two consecutive half-cycles of
the streaking field), which exhibited a maximum discrepancy of ∼ ±1%.

5.3 Single-atom HHG modeling with synthesized wave-
forms

To gain insights into the mechanisms governing IAP generation and the
spectral tunability observed experimentally, single-atom HHG simulations
are performed using realistic waveforms achievable with the PWS. These
simulations begin by constructing the synthesized electric field in the fre-
quency domain, leveraging the complex spectral representations (amplitude
and phase) of the constituent NIR and IR pulses obtained from 2DSI mea-
surements (Secs. 2.6.1 and 4.2.4). To tailor the synthesized waveform, the
relative delay (τ) between the pulses is introduced via a linear phase term
applied to the IR field, and a common CEP shift (∆φ) is added to both fields.

The time-domain representation of the synthesized field, E(t), is then ob-
tained by an inverse Fourier transform on their coherent sum:

E(t) = F−1
{[

ENIR(ω) + EIR(ω)e−iωτ

]
ei∆φ

}
(5.1)

In this equation, ENIR(ω) and EIR(ω) represent the complex spectral rep-
resentations of the NIR and IR pulses. The simulation framework allows
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Figure 5.7: Attosecond pulse propagation in argon. (a-b) Spectral and instantaneous inten-
sities of an IAP without (black) and with (red) propagation through 2 mm of Ar at 300 mbar.
(c-d) HHG spectra vs. CEP under (c) no propagation and (d) with propagation. The driving
waveform uses synthesized NIR and IR pulses (measured via 2DSI), with a peak intensity of
2.5×1014 Wcm−2 under perfect overlap and an NIR to IR intensity ratio of 0.25. The synthesis
parameters (τ, ∆φ) are indicated. The single-atom response simulation considers only short tra-
jectories.

for adjusting the intensity of each pulse, which is encoded in its spectral
amplitude. For the presented simulations, the peak intensity of the synthe-
sized waveform is set to 2.5 × 1014 W·cm−2 at perfect overlap between the
constituent pulses (τ = 0, ∆φ = 0). The intensity of the NIR pulse is set to
one-quarter of the IR pulse intensity.

The simulations exclusively consider the contribution of short trajectories,
motivated by their favorable phase-matching conditions and higher fluence
at the detector due to reduced divergence compared to long trajectories [202].
This choice is further supported by the observation that the reconstructed
IAPs predominantly originate from short trajectories (Fig. 5.5). Additionally,
the simulations incorporate the spectral response (i.e., the complex refractive
index) of the 2 mm thick argon generation medium at 300 mbar pressure into
the computed complex harmonic field, Eh(ω) (c.f. Eq. 3.14), as specified by
Eqs. 2.4-2.5.
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5. Tunable extreme ultraviolet isolated attosecond pulses

The impact of incorporating argon’s spectral response is illustrated in Fig.
5.7. For a broadband IAP (Fig. 5.7a-b), the strong absorption below ∼40 eV
(Fig. 3.8b) effectively removes the strongly chirped, low-energy components,
reshaping the IAP spectrum. This spectral filtering significantly affects the
temporal profile of the IAP. Without considering the argon response, the
pulse duration is 518 as. However, incorporating the argon response, which
includes both the negative chirp in the strong absorption region and the
absorption itself, reduces the pulse duration to 122 as, which is more than
twice its FTL duration of 56 as. Similarly, for the CEP scan with a narrow-
band EUV spectrum (Fig. 5.7c-d), which reveals half-cycle cutoffs, incor-
porating the argon response eliminates low-energy spectral fringes. This
elimination of fringes facilitates the removal of low-energy satellite pulses,
thereby enabling the generation of an IAP.

Figure 5.8a shows a simulated delay scan at a fixed CEP of −π/2, where
positive delays indicate the IR pulse arrives after the NIR pulse. The simula-
tions qualitatively reproduce the experimental delay scan (Fig. 5.3), demon-
strating periodic bright HHG continua alternating with low-yield regions.
This pattern arises from the constructive and destructive interference of half-
cycles at different delays, as illustrated in Fig. 5.1. The resulting half-cycles
with weaker amplitudes lead to the emission of lower-energy photons that
are more susceptible to absorption by the gas medium. Conversely, at delays
where the half-cycles have higher amplitudes, the electrons are accelerated
to greater energies, leading to the emission of photons with energies falling
within the more transparent region of the gas medium.

Expanding upon the simulated delay scan, extracted continua at specific de-
lays (-3.6 fs, -0.2 fs, and 3.0 fs) shown in Fig. 5.8b illustrate a variety of
smooth, continuous spectra with diverse bandwidths, specifically a narrow-
band centered around 40 eV, a broadband extending beyond 100 eV, and
an intermediate bandwidth reaching up to 80 eV. These spectra correspond
to FTL durations of 273 as, 57 as, and 90 as, respectively. Figures 5.8c-e
elucidate the specific waveforms driving these spectra, the responsible short
electron trajectories, and the corresponding emitted attosecond pulses. In all
cases, the simulations predict the generation of IAPs, consistent with the ex-
perimental observations and analysis that both narrowband and broadband
continua are emitted as IAPs. Of special note is the close agreement between
the narrowband IAP duration and the FTL duration, aligning with the VT-
GPA reconstruction in Fig. 3.17a. However, for broader bandwidth IAPs,
the simulated durations are up to nearly twice their FTL durations. This
discrepancy between simulated and reconstructed durations is attributed to
the simulations’ neglect of phase-matching effects, which can significantly
impact the temporal characteristics of broader bandwidth emissions.

The computed electron trajectories, weighted by their emission probability
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Figure 5.8: Single-atom HHG delay scan for argon.(a) Simulated EUV spectra as a function
of IR-NIR delay (positive delays indicate IR arriving after NIR) at fixed CEP = −π/2, including
linear propagation through 2 mm of argon at 300 mbar. Only short trajectories are considered.
(b) EUV spectra lineouts at selected delays (dashed lines in (a)), with corresponding FTL pulse
durations indicated. (c-d) Classical electron trajectories (purple) and emitted EUV attosecond
bursts (shaded areas) for the synthesized waveforms at the selected delays. Trajectories are
color-coded by emitted photon energy, and transparency reflects their emission probability (see
Sec. 3.1.5). Synthesized waveform parameters are as in Fig. 5.7. Adapted from [256].

(see Sec. 3.1.5), predominantly reveal a single dominant ionization and
recombination event occurring near the strongest half-cycle of the driving
waveform. This observation supports the notion that IAP generation is
largely driven by the confinement of electron ionization within a single op-
tical cycle (see Fig. 3.2). Analyzing these trajectories further elucidates the
distinct mechanisms underlying the generation of narrowband and broad-
band IAPs, as detailed below.

For the waveform driving the narrowband continuum (Fig. 5.8c), electron
ionization occurs primarily within the dominant half-cycle peaked at t = −2
fs. The subsequent weaker half-cycle accelerates and recombines these elec-
trons, resulting in photon emission centered around 40 eV. Analysis of the
electron trajectories reveals two distinct recombination times contributing
to this emission: t = 0 fs, corresponding to the main IAP, and t = 2.7 fs.
Trajectories recombining around 2.7 fs originate closer to the peak of the
half-cycle, suggesting a high probability of contributing to HHG emission.
In contrast, trajectories recombining near 0 fs originate from ionization at
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5. Tunable extreme ultraviolet isolated attosecond pulses

a weaker segment of the half-cycle, making them less probable. However,
their shorter travel time minimizes wavepacket spreading in the continuum,
compensating for the reduced ionization probability and resulting in com-
parable emission strength to the 2.7 fs trajectories. The presence of faint
spectral fringes across the entire bandwidth of the narrowband spectrum
(see Fig. 5.8b) is attributed to the emission of photons with similar energies
at these distinct recombination times (t = 0 fs and t = 2.7 fs). This is fur-
ther supported by the temporal profile of the emission, which, upon closer
inspection, reveals a second, weaker burst at 2.7 fs (not clearly visible in Fig.
5.8b due to its small scale) in addition to the main IAP at 0 fs. Despite com-
parable theoretical emission probabilities, the observed dominance of one
emission is likely due to the model’s neglect of the overlap integral between
continuum and bound states (Sec. 3.1.5).

In contrast to the narrowband case, the waveform generating the broadband
continuum involves the participation of three half-cycles in harmonic emis-
sion, with the central cycle (formed by two consecutive half-cycles peaking
at t = −1 fs and t = 1 fs) being the dominant contributor. The half-cycle
peaking at t = −1 fs primarily ionizes the electrons, while the subsequent
half-cycle, being 20% stronger, accelerates them to energies sufficient for
recombination and emission of photons exceeding 100 eV. The analysis fur-
ther reveals that this stronger half-cycle can itself ionize a second set of
trajectories, which recombine in the following, much weaker half-cycle with
a duration of approximately 3.6 fs. This second recombination results in
photon energies roughly 50% lower (≈50 eV) than those emitted in the first
recombination. While ionization alone would suggest comparable emission
strengths for both sets of trajectories, the shorter travel time of the first set
(recombining at t = 1 fs) minimizes wavepacket spreading, leading to a
higher emission probability compared to the trajectories recombining in the
subsequent, longer half-cycle.

Finally, the waveform producing the intermediate bandwidth primarily ion-
izes electrons within the half-cycle peaked at t = 2 fs, with subsequent
recombination occurring within the half-cycle peaking around t = 4 fs. No-
tably, the ionizing half-cycle is only about 20% stronger than the recombin-
ing half-cycle, ensuring that the recombining trajectories lead to the emis-
sion of relatively high-energy photons, up to approximately 80 eV. In this
case, the confined ionization within the strongest half-cycle predominantly
determines the IAP emission.

Thus, this analysis demonstrates that sub-cycle tailoring of the driving wave-
forms, facilitated by the PWS, enables the generation of tunable IAPs. The
broad bandwidth of the synthesized waveforms provides the necessary flex-
ibility to precisely shape individual half-cycles, thereby controlling the ion-
ization, acceleration, and recombination steps of the HHG process. This
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precise control, coupled with the achievable sub-cycle duration of the wave-
forms, ensures that the resulting HHG emission occurs in the form of an
IAP.
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Chapter 6

Water-window, soft X-ray isolated
attosecond pulses

This chapter presents the generation of attosecond pulses within the soft X-
ray spectral range, specifically the water window (284-543 eV), using helium
and neon. Through a combination of experimental data and simulations,
underlying mechanisms of IAP generation in this regime are elucidated.
Absolute photon flux values are provided for various intensity and phase-
matching conditions. Additionally, it is demonstrated that HHG driven by
tailored synthesized waveforms can achieve higher efficiency compared to
HHG driven only by the IR field. The direct characterization of driving fields
at the HHG source enables the identification of the waveforms responsible
for this enhancement.

6.1 Soft X-ray HHG beamline

Designing an apparatus for generating and detecting high-order harmonics
in the water window spectral region using infrared lasers presents two key
challenges. The first is the low photon flux of the harmonics at the HHG
source, due to the efficiency scaling of ∝ λ−(5−6) [41]. This flux is further
reduced at the target and detector, resulting in weak signal levels. The sec-
ond challenge involves managing the multi-atmospheric pressures of neon
or helium, which are required for efficient phase-matching of the generated
harmonics (Sec. 3.2.2).

Several strategies can be employed to address the challenge of low pho-
ton flux, beyond optimizing the HHG process itself for maximum efficiency.
These include reducing absorptive elements in the beam path, selecting opti-
cal coatings with maximal reflectivity, using spectrometers with high detec-
tion efficiency for the relevant energy range, and employing noise reduction
techniques to improve the signal-to-noise ratio. The challenge of operating
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6. Water-window, soft X-ray isolated attosecond pulses

at multi-atmospheric pressures can be addressed with powerful pumping
systems and differential pumping schemes.

In this work, the apparatus described in Sec. 4.3 was modified to incorporate
some of these strategies. The main modifications are illustrated in Fig. 6.1.
To maximize HHG photon flux, the beam splitting for the streaking arm was
removed, directing all laser energy to the HHG arm. Additionally, a CCD
camera1 can temporarily replace the gas target when needed to characterize
and optimize the beam profile and focusing quality, thereby improving both
HHG efficiency and harmonic beam quality [212].

To manage the multi-atmospheric pressures at the HHG gas target, the fol-
lowing measures were implemented:

• Differential pumping housing: This custom-made aluminum hous-
ing, designed and built by Dr. Scheiba [297], is directly connected to
a vacuum pump and isolates the high-pressure gas target and the xyz-
motorized stage that positions it. Two brass screws with conical holes
further limit gas flow into the main chamber, reducing the overall gas
load. The HiPace 1500 turbo molecular pump then extracts any remain-
ing gas, maintaining vacuum levels of ≈ 10−2 to 10−1 mbar, even when
operating the gas target at pressures of up to 10 bars.

• Metallic gas cell: A metallic gas cell with variable thickness (0.5–1.5
mm) is used as the gas target. The cell is laser-drilled by the same
focused beam that drives HHG, minimizing gas outflow as the hole
diameter is about the size of the beam’s spot. The input hole is larger
than the output hole: the larger input allows more energy into the
gas cell, while the smaller output reduces the amount of gas escaping.
Although the output hole may clip the fundamental beam, this is not
an issue since the HHG mode is smaller. This design makes it easier for
the pump to maintain the required vacuum levels. The optimal hole
size, which balances maximum beam throughput with manageable gas
load, is achieved by laser-drilling the cell while scanning it along the
focused beam axis and rastering it transversally in concentric circles.
This method typically produces holes as small as ≈200 µm.

• Pumping system: A robust pumping system is implemented to han-
dle high gas loads, particularly from light noble gases like neon and
helium, while preserving the necessary vacuum levels in the remain-
ing sections of the beamline. Initially, two scroll pumps2 sufficed for
limited durations, enabling short-term measurements before the gas
pressure caused the turbo pumps to spin down. Subsequently, a roots

1daA3840-45uc, Basler AG
2XDS35i (Edwards Vacuum)
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6.1. Soft X-ray HHG beamline

pump3 backed by a multistage roots pump4 was installed, reducing
the gas pressure by two orders of magnitude [297] and enabling sus-
tained high-pressure operation.

• Controlled valve: A calibrated, actively-stabilized valve5, capable of
handling pressures from ≈ 100 mbar to 10 bar, maintains a consistent
preset backing pressure for the gas target and ensures its precise mea-
surement and control.

After generation, the resulting soft X-ray HHG beam exits the high-pressure
management system and passes through either a 100 nm or 150 nm alu-
minum filter6 held within a gate valve7 installed between the first and sec-
ond chambers. This filter setup blocks the residual optical driving beam,
minimizes scattered light along the propagation axis, and reduces gas flow
into the beamline. The Luxel filters were selected for their high manufac-
turing quality, particularly their lack of pinholes, which helps prevent un-
wanted light from reaching the detector.

While the aluminum filter effectively blocks most optical light, it still trans-
mits harmonics within the EUV range (≈10–120 eV). To further attenuate
these harmonics, which can be orders of magnitude brighter than those in
the soft X-ray range (>120 eV), a 100 nm Luxel copper filter, mounted on a
filter wheel, is employed. Although less effective at blocking optical light,
the copper filter efficiently absorbs these stronger EUV harmonics. Together,
the 100 nm aluminum and copper foils form a short-pass filter, achieving
transmissions on the order of 10−3 in the EUV range and below 10−4 at
lower photon energies, while isolating soft X-ray harmonics. However, this
leads to transmission values between 0.1 and 0.5 in the water window range.
A single 200-nm thick titanium filter can provide higher transmission levels
(e.g., >0.5 above 300 eV), but it also allows greater transmission of VUV
and EUV photon energies (5–30 eV), which can become particularly intense
when using the synthesized beam.

The filtered HHG beam is then imaged as close as possible to the entrance
slit of the spectrometer by a gold-coated toroidal mirror configured in a 2f-2f
geometry ( f = 373 mm, 86-degree AOI). When the upstream aluminum and
copper filters are not in use, a titanium or aluminum filter placed directly in
front of the spectrometer blocks the residual optical light. The spectrometer
employs the 2400 lines/mm grating to resolve the generated harmonics in
the spectral range beyond 200 eV. Compared to the EUV range (the focus
of Ch.4-5), the reflective optics used in this spectral range result in lower

3Ruvac WH700, (Leybold)
4Ecodry 65 plus, (Leybold)
5EL-PRESS-960036, (Bronkhorst)
6VF111, Luxel
701.0 Mini UHV Gate Valve, VAT Group AG
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Figure 6.1: Water window HHG beamline. Based on the beamline in Fig.4.8, this modified
version keeps the CaF2 plate (previously used also for beam splitting) for pulse compression
before the focusing mirror ( f = 500, 400, or 200 mm). The beam is focused into a metallic
gas-cell (replaceable with a CCD camera for beam profiling) enclosed in an aluminum housing
with an xyz-motorized stage (inset) [297]. The gas load exiting the gas-cell is directly extracted
by the roots and multistage roots pumps. Brass screws with drilled conical holes limit the gas
flow into the main chamber, where the turbo molecular pump maintains vacuum. A gate valve
with integrated metallic filter and additional filters block residual light. A movable glass plate can
be inserted into the beam path to absorb soft X-rays for background subtraction. The toroidal
mirror images the beam near the entrance slit of the CCD spectrometer operating with the 2400
lines/mm grating.

detected signals due to reduced efficiency. Specifically, the gold coating’s
reflectivity drops from about 80% in the EUV range to 40% beyond 200
eV, while the grating efficiency is limited to around 5% (Fig. 4.9b). To
prevent further signal loss near the carbon absorption edge, the optics are
periodically cleaned with UV light8 to remove carbon contamination from
airborne organic particles [307].

A glass plate, mounted on a translation stage and positioned after the toroidal
mirror, enables background subtraction from the soft X-ray signal. When in-
serted into the beam path, the plate absorbs soft X-rays while transmitting
most of the optical light, allowing for the recording of a background signal
comprising solely optical noise. By subtracting this background from the to-
tal signal, a clean, background-free measurement of the soft X-ray signal is
obtained. To further minimize optical noise during measurements, all light
sources within the apparatus, including hot filaments in pressure gauges
and close-loop actuator indicators, are deactivated.

8HNS 6 W G5, (Osram GmbH)
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6.2. Phase-matching water window HHG

6.2 Phase-matching water window HHG

The generation of water window HHG emission was investigated under
varying focusing conditions ( f = 200, 400, 500 mm), corresponding to differ-
ent intensity levels. The study began by generating HHG with the IR pulse
alone, followed by the utilization of synthesized waveforms. As detailed in
Sec. 4.2.5, for all focusing scenarios, the spot sizes at focus and focal planes
of the NIR and IR beams are matched as closely as possible, ensuring that
the Rayleigh length of the NIR beam is approximately twice that of the IR
beam (zNIR

R ≈ 2 · zIR
R ). The NIR to IR intensity ratio for all cases is estimated

to be ≈30%. Additionally, unless otherwise specified, all spectra presented
in this section were binned into 128 pixels along the diffraction axis. After
calibration [297], this resulted in an energy axis with an average energy bin
size of 4.5 eV within the 200–500 eV range.

6.2.1 HHG driven by IR pulses

Figure 6.2 shows gas-cell position scans in neon at various backing pressures.
A spherical mirror with a focal length of 500 mm was used, resulting in an
estimated peak intensity (at focus) of ≈ 2.7×1014 Wcm−2. To average out
CEP effects, the CEP was linearly scanned from 0 to 2π multiple times for
each recorded spectrum.

The gas-cell scans reveal that for each pressure, there exists a gas-cell posi-
tion around which the signal maximizes. This position can shift from +0.5
mm to -0.75 mm as the backing pressure increases from 1 bar to 4 bar, with
the overall signal yield maximizing at 3 bar. This shift is accompanied by
a decrease in the energy cutoff from ≈ 280 eV to 260 eV. Such pressure-
dependent behavior, as detailed in Sec. 3.2.2, arises from the interplay be-
tween gas dispersion (neutral atoms and plasma) and dipole phase, which
must balance the Gouy phase for optimal phase-matching.

Increasing the intensity to ≈ 4.3×1014 Wcm−2 using a 400 mm focal length
enabled the generation of water window harmonics, as demonstrated in
Fig. 6.3 for neon (2 bar) and helium (8 bar). A series of gas-cell pressure
scans (not shown, but similar to Fig. 6.2) revealed that the phase-matching
pressure for neon is 2 bar, as indicated in Fig. 6.3. In helium, higher yields
were observed at 10 bar, but due to turbo pump performance limitations,
measurements at this focal length were restricted to 8 bar.

Figure 6.3 also shows that the maximum observed photon energy in neon is
approximately 310 eV, while helium reaches up 450 eV, despite both gases be-
ing driven at the same peak intensity. Such highest observed photon energy
in neon corresponds to the phase-matching cutoff, a concept introduced in
Sec. 3.2.1. As discussed in that section, when the intensity exceeds a certain
threshold—referred to as the critical intensity—it leads to a plasma fraction

125



6. Water-window, soft X-ray isolated attosecond pulses

-2 -1 0 1 2
Target pos. (mm)

220

240

260

280

300

P
h

o
to

n
 e

n
e

rg
y
 (

e
V

)

-2 -1 0 1 2
Target pos. (mm)

220

240

260

280

300

-2 -1 0 1 2
Target pos. (mm)

220

240

260

280

300

-2 -1 0 1 2
Target pos. (mm)

220

240

260

280

300

P
h

o
to

n
 e

n
e

rg
y
 (

e
V

)

-2 -1 0 1 2
Target pos. (mm)

220

240

260

280

300

2 2.5 3 3.5 4
Backing pressure (bar)

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

O
p

t.
 T

a
rg

e
t 

p
o

s
. 

(m
m

)

(a) (b) (c)

(d) (e)

Ne: 2.0 bar 2.5 bar

(f)

3.0 bar

3.5 bar 4.0 bar

0

1

Intensity

f = 500 mm

CEP-avg.

Figure 6.2: HHG gas-cell scans in Ne driven by IR pulse ( f = 500 mm). HHG spectra as a
function of gas target position, measured at backing pressures of (a) 2 bar, (b) 2.5 bar, (c) 3 bar,
(d) 3.5 bar, (e) and 4 bar. (f) Optimal target positions (highest integrated signal; white arrows
in a-e) versus backing pressure. In (a-e), each spectrum was filtered with a 200 nm Ti filter, and
integrated for 2 s. Spectra are averaged over the CEP and are shown as recorded by the CCD.
The optimal target position at 3 bar was defined as the zero position. Positive position values
indicate the gas target is further from the focusing optic and negative values closer.

that surpasses a critical value, ηcr, beyond which phase-matching becomes
increasingly difficult. This critical intensity defines the maximum photon
energy that can be phase-matched, and it is known as the phase-matching
cutoff (Eq. 3.39). For a 7-fs Gaussian pulse centered at 1.6 µm, this cutoff
is 345 eV and is reached at a critical intensity of 4.3 × 1014 Wcm−2 (see Fig.
3.10). In helium, the critical intensity is ≈ 40% higher, meaning plasma ef-
fects are not yet dominant in scans shown in Fig. 6.3c-d, and the highest
observed photon energy remains close to the value predicted by the single-
atom cutoff formula (Eq. 3.11).

The CEP scans in Fig. 6.3b-d, taken at the +1.2 mm gas-cell position for
both neon and helium, show a strong dependence of the half-cycle cutoffs
on the CEP. This behavior is consistent with the near-single-cycle duration
of the IR pulse (as discussed in Sec. 3.5.1) and further supports the potential
for generating IAPs via amplitude gating (see Sec. 3.5). To implement this
gating technique, spectral filtering would need to select energies above ≈
280 eV for neon and above 380 eV for helium.

Finally, Fig. 6.4a-b shows gas-cell scans in neon (8 bar) and helium (10 bar)
with tighter focusing ( f = 200 mm), using an off-axis parabolic mirror to
achieve a peak intensity of ≈ 4.5×1014Wcm−2. This intensity is lower than
the four-fold increase expected compared to f = 400 mm due to lower avail-
able pulse energies and potential astigmatism introduced by the parabolic
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Figure 6.3: HHG gas-cell and CEP scans in Ne and He driven by IR pulse ( f = 400 mm).
(a-b) Ne at 2 bar: HHG spectra vs. gas target position (a), and vs. CEP at 1.2 mm (b, white
dashed line in (a)). (c-d) Same as (a-b) but for He at 8 bar. Spectra were filtered with a
100 - nm Al and Cu filters, and integrated for 2 s ((d) for 1 s). Spectra in (a, c) are averaged
over IR pulse’s CEP.

mirror. Unlike previous measurements, the IR pulse CEP was locked for
these scans. In neon (Fig. 6.4a), this results in a clear decrease of the pho-
ton energy as the gas target moves across the focus (from before to after).
This reduction is attributed to the decreasing intensity of the driving field as
the target moves further from the focus. Fig. 6.4c shows lineouts extracted
from the gas-cell scans of neon (-0.15 mm) and helium (+0.10 mm), revealing
broad spectra with neon reaching the critical phase-matching cutoff around
345 eV and helium extending up to 450 eV. The noticeable absorption dip
around 284 eV in the helium spectrum is caused by carbon contamination
on the optics.

Based on the measured Rayleigh lengths (zIR
R ≈ 3, 2, 0.5 mm for f = 500,

400, and 200 mm, respectively) the estimated phase-matching pressures (see
Sec. 3.2.2) for neon are ≈1, 2, and 8 bar, respectively, and ≈3, 4, and 15 bar
for helium. These values are within approximately a factor of two of the re-
ported backing pressures. For the 200 mm focal length, the estimated phase-
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Figure 6.4: HHG gas-cell scan in Ne and He driven by IR pulse ( f = 200 mm) with locked
CEP. HHG spectra as a function of gas target position for Ne at 8 bar (a) and He at 10 bar (b).
(c) Lineouts of single HHG spectra extracted from (a) and (b) at the selected positions (white
dashed lines). Each spectrum was filtered with a 300-nm thick Ti filter and integrated for 2 s.

matching pressure in helium exceeded the gas valve’s operational limit of
10 bar, precluding any measurement at higher pressures.

6.2.2 HHG driven by synthesized waveforms

To explore water-window HHG driven by synthesized waveforms, the NIR
pulse was superimposed onto the IR field. Unlike the delay scans in Ch. 5,
where the IR pulse was delayed relative to the NIR pulse, the roles are re-
versed in this section due to changes in beam path within the PWS. Negative
delays now indicate the NIR pulse arriving before the IR pulse, and positive
delays indicate the opposite. Here, the zero delay position was defined as
in Ch. 5. Although the optimal phase-matching conditions for HHG driven
by the IR pulse alone were known, minimal adjustments were made to max-
imize the signal yield in the temporal overlap region where both fields start
to strongly interfere.

Figure 6.5 presents relative delay scans at a fixed CEP in neon for each fo-
cal length. For f = 500 mm (Fig. 6.5a), at large delays, the cutoff photon
energies closely match those observed with the IR pulse alone (≈ 250 eV).
Scanning the NIR pulse reveals a sinusoidal modulation in the photon en-
ergies, with a period closely matching that of the NIR pulse (≈ 2.8 fs). As
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Figure 6.5: HHG delay scans in Ne with varying focal lengths. (a-c) HHG spectra vs. NIR-IR
delay (negative delays indicate NIR pulse arriving first) at fixed CEP, using focusing mirrors of
(a) 500 mm, (b) 400 mm, and (c) 200 mm focal lengths. The backing pressures are indicated.
Spectra were filtered with 100 nm Al and Cu filters (a-b) or a 300 nm Ti filter (c), and integrated
for 1 s (a-b) or 2 s (c). Delay steps: 0.2 fs (a), 0.1 fs (b), and 0.17 fs (c). Zero delay may not
indicate actual temporal overlap of the NIR and IR pulses.

the pulses approach overlap, the increased intensity from the synthesized
waveforms results in both an increase in yield and a rise in the energy cutoff
from ≈ 250 eV (at large delays) to ≈ 300 eV (near overlap). These results
align with the qualitative behavior predicted by the single-atom response
delay scan shown in Fig. 5.1.

In contrast, the behavior observed with f = 400 mm (Fig. 6.5b) is more
complex. Two distinct cutoffs, at approximately 250 eV and 300 eV, emerge,
each associated with different half-cycles of the driving field— the stronger
half-cycle producing the higher cutoff and a weaker, neighbouring half-cycle
generating the lower one. As the relative delay increases -and the intensity of
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Figure 6.6: HHG delay scans in He with varying focal lengths. (a-b) HHG spectra vs. NIR-IR
delay (negative delays indicate NIR pulse arriving first) at fixed CEP, using focusing mirrors of
(a) 400 mm, and (b) 200 mm focal lengths. The backing pressures are indicated. Spectra were
filtered with 100 nm Al and Cu filters (a) or a 300 nm Ti filter (b), and integrated for 1 s (a)
or 2 s (b). Delay steps: 0.10 fs (a) or 0.16 fs (b). Zero delay may not indicate actual temporal
overlap of the NIR and IR pulses.

the synthesized field decreases- these cutoffs become more distinguishable.
Both cutoffs continue to exhibit sinusoidal modulation as the relative delay is
scanned. However, in contrast to the results with the 500 mm focal length or
the predictions from the single-atom response, the yield of the higher cutoff
diminishes significantly as the pulses approach temporal overlap (τ ≈ −10
to 20 fs), leaving only the lower energy cutoff visible. In some cases (e.g.,
τ = 0–10 fs), even the remaining cutoff yield decreases sharply.

At the highest intensity achieved with f = 200 mm (Fig. 6.5c), a substantial
reduction in the overall signal yield is observed over a wide range of relative
delays. This contrasts with the behavior at 400 mm, where the low-energy
cutoff persists across most delays. Additionally, for both the 200 mm and 400
mm focal lengths, emission beyond the phase-matching cutoff (≈ 345 eV)
remains negligible, further indicating that intensity alone does not lead to
higher-energy emission under these conditions.

Figure 6.6 shows relative delay scans in helium for f = 400 and 200 mm
(HHG was not observed at the lower intensities achievable with f = 500
mm). Due to helium’s higher ionization potential, higher intensities are re-
quired to achieve similar plasma levels as those observed in neon. Similar
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Figure 6.7: HHG CEP scans with synthesized pulses in He. HHG spectra vs. synthesized
pulse CEP (at fixed near-zero NIR-IR delay) for (a) f = 200 mm focusing (filtered with two 100
nm Al filters) and (b) f = 400 mm focusing (filtered with 100 nm Al and Cu filters). In (a) each
spectrum was integrated for 2 s and in (b) for 1 s.

to the results in neon, the f = 400 mm case (Fig. 6.6a) reveals two distinct
half-cycle cutoffs, now reaching 300 eV and 400 eV, with sinusoidal modu-
lation as the NIR pulse delay is scanned. As the pulses approach overlap,
the yield at the highest photon energies (near the 400-eV cutoff) decreases,
leaving predominantly photon energies around the 300-eV cutoff.

At even higher intensities with f = 200 mm (Fig. 6.6b), unlike in neon,
the signal in the overlap region is not fully suppressed. Instead, bright
emissions with photon energies below 300 eV remain, suggesting that both
the half-cycle responsible for this emission and the emission itself can still
be phase-matched, even at these higher intensities.

Overall, the collection of data from delay scans at different focal lengths in
both neon and helium, along with the gas-cell scans presented in the pre-
vious section, consistently shows that increasing intensity does not always
lead to a higher cutoff energy. As will be shown in the next section, plasma
levels must be carefully controlled to maintain proper phase matching, as
excessive plasma generation can disrupt the conditions required to produce
higher-energy photons.

Building on the analysis of intensity effects and phase matching, the next
step is to assess whether the synthesized field under different focusing con-
ditions can still generate IAPs. Examining the spectral modulation as a
function of the CEP of the synthesized fields reveals a clear π-periodicity.
Figure 6.7 illustrates this behavior in helium for the f = 200 mm and
f = 400 mm focal lengths. The CEP scans were acquired at relative delays
near perfect overlap between the pulses. Unlike the IR-only CEP scans (Fig.
6.3), which showed IAP generation was limited to the cutoff region, the cur-
rent CEP scans with the synthesized fields demonstrate that the bandwidth
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6. Water-window, soft X-ray isolated attosecond pulses

of the IAPs can extend into the plateau region, as evidenced by minimal
overlap between consecutive broadband π-periodic patterns.

While measuring photon flux is essential for determining the optimal con-
ditions—whether neon or helium, and under which focusing (intensity) sce-
nario—several factors made it difficult to identify the best configuration in
this experimental campaign. For instance, switching focal lengths altered
the focal spots, and despite careful alignment, residual astigmatism varied
between setups. Looser focusing also required larger gas-cell apertures to en-
sure sufficient beam throughput, which increased gas flow and raised beam-
line pressures to the mbar range, reducing the turbo pump’s ability to main-
tain sub-mbar vacuum levels. Consequently, each change in focal length
involved balancing beam throughput with maintaining acceptable vacuum
conditions. Additionally, periodic optimization of the OPAs between focus-
ing conditions introduced subtle variations in pulse and beam properties,
further complicating the evaluation. Nevertheless, representative and high-
est observed photon flux values for both IR pulses and synthesized pulses
under different focusing scenarios are reported in Ref. [297].

In addition to a systematic study comparing photon flux at different intensi-
ties and with various driving fields, understanding the mechanisms behind
the experimental observations necessitates modeling the generation process
under multi-atmospheric pressures with multi-octave spanning, sub-cycle
driving fields, similar to those used in the experiment. Furthermore, an-
alyzing the time-frequency profile of the emitted HHG radiation can help
distinguish between isolated emissions and those that are not. These topics
will be addressed in the following sections.

6.3 On-axis macroscopic modeling of HHG

Macroscopic modeling of the HHG process under high-intensity and high-
pressure conditions is essential for gaining insights into its underlying mech-
anisms. However, performing a full 4D (or 3D, assuming cylindrical symme-
try) simulation that considers all spatial and temporal dimensions, while si-
multaneously scanning pressure, gas target position, and driving waveform,
is computationally impractical.

Building on the success of the on-axis phase-matching analysis presented
in Sec. 3.2, which effectively captured key experimental observations such
as pressure dependencies in gas-cell scans and the phase-matching cutoff
in neon, a simplified on-axis macroscopic model is employed here. This
model, closely following Refs. [170, 216, 219], integrates the electric field
wave equation along the propagation axis, neglecting transverse variations.
Although simplified, this approach provides a computationally feasible way
to explore and optimize HHG under realistic experimental conditions. Many
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6.3. On-axis macroscopic modeling of HHG

of the variables and parameters used in this model are defined in Chs. 2
and 3.

6.3.1 Optical driving field propagation

The initial step in macroscopically describing HHG involves computing the
propagation of the optical driving field through the medium. This allows
for the computation of single-atom dipole moments at each axial position,
which are then coherently summed to simulate the macroscopic buildup
of the HHG beam. This decoupled computational approach is justified by
the negligible back action of the harmonic beam on the driving field, as
the harmonic intensity is orders of magnitude weaker than the optical field
[219].

To describe this propagation, the influence of the neutral atomic gas and
generated plasma must be considered. Using the Slowly-Evolving Wave
Approximation (SEWA), which is valid for pulses with durations near a
single optical cycle [308], the resulting equation for a plane wave optical
field, expressed in the reference frame of the speed of light as Ẽ(t), is given
by:

∂Ẽ
∂z

(ω, z) = i
[

k(ω)− kn(ω, z)
]

Ẽ(ω, z)

+
i

2ωc
F
{

∂Jabs

∂t
(t, z) + ω2

p(t, z)Ẽ(t, z)
}

,
(6.1)

where kn(ω, z) accounts for the linear dispersion and is scaled according to
the medium’s density, ρ(z). The medium density is defined as ρ(z) = P(z)n0,
with P(z) being the pressure distribution (see Sec.3.2). The term involving
the plasma frequency ω2

p, defined as

ω2
p(t, z) =

e2ρ(z)ηe(t, z)
ε0me

, (6.2)

describes plasma dispersion and leads to blue-shift (see Sec. 3.3). This fre-
quency becomes both time- and spatially-dependent due to the medium’s
density distribution and the continuous deformation of the optical field
along the propagation axis. If transverse coordinates were considered, this
term would also encompass plasma defocusing. Finally, the term Jabs in
Eq. 6.1 accounts for the energy loss from the laser field due to strong-field
ionization of the medium, and is given by [170]:

Jabs(t, z) = ρ(z)[1 − ηe(t, z)]
Ipw(|Ẽ(t, z)|)

ε0|Ẽ(t, z)|2
Ẽ(t, z), (6.3)
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Focused propagation

The previously discussed equation is valid for a plane wave. To account for
beam focusing, the synthesized beam is modeled as the coherent sum of N
constituent beams, Ẽj:

Ẽ(ω, z) = Ẽ1(ω, z) + Ẽ2(ω, z) + . . . + ẼN(ω, z). (6.4)

Each constituent beam is assumed to follow the longitudinal axial profile of
a focused Gaussian beam (see Sec. 2.1.4). According to these equations, the
on-axis (r = 0) field of the j-th constituent beam can be expressed as:

Ẽj(ω, z) =
Ej(ω)

(1 + ẑ2
j )

1
2

eiζ(ẑj), (6.5)

where Ej(ω) is the spectral representation of the j-th constituent pulse, and

ẑj = (z − zj
0)/zj

R is a normalized axial coordinate. Here, zj
0 is the focal

position of the j-th beam, and zj
R is its Rayleigh length evaluated at the

beam’s central wavelength. This implies an assumption of no spatiotempo-
ral coupling, meaning that all frequencies within the spectrum of the j-th
constituent pulse share the same Rayleigh length zj

R.

With this representation of the constituent beams, the spatial evolution (in
vacuum) of the focused synthesized beam (Eq. 6.4) satisfies the following
equation:

∂Ẽ
∂z

(ω, z) =
N

∑
j=1

g(ẑj)Ej(ω, z) ≡ Gfoc(ω, z), (6.6)

where the focusing coefficient g(ẑ) is defined as:

g(ẑ) ≡ i − ẑ
zR(1 + ẑ2)

(6.7)

By incorporating the term Gfoc(ω, z), which encodes the focusing of the
beam during propagation, into Eq. 6.1 an approximation of the full non-
linear propagation equation is obtained:

∂Ẽ
∂z

(ω, z) + i
[

kn(ω, z)− k(ω)

]
Ẽ(ω, z) = Gfoc(ω, z)

+
i

2ωc
F
{

∂Jabs

∂t
(t, z) + ω2

p(t, z)Ẽ(t, z)
}

,

(6.8)
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6.3.2 Harmonic field propagation

To describe the macroscopic buildup of HHG, the SEWA is also invoked for
the harmonic field, and its evolution is likewise expressed in the reference
frame of the speed of light. For the harmonic field, focusing effects are
neglected, implying that the difference in divergence between short and long
trajectories is not considered [202], which leads to contributions from both
in the resulting spectra. Under this assumption, the harmonic field Ẽh is
governed by:

∂Ẽh

∂z
(ω, z) + i

[
kn(ω, z)− k(ω)− i

α(ω, z)
2

]
Ẽh(ω, z) = − iω

2cε0
P̃NL(ω, z) (6.9)

This equation incorporates the linear dispersion and absorption experienced
by the high-harmonic emission across its entire bandwidth. The absorption
is captured by a z-dependent coefficient, also scaled by the medium’s den-
sity, ρ(z). The term on the right-hand side, P̃NL(ω, z) = ρ(z)F{[1− ηe(t, z)] ·
dh(t, z)}, represents the nonlinear polarization and encapsulates the single-
atom dipole moment, dh(t, z). This dipole moment is calculated at each
spatiotemporal coordinate using the propagated driving field Ẽ(t, z), and is
then weighted by the density of the remaining neutral atoms at that coordi-
nate.

Due to the linearity of Eq. 6.9 with respect to Ẽh, an analytical form of its
solution exist, and is given by:

Ẽh(ω, z = Lmed) = − iω
2cε0

∫ Lmed

0
P̃NL(ω, z)e−i

[
kn(ω,z)−k(ω)−i α(ω,z)

2

](
Lmed−z

)
dz,

(6.10)

where Lmed is the length of the medium.

6.3.3 Numerical solution

The evolution of the optical driving field, Ẽ(t, z), as described by Eq. 6.8, is
computed using the fourth-order Runge-Kutta (RK4) method. The harmonic
field, Ẽh(ω, z), is obtained via direct cumulative evaluation of Eq. 6.10.

For 2D scans, such as those involving relative delay vs. CEP or focus po-
sition vs. CEP, parallel computation is utilized to expedite the process.
For each parallel worker, a temporary file is initially created for each ini-
tial electric field Ẽk(t) in the scan. Each file is then propagated using the
RK4 method, yielding solutions Ẽk(t, z), which are saved in new temporary
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files. The original input files are subsequently deleted to maximize storage
space during computation.

The propagated waveforms are subsequently fed into HHGmax [196]. For
each waveform, the dipole response dk

h(t, z) is computed, and Eq. 6.10 is
evaluated to obtain Ẽk

h(t, z). These results are also stored in temporary files.
Finally, a function merges all resulting temporary files into a single matrix,
with optional down-sampling for memory optimization.

6.3.4 Simulations with Gaussian pulses

Preliminary simulations assess the model’s capacity to qualitatively repro-
duce trends of the previous experimental observations. These simulations
employ 7-fs Gaussian pulses centered at 0.8 µm and 1.6 µm, with Rayleigh
lengths of 4 mm and 2 mm, respectively, and with spatially overlapping foci.
The target gas medium has a length of Lmed = 0.5 mm with a rectangu-
lar pressure distribution centered at z = 0. Specific features to reproduce
include: pressure-dependent behavior of gas-cell scans; the observed phase-
matching cutoff in neon when utilizing the IR pulse; and the disappearance
of the high-energy half-cycle cutoff when both the NIR and IR pulses ap-
proach overlap in a delay scan.

Figure 6.8 shows gas-cell scans at different pressures in helium using a 1.6
µm pulse with a peak intensity of 4 × 1014 W/cm2. In these scans, the
focus position was varied along the propagation axis, while the gas target
remained fixed at the origin. To express the results relative to the focus (with
negative values indicating the target is positioned before the focus), the focus
position grid was multiplied by -1. The fringe-like features observed in the
spectra arise from the interference of short and long trajectories, as well as
from multiple emissions occurring within the driving field.

The presented scans are CEP-averaged, with a CEP scan over the range
[0, π ) performed at each simulated target position. With 31 target positions
and 21 CEP points, a total of 651 simulations were run at each pressure. The
simulations used a 40-fs time window (-20 to 20 fs), sampled with a temporal
resolution of approximately ≈ 5 as, ensuring the Nyquist frequency exceeds
the frequency corresponding to the HHG cutoff energy. The propagation
axis was discretized with a step size of 2 µm to ensure full convergence
of the driving field. With these parameters, a single simulation producing
one macroscopic spectrum takes less than 3 minutes on a standard desktop
PC. Running the entire gas-cell CEP scan sequentially would take about 1.5
days, but with parallel computation using 100 workers, the total runtime is
reduced to less than 2 hours.

The gas-cell scans in Fig. 6.8a-e demonstrate the trends consistent with the
theoretical analysis in Sec. 3.2.2 and the experimental scans in Fig. 6.2.
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Figure 6.8: HHG gas-cell scans in He driven by a 1.6 µm, 7-fs Gaussian pulse. HHG spectra
as a function of target position at different pressures (a) 2 bar, (b) 3 bar, (c) 4 bar, (d) 5 bar,
and (e) 6 bar. (f) Optimal target position (highest integrated signal; white arrows in a-e) versus
pressure. The peak intensity at focus is 4 × 1014 Wcm−2, the Rayleigh length is zR = 2 mm,
and the medium length is Lmed = 0.5 mm, with a rectangular pressure profile. Spectra are
averaged over the driving field’s CEP and are multiplied by the beamline’s transfer function (Al
150 nm + Cu 100 nm, Au toroidal mirror, 2400 lines/mm grating, and CCD).

First, the maximum yield is achieved at a pressure of 4 bar, closely aligning
with the estimated pressure of 3.7 bar from the analytical model (see Table
3.1). Second, Fig. 6.8f exhibits the shift of the optimal gas-cell position that
transitions from +0.4 mm after the focus at 2 bar to -0.4 mm before the focus
at 6 bar. This shift goes together with a decrease in the energy cutoff from
≈ 320 eV to ≈ 300 eV.

Next, the ability to simulate the phase-matching cutoff observed in neon is
evaluated. Figure 6.9 presents gas-cell scans in neon at 2 bar and helium at
4 bar, both with a peak intensity (at focus) of 5 × 1014 W/cm2 at focus. At
this intensity, the cutoff energy, Ecutoff, is ≈ 400 eV for both gases, according
to the well-known cutoff formula (Eq. 3.11). The direct comparison between
the neon and helium scans highlights a clear difference in the maximum
photon energies achieved in each of them when driven at the same peak
intensity. As was shown in Fig. 3.10, for a 1.6 µm, 7 fs pulse, the critical
intensity in neon is approximately 4.3 × 1014 W/cm2, resulting in a phase-
matching cutoff (EPM

cutoff) of 345 eV. This photon energy is around the upper
limit of the brightest spectral region in the neon scan (Fig. 6.9a). In contrast,
in the helium scan, where the critical intensity has not yet been reached
(≈ 6.2 × 1014 W/cm2), the spectra extend up to 400 eV, closely matching the
cutoff predicted by the cutoff formula.

Finally, the influence of a relative delay between the 0.8 µm (Field 1) and
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Figure 6.9: HHG gas-cell scans in He and Ne driven by a 1.6 µm, 7-fs Gaussian pulse.
HHG spectra as a function of gas target position for Ne at 2 bar (a) and He at 4 bar (b). The
peak intensity at focus is I0 = 5×1014 Wcm−2. The beam and medium geometries are as in
Fig. 6.8. Scans are CEP-averaged. White solid lines show the phase-matching cutoff EPM

cutoff

calculated using the critical intensity (Icr = 4.27 × 1014 W/cm2), and dashed lines represent the
single-atom cutoff Ecutoff computed with I0. The beamline’s transfer function has been applied
to the simulated spectra.

1.6 µm (Field 2) pulses on the macroscopic harmonic emission is examined.
Figure 6.10a presents a delay scan in neon, maintaining a constant CEP
of zero for both pulses. The peak intensity of Field 2 at focus is fixed at
3.5×1014 Wcm−2, while the intensity of Field 1 is set to one-third of this
value. Positive relative delays indicate Field 1 arriving after Field 2. The
resulting electric field waveforms at the medium’s entrance and after propa-
gation are illustrated for three selected relative delays (-9, -1.85, and +0.9 fs)
in Figs. 6.10b-d. The critical ionization in neon (ηcr = 0.22%) at 1.6 µm
is shown for reference. Figure 6.10e shows the single-atom response delay
scan, while Fig. 6.10f shows the on-axis propagation simulation, assuming
2 bar of neon with the gas target centered at the focus position.

Concentrating on Fig. 6.10e-f, a qualitative similarity is observed between
the single-atom and on-axis propagation simulations outside the overlap re-
gion, roughly between -8 fs and 8 fs. In this range, the ionization fraction
remains below ηcr, and the propagating driving waveform experiences mini-
mal distortion. This is illustrated by the waveform at τ1 = −9 fs (Fig. 6.10b),
where the plasma fraction is only 0.15%.

Within the overlap region, significant differences between the single-atom
and macroscopic simulations become apparent. While the single-atom sim-
ulation extends up to ≈ 400 eV, the macroscopic simulation shows a cutoff
limited to below 300 eV. This reduction arises from the attenuation of the
field as it propagates through the medium, primarily due to energy loss
from strong-field ionization (described by the Jabs term in Eq. 6.1). The
reduction in amplitude of the strongest half-cycle within the field leads to
lower electron acceleration, resulting in a decreased energy cutoff.
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Figure 6.10: HHG delay scan in Ne with 0.8 µm and 1.6 µm, 7-fs Gaussian pulses. (a)
Gaussian constituent pulses Field 1 (0.8 µm) and Field 2 (1.6 µm) with 7 fs FWHM duration
and CEP = 0. The peak intensity at focus for Field 2 is 3.5 × 1014 Wcm−2. The intensity
ratio of Field 2 to Field 1 is 0.3, with Field 1 delayed relative to Field 2 (positive delays indicate
Field 1 arriving after Field 2). (b-d) Resulting synthesized waveforms at delays of τ1 = −9 fs,
τ2 = −1.85 fs, and τ3 = 0.9 fs: electric field at medium entrance/exit (left axis), ionization
fraction at entrance (right axis). The 0.5 mm-long gas medium, pressurized to 2 bar, is centered
at the beam’s focus (target position = 0 mm). The critical ionization fraction (red dashed line)
ηcr = 0.22% is marked as reference. (e) Single-atom HHG delay scan. (f) Macroscopic, on-axis
HHG delay scan. White dashed lines indicate delays corresponding to the waveforms in (b-d).
The labels ”L”, ”C”, and ”R” in (b) indicate the left, central and right half-cycles, respectively.

This effect is visible in the input and propagated waveforms at relative de-
lays τ2 = −1.85 fs and τ3 = 0.9 fs (Fig. 6.10c-d), where the central half-cycle
(”C” in the figure) experiences a reduction of about 30% after propagation.
Interestingly, despite the waveform similarity at these two delays, they lead
to markedly different phase-matching conditions and thus distinct spectral
outcomes. For instance, at the single-atom level, τ3 exhibits a cutoff at ≈ 383
eV, which is higher than the cutoff at τ2 (≈ 363 eV). After propagation, τ2
undergoes a 10 eV reduction, resulting in a cutoff of ≈ 350 eV. In contrast,
the cutoff for τ3 is reduced by nearly 70 eV. Additionally, an analysis of the
yields at the single-atom level and after propagation reveals that, while τ2
initially has a higher yield than τ3 at the single-atom level, this relationship
reverses after propagation.

The observed spectral features can be attributed to the differing ionization
dynamics at the medium’s entrance. Specifically, τ3 induces a higher initial
ionization fraction (1.8%) compared to τ2 (1.3%). Due to the exponential
nature of ionization, the higher-ionizing field associated with τ3 undergoes
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6. Water-window, soft X-ray isolated attosecond pulses

more rapid attenuation as it propagates through the medium, limiting the
buildup of the harmonic signal. Only after propagating ≈ 150 µm does
the field’s deformation become more gradual, allowing for signal buildup.
At this distance, the ionization fraction at the moment of HHG emission
approaches the critical value, enabling phase-matching and a high yield.
However, by this point, the intensity of the half-cycle responsible for the
highest energy emission is insufficient to generate photons beyond 312 eV.

In contrast, for the τ2 delay, the closer match of the cutoff energy after prop-
agation to the single-atom response indicates that signal buildup occurs al-
ready from the very beginning of the medium. The slightly lower intensity
of the input waveform results in a more gradual reduction in field intensity
during propagation, allowing for coherent buildup within the first ≈ 20 µm,
where the field strength is still sufficient to generate photons up to ≈ 350 eV.
However, in this case, the ionization fraction at the moment of emission
never reaches the critical value required for optimal phase-matching, lead-
ing to a lower yield compared to the τ3 delay.

These initial simulations with Gaussian pulses successfully capture the gen-
eral qualitative features observed in the experimental scans in Sec. 6.2. How-
ever, to gain a more detailed understanding of the mechanisms involved and
to obtain the time-frequency profile of the HHG emission under different
macroscopic conditions, precise knowledge of the driving waveforms at the
HHG target is required. The following sections present the experiments and
numerical modeling conducted to achieve this goal.

6.4 Tailored waveforms for high-flux IAPs

This section explores the dependence of HHG yield, spectral shape, and
time-frequency profile on the synthesized driving waveform under various
controlled intensity and phase-matching regimes.

6.4.1 Methods

The experimental setup, illustrated in Fig. 6.11, closely resembles that pre-
sented in Sec. 6.1, with two main modifications: (1) the driving field inten-
sity is adjusted using reflective neutral density (ND) filters9 (2-mm UV fused
silica substrates), and (2) driving waveforms are characterized in-situ via the
TREX technique (see Sec. 2.6.2) [159]. The dispersion within the NIR and IR
channels was adjusted to ensure pulse compression at the interaction point,
while the focal length was fixed to f = 400 mm. This focusing resulted in
measured Rayleigh lengths for the IR and NIR pulses of zIR

R ≈ 2 mm and
zNIR

R ≈ 4 mm, respectively. The gas-cell had an inner thickness of ≈ 1 mm.

9NDUV2R(01A-03A), (Thorlabs, Inc)
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6.4. Tailored waveforms for high-flux IAPs

Table 6.1: Measured NIR and IR pulse energies at the gas target for the different ND
filters. The ND 0.0 filter corresponds to the 2-mm UV fused silica substrate without the reflective
coating.

ND NIR (µJ) IR (µJ) Total (µJ)
0.0 20 170 190
0.1 19 163 182
0.2 16 126 142
0.3 11 77 88

This ND filter approach to attenuating the driving beam energy offers sev-
eral advantages over the previous method of adjusting the focal spot. Main-
taining consistent focusing properties and medium characteristics (e.g., gas-
cell hole sizes) across varying intensities allows for a reliable comparison of
photon flux. Additionally, the ability to simply switch ND filters, without
requiring time-consuming beamline realignment, preserves system stability
and ensures consistent beam and pulse properties across measurements. Ta-
ble 6.1 lists the individual (NIR, IR) and combined pulse energies measured
at the gas target for various attenuation levels (ND0.0 - ND0.3), where ND0.0
represents the uncoated 2-mm UV fused silica plate. The combined beam
energy decreases in transmission relative to the ND0.0 filter, with transmis-
sions of approximately 96% for ND0.1, 75% for ND0.2, and 46% for ND0.3.

Measuring the driving waveform directly at the HHG target position also
offers advantages. Ex-situ measurement of the driving waveforms would ne-
cessitate knowledge of the complex-valued transfer function from the mea-
surement point to the HHG generation point. Typically, only an estimate of
this transfer function is available, and can lead to significant uncertainties
in the actual driving waveform. The in-situ approach circumvents this issue
entirely. Furthermore, the Gouy phase shift due to tight focusing and the
intensity ratio between the constituent pulses, both critical factors in HHG,
vary along the beam path. By measuring the waveform at the HHG gen-
eration point, these spatial variations are inherently captured, providing a
more precise characterization of the HHG driving field.

Measurement and simulation procedure

On the experimental side, the measurement procedure, performed in both
helium and neon, each with ND filter values of 0.0, 0.1, and 0.2, consists of
the following steps:

1. IR-only phase-matching: CEP-averaged, gas-cell scans at various back-
ing pressures are performed to identify the combination of backing
pressure (Pb) and gas target position (zPM) that maximizes the HHG
yield when driven only by the IR pulse.
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6. Water-window, soft X-ray isolated attosecond pulses
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Figure 6.11: Experimental setup. The water window HHG beamline (Fig. 6.1) incorporates a
”TREX” in-situ waveform characterization setup (see main text) and a series of 2-mm reflective
neutral density (ND) filters (optical densities [OD]: 0.1-0.3, and a ”0.0” filter consisting of only
the UV fused-silica substrate). The synthesized beam, after passing through a selected ND filter
(attenuating ≈96% (ND0.1), 75% (ND0.2), 46% (ND0.3), with respect to the ND0.0 filter
across the full synthesizer bandwidth), is focused ( f = 400 mm) into the 1-mm gas target (Ne or
He), generating HHG and a non-linear χ3 signal. A movable prism mirror can direct the χ3 signal
to an external optical spectrometer via UV-enhanced Al mirrors. All TREX scans are performed
with the ND0.3 and 1 bar of He.

2. IR-only CEP scan: A CEP scan is conducted under the phase-matching
(Pb, zPM) conditions identified in step 1. This serves to verify the IAP
gating capability of the IR pulse and to spot CEP values that maximize
the photon flux within a specific energy range.

3. In-situ waveform characterization: A TREX measurement is performed
using helium at 1 bar and at the optimized target position (zPM) deter-
mined in step 1. This establishes the time-zero reference for subse-
quent relative delay scans and characterizes the driving waveforms
precisely where the IR-only HHG yield was maximized.

4. Relative delay scans: Four relative delay scans are performed around
the established time-zero, under the optimized (Pb, zPM) conditions
identified in step 1. Each scan is conducted at a different CEP value:
the reference CEP (the initial lock point) φ0, φ0 − π/4, φ0 − π/2, and
φ0 − π. This last step verifies the consistency of the delay scan over a
full CEP cycle.

Thus, this procedure enables the assignment of a driving waveform to each
recorded spectrum from the delay scan. Additionally, since the spectrometer
is calibrated with the photodiode, the photon flux can also be determined
for each spectrum.

On the simulation side, the procedure replicates the experimental steps.
Starting with step 1, the simulation uses the experimentally characterized
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6.4. Tailored waveforms for high-flux IAPs

Table 6.2: Phase-matching conditions for IR-only HHG. Combinations of backing pressure
and gas target position for phase-matching the IR-only HHG in neon and helium, under various
ND filters (see Fig.6.12).

Helium Neon

ND
Backing pressure

(bar)
Target pos.

(mm)
Backing pressure

(bar)
Target pos.

(mm)
0.0 8.0 0.8 4.0 1.0
0.1 6.0 1.0 4.0 1.0
0.2 6.0 1.5 4.0 1.0

IR waveforms from the TREX measurement (step 3) to identify the pressure
and gas target position (P, zPM) combinations that phase-match the simu-
lated IR-only HHG. Once these optimal (P, zPM) conditions are identified,
CEP and delay scans are simulated, incorporating the characterized NIR
and IR waveforms and their experimentally determined intensity ratio.

A complete set of measurements and simulations used for the analysis in
this section is available in App. D.

IR-only phase-matching

Figure 6.12 shows HHG gas cell scans acquired using the IR pulse only, at
various backing pressures in neon (2, 4, and 6 bar) and helium (6, 8, and
10 bar), each with corresponding attenuation levels. The combinations of
backing pressure and target position that produced the highest yield and
cutoff for each attenuation level, as identified from these scans, are listed in
Table 6.2.

A closer look at Fig. 6.12 highlights the distinct effect of ND filters on both
the cutoff energy and yield of the HHG spectra in helium and neon. With
no attenuation (ND0.0), the photon energy reaches approximately 360 eV in
helium and 345 eV in neon. When the attenuation is increased to ND0.1,
the cutoff in helium decreases moderately to around 345 eV, while in neon,
it remains nearly unchanged, dropping by only about 5 eV. However, with
ND0.2, the maximum photon energy in both gases is reduced significantly
to ≈ 280 eV, falling below the water window region. The fact that this
energy limit is reached in both gases suggests minimal plasma influence on
the driving field propagation at the intensity corresponding to the ND0.2
filter.

The ND filters also have a notable impact on the HHG yield. As expected,
the highest yield for both gases is achieved with ND0.0, with the maximum
yield in helium (at 8 bar) being approximately 10% of that in neon (at 4 bar).
In neon, increasing the attenuation from ND0.0 to ND0.1 results in a minor
10% reduction in yield, while in helium, this same increase leads to a more
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Figure 6.12: HHG gas-cell scans in He and Ne driven by the IR pulse with varying ND
filters. HHG spectra as a function of gas target position for ND filters: (a) 0.0, (b) 0.1, and (c)
0.2. Each panel shows scans in He (i: 6 bar, ii: 8 bar, iii: 10 bar) and Ne (i: 2 bar, ii: 4 bar,
iii: 6 bar), averaged over the CEP. The residual optical beam was blocked by a 150 nm Al filter,
and each spectrum was integrated for 2 s.
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Figure 6.13: TREX measurement for in-situ waveform characterization. (a) Measured and
(b) reconstructed TREX scans at the optimal gas target position for He (zPM = 1.5 mm, 1 bar,
ND0.3 filter). (c, d) Reconstructed IR and NIR fields (colored) and their respective temporal
envelopes (gray), with FWHM durations indicated. (e) Synthesized waveforms resulting from
the combination of the NIR and IR pulses at the indicated relative delays (white dashed lines in
panel b).

significant 25% drop. For both gases, further attenuation to ND0.2 causes
an order of magnitude decrease in yield.

In-situ waveform characterization

A TREX scan [159] is performed at each of the optimal gas target positions
listed in Table 6.2 for both gases and attenuation levels. To minimize distor-
tion of the driving field by plasma generation, the measurements are taken
using the ND0.3 filter (which attenuates the synthesized beam by ≈ 46%)
with helium at 1 bar backing pressure as the target gas. This setup ensures
minimal plasma generation, allowing the measured waveforms to closely
resemble the vacuum conditions at the generation point.

The TREX signal, extending down to 230 nm, is directed out of the HHG
beamline using UV-enhanced aluminum mirrors. A pair of UV fused silica
prisms then spatially disperse the beam, separating the third-order (χ3) fre-
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6. Water-window, soft X-ray isolated attosecond pulses

Table 6.3: Reconstructed intensity ratios for different ND filters. NIR-to-IR intensity ob-
tained from TREX waveform reconstructions at the optimal gas target positions (Table 6.2),
and corrected for the transmission difference with respect to the ND0.3 filter (used in TREX
measurements)

ND He Ne
0.0 0.35 0.33
0.1 0.37 0.33
0.2 0.42 0.46

quencies from the much stronger fundamental optical beam. The filtered
χ3 component is subsequently focused into a commercial grating spectrom-
eter10.

Figure 6.13a shows an example TREX scan measured at the optimal posi-
tion for helium with the ND0.2 filter (zPM = 1.5 mm). The corresponding
reconstructed scan is presented in Fig. 6.13b, demonstrating high-fidelity
reconstruction where even subtle features are faithfully reproduced. The
reconstructed NIR and IR pulses are shown in Fig. 6.13c-d, revealing an
IR pulse duration of ≈ 9 fs and an NIR pulse duration of ≈ 7 fs, with a
NIR-to-IR intensity ratio of 0.49. The central wavelengths of the NIR and IR
fields are ≈ 0.84 µm and 1.80 µm, respectively. Since the TREX technique
provides the full temporal map for various relative delays between the NIR
and IR pulses, all possible synthesized waveforms within the scanned delay
range are known. Figure 6.13e illustrates three such synthesized fields, each
corresponding to a distinct relative delay (τ1 = −5 fs, τ2 = 0 fs, and τ3 = 7
fs), where zero delay (τ2 = 0 fs) is defined as the point where the centers of
mass of the constituent pulse envelopes coincide.

Importantly, the waveforms were measured with the ND0.3 filter. However,
to determine the precise waveforms driving HHG with the less attenuat-
ing ND filters (ND0.0, ND0.1, and ND0.2), two factors must be considered.
First, the different transmission levels for each constituent pulse (NIR and
IR) affect the intensity ratio between them. Second, the slight differences
in thickness—on the order of tens of microns—between the ND filters intro-
duce a phase shift that must be accounted for.

The transmission ratios between the ND filters are adjusted using the known
transmission values for the NIR and IR pulses listed in Table 6.1. The thick-
ness differences between the ND filters were measured with a Michelson
interferometer. Using these measurements, along with the known refractive
index of UV-fused silica [309], the corresponding phase shifts were calcu-
lated (see Eq. 2.5) and numerically applied to the ND0.3 waveforms to
obtain the corrected waveforms for the less attenuating filters.

10USB2000+, (OceanOptics.)
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6.4. Tailored waveforms for high-flux IAPs

Simulated IR-only phase-matching

For the gas-cell scan simulations, the peak intensity of the IR pulse at fo-
cus is a crucial input. For the ND0.0 case, this peak intensity is estimated
to be approximately 4 × 1014 W/cm2, based on the measured pulse energy
(170 µJ), beam waist (w0 ≈ 45 µm), and the ”temporal area” (see App.A) of
the intensity envelope (≈ 13 fs) for the reconstructed IR pulse. However, a
comparison between simulated and experimental spectra, using the energy
cutoffs achieved in helium, suggests that this estimate overshoots the actual
experimental value by about 5%. This discrepancy is likely due to astigma-
tism observed in the beam focusing or by the actual amount of energy that
enters the gas-cell. Both situations can reduce the intensity at the interaction
region. Therefore, for the simulations, the peak intensity for the ND0.0 case
is adjusted to 3.80 × 1014 Wcm−2. The corresponding peak intensities for
the other ND filter levels (ND0.1 and ND0.2) are derived from their trans-
mission values listed in Table 6.1, resulting in 3.65 × 1014 Wcm−2 for ND0.1
and 2.81 × 1014 Wcm−2 for ND0.2.

In addition to peak intensity, two other critical parameters for the simulation
are the longitudinal distribution of the gas within the target medium and
the Rayleigh length. For these simulations, the experimentally determined
Rayleigh length of zIR

R = 2 mm was used. The longitudinal distribution
of the gas, however, deviates from a perfect rectangular profile due to gas
emerging from the gas cell’s side holes, extending beyond the main cell.
This extended gas still contributes to HHG, as shown by the gas cell scans
in helium (Fig. 6.12), where emission occurs over a range approximately
twice the length of the gas target itself.

To account for the extended gas and model the pressure distribution, a con-
stant pressure P is maintained within the main cell, defined by the interval
[− Lcell

2 , Lcell
2 ]. Outside this region, the pressure gradually decreases follow-

ing a smooth cos2 window function over the intervals [− Lmed
2 ,− Lcell

2 ] and
[ Lcell

2 , Lmed
2 ]. For helium simulations, Lmed = 2 mm and Lcell = 0.4 mm were

used, while for neon, Lmed = 1.2 mm and Lcell = 0.2 mm were chosen. This
difference in gas-cell dimensions is due to the fact that neon, being heavier
than helium, escapes more slowly from the high-pressure region, resulting
in a different pressure profile. The pressure profiles were chosen to more
closely match the experimental scans. For field propagation within these
media, a step size of dz = 4 µm was used.

Finally, the relationship between the simulated pressure P and the experi-
mental backing pressure Pb is defined by a scaling factor r, which accounts
for the difference between the backing pressure and the actual pressure in-
side the gas cell. The value of r is chosen by adjusting the simulated pressure
so that the yield ratios between experimental scans at different pressures are
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Figure 6.14: Simulated HHG gas-cell scans in He and Ne driven by the IR pulse with
varying ND filters. HHG spectra as a function of gas target position for ND filters: (a) 0.0, (b)
0.1, and (c) 0.2. Each panel shows scans in He (i: 6 bar, ii: 8 bar, iii: 10 bar) and Ne (i: 2
bar, ii: 4 bar, iii: 6 bar), averaged over the CEP. The spectra are multiplied by the beamline’s
transfer function.
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Table 6.4: Simulated phase-matching conditions for IR-only HHG. Combinations of backing
pressure and gas target position for phase-matching the simulated IR-only HHG in neon and
helium, under various ND filters (see Fig.6.14).

Helium Neon

ND
Pressure

(bar)
Target pos.

(mm)
Pressure

(bar)
Target pos.

(mm)
0.0 4.5 -0.1 2.2 0.1
0.1 3.4 0.1 2.2 0.1
0.2 3.4 0.6 2.2 0.1

reproduced. This ensures the pressure-dependent changes in yield observed
experimentally are reflected in the simulations. In this study, the scaling fac-
tor was determined to be 0.56.

Figure 6.14 presents the simulated HHG gas cell scans, driven only by the IR
pulse, for various combinations of backing pressures in neon (1.1, 2.2, and
3.4 bar) and helium (3.4, 4.5, and 5.6 bar), along with different ND filter at-
tenuation levels (ND0.0, ND0.1, and ND0.2). Each combination corresponds
to a unique peak intensity at focus, as described earlier. For neon, the peak
intensities result in maximum ionization fractions of approximately 0.26%,
0.20%, and 0.03%, with the ND0.0 case approaching the critical ionization
fraction for neon at 1.6 µm. In contrast, plasma effects are unlikely to play a
significant role in the ND0.2 case due to the much lower ionization fraction.
Meanwhile, the maximum ionization fraction for helium remains negligible
(≤ 0.1%) across all ND levels. This justifies adjusting the simulated peak in-
tensity for helium (ND0.0 case) to match the experimentally observed cutoff,
as the absence of significant plasma effects allows the cutoff to be predicted
by the cutoff formula (Eq. 3.11), as shown in Fig. 6.9.

Based on the simulated gas-cell scans shown in Figure 6.14, combinations of
phase-matching position and pressure were selected for further simulations.
These selections, listed in Table 6.4, were chosen to replicate the experimen-
tal trends. In the case of neon, as in the experiment, the pressure and gas-cell
position were kept constant across all attenuation levels. A detailed analysis
of the simulated scans reveals several notable agreements with the experi-
mental observations.

First, with the exception of the ND0.2 neon scan, the simulations accurately
reproduce the pressure-dependent yield behavior observed in the experi-
ments. Second, the simulated energy cutoffs closely match the experimen-
tal values across all attenuation levels. Third, the model captures the rel-
ative yield reductions between different attenuation levels effectively. For
example, the transition from ND0.0 to ND0.1 results in a simulated yield
reduction of 8% in neon and 28% in helium, which aligns well with the
experimental reductions of 5% and 25%, respectively. Furthermore, both
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6. Water-window, soft X-ray isolated attosecond pulses

the simulations and experiments show an approximately tenfold decrease
in yield between the ND0.0 and ND0.2 filter levels for both gases.

While the model successfully predicts yield ratios within a single gas type
across different attenuation levels, it underestimates the yield ratio between
different gas types. For instance, in the ND0.0 cases, the simulations pre-
dict the maximum helium yield to be about one-third of the maximum
neon yield, whereas experimental results indicate it is an order of magni-
tude lower. This discrepancy may stem from the gas cell profile used in the
simulations, as both the medium and cell lengths significantly influence the
resulting HHG yield. Further investigation is needed to pinpoint the exact
cause.

Additionally, the simulated neon gas-cell scans do not align well with exper-
imental observations, likely due to the absence of intensity fluctuations in
the simulations. With the ND0.0 and ND0.1 filters, the IR field is close to the
critical ionization fraction for phase matching, so even slight deviations can
alter the spectral shape. Incorporating these fluctuations in the simulations
could average the conditions around optimal phase matching, potentially
improving the match with experimental data.

6.4.2 IR-only CEP scans

Figure D.1 in App. D presents the complete set of measured and simu-
lated IR-only HHG CEP scans for both neon and helium. These scans were
acquired with a 150-nm thick aluminum filter under the phase-matching
conditions specified in Tables 6.2-6.4. The simulated scans account for the
300 mrad r.m.s CEP noise of the driving laser pulses by averaging each
spectrum over the CEP axis using a Gaussian weighting function centered
around the nominal CEP value.

Focusing on the ND0.0 case in neon, Fig. 6.15 provides a detailed analysis
of one of the HHG CEP scans. Panel (a) displays the scan itself, while
panel (b) shows the corresponding photon flux integrated within a 10%
bandwidth (BW) around 300 eV. This flux, presented at the HHG source
before any beamline attenuation, reaches a maximum of (6.8 ± 1.4)×105

photons/s/10% BW at a CEP value of 0.53π. In comparison, the maximum
flux achieved in helium under its phase-matching conditions is about 10%
of that value, at (7.2 ± 1.5)×104 photons/s.

The corresponding simulated scan is shown in Fig. 6.15c, with panel (d)
comparing the simulated spectrum at the optimal CEP to the experimentally
obtained spectrum, both maximizing flux around 300 eV. Unlike the exper-
imental spectrum, where the fringes are smeared out due to detector reso-
lution, the simulated spectrum exhibits clear spectral fringes around 250 eV.
These faint fringes are primarily attributed to two consecutive emissions oc-
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Figure 6.15: IR-only CEP scan in Ne driven with ND0.0 filter. (a) Measured CEP scan
at 4 bar driven by an IR pulse, with the gas target positioned at 1.0 mm. (b) Integrated
photon flux around 300 eV in a 10% bandwidth. The shaded area represents the measurement
uncertainty. (c) Simulated CEP scan at 2.2 bar and with the gas target positioned at 0.1 mm.
The reconstructed IR pulse (I0 = 3.8 × 1014 Wcm−2) obtained via the TREX technique is used
as driving field. White dashed lines in (a-c) indicate the CEP maximizing 300 eV flux. (d)
Experimental and simulated spectra at optimal CEP. (e) Corresponding time-frequency analysis
of (d), with shaded area representing a spectral filter for IAP gating. (f) Optimal driving field
at medium entrance/exit, and resulting IAP after applying the spectral filter.

curring around t = 3 fs and t = 6 fs, as revealed by the time-frequency
analysis of the emission in panel (e). Figure 6.15f illustrates the driving IR
field at both the entrance and exit of the medium. By applying a spectral
filter to select energies beyond 250 eV, a 600-as IAP can be gated. If only
short trajectories contributed to this IAP—given that the larger divergence
of long trajectories likely leads to their suppression in reality—its duration
would be reduced to 300 as.

6.4.3 Relative delay scans

This section presents the experimental and simulated HHG delay scans, en-
compassing CEP shifts of (0, π/4, π/2, π) for both helium and neon gases
across all attenuation levels (ND0.0 - ND0.2). A comprehensive set of these
scans is presented in App. D. The phase-matching conditions employed for
these scans are detailed in Tables 6.2 and 6.4.

Experimentally, these scans were acquired using a 150 nm thick aluminum
filter and a 100 nm thick copper filter, with a 2 s integration time. All spec-
tra—both experimental and simulated—are presented at the CCD point, in-
corporating the beamline’s transfer function to facilitate direct comparison.
However, the reported photon flux values have been corrected for this trans-
fer function, corresponding to those at the HHG generation point.
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6. Water-window, soft X-ray isolated attosecond pulses

For the simulations, each individual spectrum employed a 100 fs time win-
dow to ensure full temporal coverage of the synthesized pulse. A time step
size of 3 as was selected to achieve the spectral resolution necessary for
capturing the highest cutoff energies generated by the most intense driving
fields. The delay grid spanned from -20 fs to +20 fs with a 100 as step size,
and was coupled with a CEP grid sampled from -0.75π to +0.25π in 0.05π
increments. This detailed CEP sampling was designed to account for the
CEP r.m.s. noise in the simulated delay scan. Consequently, over 8000 on-
axis propagation simulations were performed for each attenuation level and
gas type.

Figure 6.16 presents a delay scan in helium, acquired with the ND0.2 filter
at a CEP shift of π/4 and a combined field energy of 142 µJ. The simulated
scan (a) closely matches the experimental scan (b), which was recorded over
a narrower delay range (-9 fs to +3 fs). The strong agreement in the position,
relative intensity, and energy cutoff of the bright features validates the ac-
curacy of the TREX technique in characterizing the waveforms at the HHG
target and linking them to specific harmonic spectra. Both the simulated and
experimental scans demonstrate an increase in yield and an extension of the
cutoff within the temporal overlap region (-6 fs to +3 fs). Notably, at this
attenuation level (ND0.2), macroscopic effects do not significantly influence
the shape of the harmonic spectra, despite ionization fractions reaching up
to 0.3%. This argument is supported by single-atom response simulations
(not shown), which exhibit a similar qualitative agreement with the exper-
imental scan. Therefore, as discussed in Sec. 5.1, the observed increase in
yield and cutoff extension in the experiment is primarily driven by the con-
structive interference between the NIR and IR pulses, resulting in a more
intense synthesized field.

The absolute photon flux, integrated within the water window range (284-
543 eV) and shown in Fig. 6.16c, quantifies the yield increase as a function
of the relative delay. At a delay of τ = −2.8 fs, the synthesized field pro-
duces a photon flux of (1.4 ± 0.3)×105 photons/s. This represents a 40%
increase compared to the optimized flux from the IR pulse (ND0.0) alone
((1.0 ± 0.2) ×105 photons/s), despite the synthesized field having 16% less
energy than the 170 µJ IR pulse and using phase-matching conditions opti-
mized for the IR field rather than the synthesized field.

Figures 6.16d-f provide insights on the observed emission by displaying the
driving waveform at the entrance and exit of the medium, along with the
time-frequency analysis of the HHG emission at selected delays (τ = -2.5
fs, 0.3 fs, and 1.6 fs). Unlike the spectra in panels (a-b), which account for
the full beamline’s transfer function, the time-frequency analysis considers
only the effects of the metal filters and toroidal mirror, offering a closer
representation of how the emission would interact with a potential target.
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Figure 6.16: Relative delay scan in He with ND0.2 filter. (a) Simulated and (b) measured
HHG spectra as a function of the relative delay between the NIR and IR pulses (combined beam
energy: 142 µJ). A CEP shift of −π/4 is applied. Negative delays indicate the NIR pulse
precedes the IR pulse. (c) Water window photon flux (at the source) as a function of the relative
NIR-IR delay. Dashed horizontal line indicates the flux from the IR pulse with the ND0.0 filter
(170 µJ), optimized for phase-matching and CEP. The shaded areas represent the measurement
uncertainty. (d-f) Driving waveforms at the entrance/exit of the medium and time-frequency
analysis of simulated spectra extracted from the scan at relative delays of τ =-2.5 fs, 0.3 fs, and
1.6 fs. The time-frequency analysis represents the on-target emission (excluding grating/CCD
effects). The labels ”L”, ”C”, and ”R” indicate the left, central and right half-cycles, respectively.
For the experiment, the pressure was set to 6 bar and the target position to 1.5 mm. For the
simulation, a pressure of 3.4 bar and a target position of 0.6 mm were used. For the simulation,
the IR peak intensity was 2.81×1014 Wcm−2, and the NIR/IR intensity ratio was 0.42 (from
TREX).

As with the analysis presented in Figs. 5.1 and 6.10, the influence of the
driving waveforms on the observed spectra can be understood by focus-
ing on the three strongest half-cycles (labeled L, C, and R for left, central,
and right, respectively). At τ = -2.5 fs (panel d), the time-frequency analy-
sis reveals a broadband, isolated emission spanning from ≈ 200 to 350 eV,
originating within the central half-cycle. Although short trajectories domi-
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Figure 6.17: CEP scans at different relative delays in He with ND0.2 filter. CEP-dependent
HHG spectra at three different delays: (a) τ =-3.4 fs, (b) -2.9 fs, and (c) -1.6 fs. Each column
presents (i) the measured spectra, (ii) the simulated spectra, and (iii) the time-frequency analysis
at specific CEP shifts (indicated by white dashed lines in (a) and (b)). The CEP scans were
extracted from a delay-CEP scan using the same waveforms and experimental conditions as in
Fig.6.16.

nate this emission, the presence of remaining long trajectories results in an
IAP with a FWHM of 640 as. In contrast, at τ = 0.3 fs (panel e), emission
arises from recombination in both the central and right half-cycles. The cen-
tral half-cycle contributes to the spectral range up to ≈ 400 eV, while the
right half-cycle generates emission centered around 250 eV. In this scenario,
achieving an IAP would necessitate a spectral filter to remove energies be-
low ≈ 300 eV. Finally, at τ = 1.6 fs (panel f), another isolated broadband
emission centered around 250 eV is observed, arising solely from recombi-
nation in the right half-cycle. As in the case at τ = -2.5 fs, the IAP remains
primarily composed of short trajectories; however, the presence of residual
long trajectories causes the pulse to have a FWHM duration of 620 as.

To further substantiate the idea that the observed emission results from re-
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6.4. Tailored waveforms for high-flux IAPs

combination within either two consecutive half-cycles (leading to two at-
tosecond bursts) or within a single half-cycle (leading to an IAP), additional
evidence is presented in Fig. 6.17. This figure shows a series of measured (i)
and simulated (ii) CEP scans, along with corresponding time-frequency anal-
yses (iii), recorded using the same driving waveforms and phase-matching
conditions as in Fig. 6.16, at three different delays: -3.4 fs, -2.9 fs, and -2.5 fs.
Consequently, the CEP scan at -2.5 fs (Fig. 6.17c) corresponds to the same
driving waveform as in Fig. 6.16d. The strong agreement between simula-
tions and experiments is observed once again. Since the absolute CEP value
(φ0) is accurately retrieved from the TREX characterization, no additional
adjustments to the CEP axis are necessary to align the simulations with the
experiments, as further evidenced in Figs. D.2-D.3 in App. D.

This selected delay window from -3.4 fs to -2.5 fs effectively captures the
transition from double to single emission as the delay changes. At τ =
−3.4 fs and -2.9 fs, where two emissions are generated, the less energetic
emission (centered around 250 eV) produced by the right half-cycle increases
its cutoff as the CEP shift is incremented, while the more energetic emission
(extending up to about 350 eV) decreases. This simultaneous increase in one
half-cycle cutoff and decrease in the other creates a ”boomerang” shape in
the π-periodic pattern. This occurs because, as the CEP shifts in the shown
direction, the amplitude of the right half-cycle increases while the amplitude
of the central, stronger half-cycle decreases. At τ = −2.5 fs, the CEP scan
indicates that the spectrum primarily results from the central half-cycle, as
depicted in Fig. 6.16d. The observed HHG spectra show a single cutoff that
decreases with the CEP shift, without any visible contribution from another
half-cycle. This type of CEP scan, observed at τ = −2.5 fs, aligns with
findings from other setups where the presence of IAPs has been confirmed
[32, 249], including through attosecond streaking [143, 260].

As noted earlier, although the ND0.2 case simulations included an on-axis
macroscopic model, the results remained qualitatively similar to those from
single-atom response simulations, suggesting that plasma-induced effects
are not yet significant at this intensity. However, when switching from the
ND0.2 to the ND0.1 filter, the energy increases to 182 µJ, allowing the syn-
thesized waveforms to reach intensities up to 1015 W/cm2. This results in
ionization fractions of up to 1.2%, leading to more pronounced plasma con-
tributions and making the signal more sensitive to waveform distortions.

Figure 6.18 presents a delay scan in helium using the ND0.1 filter with a CEP
shift of -π/2. The simulated and experimental scans (panels a-b) show good
agreement outside the temporal overlap region (|τ| > 4 fs), but discrepancies
become evident within it. To illustrate these similarities and differences,
three representative cases at relative delays of τ = -2.6 fs, 0.5 fs, and 4.6 fs
are highlighted in Fig. 6.18d-f.
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Figure 6.18: Relative delay scan in He with ND0.1 filter. Similar to Fig.6.16, but with the
following differences: Combined beam energy: 182 µJ, CEP shift:−π/2. Experimental target
position: 1 mm. Simulation parameters: 0.1 mm target position. For the simulation, the IR peak
intensity was 3.65×1014 Wcm−2, and the NIR/IR intensity ratio was 0.37. (d-f) Synthesized
waveform and time-frequency analysis at delays of τ =-2.6 fs, 0.5 fs, and 4.6 fs.

Focusing first on the similarities, at τ = 4.6 fs, there is a strong match
between the simulation and the experimental trace. At this delay, the ioniza-
tion fraction reaches up to 0.1%, a level where plasma effects have minimal
influence on the resulting signal. As shown in Fig. 6.18f, the emission cor-
responds to an IAP, originating solely from a single half-cycle—in this case,
the right half-cycle.

Conversely, significant discrepancies arise within the overlap region. A key
difference is the absence of emissions centered around 250 eV in the exper-
imental data, which the simulations predict to originate from non-central
half-cycles (primarily the right half-cycle). Instead, the emissions observed
in the experimental scan are dominated by contributions from the central
half-cycle, which reach higher photon energies. For instance, at τ = −2.6 fs
(Fig. 6.18d), the simulation predicts two dominant emissions: one centered
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6.4. Tailored waveforms for high-flux IAPs

around 250 eV from recombination mainly in the left half-cycle, and another
higher-energy emission from the central half-cycle. A similar pattern is pre-
dicted at τ = 0.5 fs (Fig. 6.18e), with two emissions expected—this time
with the 250 eV emission originating from the right half-cycle. However, in
the experimental data, these lower-energy emissions around 250 eV are en-
tirely absent, leaving the central half-cycle emission as the most prominent
feature, particularly at τ = 0.5 fs (Fig. 6.18b).

The absence of these expected lower-energy emissions suggests a significant
underlying mechanism not accounted for in the on-axis simulations, most
likely plasma defocusing. At τ = 0.5 fs, the ionization fraction reaches 0.4%,
which is sufficient to trigger this effect (see Fig. 3.13). The right half-cycle,
encountering a higher plasma density, would be more susceptible to defo-
cusing and attenuation, leading to an emission with a lower central photon
energy, potentially falling below the detectable range or being blocked by
the metallic filter. This suggests that the experimentally observed spectra,
which display a single half-cycle cutoff, may indeed come in the form of
IAPs.

Shifting focus to photon flux, the synthesized waveforms in Fig. 6.10c
demonstrate a nearly nine-fold increase within the water window, with
a photon flux reaching (8.8 ± 1.8)×105 photons/s at a relative delay of
τ = +0.5 fs, compared to (1.0 ± 0.2)×105 photons/s for the IR-only case
(ND0.0). These flux values correspond to emission energies of 44 ± 9 fJ
and 5 ± 1 fJ for the synthesized and IR pulses, respectively. Given that the
synthesized field has an energy of 182 µJ and the IR pulse has 170 µJ, this
translates to efficiencies of 2.4 × 10−10 and 2.9 × 10−11, respectively. Thus,
the efficiency in the water window energy range is increased by a factor of
eight.

Turning to the behavior in neon with a CEP shift of π/4 and still using
the ND0.1 attenuation level, the plasma fractions can now reach up to 7.6%,
significantly amplifying the impact of plasma-induced propagation effects,
as shown in Fig. 6.19. The simulated and experimental scans generally
align well, particularly outside the temporal overlap region, which spans
from approximately -15 fs to +7 fs. Both scans capture the signal’s dis-
appearance—corresponding to the emission from the two strongest half-
cycles—and the asymmetry caused by the higher ionization fraction when
the NIR pulse precedes the IR pulse (negative delays). However, a closer ex-
amination reveals notable differences: the region where the signal vanishes
is smaller in the simulations compared to the experimental results. Addition-
ally, the normalized yield predicted in the simulations within this region is
about ten times higher than what is observed experimentally. These discrep-
ancies likely stem from the model’s neglect of plasma defocusing, which
would exacerbate the deterioration of the driving waveform.
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Figure 6.19: Relative delay scan in Ne with ND0.1 filter. Similar to Fig.6.16, but with
the following differences: Combined beam energy: 182 µJ, CEP shift:−π/4. Experimental gas
backing pressure and target position: (4 bar, 1 mm). Simulation parameters: (2.2 bar, 0.1 mm).
For the simulation, the IR peak intensity was 3.65×1014 Wcm−2, and the NIR/IR intensity ratio
was 0.33. (d-f) Synthesized waveform and time-frequency analysis at delays of τ =-0.1 fs, 2.6
fs, and 9.6 fs.

The time-frequency analysis and waveforms at selected relative delays (τ = −0.13 fs,
2.6 fs, 9.6 fs) are presented in Fig. 6.19d-f. At τ = 9.6 fs, which lies outside
the temporal overlap region, the simulated and experimental scans exhibit
strong agreement, despite the ionization fraction reaching 0.3%—about 1.5
times the critical ionization of neon at 1.6 µm. At this delay, emissions from
two half-cycles (the central and the right) are clearly visible in both the spec-
tra (Fig. 6.19a-b) and the time-frequency analysis (Fig. 6.19f).

Within the temporal overlap region, as previously discussed, the influence of
the generated plasma becomes increasingly pronounced, further highlight-
ing the discrepancies between the experimental data and simulations. For
instance, at τ = −0.13 fs, both the simulation and experiment show a weak
signal, but the simulated spectrum extends up to 350 eV, whereas the exper-
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6.4. Tailored waveforms for high-flux IAPs

imental cutoff reaches only ≈ 300 eV.

A more significant discrepancy emerges at τ = 2.6 fs, where the experimen-
tal spectrum shows an emission that resembles a single half-cycle emission
and extends nearly to 390 eV, surpassing the phase-matching cutoff from the
IR field alone (≈ 350 eV). This feature is not reproduced in the simulations,
which instead predict two emissions (Fig. 6.19e): one around 200 eV and the
other extending up to about 350 eV.

Single-atom response simulations using the same driving waveforms do pre-
dict an emission reaching 390 eV, along with another, less-energetic one ex-
tending only up to 300 eV. As discussed in Fig. 6.10, the highest photon
energies, even those exceeding the phase-matching cutoff, can still be phase-
matched at the very beginning of the medium, where the responsible half-
cycle has not yet been significantly attenuated. The failure to capture this
scenario in the simulations may stem from the implementation of the focus-
ing term, Gfoc (Eq. 6.6), in the model (Eq. 6.8), which does not account for
the transversal diffraction of the during propagation. This omission could
cause the simulated field to attenuate more rapidly than in reality, leading
to abrupt waveform changes early in the medium. Consequently, phase-
matching is hindered, likely resulting in the absence of the high-energy
emission reaching up to 390 eV in the simulations.

Limitations in the simulation model not only affect the high-energy emis-
sion but also have implications for the lower-energy emission, as already
observed in the helium case with ND0.1 attenuation (see Fig. 6.18). The
lower-energy emission, originating from trajectories recombining within the
right half-cycle, is more susceptible to plasma defocusing, likely explaining
its absence in the experimental signal. Thus, in this scenario as well, plasma
defocusing may contribute to producing the observed isolated burst that,
according to simulations, would otherwise appear as two distinct bursts.

Moving on to the measured photon flux, the behavior in neon contrasts
sharply with the helium case, where the water window photon flux in-
creased by nearly a factor of nine. In neon, as shown in Fig. 6.19c, the photon
flux remains below the level achieved with the IR pulse alone ((8.0 ± 1.6)× 105

photons/s). However, with other CEP shifts, such as the one without any
shift (∆φ = φ0) shown in Fig. D.11 in App. D, there is a modest flux increase
by a factor of approximately 1.4, reaching (1.1 ± 0.2) × 106 photons/s. This
increase occurs outside the overlap region, at a relative delay of τ ≈ 16 fs,
where the constituent pulses are already distinguishable, and the synthe-
sized waveform closely resembles the IR field alone. At this point, the effects
of waveform synthesis, particularly interference, are less pronounced.

This section has elucidated the time-frequency profiles of observed emis-
sions under varying intensity and phase-matching conditions. It has identi-
fied scenarios where IAPs are generated with minimal influence from plasma-

159



6. Water-window, soft X-ray isolated attosecond pulses

induced macroscopic effects, as demonstrated with ND0.2 in helium. Con-
versely, it has also highlighted cases—whether through higher intensities
or the use of neon—where plasma-induced effects, like plasma defocus-
ing, may contribute to IAP generation by suppressing one of the emissions
from double bursts. While these findings are compelling, confirmation re-
quires simulations that account for the transverse evolution of the propa-
gated field—a task that is currently underway.

Additionally, the yield of emissions from synthesized waveforms has been
shown to surpass that of the optimized IR-only field under certain condi-
tions. A more systematic analysis of HHG efficiency across different inten-
sity and phase-matching conditions will be discussed in the next section.

6.4.4 Water window yield efficiency

This section analyzes HHG yield and efficiency under varying conditions,
including attenuation levels, gas types, and driving fields (synthesized or
IR-only). Plasma effects are discussed, and driving waveforms leading to
observed yields and efficiency enhancements are reported.

Figure 6.20 presents the measured photon flux, energy, and efficiencies within
a 10% bandwidth centered at 225, 250, 275, . . . , 425 eV for both helium (a)
and neon (b), driven by IR-only and synthesized fields across all attenuation
levels (ND0.0-ND0.2). These values correspond to those at the HHG source,
as the beamline’s transfer function has been accounted for in the reported
measurements. The generation conditions are detailed in Table 6.2. For each
attenuation level, the IR-only values reflect the peak yield from the corre-
sponding measured CEP scan, while the synthesized field values represent
the highest yield obtained across the four measured delay scans with dif-
ferent CEP shifts (0, π/4, π/2, and π). All measurements are contained in
App. D. The specific delay and CEP shift settings leading to these yields are
shown in Fig. 6.21.

In the IR-only scenario, Fig. 6.20 shows that higher yields and efficiencies
in both helium and neon correlate with increased peak intensities, enabled
by higher energies, with maximum values at the lowest attenuation level
(ND0.0). In helium, the transition from ND0.2 to ND0.1 can yield nearly
a sevenfold efficiency increase at 275 eV or a twofold increase at 225 eV.
Moving from ND0.1 to ND0.0 results in a consistent doubling of efficiencies
across the entire energy range. A similar pattern is observed in neon, where
ND0.2 to ND0.1 leads to about an order of magnitude increase, and ND0.1
to ND0.0 produces a uniform twofold increase. These variations align with
ionization fraction trends: in helium, ionization drops from 0.01% at ND0.0
to about 70% of this at ND0.1, and to 10% at ND0.2. Similarly, neon’s ioniza-
tion fraction decreases from 0.26% at ND0.0 to 80% of this at ND0.1, and to
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(b) Neon
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Figure 6.20: Measured absolute HHG yield and efficiency in He and Ne with IR-only and
synthesized fields. Photon flux, energy, and efficiency (Eout/Ein) within a 10% bandwidth for
(a) helium and (b) neon. Values represent the HHG source, produced by either the IR-only field
(gray) or synthesized fields (colored) at all attenuation levels (ND0.0-0.2), with corresponding
beam energies shown. The IR-only values represent the maximum flux from CEP scans, while the
synthesized field values represent the maximum flux achieved across four delay scans at different
CEP shifts (0, π/4, π/2, and π; see Fig. 6.21). Corresponding measured CEP and delay scans
are found in App. D.

10% at ND0.2. Thus, the efficiency increase with lower attenuation levels is
directly linked to higher ionization probabilities due to increased intensities.

Continuing with the IR-only field, a comparison between neon and helium
reveals that neon generally achieves higher efficiencies than helium, except
when comparing the highest attenuation in neon (ND0.2) with the low-
est in helium. At ND0.0, where efficiencies are highest for both gases,
neon outperforms helium, but only up to 350 eV. For instance, at 275 eV
and 300 eV, neon is about ten times more efficient than helium, producing
(1.4 ± 0.3) ×106 photons/s/10% BW at 275 eV and (6.8 ± 1.4)×105 pho-
tons/s/10% BW at 300 eV. Even at 325 eV, neon remains about six times
more efficient, yielding (2.5 ± 0.5)×105 photons/s/10% BW. Only at 350 eV,
near neon’s phase-matching cutoff at 1.6 µm (≈ 345 eV), do their efficiencies
become comparable, with neon producing (2.7 ± 0.6)×104 photons/s/10%
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6. Water-window, soft X-ray isolated attosecond pulses

BW. Beyond this energy, neon ceases to generate photons, while helium con-
tinues, providing (6 ± 2)×103 photons/s/10% BW at 375 eV.

Turning to the HHG yields driven by synthesized fields, both gases exhibit
a general efficiency boost compared to the IR-only (ND0.0) scenario, where
the IR-only field has 170 µJ of energy. This boost is more pronounced in
helium than in neon. In helium, the efficiency increase is evident across all
attenuation levels of the synthesized field, with the highest efficiencies unex-
pectedly occurring at the intermediate attenuation level (ND0.1), where the
synthesized field’s energy closely matches that of the IR-only field, differing
by only ≈ 7%. In contrast, the efficiency enhancement in neon is generally
modest, not exceeding a factor of two across most of the energy range, but
becomes more pronounced at 350 eV and beyond. This enhancement be-
gins at the ND0.1 level and reaches its peak at the ND0.0 attenuation level.
Notably, this enhancement beyond 350 eV, where the IR-only field ceases to
generate photons but the synthesized field continues to do so, can also be
seen as a cutoff extension.

A closer examination of the trend in helium, where the significant efficiency
boost is observed, reveals that the HHG yield remains higher even at the
highest attenuation level (ND0.2). At this level, the synthesized field has
only about 80% of the IR-only energy, yet the efficiency consistently sur-
passes that of the IR-only field by at least a factor of two, with similar values
being achieved only at 350 eV. Under the optimal attenuation level, the inter-
mediate (ND0.1) level, particularly in the 300-350 eV range within the water
window, the efficiency increases dramatically—by about 6-8 times compared
to the IR-only field—and at 375 eV, it becomes nearly twenty times greater.

The absolute photon flux values in helium are (5.6 ± 1.1)×105, (1.7 ± 0.4)×105,
and (1.1 ± 0.2)×105 photons/s/10% BW at 300, 350, and 375 eV, respectively.
In neon, the corresponding flux values are (1.1 ± 0.2)×106, (1.8 ± 0.4)×105,
and (5.2 ± 1.1)×104 photons/s/10% BW at 300, 350, and 375 eV11. This in-
dicates that, even with synthesized fields, helium outperforms neon beyond
350 eV. By 400 eV, helium’s flux is nearly seven times greater than neon’s,
reaching (5.4 ± 1.1)×104 photons/s/10% BW. It is important to note that
phase-matching for the synthesized field has not been optimized as it was
for the IR-only field. Thus, higher values than the reported ones are ex-
pected upon adjusting the pressure and gas target position.

Figure 6.21 shows the synthesis settings that led to the observed enhance-
ments. On one hand, in helium (Fig. 6.21a), the relative delay between
the NIR and IR fields that enhances efficiency is below 3 fs for ND0.2 and
ND0.1, and even below 1 fs for photon energies above 325 eV (see inset). In

11For context, Teichmann et al. [32] report (2.8 ± 0.1) ×107 photons/s/10% BW in neon
and (1.8 ± 0.1) ×106 photons/s/10% BW in helium at the carbon K-edge (284 eV), using
400-µJ, 1.85-µm, 12-fs driving pulses focused by a f = 100 mm spherical mirror.
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Figure 6.21: Extracted waveform synthesis settings for optimized HHG yields in He and
Ne. Relative delays and CEP values (0, π/4, π/2, π) for the synthesized waveforms that led to
the highest yields (shown in Fig. 6.20) at all attenuation levels (ND0.0-0.2) in (a) helium and
(b) neon. CEP markers: circles for 0 and π, squares for π/4, diamonds for π/2. The inset in
(a) provides a zoomed view of the relative delay axis.

contrast, the ND0.0 case generally requires larger delays around 4 fs, 9 fs,
and 13 fs. On the other hand, in neon (Fig. 6.21b), larger delays are re-
quired to achieve enhanced yields, even more so than in helium. For ND0.2,
enhanced yields within the water window need relative delays around 3 fs.
However, at lower attenuation levels (ND0.1 or ND0.0), delays exceeding
10 fs are generally necessary, in some cases even reaching up to 25 fs.

The need for larger relative delays between the NIR and IR fields as attenu-
ation decreases suggests that the shortest, most intense synthesized wave-
forms—achieved with smaller delays—generate plasma levels that either
significantly deform the driving waveform during propagation, limiting the
generation of high photon energies, or exceed a threshold for effective phase-
matching. At larger delays, reduced field intensity lowers plasma fractions,
mitigating these issues but also decreasing ionization probabilities, which
results in lower HHG yields. This effect is evident in helium when transi-
tioning from intermediate (ND0.1) to the lowest (ND0.0) attenuation levels.
At ND0.1, waveforms producing the highest yields from 225-400 eV result
in ionization fractions up to 0.5%. In contrast, at ND0.0, waveforms with de-
lays around 4 fs lead to ionization fractions below 0.3%, and at larger delays,
these fractions drop further to less than 0.1%.

In neon, relative delays exceeding 10 fs cause the NIR and IR fields to start
becoming distinguishable, as their separation exceeds the FWHM duration
of the stronger IR field (≈ 9 fs). As a result, the three strongest half-cycles
driving HHG start to resemble those of the IR field, leading to similar ion-
ization fractions and efficiencies. Interestingly, at ND0.2, the yields from
the synthesized waveforms (with relative delays around 3 fs) are lower than
those driven by the IR-only field at ND0.0. This is unexpected since the
ND0.2 synthesized waveforms produce ionization fractions about an order
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(b) Neon (350 eV)
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Figure 6.22: Measured waveforms for optimized HHG yields at 350 eV in He and Ne. (a)
Helium: (i) Synthesized waveform (ND0.1, τ = 0.44 fs, φ0 − π/2) and (ii) IR-only field (ND0.0,
φ0 + 1.1π) yielding maximum yield at 350 eV within a 10% bandwidth. (b) Same as (a) for
neon: (i) Synthesized waveform (ND0.0, τ = 3.60 fs, φ0), (ii) IR-only field (ND0.0, φ0 + 0.25π).
Contributing half-cycles to the emission are highlighted, with durations indicated where electron
trajectories recombine. Both fields are normalized to the synthesized field’s peak envelope in
each gas. Dashed lines aid in comparing amplitudes between synthesized and IR-only fields.

of magnitude higher than the IR-only case at ND0.0, which would imply
higher yields. The likely explanation is the large phase mismatch caused
by these higher ionization fractions. The IR-only ND0.0 case was near the
ideal phase-matching condition, with an ionization fraction (0.26%) close
to the critical value for phase-matching (≈ 0.2%). In contrast, the ND0.2
synthesized case produces ionization fractions well above this critical value,
leading to phase-mismatch and, consequently, lower yields.

Figure 6.22 presents the synthesized and IR-only waveforms that produced
the highest yield and efficiency at 350 eV within a 10% bandwidth in helium
and neon, using ND0.1 and ND0.0 attenuation levels, respectively. In helium,
the synthesized waveform improved HHG efficiency by about a factor of
eight, while in neon, it achieved a sixfold increase, both relative to the IR-
only (ND0.0) field (panel (ii)). The half-cycles contributing to the 350 eV
emission are highlighted.

In helium (Fig. 6.22a), a single cycle of the synthesized waveform (panel (i))
produces isolated emission in this energy range. This cycle can lead to a
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6.4. Tailored waveforms for high-flux IAPs

high yield due to two factors: a higher ionization probability, driven by
the strong field at the moment of ionization (at t = −2.7 fs), and the long
duration of the recombining half-cycle (≈ 3.5 fs). Together, these factors
ensure both high ionization probabilities and increased electron acceleration.
In contrast, the IR-only field (panel (ii)), even at the optimized CEP value,
has a lower field strength at the moment of ionization (about 80% of the
synthesized case) and a shorter half-cycle duration (≈ 2.9 fs), resulting in
reduced acceleration.

In the synthesized waveform enhancing neon (Fig. 6.22b, panel (i)), three
half-cycles can contribute, generating two bursts. The ionizing half-cycles,
peaking at t = −2.4 fs and t = 1.2 fs, have comparable or lower ampli-
tudes than the optimized IR-only field. However, electron acceleration is
still achieved: the first ionization benefits from the longer duration (3.3 fs)
of the following half-cycle, while the second ionization gains from the nearly
twofold stronger field strength of its subsequent half-cycle, peaking around
t = 3 fs. This half-cycle, peaking around 3 fs, generates an ionization frac-
tion of about 5%, likely disrupting phase-matching and leaving only the
emission from the central half-cycle. Experimental scans (Fig. D.9a in App.
D) support this, suggesting that the observed emission corresponds to an
isolated burst.

Building on these findings, single-atom response simulations predict even
higher yields with other waveform settings. Some waveforms reduce the
travel time of the ionized electron in the continuum, minimizing electron
dispersion during propagation and improving overlap with the ground state
upon recombination, thereby enhancing the emission yield [47, 188]. Other
waveforms favor the generation of short trajectories by positioning the peak
of the ionizing half-cycle just tens of attoseconds away from their moment of
birth. This configuration ensures that the driving waveform concentrates en-
ergy primarily on short trajectories that will eventually achieve phase match-
ing, thereby minimizing energy loss to long trajectories [48]. However, the
increased plasma levels generated by these other waveforms ultimately led
to lower HHG yields.

This study demonstrates that tailored waveforms delivered by the PWS can
enhance HHG efficiencies in the water window, even without optimiza-
tion of phase-matching conditions. Further improvements in yield could
be achieved through finer control of plasma levels, with additional gains
possible by optimizing target position and gas pressure. Additionally, it has
been shown that the ability to reach sub-cycle durations with these tailored
fields facilitates the emission of a single burst within a specific energy range.
Introducing a third few-cycle field in the visible range [110, 295] could fur-
ther boost efficiency by enabling finer shaping of the field, leading to better
control of electron trajectories [48, 310]. The shorter duration would not only
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further ease the generation of even broader IAPs but also allow for higher in-
tensities with reduced plasma fractions, enabling phase-matching at higher
photon energies (see Fig. 3.10).
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Chapter 7

Conclusions and Outlook

This thesis explored the generation of attosecond pulses, with a focus on iso-
lated attosecond pulses (IAPs), via high-harmonic generation (HHG) driven
by tailored optical fields capable of reaching sub-cycle durations. The ob-
jectives were to investigate the potential for generating IAPs in the extreme
ultraviolet (EUV) and soft X-ray ranges, extending up to the water window
(284-543 eV), using these fields. Additionally, this work examines how tai-
loring the waveform of the electric fields affects the spectral and temporal
properties of the generated IAPs, and assesses whether such tailoring could
enhance the efficiency of the generation process, particularly in the water
window.

To achieve these objectives, in Ch. 4 it was first demonstrated the success-
ful coherent synthesis of millijoule-level few-cycle pulses using a parametric
waveform synthesizer (PWS). The PWS employs a parallel waveform syn-
thesis scheme, where optical parametric amplifiers (OPAs) amplify carrier-
envelope-phase (CEP)-stable pulses in different spectral ranges within ded-
icated channels. In the current configuration, two spectral channels are im-
plemented: one in the near-infrared (NIR, 0.65–1 µm) and another in the
infrared (IR, 1.2–2.2 µm), thus together spanning a 1.7-octave bandwidth.
After amplification, the NIR and IR pulses are compressed to few-cycle du-
rations of ≈ 6 fs and 8 fs, respectively, achieving a combined beam energy of
0.5 mJ. By coherently combining these pulses, synthesized sub-cycle pulses
with a duration of 2.8 fs (0.6 optical cycles) at a central wavelength of 1.4 µm
can be generated. Tailoring of the synthesized field is achieved by control-
ling the relative delay between the constituent pulses and the CEP of the
resulting field. These tailored waveforms were then used to drive HHG in
argon, producing both narrowband and broadband EUV continua.

Attosecond streaking measurements directly measured the electric field of
the synthesized sub-cycle waveforms, revealing a 3.5 fs duration that pre-
served the spectral components of the constituent NIR and IR pulses. Addi-
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tionally, the measurements confirmed the generation of an EUV IAP with a
central photon energy of ≈ 40 eV and a duration of about ≈ 240 as, demon-
strating both the presence of IAPs and the short-term stability of the system.
Long-term stability was further validated by sequential streaking traces ac-
quired over more than two hours, showing minimal deviations in the re-
trieved electric fields. These results provided a robust starting point for
further exploration of IAP generation and the effects of waveform tailoring.

In Ch. 5, experimental evidence of tunable IAP generation in the EUV and
soft X-ray regions, employing argon and neon with ≈ 300 mbar of pressure
was presented. By performing waveform scans, where the delays between
the NIR and IR pulses were systematically varied at a fixed CEP, a diverse
range of smooth spectral shapes was observed. These shapes exhibited band-
widths ranging from narrowband to broadband, with photon energies span-
ning from ≈ 30 to 110 eV in argon and up to ≈ 200 eV in neon, depending
on the delay. Furthermore, CEP scans at fixed delays revealed a strong π-
periodic modulation of the spectra, indicating the emission of IAPs. Attosec-
ond streaking measurements confirmed the IAP nature of selected emissions
within these scans, revealing IAP pulse durations from ≈ 80 to 240 as. Single-
atom response simulations and classical trajectory analysis highlighted the
mechanisms behind IAP generation facilitated by the driving fields. The
tailoring of individual half-cycles of the synthesized waveform allows pre-
cise control over the trajectory of the ionized electron, which in turn affects
the energy and phase of the resulting emission. Furthermore, the sub-cycle
duration of the synthesized fields permits the confinement of HHG to a sin-
gle optical cycle, thereby enabling the generation of broadband IAPs and
bypassing the need for conventional gating techniques.

Chapter 6 details the generation of water window HHG driven by IR-only
and synthesized fields in multi-atmospheric neon and helium targets. This
study was conducted in two parts.

The first part systematically explored water window generation under var-
ious focusing conditions ( f = 200, 400, 500 mm). Optimizing the gas tar-
get position and backing pressure was crucial for achieving optimal phase-
matching, which lead to water window spectra extending to ≈ 350 eV in
neon and 450 eV in helium. In neon, the 350 eV cutoff is attributed to a criti-
cal intensity, determined by the critical ionization fraction, beyond which
phase-matching becomes increasingly difficult. Similar to the EUV case,
CEP scans revealed a clear π-periodic modulation of water window spec-
tra, indicative of IAP generation with both the IR field and the synthesized
field. IAPs driven by the synthesized field exhibited a broad spectrum, cov-
ering both plateau and cutoff energies, while those produced by the IR field
were limited to cutoff energies. Delay scans under varying focusing condi-
tions (and thus intensities) showed a shift from cutoff extension and yield
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enhancement at lower intensities to significant signal suppression at higher
intensities, likely due to plasma-induced waveform deformation or phase-
mismatch. A macroscopic, on-axis numerical model of HHG was developed,
which qualitatively captured these experimental observations, including the
spectral dependence on pressure and gas target position, the 350 eV cutoff
in neon, and the signal suppression at higher intensities.

The second part of the study investigated, under varying intensities, the
time-frequency profile of the emissions, the mechanisms behind IAP gener-
ation in this spectral range, and the HHG yield. In contrast to the first part,
the focal length was kept fixed to f = 400 mm, and reflective ND filters were
used to attenuate the beam, enabling direct comparison of HHG yields and
efficiencies at different intensities. The gas target position and backing pres-
sure were optimized for maximum flux using only the IR field, with these
conditions maintained when driving HHG with the synthesized waveforms.
Thus, HHG driven by the synthesized waveforms was not optimized for
phase-matching. Additionally, the driving waveforms were directly charac-
terized at the HHG target, linking each to its corresponding HHG spectrum
and providing input for simulations. This approach permit to expose the
time-frequency profile of the measured emissions.

At intensities producing ionization fractions below or near the critical thresh-
old, simulations showed strong qualitative agreement with experimental re-
sults, and indicated that IAP generation resulted from the confinement of
HHG within a single cycle. However, at higher intensities, experiments and
simulations diverged, likely due to the absence of plasma defocusing in the
simulation model. Despite this divergence, the comparison suggests that
plasma defocusing plays a crucial role in IAP generation by attenuating the
half-cycle that would otherwise produce a second emission.

Comparisons of HHG yields and efficiencies revealed that tailored synthe-
sized fields can achieve higher efficiencies than those driven by the IR field
alone. However, high plasma fractions can hinder this enhancement due to
waveform deformation during propagation or phase mismatch. Analysis of
the measured waveforms showed that the observed improvement was due
to two factors enabled by waveform synthesis: an intensity increase from
constructive interference and the formation of half-cycles with extended du-
ration. An eightfold efficiency boost was observed in helium, and a sixfold
increase in neon, both around 350 eV. Across the entire water window range,
helium showed also an eightfold efficiency increase. Even greater enhance-
ments are expected with optimized intensity and phase-matching conditions.
Measurements also indicated that neon has a superior efficiency for water
window harmonics up to 350 eV, while helium is better for higher energies.

This seminal study paves the way for further research focused on optimizing
conditions for high-flux HHG. Future studies will explore the impact of
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adding a third field in the visible range to the existing synthesized field.

Incorporating this third channel offers several advantages. First, it would
enable the synthesis of even shorter waveforms (< 2 fs [295]), which would
facilitate the generation of broader IAPs than currently achievable. The
shorter duration would also allow phase-matching at higher energies, as
higher intensities are required to reach the critical ionization fraction (see
Fig.3.10). Second, adding frequencies in the visible range would provide
finer control over the shaping of individual half-cycles and, consequently,
the ionized electron trajectories, offering greater tunability of the emitted
IAPs. Moreover, it would shorten the time electron spends in the continuum
by using the higher-frequency components in the half-cycle to return it to
the parent ion more quickly, increasing the HHG yield [47, 188]. Finally, the
ability to ionize short trajectories with much stronger field strength would
significantly reduce energy wasted on long trajectories that typically do not
phase-match or reach the detector [48]. Consequently, the efficiency could
potentially increase by at least a factor of ten compared to current levels.

Thus, parametric waveform synthesis technology delivering sub-cycle opti-
cal fields proves to be a viable route for generating tunable, high-flux IAPs.

Outlook: A tunable attosecond beamline

To exploit the tunability of the generated attosecond pulses, a beamline was
designed to work with the generated spectral range (∼ 30 - 600 eV). The
author of this thesis was a main contributor to the optical and mechanical
design of this new beamline, shown in Fig. 7.2. Main differences from
previous versions include: (1) A toroidal mirror imaging in a 2f:2f geometry
(f = 500 mm, 87◦ AOI) to focus the HHG source onto the target sample. (2)
An experimental chamber designed by Dr. Scheiba [297]. (3) Four reflective
zone plates (RZPs)1 that replace the three gratings, capable of spectrally
resolving light from 20 eV to nearly 600 eV (see Fig.7.1).

Another significant difference is the nickel coating on both the toroidal mir-
ror and the diffracting optics (RZPs), which provides a relatively flat re-
flectivity for photon energies above approximately 100 eV and a reflectivity
greater than 75%.

The four RZPs are printed on a single curved silicon substrate and are de-
signed to operate around 44 eV (RZP1), 110 eV (RZP2), 230 eV (RZP3), and
340 eV (RZP4). These custom-made RZPs generally offer higher efficiencies
than the existing gratings in the beamline, exceeding 20% for all RZPs and
achieving about four times higher efficiency than gratings within the water

1Nano Optics Berlin GmbH
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Figure 7.1: Reflective zone plates efficiency and calibration. (Top) efficiencies of custom-
made reflective zone plates (RZPs). (Bottom) selection of filters for calibrating the CCD from a
pixel axis to an energy axis.

window range. However, this advantage comes at the cost of lower resolu-
tion compared to gratings (not specified by the provider). The RZPs have
a peak resolution (E/∆E) of approximately 750. By shifting the substrate
vertically, different spectral regions can be selected without adjusting the
incidence angle or CCD position. The RZP patterns account for substrate
curvature, eliminating the need for realignment during vertical movement.
The incidence grazing angle is 2.65◦, and the reflected angles for the min-
imum and maximum covered wavelengths are 6.5◦ and 4.5◦, respectively.
These RZPs were designed for an HHG source with an assumed maximum
transverse FWHM of 45 µm and are configured to image the source in a 1:1
geometry, with the object positioned 600 mm from the RZPs. Calibration of
each RZP can be done using a set of metallic filters (see Fig. 7.1).

Several modifications have been made to the presented beamline design dur-
ing the writing of this thesis. However, the optical path and components
such as the toroidal mirror and RZPs remain unchanged. The HHG beam
emerging from the gas cell passes through an optional set of metallic filters
for RZP calibration. A palladium or aluminum filter, installed in a gate
valve, isolates the first and second chambers from both vacuum and light.

The transmitted beam then passes through a second set of metallic filters for
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7. Conclusions and Outlook

further spectral filtering. It reflects off a toroidal mirror, which images the
beam in front of the eTOF spectrometer after passing through the hole of
a perforated mirror. The toroidal mirror is precisely aligned using a linear
stage, a rotation stage, and two goniometers, housed in an aluminum frame
with minimal openings to reduce the risk of damage and contamination.

After the HHG beam hits the target, it can pass through a third metallic filter
before reaching the set of RZPs. The RZPs are mounted on a linear stage,
a rotation stage, and a vertical translation stage for alignment and selection.
Additionally, a nickel-coated flat mirror is mounted on the same stage for
characterizing the diverging HHG beam at the CCD. The reflecting beam
from the RZPs then finally hits the CCD, with the zeroth-order beam being
blocked by a baffle.

The optical beam passes through a set of CaF2 wedges, which allow for the
control of the CEP of the synthesized waveform and the relative delay be-
tween the pulses within a range of ∼-10 to +10 fs. This configuration allows
for the independent tailoring of the pump waveform, without affecting the
HHG driving waveform. The beam is then recombined using a perforated
spherical mirror ( f = 400 mm) and directed onto the target. The metallic
filter integrated in a gate valve before the RZP is used to block the optical
light.
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Appendix A

Peak intensity estimation

When working with high-harmonic generation (HHG), it is essential to esti-
mate the peak intensity on the target. This can be done based on measurable
quantities like the pulse energy, temporal profile, and beam waist. The fol-
lowing derivations, which align with expected values and expressions found
in the literature [52], were used in this work.

One assumes a linearly polarized pulsed beam with an electric field that can
be written as:

E(r, θ, t) = E0 ε̂(t) cos (ω0t + φ) · Ĝ(r, θ), (A.1)

with E0 the peak field amplitude, ε̂(t) a normalized function that accounts
for the envelope’s temporal shape, and G(r, θ) is an axially-symmetric trans-
verse (amplitude-normalized) distribution. The peak intensity and intensity
envelope are given by

I0 =
1
2

cε0E2
0 (A.2)

Ienv = I0 · ε̂(t)2 · Ĝ(r, θ)2 (A.3)

The pulse energy, U, measured by an energy meter, relates to the peak in-
tensity, I0, through an integral of the intensity envelope, Ienv, over space and
time, i.e.,

U = I0 · A · τ, (A.4)

where A and τ are the beam and pulse envelope’s areas. These are calculated
as follows:
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A. Peak intensity estimation

A =
∫ 2π

0
dθ

∫ ∞

0
dr · r · Ĝ(r, θ)2 (A.5)

τ =
∫ ∞

−∞
dt · ε̂(t)2 (A.6)

For a Gaussian beam and temporal profiles, the distribution and envelope
functions take the form

Ĝ(r, θ) = exp(−r2/w2
0) (A.7)

ε̂(t) = exp[−2 ln 2(t/τp)
2] (A.8)

From such expressions, the areas can be readily calculated, yielding A =
πw2

0/2, and τ ≈ τp/0.94. This leads to the following peak intensity estima-
tion:

I0 =
U

τ · A
= 0.94

2U
τp · πw2

0
=

2Pp

πw2
0

, (A.9)

and Pp is the pulse’s peak power.

For arbitrary beam and pulse shapes, the peak intensity I0 (Eq.A.9) must be
evaluated after computing Eqs. A.5 and A.6 using measured data.
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Appendix B

Photon flux measurement

Figure 6.1 illustrates the experimental setup used to measure the photon flux
signal. Detailed information about the photodiode is provided in Sec.4.3 and
in Fig.4.9a.

The measurement of the EUV/soft X-ray photon flux is based on the voltage
recorded by the photodiode. The procedure involves calibrating the inten-
sity axis of the CCD-based spectrometer measurements using the photodi-
ode measurements. Once calibrated, the photon flux for a specific energy
range can be computed from CCD-based signals.

Since the photodiode detector is silicon-based, measurements are performed
using the IR pulse, with its spectrum ranging from 1.2 µm to 2.2 µm, instead
of the NIR pulse, which spans 0.65 µm to 1.1 µm and would be absorbed
by the silicon detector, complicating the distinction between EUV/SXR light
and optical light. During the measurement, all other light sources on the
beamline are blocked or turned off, including pressure gauges (which have
a hot filament that could emit light reaching the photodiode) and infrared
light from closed-loop stages. Any potential reflections inside the HHG
chamber are also blocked. Additionally, to measure within the water win-
dow (see Sec.6.1), a combination of aluminum and copper filters is used.
This combination ensures that neither optical light nor low-order harmonics
in the vacuum UV or EUV range reach the detector.

Figure B.1 exemplifies the calibration measurements taken after these pre-
cautions have been taken. The calibration measurement begins by driving
HHG and sweeping the CEP of the IR pulse over a full period multiple times.
This averaging over all CEP values prevents fluctuations in photon flux that
might arise from the IR field being at a specific CEP. The generated emission
is recorded by both the CCD and the photodiode. The goal is to compute
a voltage predicted from the CCD measurement and compare it with the
voltage measured by the photodiode.
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B. Photon flux measurement
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Figure B.1: CCD spetrometer calibration. (a) Power spectral density inferred from the CCD
measurement at the photodiode position. (b) Converted voltage signal after accounting for
photodiode responsivity (Fig.4.9a) and amplifier gain. (c) Integrated voltage signal with mean
value (red line) and standard deviation (shaded area). (d) Voltage signal measured with the
photodiode after background subtraction.

Focusing first on the CCD-based measurement, the number of incident pho-
tons on the CCD per eV, per second is given by [256]:

nCCD(ω) =
SCCD(ω) · σ

ηQE(ω) · ne-h(ω) · texp
(B.1)

where, SCCD is the raw measured signal (in counts per eV), σ is the sensitivity
in electrons per CCD count, ηQE is the CCD quantum efficiency, ne-h(ω) =
h̄ω/3.65 accounts for the electron-hole pairs freed per incident photon with
energy (h̄ω) in a Si-based detector [311], and texpis the exposure time.

The photon flux at the position of the photodiode (located after the gold
toroidal mirror) is then given by:

nPD(ω) =
nCCD(ω)

ηg(ω)
(B.2)
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This calculation accounts for the grating efficiency ηg but neglects any po-
tential transmission losses from the input slit. To determine the photon flux
at the HHG source itself, the transmission through the metallic filters and
reflection from the toroidal mirror would need to be taken into account. For
the purposes of the calibration, the focus is solely on the photon flux reach-
ing the photodiode.

From the photon flux, the power spectral density is calculated as:

PPD(ω) = nPD(ω) · (h̄ω), (B.3)

This power spectral density is plotted in Fig.B.1a. To fully account for the
photodiode’s spectral response, the power spectral density is converted to
a voltage signal using the photodiode’s responsivity curve ηPD (in units of
[A/W], see Fig.4.9a) and the operational amplifier’s resistance R of 10 GΩ.
This converted signal is shown in Fig.B.1b. Finally, integration of this signal
along the energy axis yields the voltage estimated by the CCD measurement.

Vest. =
∫

PPD(ω) · ηPD · Rdω, (B.4)

which is shown in Fig.4.9c.

The photodiode-based measurement provides a voltage signal directly. A
glass plate is repeatedly inserted and removed from the beam path to dis-
tinguish the EUV/soft X-ray signal from the optical background and ac-
count for a drifting offset caused by the heating of the circuit. This creates
a time-varying pattern in the photodiode voltage, as shown in Fig.4.9d. By
applying a Fourier filter to remove residual noise and then analyzing the
difference between the voltage levels with and without the glass plate, the
true EUV/soft X-ray voltage signal, VPD is extracted.

The calibration factor (α) is finally determined as the ratio between the pho-
todiode voltage VPD and the estimated voltage from the CCD measurement
(Vest.). In this specific example, the calibration factor is calculated to be
α = (8.0 ± 0.3)/(3.5 ± 0.3) = 2.3 ± 0.2.
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Appendix C

Derivation of propagation equations

This appendix derives the propagation equations for the harmonic and op-
tical fields used in Ch. 6. For a more comprehensive discussion of these
equations, readers are referred to Refs. [170, 219]. All variable definitions
employed here were previously introduced in Chs. 2 and 3.

The propagation equation for the harmonic field, Eh, is initially expressed in
the time domain as:

∂2Eh

∂z2 (t, z)− 1
c2

∂2Eh

∂t2 (t, z) = µ0
∂2P
∂t2 (t, z) (C.1)

Transforming this to the frequency domain, and using the relation P(ω) =
PL(ω) + PNL(ω), where PL(ω) = ε0χ(1)(ω)Eh(ω), one obtains:

∂2Eh

∂z2 (ω, z) +
ω2

c2

[
1 + χ(1)(ω)

]
Eh(ω, z) = − ω2

ε0c2 PNL(ω, z) (C.2)

To simplify this equation, a reference frame moving at the speed of light is
adopted, such that Eh(ω) = Ẽh(ω) exp(−iωz/c) and PNL(ω) = P̃NL(ω) exp(−iωz/c).
Substituing these expressions into the previous equation and applying the
SEWA yields:

− 2iω
c

∂Ẽh

∂z
(ω, z) +

ω2

c2 χ(1)(ω)Ẽh(ω, z) = − ω2

ε0c2 P̃NL(ω, z) (C.3)

By utilizing the relationship nc = n − iβ ≈ 1 + χ(1)/2, implying χ(1) ≈
2(n − 1 − iβ), the simplified propagation equation is obtained:

∂Ẽh

∂z
(ω, z) + i

[
kn(ω)− k(ω)− i

α(ω)

2

]
Ẽh(ω, z) = − iω

2ε0c
P̃NL(ω, z) (C.4)
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C. Derivation of propagation equations

The previous differential equation admits an analytical solution, given by
(when integrating over the medium’s length Lmed):

Ẽh(ω, z = Lmed) = − iω
2cε0

∫ Lmed

0
P̃NL(ω)e−i

[
kn(ω,z)−k(ω)−i α(ω)

2

](
Lmed−z

)
dz,

(C.5)

with P̃NL(ω, z) = F [n0(t, z)dh(t, z)].

Now, the propagation equation for the laser field, EL, is also considered.
Initially, it is also expressed in time domain as:

∂2EL

∂z2 (t, z)− 1
c2

∂2EL

∂t2 (t, z) = µ0

(
∂2PL

∂t2 (t, z) +
∂J
∂t
(t, z)

)
(C.6)

where

PL(t, z) = ε0

∫ ∞

−∞
dt′χ(1)(t − t′)EL(t′) (C.7)

and

J(t, z) = ε0

[
Ip

ε0

ṅe(t, z)
EL(t, z)

+
∫ t

−∞
dt′ω2

p(t
′, z)EL(t′, z)

]
(C.8)

with ω2
p(t, z) = e2ne(t, z)/ε0me the plasma frequency. Transforming this

equation into the frequency domain yields:

∂2EL

∂z2 (ω, z) +
ω2

c2 EL(ω, z) = −ω2

c2 χ(1)(ω)EL(ω, z) +
iω
c2 F [J(t, z)] (C.9)

Again, the assumption is made that EL(ω, z) = ẼL(ω) exp(−iωz/c) and
J(ω, z) = J̃(ω, z) exp(−iωz/c). Invoking the SEWA once more, and using
the definition of the first order response (neglecting absorption) χ(1) ≈ 2(n−
1), the following simplied equation is obtained:

∂ẼL

∂z
(ω, z) = i

[
k(ω)− kn(ω)

]
ẼL(ω, z)

+
i

2ωc
F
{

iω
[

Jabs(t, z) + Jpl(t, z)
]} (C.10)
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In this equation, the absorption term has been neglected due to its negligible
contribution for optical and infrared frequencies. Notably, the term within
the brackets introduces a time derivative to Jabs cancels the integral in Jpl,
leading to the final form:

∂ẼL

∂z
(ω, z) = i

[
k(ω)− kn(ω)

]
ẼL(ω, z)

+
i

2ωc
F
[

∂Jabs

∂t
(t, z) + ω2

p(t, z)ẼL(t, z)
] (C.11)
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Appendix D

Supplementary plots water window
IAP generation

This section presents measured and simulated CEP and delay scans of water
window spectra. All spectra are shown at the CCD point, without account-
ing for the beamline’s transfer function.

Simulated delay scans in this section were computed using the cycle-averaged
ADK model, unlike those in Ch. 6, which used the Tong-Lin model. The CEP
scans presented here and in Ch. 6 were both computed using the Tong-Lin
formula.

185



D. Supplementary plots water window IAP generation
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Figure D.1: Measured and simulated CEP scans in He and Ne driven by the IR pulse with
varying ND filters. HHG spectra as a function of CEP for ND filters: (a) 0.0, (b) 0.1, and (c)
0.2. The phase-matching conditions (pressure and target position) are specified in Tables 6.2
and 6.4.
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Figure D.2: Experimental relative delay scan in He with ND0.2 filter at various CEP shifts.
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Figure D.3: Simulated relative delay scan in He with ND0.2 filter at various CEP shifts.
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D. Supplementary plots water window IAP generation
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Figure D.4: Experimental relative delay scan in He with ND0.1 filter at various CEP shifts.
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Figure D.5: Simulated relative delay scan in He with ND0.1 filter at various CEP shifts.
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Figure D.6: Experimental relative delay scan in He with ND0.0 filter at various CEP shifts.
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Figure D.7: Simulated relative delay scan in He with ND0.0 filter at various CEP shifts.
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Figure D.8: Experimental relative delay scan in Ne with ND0.0 filter at various CEP shifts.
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Figure D.9: Simulated relative delay scan in Ne with ND0.0 filter at various CEP shifts.
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Figure D.10: Experimental relative delay scan in Ne with ND0.1 filter at various CEP
shifts.

-15 -10 -5 0 5 10 15

250

300

350

400

450

P
h

o
to

n
 e

n
e

rg
y
 (

e
V

)

-15 -10 -5 0 5 10 15
Relative delay (fs)

250

300

350

400

450

-15 -10 -5 0 5 10 15
Relative delay (fs)

250

300

350

400

450

P
h

o
to

n
 e

n
e

rg
y
 (

e
V

)

(a) (b)

(c)

Δφ = φ0  Δφ = φ0 - π/4 

Δφ = φ0 - π/2 

Neon: ND0.1, 2.2 bar, target pos. = 0.1 mm 

0

5

10

15

20

25

30

In
te

n
s
it
y

0

5

10

15

20

25

30

In
te

n
s
it
y

Figure D.11: Simulated relative delay scan in Ne with ND0.1 filter at various CEP shifts.
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Figure D.12: Experimental relative delay scan in Ne with ND0.2 filter at various CEP
shifts.
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Figure D.13: Simulated relative delay scan in Ne with ND0.2 filter at various CEP shifts.
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zlys, A. Baltuška, B. Shim, S. E. Schrauth, A. Gaeta, C. Hernández-
Garcı́a, L. Plaja, A. Becker, A. Jaron-Becker, M. M. Murnane, and
H. C. Kapteyn, “Bright coherent ultrahigh harmonics in the kev x-
ray regime from mid-infrared femtosecond lasers,” Science, vol. 336,
no. 6086, pp. 1287–1291, 2012.

[47] L. E. Chipperfield, J. S. Robinson, J. W. G. Tisch, and J. P. Marangos,
“Ideal waveform to generate the maximum possible electron recolli-
sion energy for any given oscillation period,” Phys. Rev. Lett., vol. 102,
p. 063003, Feb 2009.

[48] C. Jin, G. Wang, H. Wei, A.-T. Le, and C. D. Lin, “Waveforms for
optimal sub-kev high-order harmonics with synthesized two- or three-
colour laser fields,” Nature Communications, vol. 5, p. 4003, May 2014.

[49] I. P. Christov, M. M. Murnane, and H. C. Kapteyn, “High-harmonic
generation of attosecond pulses in the “single-cycle” regime,” Phys.
Rev. Lett., vol. 78, pp. 1251–1254, Feb 1997.

[50] E. Goulielmakis, M. Schultze, M. Hofstetter, V. S. Yakovlev, J. Gagnon,
M. Uiberacker, A. L. Aquila, E. M. Gullikson, D. T. Attwood, R. Kien-
berger, F. Krausz, and U. Kleineberg, “Single-cycle nonlinear optics,”
Science, vol. 320, no. 5883, pp. 1614–1617, 2008.

[51] M. F. Galán, J. Serrano, E. C. Jarque, R. Borrego-Varillas, M. Lucchini,
M. Reduzzi, M. Nisoli, C. Brahms, J. C. Travers, C. Hernández-Garcı́a,
and J. San Roman, “Robust isolated attosecond pulse generation with
self-compressed subcycle drivers from hollow capillary fibers,” ACS
Photonics, vol. 11, pp. 1673–1683, Apr 2024.

[52] Z. Chang, Fundamentals of Attosecond Optics. CRC Press, 2016.

[53] A. M. Weiner, Ultrafast Optics. WILEY, 2009.

198



Bibliography

[54] U. Keller, Ultrafast Lasers: A Comprehensive Introduction to Fundamen-
tal Principles with Practical Applications. Graduate Texts in Physics,
Springer International Publishing, 2022.
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A. Pusala, S. De Silvestri, S. Stagira, and C. Vozzi, “Optical parametric
amplification techniques for the generation of high-energy few-optical-
cycles ir pulses for strong field applications,” Applied Sciences, vol. 7,
no. 3, 2017.

[113] F. J. Furch, T. Witting, M. Osolodkov, F. Schell, C. P. Schulz, and M. J. J.
Vrakking, “High power, high repetition rate laser-based sources for
attosecond science,” Journal of Physics: Photonics, vol. 4, p. 032001, jun
2022.

203



Bibliography

[114] M. Nisoli, “Hollow fiber compression technique: A historical perspec-
tive,” IEEE Journal of Selected Topics in Quantum Electronics, vol. 30,
no. 6: Advances and Applications of Hollow-Core Fibers, pp. 1–14,
2024.

[115] M. T. Hassan, A. Wirth, I. Grguraš, A. Moulet, T. T. Luu, J. Gagnon,
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C. Vozzi, V. Tosa, and F. Légaré, “Self-channelled high harmonic gener-
ation of water window soft x-rays,” Journal of Physics B: Atomic, Molec-
ular and Optical Physics, vol. 51, p. 174004, aug 2018.

[243] V. E. Leshchenko, B. K. Talbert, Y. H. Lai, S. Li, Y. Tang, S. J. Hageman,
G. Smith, P. Agostini, L. F. DiMauro, and C. I. Blaga, “High-power few-
cycle cr:znse mid-infrared source for attosecond soft x-ray physics,”
Optica, vol. 7, pp. 981–988, Aug 2020.

[244] P.-A. Chevreuil, F. Brunner, S. Hrisafov, J. Pupeikis, C. R. Phillips,
U. Keller, and L. Gallmann, “Water-window high harmonic genera-
tion with 0.8-µm and 2.2-µm OPCPAs at 100 khz,” Opt. Express, vol. 29,
pp. 32996–33008, Oct 2021.

[245] M. Dorner-Kirchner, V. Shumakova, G. Coccia, E. Kaksis, B. E.
Schmidt, V. Pervak, A. Pugzlys, A. Baltuška, M. Kitzler-Zeiler, and
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M. J. J. Vrakking, K. Varjú, and A. Rouzée, “Bright attosecond soft x-
ray pulse trains by transient phase-matching in two-color high-order
harmonic generation,” Opt. Express, vol. 23, pp. 33947–33955, Dec 2015.
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