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Abstract

The dissertation delineates a comprehensive methodology for the development of Com-

putational Fluid Dynamics (CFD) simulations of atmospheric boundary layer (ABL) flows

pertinent to pollutant dispersion scenarios, specifically within the context of hazardous

material (hazmat) releases at CERN research facilities. The optimal configuration of the

computational domain was ascertained to be an octagonal shape with a medium diag-

onal of three kilometers and a height of 500 meters, which ensures a robust flow transi-

tion and mitigates backflow complications. Detailed modeling of terrain, edifices, and

vegetation was identified as critical to high-fidelity simulation of turbulent structures.

The relaxation of the domain boundaries, executed via CAD software or programming

tools, proved to be effective in facilitating smooth flow transitions. Boundary condi-

tions, encompassing velocity profiles, surface roughness parameters, and a combination

of inlet and outlet conditions, were meticulously selected on the basis of meteorologi-

cal data, regulatory standards, and flow characteristics to precisely define flow behavior

and pollutant dispersion in simulations. The meshing strategy employed for the large-

eddy simulations yielded favorable results, featuring a ground resolution of one meter

and half a meter in areas of interest. The selection of modeling methods for pollutant

dispersion is contingent on the nature of the pollutants, with the Lagrangian particle

model recommended for larger pollutants and the species transport model for gaseous

substances. The simulation approach should be chosen judiciously based on factors such

as geometry preparation, meshing, temporal discretization, and consideration of atmo-

spheric flow fluctuations during pollutant release. The outcomes derived from Gaussian

Plume Models (GPMs) and LES for pollutant dispersion may be analogous for simplis-

tic scenarios but can diverge significantly for more intricate release scenarios. GPMs are

computationally expedient and advantageous for far-field assessments, whereas LES of-

fers more realistic results for near-field or densely built environments. Sensitivity analy-

sis of the boundary conditions revealed their direct impact on concentration values, with

increased turbulence at the inlet and features such as arboreal elements in the geometry

influencing plume dimensions and downstream concentrations. In general, the disser-

tation provides a thorough methodology for establishing CFD simulations of ABL flows

for pollutant dispersion scenarios, incorporating considerations such as domain config-

uration, precise terrain and building modeling, meshing strategy, boundary conditions,

and the selection of appropriate modeling techniques. The findings of this study enhance

the understanding and prediction of pollutant dispersion in realistic scenarios, providing

valuable insights for environmental assessments, emergency preparedness, and air qual-
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ity management decision-making.
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Kurzfassung

Die Dissertation beschreibt eine umfassende Methodik für die Entwicklung von Strö-

mungssimulationen in der atmosphärischen Grenzschicht, die für Schadstoffausbreitungs-

szenarien, insbesondere im Zusammenhang mit der Freisetzung von Gefahrstoffen in

CERN Forschungseinrichtungen, relevant sind. Die optimale Konfiguration des Rechen-

gebiets wurde als achteckigen Form mit einer mittleren Diagonale von drei Kilometern

und einer Höhe von 500 Metern bestimmt, die einen robusten Strömungsübergang ge-

währleistet und Komplikationen durch Rückströmung reduziert. Eine detaillierte Mo-

dellierung des Geländes, der Gebäude und der Vegetation hat sich als entscheidend für

eine realitätsgetreue Simulation der turbulenten Strukturen herausgestellt. Die Anpas-

sung der Ränder des Rechengebiets, die mit Hilfe von CAD-Software oder Program-

miertools durchgeführt wurde, erwies sich als effektiv, um sanfte Strömungsübergänge

zu ermöglichen. Die Randbedingungen und die Geschwindigkeitsprofile und die Kom-

bination von Einlass- und Auslassrandbedingungen wurden auf der Grundlage meteo-

rologischer Daten, gesetzlicher Normen und Strömungseigenschaften sorgfältig ausge-

wählt, um das Strömungsverhalten und die Schadstoffausbreitung in den Simulationen

realitätsnah abzubilden. Die Auswahl der Modellierungsmethoden für die Schadstoff-

ausbreitung hängt stark von der Art der Schadstoffe ab, wobei das Lagrangesche Parti-

kelmodell für partikelförmige Feststoffe und das Speziestransportmodell für gasförmige

Schadstoffe empfohlen wird. Der Simulationsansatz sollte auf der Grundlage von Fak-

toren wie Geometrievorbereitung, Vernetzung, zeitliche Diskretisierung und Berücksich-

tigung der atmosphärischen Strömungsschwankungen während der Schadstofffreiset-

zung mit Bedacht gewählt werden. Die Ergebnisse von Gaußschen Fahnenmodellen und

Large Eddy Simulationen für die Schadstoffausbreitung können bei einfachen Szenari-

en ähnlich sein, bei komplizierteren Freisetzungsszenarien jedoch erheblich voneinander

abweichen. Gaußsche Fahnenmodelle sind rechnerisch zweckmäßig und vorteilhaft für

Fernfeldbewertungen, während LES realistischere Ergebnisse im Nahfeld oder in dicht

bebauten Umgebungen liefert. Eine Sensitivitätsanalyse der Randbedingungen ergab,

dass sich diese direkt auf die Konzentrationswerte und das betroffene Gebiet auswirken,

wobei eine erhöhte Turbulenz am Einlass und baumartige Elemente in der Geometrie

die Abmessungen der Abgasfahne und die stromabwärts gelegenen Konzentrationen

beeinflussen. Generell bietet die Dissertation eine gründliche Methodik für die Erstel-

lung von CFD-Simulationen von ABL-Strömungen für Schadstoffausbreitungsszenarien,

die Überlegungen zur Domänenkonfiguration, zur präzisen Gelände- und Gebäudemo-

dellierung, zur Vernetzungsstrategie, zu den Randbedingungen und zur Auswahl ge-
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eigneter Modellierungsmethoden einbezieht. Die Ergebnisse dieser Studie verbessern

das Verständnis und die Vorhersage der Schadstoffausbreitung in realistischen Szenarien

und liefern wertvolle Erkenntnisse für die Umweltbewertung, die Notfallvorsorge und

die Entscheidungsfindung beim Luftqualitätsmanagement.
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xmax Maximal spatial coordinate for x-direction

xmin Minimal spatial coordinate for x-direction

y Distance from closest wall

y+ Dimensionless wall distance

Yi Local mass fraction of the i-th species

ymax Maximal spatial coordinate for y-direction

ymin Minimal spatial coordinate for y-direction

z Height from ground level

z0 Aerodynamic roughness length

zre f Reference height

zterrain Terrain height at corresponding x, y-coordinates
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1. Introduction

This research investigates the transient flow and dispersion phenomena of possible re-

leases of hazardous material (hazmat) in the research facilities of CERN, the European

Organization for Nuclear Research in Geneva, Switzerland. It is one component of the

broader Fire-Induced Radiological Integrated Assessment (FIRIA) project at CERN, which

aims to define the fire safety requirements applicable to the Organization’s research fa-

cilities. The contribution of this dissertation to the FIRIA project is the development of a

novel methodology to simulate the release of radioactive substances as a consequence of

a fire. Multiple computational fluid dynamics (CFD) simulation methods were utilized

to predict the dispersion of pollutants. The results are partially validated using existing

literature on mean and turbulent quantities of atmospheric boundary layer (ABL) flows

and analytical data on pollutant dispersion tracking, such as Gaussian plume models

(GPM).

1.1. Justification for Research

In recent years, microscale modeling of pollutant dispersion in urban environments has

become increasingly important, and large-eddy simulation (LES) has emerged as a widely

used computational tool for this task. LES is a numerical modeling technique used to

simulate turbulent flow in complex systems by directly resolving the large-scale struc-

tures in the flow, resulting in the need for adequate mesh resolution and small time-step

sizes, which traditionally makes LES computationally expensive. However, with recent

advances in computing resources and the implementation of parallel computing for LES,

it has become feasible for applications where flow-averaged solutions are insufficient to

capture the level of detail required to characterize turbulent flows. This trend is reflected

in the increasing number of LES publications in the last 20 years, as shown in Figure 1.1

(excluding citations) based on a Google Scholar search1.

During the past two decades, there has been a notable increase of 400 % in LES-related

publications, although a slight decline in 2020/2021 attributed to the COVID-19 pan-

demic. Numerous international conferences were postponed by one or two years in order

to facilitate in-person gatherings. Despite the progress made in the realm of large-scale

LES, particularly in obstacle-resolving models, its popularity has been steadily growing

in the field of environmental flows. This shift is due to the realization that a well-executed
1Search results in Google scholar for the keyword "large-eddy simulation" for the relevant period of time

excluding citations.
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Figure 1.1.: Number of publications with the keywords "large-eddy simulation" for the
last two decades.

Reynolds-Averaged Navier–Stokes (RANS) approach does not exhibit significant differ-

ences from LES in terms of computational requirements. Consequently, LES can be effec-

tively employed to address more complex problems associated with the determination

of precise inflow and boundary conditions.

Thus, large-eddy simulations (LES) are gaining popularity not only in technical flows

but also in large-scale simulations of the atmospheric boundary layer. In this context,

it is crucial to limit the domain size to accurately capture turbulent structures while ad-

dressing flow dynamics within volumes as large as 100 cubic kilometers (100 km3). When

weather or urban climate models are used to forecast flow and weather conditions, they

typically operate at a minimum domain size of 1 cubic kilometer (1 km3). In contrast,

the numerical LES solver is capable of resolving the flow down to a much smaller scale,

reaching 0.1 cubic meters (0.1 m3).

However, understanding the transient nature of vortices and their formation remains

a challenging task. When it comes to modeling such flows, steady Reynolds-Averaged

Navier-Stokes (RANS) approaches fall short of providing the same level of detail. One

prominent application of large-eddy simulation (LES) and also for Unsteady Reynolds-

Averaged Navier-Stokes (URANS) approaches in atmospheric flows is the prediction of

wind loads on buildings. This is particularly critical because fluctuating winds and the

transient drag forces they exert on buildings have a significant impact on the results.

However, LES not only allows for accurate capture of the interaction between wind and

buildings but also takes into account the influence of approaching flows from the sur-

rounding areas. This influence becomes evident in the sensitivity analysis of boundary

conditions, detailed in Chapter 5.2. In this analysis LES demonstrates its superiority over

transient RANS models. Excel in modeling the effects on flow separation and vortex

shedding, as well as improving the representation of the fluid-structure interaction.

Modeling the dynamic wake field of buildings and the dispersion of pollutants re-
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leased in their vicinity poses a challenge when relying on averaged solutions. As high-

lighted in Gousseau et al. (2011), the accuracy of RANS solutions is highly dependent on

the choice of the turbulent Schmidt number (Sct), a parameter that cannot be predeter-

mined prior to simulations. To be precise, the turbulent Schmidt number (Sct) is defined

as the ratio of the turbulent kinematic viscosity of a scalar (νt) to its turbulent eddy diffu-

sivity (Dt) as outlined in Pope (2000).

Sct = νt/Dt (1.1)

In contrast, LES is generally less reliant on empirical constants compared to RANS

models. However, it is important to note that LES does not entirely avoid input param-

eters. Although LES reduces the dependency on such parameters, it still requires careful

setup, including choices like grid resolution and subgrid-scale models, to ensure accurate

results. However, many studies have demonstrated the effectiveness of LES in modeling

transient turbulent-flow simulations.

This dissertation aimed to explore the feasibility of using commercially available large-

eddy simulation (LES) software to model pollutant dispersion scenarios within the at-

mospheric boundary layer (ABL), and applying it to realistic release scenarios present

at research facilities of CERN. The research was conducted in the context of the FIRIA

project, which sought to establish fire safety requirements for CERN’s research facilities.

The specific scenario considered in this study was anticipated to have a minimal dosi-

metric impact on the population, making microscale modeling of atmospheric flows the

preferred approach.

The primary objective of microscale modeling was to accurately resolve turbulent struc-

tures within atmospheric flows, encompassing horizontal length scales ranging from ap-

proximately one to hundreds of meters. In this endeavor, LES was employed to estimate

pollutant concentrations in the vicinity of release points. Analytical models were also

used to provide initial estimates of the directions and sizes of the plume.

The significance of this research lies in its application of LES to real-world scenarios,

which allows the assessment of its feasibility and identification of potential limitations.

1.2. Research Approach

The investigation focuses on near-field pollutant dispersion scenarios in close proximity

to the emission source, specifically within a 500-meter range. In such short distances,

the main factor that influences dispersion is the mechanical turbulence generated by

the roughness of the surface that forms buildings, vegetation, or other obstacles to flow.

Many other factors relevant for the long-distance transport of pollutants can be simplified

or ignored in this context.

Meteorological models excel at predicting the transport of pollutants over longer dis-

tances. These models take into account critical processes and phenomena, such as the
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impact of thermal stratification of air and the Coriolis force resulting from the Earth’s ro-

tation. However, traditional atmospheric modeling often involves much larger domain

sizes, which comes at the expense of significantly lower spatial resolution, particularly

when applied outside the field of atmospheric science.

Real-time weather forecasts are frequently employed to estimate plume movements

over extended distances, considering up-to-date weather data and changing atmospheric

conditions. However, meteorological models cannot provide the high spatial resolution

necessary to accurately trace pollutant paths, estimate concentrations, assess human ex-

posure close to the source, or determine the affected area for specific wind directions.

Analytical models like the Gaussian plume model (GPM) simplify complex conditions

near the source to provide a straightforward statistical model description. Note that the

GPM is an exact solution of the advection-diffusion equation but under highly simplified

release and dispersion conditions. This limitation renders these models unsuitable for

near-source dispersion modeling and exposure assessment.

The objective of this project was to employ more sophisticated models, such as large-

eddy simulation (LES), along with simplified methods to examine the influence of rele-

vant parameters on the dispersion model. To pursue a pragmatic approach given limited

resources, the following assumptions and simplifications were applied.

• The logarithmic wind profile is modeled using Monin-Obukhov similarity theory,

as proposed by Monin and Obukhov (1954).

• Wind directions are assumed to remain constant at different heights above ground,

in contrast to the Ekman spiral.

• A well-mixed and thermally neutral stratification of the lowest layer of the atmo-

sphere is assumed, which means that there are no temperature-induced buoyant

forces.

• Mechanical turbulence induced by vegetation is either not explicitly considered or

is only partially considered.

• Mountains and hills, which could potentially affect larger-scale wind flow, are not

taken into account.

• The effects of precipitation on pollutant dispersion and deposition are not taken

into account.

• Low-level jets that form during stable conditions at night are not included in the

analysis.

• Restriction of the simulations to the lower decameter of the atmospheric boundary

layer, which is why the Coriolis force, is not a significant factor for the calculations.

Pollutants released in realistic scenarios at CERN from a heating, ventilation, and air

conditioning (HVAC) stack typically remain below an altitude of 100 meters when travel

distances range from 500 to 1000 meters from the release point. Consequently, the plume

disperses within the roughness layer, also known as the Prandtl layer, of the atmospheric
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boundary layer. This layer is primarily influenced by viscous and drag forces. Hence,

the simplifications listed above can be applied when conducting pollutant dispersion

simulations in the near field.

For a more comprehensive understanding of why these simplifications are appropriate,

refer to Chapter 2.4 for a detailed justification. The investigation was carried out using

the commercial software ANSYS® Fluent, which was licensed by CERN. This accessibility

allows researchers without access to university-specific codes to conduct simulations for

similar scenarios and benefit from the knowledge acquired through this research.

1.3. Thesis Outline

Previous studies have established large-eddy simulation (LES) as a reliable method for

modeling pollutant dispersion in urban areas within the atmospheric boundary layer

(ABL) (Vasaturo et al. (2018), Zheng et al. (2021), Cheng and Porté-Agel (2015), Antoniou

et al. (2017), Lateb et al. (2016)). This dissertation focuses on applying LES to specific pol-

lutant dispersion scenarios at CERN. It places particular emphasis on the selection and

definition of terrain, geometry, mesh, boundary conditions, and turbulent inlet specifi-

cations, as well as the evaluation of the characteristics of the released particulate matter

and potential simplification methods.

The primary goal of this research is to contribute to improvements in safety in indus-

trial and research settings by conducting simulations in the vicinity of buildings and ex-

ploring potential changes and simplifications of boundary conditions that could impact

safety. The dissertation comprises six chapters.

• Chapter 1: Introduction to the topic.

• Chapter 2: Summary of relevant meteorological aspects for pollutant release scenar-

ios and a description of simplifications in meteorological conditions for the chosen

simulation approach.

• Chapter 3: Introduction to basic numerical models and laws used in simulations

presented in Chapters 4 and 5.

• Chapter 4: Detailed description of the methodology to prepare and run pollutant

dispersion simulations, including geometry preparation, meshing strategy, selec-

tion of boundary conditions, and numerical model settings. The chapter concludes

with an evaluation of the mesh and solver setup.

• Chapter 5: Comparison of a Gaussian Plume Model (GPM) employed at CERN

with the numerical LES method in specific scenarios. It also provides guidelines

for conducting LES simulations in the context of pollutant release scenarios within

ABL flows.
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• Chapter 6: Summarizes the conclusions from previous chapters and offers an out-

look on future projects.

Together, these chapters provide a comprehensive exploration of pollutant dispersion

modeling using LES and its implications for safety and environmental considerations.
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2. Atmospheric Boundary Layer
Meteorology

The atmospheric boundary layer (ABL) is the lowest part (∼10 %) of the troposphere,

which ranges from ground level to an altitude as high as 11 km depending on the lo-

cation and weather conditions. The top of the ABL reaches altitudes up to ∼ 1 km from

ground level. Depending on location, weather conditions, and time of day, the ABL could

extend up to 3 km or down to 100 m to the ground. In the ABL, surface interactions be-

tween air flow and ground play a strong role, affecting processes such as frictional drag,

evaporation, transpiration, heat transfer, pollutant emission, and terrain-induced flow

effects, see Stull (1988).

2.1. ABL Structure

Following Stull (1988), the atmospheric boundary layer (ABL) can be further divided

into three main regions: the Prandtl layer or surface boundary layer (SBL), the inertial

sublayer and the outer layer. The Prandtl layer extends from the ground surface to ap-

proximately 2-3 times the height of urban buildings and constitutes approximately 10 %

of the total depth of the ABL. This layer is characterized by a high intensity of turbulence,

which usually ranges from 10 % to 30 %, depending on the height above the ground z0,

as stated in VDI 3783/12 (2000). The intensity of the turbulent flux is a critical factor that

influences the dispersion of pollutants near the release point and plays a central role in

the simulations presented in this thesis.

According to Tennekes et al. (1972), the influence of the Coriolis force on the direction

of the wind within the Prandtl layer is considered negligible. Please note that Stull (1988)

serves as a reference for several statements in this chapter.

The inertial sublayer, also referred to as the mixing layer or convective boundary layer

of the ABL, lies above the Prandtl layer and extends up to approximately 100 meters

from the ground. Within this height range, surface effects become less pronounced as

you move higher.

In this part of the ABL, the stratification of the flow undergoes significant changes over

the diurnal cycle. During the day, momentum exchange results primarily from the alter-

nating heating and cooling of the surface due to sunlight. Solar heating, coupled with

cooling, generates not only horizontal but also more pronounced vertical turbulence, of-

ten leading to unstable stratification. When the stratification is neutral, the temperature
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remains relatively constant with height. This situation can occur when clouds or fog

cover the lower part of the ABL, resulting in negligible temperature gradients.

In contrast, nighttime conditions give rise to stability within the first few hundred me-

ters of the ABL. Consequently, the ABL shallows and stable stratification may develop.

In this reduced surface layer, the formation of low-level jets is possible. Figure 2.1 il-

lustrates the potential temperature gradients within the ABL and their corresponding

stability classes or types of stratification.

z/H

θ

neutral
unstable stable

∂θ
∂z >0

∂θ
∂z =0

∂θ
∂z <0

Figure 2.1.: Categorisation of stratification classes as function of the potential tempera-
ture θ with respect to the total ABL depth H: Unstable, neutral and stable
conditions.

When a negative potential temperature gradient is observed, it signifies that the sur-

face has a higher potential temperature compared to the upper regions of the ABL. This

condition results in unstable stratification. In contrast, positive gradients indicate that

the surface potential temperature is lower than that of the atmosphere, a more typical

scenario during the night, leading to stable stratification.

The primary factors influencing the horizontal and vertical dispersion of pollutants

within the ABL are mean wind, mechanical turbulence, and local variations in terrain

and buildings, among other factors. In instances of neutral stratification where thermal

turbulence is minimal, airflow is primarily influenced by mechanical turbulence, com-

monly referred to as forced convection. Buoyancy forces can either enhance or hinder the

vertical growth of pollutant plumes, depending on the prevailing stability conditions and

the characteristics of the pollutant release. This dynamic interplay serves as an additional

factor shaping plume size and, notably, plume rise.

Although the focus of the simulations is primarily on neutral stratification, it is im-

portant to recognize that evaluating worst-case scenarios for pollutant dispersion is a

multifaceted endeavor. In meteorology, (elevated) inversions and stable atmospheric

conditions are often considered challenging scenarios due to their potential for trapping

pollutants near the surface. The choice of the worst-case scenario depends on a variety

of factors, including the height of the release, the conditions of the release, and the local
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dispersion environment.

In the context of this study, which considers the atmospheric flow patterns around

the CERN site, and in accordance with the pre-established research goals, as well as an

initial assessment of various stratification types and wind conditions (as illustrated in

Figures 4.25 and 4.24), the dissertation predominantly delves into the realm of neutral

stratification. This selection aligns with the specific aim of gaining a comprehensive un-

derstanding of the dynamics of pollutant dispersion within the lower ABL, which com-

monly experiences neutral stratification.

However, it is essential to recognize that real-world scenarios can vary significantly

and that the environmental conditions surrounding a pollutant release are dynamic. As

such, the results and insights gained in this dissertation should be considered in the con-

text of the specific research objectives and simulation constraints.

2.2. ABL Characteristics

The turbulence level within the atmospheric boundary layer (ABL) can be quantified

using the Reynolds number Re, as described in Equation 2.1. This dimensionless number

is defined as:

Re =
U · Lcha

νair
(2.1)

Where:

• U represents the mean velocity at a specific measurement location.

• Lcha corresponds to the characteristic length, typically determined as the height

above the ground where the velocity measurement is taken.

• νair represents the viscosity of air. For standard conditions at 0 °C and at atmo-

spheric pressure of 1013.25 hPa, the value of νair is approximately 1.46 · 10-5 m2s-1.

An illustrative example is provided in the following equation, considering typical val-

ues present in this dissertation.

Re =
(1 ms-1) · (10 m)

1.46 · 10−5 m2s-1 ≈ 685′000 (2.2)

In the realm of fluid dynamics, atmospheric flows are distinguished by having one

of the highest Reynolds numbers (Re) compared to a wide range of other applications.

This signifies that the flow dynamics within the Earth’s atmosphere exhibit exceptionally

complex and turbulent behaviors, rendering atmospheric flow simulations and analyses

a challenging and critical area of study.

The turbulent behavior within the ABL is notably intricate and subject to variation

influenced by several factors, including time of day, season, terrain, and atmospheric sta-

bility. Despite this variability, there are consistent characteristics associated with ABL
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turbulence. These characteristics encompass a high degree of unpredictability and inter-

mittency, as evidenced by the continual formation, interaction, and decay of eddies and

vortices of varying sizes and shapes.

ABL turbulence is further influenced by the Coriolis force, which contributes to the

development of large-scale circulations, and by the presence of obstacles capable of gen-

erating turbulent wakes and structures. Consequently, the study of ABL turbulence

presents both a compelling challenge and a significant area of inquiry, offering impli-

cations that span multiple fields, including atmospheric science, engineering, and envi-

ronmental monitoring.

More characteristics of the turbulent behavior of the ABL are listed below.

• According to Wyngaard (2010), turbulent eddy sizes during daytime range 10−3 ≤
δ ≤ 10+3 m.

• Energy containing eddies can reach sizes up to δ ∼ 100 m.

• Inertial sub-range eddies range from 0.3 ≤ δ ≤ 30 m.

• Dissipating eddy sizes are smaller than δ ≤ 10−1 m.

Van der Hoven (1957) classified disturbances at an altitude of ∼ 100 m into three dif-

ferent levels: Macro-scale and meso-scale phenomena and microscale turbulence. Macro-

scale phenomena can influence the local wind speed within several days (∼ 4 d), while

meso-scale phenomena are characterized by diurnal cycles (∼ 12 h) and have a non-

negligible effect on the turbulent kinetic energy. microscale turbulence is typically char-

acterized by higher frequencies within the turbulent spectrum, often occurring at shorter

time intervals compared to larger-scale turbulence. The so called spectral gap in the con-

text of turbulence refers to a range of spatial or temporal scales within turbulent flow

where there is a noticeable absence of energy or significant fluctuations. In other words,

it represents a gap or a break in the spectrum of energy distribution across different scales

of turbulence.

Since macro-scale and meso-scale phenomena persist for longer periods, their behav-

ior can be studied by using measurements of wind speed direction at weather stations

performed several times per day. Assuming that large-scale fluctuations can be approx-

imated as quasistationary cases of varying wind conditions, the focus is set on short-

duration releases (approximately 1 hour) combined with near-field dispersion (around

500 meters) and a microscale turbulence modeling approach. This approach effectively

captures the dynamic variations in wind conditions while maintaining the computational

efficiency required for the analysis.

2.3. Modeling Mechanical Turbulence

The depth of the Prandtl-layer, a vital component of the atmospheric boundary layer, is

a parameter heavily influenced by the characteristics of the surrounding terrain. In areas
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with low ground roughness, such as expansive grasslands or coastal regions, the Prandtl-

layer assumes a more modest dimension. Conversely, in regions characterized by high

roughness, including urban environments, this layer extends to greater depths (Andrews

(2010)).

Within the atmospheric surface layer, a phenomenon of paramount significance is en-

countered: the logarithmic increase in wind velocity with height above the Earth’s sur-

face. Under specific conditions delineated by Kaimal and Finnigan (1994), this logarith-

mic wind profile manifests itself, defining the understanding of wind behavior near the

Earth’s surface. These conditions encompass:

• Steady, homogeneous flow: The logarithmic wind profile is applicable to steady

and homogeneous atmospheric flow, where the wind varies primarily with height

and not laterally or over time.

• Neutral atmospheric stability: The logarithmic wind profile is most pronounced

under neutral atmospheric stability conditions. Neutral stability implies that there

is no significant temperature difference between the ground and the air, resulting

in minimal buoyancy forces influencing the wind profile.

• Flat, open terrain: The logarithmic wind profile is often observed over flat and

open terrain, where the effects of surface roughness are relatively uniform and do

not vary significantly with direction.

• No obstructions: The profile assumes an absence of significant obstructions or ob-

stacles that could disrupt the flow pattern. It is typically valid well above the height

of any obstructions, such as buildings or vegetation.

• Within the atmospheric surface layer: The logarithmic wind profile is a characteris-

tic of the lower portion of the atmospheric boundary layer, typically extending up

to a few hundred meters above the Earth’s surface.

This logarithmic increase in wind velocity represents a foundational concept within

the realm of atmospheric science. It plays an indispensable role in the comprehension of

wind dynamics close to the Earth’s surface. The pursuit of this understanding often re-

lies on the methodology established by Monin and Obukhov (1954), which is described in

greater detail in Chapter 4.3.1. This method hinges on the assumption of horizontally ho-

mogeneous and stationary flow conditions, incorporating a stability parameter derived

from turbulence and mean velocity fields dependent on height above ground (z), kine-

matic momentum, potential temperature flux, and buoyancy. In cases of neutral stability,

a common occurrence near the Earth’s surface in the vicinity of CERN, the potential tem-

perature flux becomes negligible as the Obukhov length (L) approaches infinity.

The Prandtl layer, situated within the atmospheric surface layer, serves as a critical

arena where the intricate processes of pollutant transport and mixing unfold. Within this

context, the dissertation places substantial emphasis on the precise modeling of mechani-

cal turbulence. Simultaneously, it is delved into the intricate flow conditions necessary to
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effectively capture near-ground eddies, thereby ensuring the attainment of high-quality

results.

2.4. Scope for Simulations

Large-eddy simulations (LES) are computationally expensive, necessitating constraints

on the simulation scope. Firstly, the study area is confined to the Meyrin-site at CERN

and its immediate environs. Secondly, the simulations exclusively consider neutral strat-

ification within the relevant meteorological conditions. This choice is substantiated by

the earlier discussions in Section 2.1, where it is assumed that temperature remains rel-

atively constant with height. Consequently, there is no requirement to model potential

temperature, and the energy equation does not need be solved. As a result, the com-

putational load is reduced, focusing on solving four key Navier-Stokes equations: mass

conservation and the three momentum equations, with the potential inclusion of pas-

sive scalar transport equations. This simplification exclusively applies to releases with

temperatures akin to the ambient temperature. Despite these simplifications, the simula-

tions remain computationally demanding due to the considerable simulated area in LES

and the requisite high grid resolution for accurate resolution near the ground to resolve

relevant turbulence, flow and dispersion obstacles sufficiently.

Domain Height

Preliminary investigations utilizing steady-state RANS equations have indicated that in

scenarios where pollutants are released from ground-level sources, the dispersion height

reaches a maximum of approximately 100 meters at a distance of 400 meters. It is impor-

tant to emphasize that these simplifications exclusively pertain to ground-level release

scenarios. In cases of elevated releases, such as those from higher stacks, pollutants can

easily reach the mixed layer. Neglecting thermal turbulence or focusing solely on the first

100 meters of altitude (the Prandtl layer) for dispersion modeling could yield incorrect

outcomes.

To streamline the simulation process, a Neumann boundary condition was applied to

the top wall boundary, replacing open wall or pressure conditions. It is worth noting that

this approach may introduce artificial flows in scenarios where the terrain altitude varies

significantly across the computational domain. However, for the Meyrin site, character-

ized by relatively flat terrain within a range of approximately ±50 meters, this is not a

concern. To ensure numerical stability in ANSYS® Fluent, the terrain was adjusted at the

domain edges (illustrated in Figure 4.4), and the domain height was set at 500 meters

above ground, exceeding the anticipated dispersion height. This higher portion of the

computational domain functions as a buffer region, effectively decoupling any potential

effects arising from the simplified top boundary conditions from the plume dispersion
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simulations conducted near the ground. For a comprehensive description of the geome-

try setup, please refer to Chapter 4.3.1.

Simulation of Prandtl-Layer

Turbulence within the Prandtl-layer primarily originates from sources such as friction,

wake turbulence, and wind shear. Wake turbulence typically forms in the vicinity of ob-

stacles like buildings or trees. However, at the CERN Meyrin site, where the surround-

ings mainly consist of grasslands and vineyards, vegetation is not a significant factor for

the model, while the CAD modelling of the buildings were of particular importance.

To address the effects of surface friction, a wall modeling approach is adopted instead

of fully simulating eddies as small as a few millimeters. These small-scale eddies, while

not significantly altering overall wind characteristics, do contribute to the logarithmic

wind profile. By employing a wall modeling technique like wall-modeled large-eddy

simulation (WMLES) in the simulations, the required grid resolution can be significantly

reduced near solid surfaces. Larsson et al. (2016) summarize the use of WMLES for meth-

ods where LES equations are solved down to the wall to model the wall stress directly.

Without this approach, simulating an extensive area of 9 square kilometers with a res-

olution of 1 millimeter at ground level would necessitate an impractical 900 million com-

putational cells to accurately represent the first ground layer. The following layers ex-

tending up to a height of 500 meters across the entire domain would require even more

computational cells. For a more comprehensive explanation of the meshing procedure,

please refer to Chapter 4.2.3, where the definition of the final selected mesh is described.

Diurnal Cycle

Another factor contributing to turbulence production, particularly in the mixed layer,

is the diurnal cycle. This cycle causes temperature gradients, humidity variations, and

wind changes at different heights. At night, the stable boundary layer usually forms near

the ground, with a residual layer above, leading to low turbulence levels. During the

day, the turbulent mixed layer with temperature gradients and high turbulence forms

about half an hour after sunrise. During the day, water from plants evaporates, and

the air at ground level reaches a higher specific humidity, whereas at night, humidity

decreases close to the ground, leading to frost or condensation. However, humidity is

not a relevant factor for pollutant dispersion in the selected scenarios. Wind speed also

varies with the diurnal cycle. At ground level, wind speed is always zero due to the no-

slip condition, while above the ABL, the geostrophic wind persists throughout the day.

In the intermediate layer, wind may reach higher values due to the Coriolis force.

To account for wind variations conservatively, the measured mean wind speed at CERN

is reduced from 2 ms-1 at 10 m height to 1 ms-1 to follow with Swiss federal specifications

ENSI-G14 (2009). More details on this adjustment can be found in Chapter 2.5. This re-
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duction in wind speed results in higher pollutant concentrations near the ground due to

slower transport.

Impact of Changing Weather Conditions

The results of a release can be significantly affected by changes in weather conditions and

corresponding wind patterns, especially during continuous releases over an extended pe-

riod. These changes may include variations in wind direction, wind speed, and thermal

effects. Predicting these variations accurately is challenging, as local conditions can differ

over large areas. To simplify the simulation, the wind conditions have been defined as

steady, without temporal modifications. This is considered a conservative approach, as

wind gusts or changing directions would only increase the spread of pollutants. This ap-

proach is appropriate when assessing the maximum concentration of pollutants in areas

close to the release point.

However, when evaluating the affected areas, it is essential to consider the impact of

changing wind directions. Furthermore, it would be valuable to examine the influence

of transient boundary conditions on pollutant dispersion during long-term releases to

assess their effect on ground-level concentrations.

Simulated Time Period

The time required to simulate a pollutant release scenario using LES is influenced by

various factors, such as the size and complexity of the modeled area, atmospheric and

meteorological conditions, and the physical and chemical properties of the pollutant. It

is important to select the simulated time period that is long enough to capture the rel-

evant transport and dispersion processes. A typical duration for such a simulation can

range from several hours to several days, depending on the specific requirements of the

simulation.

The simulated time period has a significant impact on the evaluation of flow properties.

The duration of the pollutant release directly affects the dispersion of pollutants and

corresponding ground concentrations. For example, if the release takes a longer time,

the weather conditions may change more dramatically. In many cases, the typical release

time for the investigated scenarios is measured in minutes or hours, making it possible

to neglect the diurnal cycle and variations over the day.

Additionally, the results of the simulation may change when injecting pollutants at

different times during the passing of a large eddy. This change occurs because the mean

wind, and therefore the dispersion of pollutants, varies. These variations also impact

the evaluation of mean flow characteristics, such as mean velocities, turbulence intensity,

and energy density. Depending on the simulated scenarios and the type of wind charac-

teristics assessed, these flow properties converge within the total simulated time period

of 90 minutes or earlier. The mean wind profile was the property that first converged,

while the energy density was the last. The total simulation duration is limited by the
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computational effort required for the full simulation run. For transient LES with a total

simulation time of 120 minutes, a standard computing time of approximately one week

using 200 cores is needed.

2.5. Gaussian Plume Models

The article by Sutton (1947) discusses the theoretical distribution of airborne pollution

from factory chimneys. The author proposes a mathematical model to estimate the dis-

persion of pollutants released from industrial chimneys and assesses the impact of vari-

ous factors such as wind direction, atmospheric stability, and chimney height. The results

of the model show that the distribution of pollutants depends on the weather conditions

and other factors, and the author concludes that it is essential to consider these factors in

the planning and regulation of industrial emissions.

The idea of a Gaussian distribution of pollutants dispersion in air was already pro-

posed by Sutton (1947). The author’s mathematical model estimates the dispersion of

pollutants released from industrial chimneys and assesses the impact of various factors

such as wind direction, atmospheric stability, and chimney height. The model assumes a

Gaussian distribution for the concentration of the pollutant.

C(x, y, z) =
Q
2π

· 1
σx σy σz

exp

[
−1

2

(
x2

σ2
x
+

y2

σ2
y
+

z2

σ2
z

)]
(2.3)

where C is the concentration of the pollutant, Q is the total amount of the pollutant

released, x is the downwind distance from the source, y is the crosswind distance from the

centerline of the plume, z is the height above the ground, σx,y,z are the standard deviations

of the concentration in the x, y and z-direction.

These kind of models for the concentration of pollutants, called Gaussian plume mod-

els (GPMs) are widely used for a variety of applications, including the assessment of

the impact of industrial emissions on air quality, the prediction of the dispersion of haz-

ardous materials (hazmat) in the event of an accident, and the design of air pollution

control systems. They are relatively simple to use, and can provide quick and inexpen-

sive estimates of the potential impact of a pollutant release.

However, GPMs have several limitations and may not provide accurate predictions in

complex atmospheric conditions, such as in the presence of terrain, buildings, or other

obstacles that can disrupt the plume. In these cases, more sophisticated models, such as

the large-eddy simulation (LES) or the Reynolds-Averaged Navier-Stokes (RANS) mod-

els, may be more appropriate. These models will be further discussed in the next chap-

ters.

The simplicity of Gaussian plume models allows to integrate several processes like dry

and wet deposition of particles due to precipitation, radioactive decay or plume rise due

to the buoyancy forces. Moreover, several different types of stratification of the atmo-
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sphere can be taken into account, which lead to different dispersion coefficients. This al-

lows to see within seconds of computing time the impact of the stratification. It should be

mentioned, however, that GPMs do not depict ground release scenarios in urban areas in

a satisfactory way, and alternative models would be required for these scenarios. In fact,

changing topography around the release point, as it often happens in urban areas, might

have a big impact on pollutant concentrations, since the plume might be deflected from

the ground at certain slopes. Also changes in the surface roughness, even when localized

in areas of few meters squared, could strongly affect the plume direction and dispersion.

Channeling of the plume in street canyons and therefore the deflection from the wall can-

not be accounted for. Also the impact of the building wake for releases from low stacks

on the roof cannot be easily accounted for. All these aspects impact in a negative way the

accuracy of the simulations close to the release point, and since studying the short range

dispersion is one of the main goal of this project, CFD simulations were used instead of

GPMs for the atmospheric dispersion modelling at CERN. For distances with less impact

(≥ 500 m) due to the wider dispersion of the plume and lower pollutant concentrations

the GPM is still used. GPMs have been nonetheless useful as a term of comparison for the

simulation approach taken in this project. In fact, validating the simulation results with

real data has not been possible during the COVID pandemic and, hence, the only way to

assess the goodness of the LES based simulation used in this project has been comparing

it to the GPM based analytical approach, which has been used since a long time and has

been proven and validated for several cases. The results of such comparison is reported

in Chapter 5.1.

The GPM used at CERN follows the ENSI-G14 from the Swiss government ENSI-G14

(2009), which defines the exposition of radiation from emissions of pollutants from nu-

clear power plants. CERN is listed as nuclear research institute, which is why Swiss

guidelines for nuclear power plants also apply for CERN. The ENSI-G14 follows the Ger-

man "Guidelines for assessing the design of nuclear power plants with pressurized water

reactors against accidents" from 1983, the IAEA Safety Series No. 50-SG-S3, the IAEA

Safety Standard NS-G-3.2, and the IAEA Safety Report Series No. 19.
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3. Numerical Modeling Theory

This chapter elucidates the foundational principles of numerical modeling for the compu-

tational fluid dynamics solver. It encompasses an explanation of the governing equations,

turbulence modeling, and transport modeling, all of which are extensively employed in

this dissertation to simulate the dispersion of pollutants. Understanding this numerical

modeling theory is crucial to achieving accurate representations of pollutant behavior in

the environment.

Without a solid grasp of the theory of numerical modeling, it becomes challenging to

precisely simulate the intricate physical processes involved in the dispersion of pollu-

tants. These processes encompass turbulence, chemical reactions, and particle behavior,

all of which exert a significant influence on the spread and concentration of pollutants in

the environment. Consequently, they have direct implications for human health and the

environment.

Understanding numerical modeling theory is fundamental as it empowers the selec-

tion of appropriate models and parameters, facilitating precise simulations of various

processes and predictions concerning pollutant behavior across different release and dis-

persion scenarios. For a comprehensive exploration of numerical modeling theory in

computational fluid dynamics, two notable references are "Turbulent Flows" by Ten-

nekes et al. (1972) and "Turbulent Flows" by Pope (2000). These texts provide an in-depth

overview of turbulent flows, including the fundamental transport equations.

The key premises for simulations in this context are as follows.

• The analysis focuses on studying the motion of fluid portions.

• Newtonian fluids are considered, characterized by a molecular viscosity µ, which

may vary with temperature or pressure, but not by external forces.

• The Eulerian solver is employed to describe fluid motion, where the reference coor-

dinate system remains fixed, and the quantities being solved are functions of both

position (x) and time (t).
• Alternatively, the Lagrangian approach, in which the reference system is the fluid

element itself along with its trajectory, are used to track particles within the fluid.

For ANSYS® users, the ANSYS® Fluent Theory Guide, accessible in ANSYS Inc. (2022),

serves as a valuable and direct resource within the software environment.
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3.1. Governing Equations

The Navier-Stokes equations represent a system of partial differential equations that pro-

vide insights into the behavior of viscous fluids, as detailed in Batchelor (2000). These

equations stem from the second law of motion and were independently formulated by

Claude-Louis Navier (1785-1836) and George Gabriel Stokes (1819-1903) through the ap-

plication of Newton’s second law of motion to fluid flows. Their primary purpose is to

characterize the viscosity and stress of the fluid, necessitating the utilization of numerical

techniques for solution derivation.

Traditionally, the three Navier-Stokes equations capture the conservation of momen-

tum for fluid motion in each spatial direction, typically denoted as x, y, and z. Moreover,

mass conservation is inherent to complement the analysis of fluid motion.

This clarification highlights that the primary focus of the Navier-Stokes equations is

on momentum conservation, with mass conservation being an integral component of the

broader understanding of fluid behavior.

The fluid velocity, denoted as U, is expressed as a function of position x and time t in

a fixed, non-rotating Eulerian reference system. The velocity components u, v, and w in

the x, y, and z directions, respectively, are used to describe U, as shown in Equation 3.1.

Furthermore, the spatial coordinates x, y, and z are represented as xi and are defined in

Equation 3.2.

U(x, t) = (u, v, w) (3.1)

xi = (x, y, z) (3.2)

This representation clarifies that the velocity of the fluid U depends on both position

and time in an Eulerian framework, with u, v, and w denoting the velocity components

and x, y, and z representing the spatial coordinates.

The conservation of mass is governed by the continuity equation, which is expressed

as follows.

∂ρ

∂t
+

∂ρUi

∂xi
= 0 (3.3)

Here, ρ represents the density of the fluid.

In the context of multiphase flows, there are two phases: the dispersed phase and the

continuous phase. The dispersed phase consists of small droplets, bubbles, or particles

suspended within the continuous phase Crowe et al. (2011). In scenarios similar to those

used in this dissertation, such as pollutant dispersion simulations, solid smoke parti-

cles represent the dispersed phase, while the surrounding air serves as the continuous

phase. In cases involving dispersed phases, such as liquid droplets, droplet evaporation

and sublimation can affect mass conservation. To account for this, a source term Sm is
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introduced into the mass conservation Equation 3.3.

The simplified continuity equation, expressed as Equation 3.4, represents the conser-

vation of mass for an incompressible fluid. It states that the rate of change of mass within

a control volume is equal to the net mass flux through its boundaries. When the den-

sity of the fluid is constant and the fluid is both incompressible and divergence-free, the

derivative of velocity with respect to the spatial coordinates sums up to zero.

∂Ui

∂xi
= 0 (3.4)

The assumption of incompressible fluid motion is valid when the maximum veloc-

ity of the fluid remains below a Mach number of Ma = u/c < 0.3, as referenced in

Young et al. (2010). In air, the speed of sound depends on the temperature and is ap-

proximately 343 ms-1 at 293.15 degrees Kelvin. Under typical atmospheric conditions,

the critical velocity for the use of compressible Navier-Stokes equations is approximately

103 ms-1. Given that the atmospheric dispersion simulations conducted in the context of

this dissertation do not involve fluid speeds that approach these values, the assumption

of incompressible fluid behavior remains appropriate for this research.

The ∇ operator is introduced as the vector differential operator to describe the diver-

gence of the velocity component Ui with respect to the spatial coordinates xi.

∇Ui =
∂Ui

∂xi
=

∂u
∂x

+
∂v
∂y

+
∂w
∂z

= 0 (3.5)

The momentum conservation equation, as expressed in Equation 3.6, elucidates how

the velocity of a fluid evolves over time due to external influences (Batchelor (2000)). On

the left-hand side of the equation the acceleration of the fluid is observed. This accelera-

tion is determined by two main terms: the rate of change in velocity vector time, ∂Ui/∂t,
and the convective term, Uj · ∂Ui/∂xj, which accounts for the effects of advection.

In contrast, the right-hand side of the equation includes the forces exerted on the fluid.

These forces can be categorized into two components: the pressure gradient, denoted

as −∂p/∂xi, and the viscous forces, represented as 1/ρ · ∂σij/∂xj, where ρ signifies the

density of the fluid.

This equation encapsulates the fundamental principles that govern the change in fluid

velocity, encompassing the effects of acceleration, advection, pressure, and viscous forces.

∂Ui

∂t
+ Uj ·

∂Ui

∂xj
= −1

ρ

∂p
∂xi

+
1
ρ

∂σij

∂xj
(3.6)

The viscous forces are described by the viscous stress tensor, σij, which is related to the

strain rate tensor, sij, through a linear relationship known as the constitutive equation, as

stated in Landau and Lifshitz (1987). For Newtonian fluids, the constitutive equation is

given by Equation 3.7, where µ is the dynamic viscosity of the fluid.
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σij = 2µsij (3.7)

The strain rate tensor, sij, represents the rate of fluid deformation and is defined by

Equation 3.8. The term ∂Ui/∂xj represents the rate of deformation in the j-th direction

caused by the velocity gradient in the i-th direction, while the term ∂Uj/∂xi represents

the rate of deformation in the i-th direction caused by the velocity gradient in the j-th
direction. The factor of 1/2 is included to account for the fact that the deformation is

symmetric in two directions.

sij =
1
2

(
∂Ui

∂xj
+

∂Uj

∂xi

)
(3.8)

Together, equations 3.6-3.8 represent a subset of the fundamental equations of fluid

mechanics, which govern the motion of a fluid in response to external forces. These

equations can be solved numerically using various techniques, such as finite difference,

finite element, or spectral methods, to simulate the behavior of fluid flows in different

scenarios.

For an incompressible Newtonian fluid, the definition of kinematic viscosity (ν ≡ µ/ρ)

can be combined with the definition of the viscous stress tensor in Equation 3.7 to write

the momentum conservation Equation 3.6 as:

∂Ui

∂t
+ Uj

∂Ui

∂xj
= −1

ρ

∂p
∂xi

+ ν
∂2Ui

∂xj∂xj
, (3.9)

where additional forces such as gravitational force, see Equation 3.33 can also be added

to the momentum conservation equation if needed.

3.2. Turbulence Modeling

Turbulence is a ubiquitous phenomenon in fluid flows, characterized by chaotic and un-

predictable fluctuations in velocity and pressure. Among others, it plays a pivotal role in

various engineering applications, including aircraft design, combustion, and dispersion

of pollutants in the atmosphere. The intricate and multiscale nature of turbulence, partic-

ularly in atmospheric flows, presents a formidable challenge for accurate modeling and

simulation using computational methods.

Turbulence models provide an approach to approximate the effects of turbulence while

mitigating the computational burden of simulations. They achieve this by employing

different strategies, including the resolution of larger eddies and parameterization of

smaller ones. Two primary approaches to turbulence modeling are commonly employed.

Reynolds-average Navier-Stokes (RANS) and Large-Eddy Simulation (LES). It is essen-

tial to note that RANS, while commonly used, is not a turbulence model in the strict sense;

instead, it is an approach that addresses the closure problem associated with turbulence
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modeling.

RANS models are known for their computational efficiency, but their assumptions and

limitations can compromise their accuracy, especially when predicting complex turbu-

lence phenomena. In contrast, LES models offer higher accuracy by directly resolving a

range of eddies, but come with higher computational demands Pope (2000).

The choice of an appropriate turbulence modeling approach depends on the specific re-

quirements of the application, achieving a balance between the desired level of accuracy

and computational effort. In this section, the primary turbulence modeling approaches

commonly used in atmospheric boundary layer simulations are introduced and their re-

spective strengths and limitations are discussed, with particular attention to the closure

problem in turbulence modeling.

RANS modeling is used to establish a realistic flow within the domain. The advantage

of utilizing RANS modeling lies in its ability to efficiently solve fluid dynamics before

transitioning to large-eddy simulation (LES), which entails significantly more computa-

tional effort. Thus, RANS serves as a valuable tool for preconditioning and initializing

the flow. Once the RANS solver, equipped with the k-ε turbulence model, converges,

the resulting initial solution can be used to evaluate turbulence characteristics and de-

termine appropriate cell sizes for subsequent LES simulations. Further insights into this

procedure are elaborated in Chapter 4.3.

3.2.1. Reynolds Averaged Navier Stokes Equations (RANS)

In RANS models, the equations describing fluid flow are averaged over numerous time

steps to represent the turbulent characteristics present in the flow Pope (2000). These

time-averaged equations are then solved using numerical methods to predict the velocity,

pressure, and temperature fields within the flow Pope (2000). The continuity equation in

the context of RANS can be expressed as:

∂⟨Ui⟩
∂xi

= 0 (3.10)

Here, ⟨Ui⟩ denotes the time-averaged velocity in the i-direction, which is represented

as ⟨U⟩, ⟨V⟩, and ⟨W⟩ for the respective directions. When the flow is statistically station-

ary, the time average velocity ⟨Ui⟩ can be calculated by:

⟨Ui⟩ =
1
T

∫ t0+T

t0

Ui(xi, t) dt (3.11)

The Reynolds decomposition, as stated in Equation 3.12, denotes the separation of a

turbulent quantity, i.e. the instantaneous velocity Ui into a mean value ⟨Ui⟩ and a fluc-

tuating part u′
i. Whenever the term mean velocity is used in this dissertation, the time-

averaged velocity is meant, and not the spatial averaged velocity. In case the spatial-

averaged velocity is used, it is explicitly mentioned.
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Ui(xi, t) = ⟨Ui⟩+ u′
i (3.12)

The Reynolds equation, which describes the mean flow of an incompressible fluid in

the context of RANS, introduces the Reynolds stress tensor τij ≡ −ρ⟨u′
iu

′
j⟩ to account for

the temporal and spatial behavior of flow involving velocity fluctuations. It is expressed

as

ρ
∂⟨Ui⟩

∂t
+ ρ⟨Uj⟩

∂⟨Ui⟩
∂xj

= −∂⟨p⟩
∂xi

+ µ
∂2⟨Ui⟩
∂xj∂xj

+
∂

∂xj

(
ρ⟨u′

iu
′
j

)
(3.13)

In this equation, the operator ⟨· · · ⟩ signifies the Reynolds averaging of derivatives,

and the Reynolds stress tensor τij represents the transfer of momentum due to velocity

fluctuations.

In high Reynolds number flows, the dominant factor contributing to momentum trans-

fer is typically turbulence, which far outweighs the viscous effects. To compute Reynolds

stresses in such flows, various eddy-viscosity models can be employed. Among these

models, the k-ε and k-ω SST models (Shear-Stress Transport) are the most commonly

used approaches Spalart and Allmaras (1992).

In this dissertation, a two-step approach was adopted. Initially, Reynolds-Averaged

Navier-Stokes (RANS) steady-state simulations were employed to obtain an approximate

mean velocity field, which served as the starting point for subsequent large-eddy simu-

lation (LES). Consequently, the k-ε model was utilized as the turbulence model for the

RANS simulations without further investigation into the choice of a different viscosity

model. The k-ε model is discussed in more detail in the following.

It is essential to note that in eddy viscosity models, such as the k-ε model, the velocity

fluctuations u′
i are not directly computed but are modeled by relating them to the mean

flow. These models make the assumption that the fluctuations are random, which con-

siderably simplifies turbulence modeling. However, it is important to recognize that, in

reality, the motion and formation of eddies are not truly random. This assumption leads

to a significant simplification of turbulence modeling for most applications and, as a re-

sult, it does not precisely capture the complex behavior of eddies as they exist in the real

world.

The Boussinesq model, first introduced by Boussinesq (1877), is the simplest eddy vis-

cosity model. It adds a turbulent viscosity µt as an artificial term to control the strength

of the diffusion of momentum. The resulting equation is given by:

−ρ⟨u′
iu

′
j⟩+

2
3

ρkδij = ρνt

(
∂⟨Ui⟩

∂xj
+

∂⟨Uj⟩
∂xi

)
= 2ρνtS∗

ij , (3.14)

where S∗
ij is the different part of the strain-rate tensor of the mean flow. Equation 3.15

defines the differing part of the strain rate tensor of the mean flow, denoted by S∗
ij. It is

given by:
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S∗
ij =

1
2

(
∂⟨Ui⟩

∂xj
+

∂⟨Uj⟩
∂xi

− 2
3

∂⟨Uk⟩
∂xk

δij

)
, (3.15)

where δij is the Kronecker delta, which allows normal and shear stresses to be com-

bined into a single formula. Equation (3.14) shows that increasing turbulent viscosity

leads to higher diffusion.

The turbulence kinetic energy (TKE) is defined as half the normal fluxes of the Reynolds

stress tensor and can be written as:

k ≡ 1
2
⟨u′

iu
′
i⟩ (3.16)

The Boussinesq model uses the gradient diffusion hypothesis, which can also be ap-

plied to heat and mass transfer using the turbulent Prandtl number Prt = νt/Γh and the

turbulent Schmidt number Sct = νt/Γm. Here, Γh is the turbulent thermal diffusivity and

Γm is the turbulent mass diffusivity. Using the eddy viscosity model, an approximate

numerical solution for the RANS equations can be found. For the k-ε turbulence model,

the turbulent viscosity νt is calculated using the following equation:

νt = Cµ
k2

ε
, (3.17)

where the constant of the turbulence model is Cµ = 0.09 and ε is the dissipation rate.

This equation is derived by assuming a balance between the production of TKE and its

dissipation, also called local equilibrium.

3.2.2. Large Eddy Simulations

As discussed in the introduction chapter, large-eddy simulation presents a formidable

simulation method, particularly when dealing with turbulent flows such as those found

in the atmospheric boundary layer. The primary objective of LES is to directly resolve

the energy-containing eddies that span all turbulence length scales critical for modeling a

given turbulent flow. Typically, this involves using a grid resolution that is approximately

four times smaller than the size of the smallest eddies, while employing a turbulence

model to parameterize smaller ones by a corresponding turbulence model.

In this process, certain aspects of the flow, especially the smaller energy-containing

eddies, are subject to modeling. These smaller eddies are assumed to exhibit isotropic

behavior and are thus modeled using subgrid-scale models. In contrast, the larger eddies

are resolved at the finest grid resolution possible because they exert a significant influence

on the trajectories of transported fluid and particles.

The modeling of very small-sized eddies becomes less significant when considering

the transport of particles. This is because the movement of particles within these smaller

eddies has a smaller amplitude, resulting in a less pronounced effect on particle trajec-

tories. In addition to a smaller wavelength of these eddies and a corresponding higher
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frequency, these movements can also be predicted with random-walk models taking into

account the modeled turbulent kinetic energy.

To ensure that simulation results closely approximate reality, a crucial factor to con-

sider is the resolution of the majority of energy-containing eddies. The recommended

level of resolution can vary between researchers, Pope Pope (2000) advocating for resolv-

ing approximately 80 % of turbulent kinetic energy. However, depending on the specific

problem to be addressed, it may be justifiable to aim for a resolution of around 90 %.

An evaluation of the robustness of the solution under varying mesh sizes is discussed in

Chapter 4.2.4.

The computational effort of transient simulations is significantly influenced by both the

time step size and spatial resolution. Opting for a smaller mesh size can lead to a notable

reduction in computational effort. It is worth noting that reducing spatial resolution

also permits the use of larger time-step sizes. In Chapter 4.5, you will find guidance in

determining the appropriate cell size and time step size based on considerations such as

eddy sizes and energy cascade/density plots.

To represent turbulent eddy viscosity µt in LES simulations, several subgrid-scale mod-

eling types are commonly used, including the following four dominant models, among

others.

• Smagorinsky-Lilly Model: Named after American meteorologist Joseph Smagorin-

sky and Douglas Lilly, this model is described in Smagorinsky (1963).

• Dynamic Smagorinsky-Lilly Model: Conceived by Germano et al. and subse-

quently by Lilly, this model employs a procedure in which the Smagorinsky model

constant is dynamically computed based on information provided by the resolved

scales of motion. Details can be found in Germano et al. (1991) and Lilly (1998).

• Wall-Adapting Local Eddy-Viscosity (WALE) Model: This model, designated to

adapt to near-wall turbulence, is described in Nicoud and Ducros (1999).

• Dynamic Kinetic Energy Subgrid-Scale Model: Detailed information about this

model, which focuses on the dynamic aspects of kinetic energy at the subgrid scale,

can be found in Kim and Menon (1997).

Among these methods, the Wall-Adapting Local Eddy-Viscosity (WALE) model was

selected, which incorporates a modification to the velocity scales. Although a general

overview of these models is provided in the following, for more detailed information,

it is recommended to consult the literature, particularly Pope (2000) and Nicoud and

Ducros (1999).

As in RANS models, the Boussinesq hypothesis is applied to subgrid-scale turbulence

models. This involves introducing a subgrid eddy viscosity term denoted as νsgs into

the calculated viscous stress. The inclusion of this subgrid eddy-viscosity term leads to

an increase in the viscous stress, resulting in higher dissipation of energy. Equation 3.18

outlines the calculation of the Smagorinsky constant, Cs:
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Cs =
1
π

(
2

3Cκ

)0.75

(3.18)

Here, Cκ = 1.5 represents the Kolmogorov constant, a fundamental parameter in

turbulence theory named after the Russian mathematician and physicist Andrei Kol-

mogorov, who made significant contributions to the study of turbulence. Lilly derived

a specific value for the Smagorinsky constant, which is widely accepted as Cs = 0.173.

This value is considered valid for describing homogeneous isotropic turbulence within

the inertial subrange.

The Kolmogorov constant κ is associated with the Kolmogorov length scale (η), which

characterizes the smallest eddies in a turbulent flow. It plays a crucial role in the scaling

of turbulence and is related to turbulence quantities such as the turbulent kinetic energy

(k) and the turbulence dissipation rate (ε) through the equation:

ε = Cκ
k3/2

η
(3.19)

Here, k is the turbulent kinetic energy and ε represents the rate of dissipation of the

turbulence. The Kolmogorov constant helps to understand the scaling of turbulence at

small scales, particularly in the inertial subrange of turbulence, where the energy cascade

follows a power-law behavior.

The Smagorinsky constant Cs can then be used to estimate the subgrid length scale l0
within a cell, using the LES filter width or cell size ∆:

l0 = Cs∆ (3.20)

The viscosity of the subgrid scale νsgs for the initial solution is then modeled using the

following equation:

νsgs = (Cs∆)
2
√

2SijSij (3.21)

It is important to note that the Smagorinsky model is derived for homogeneous iso-

tropic turbulence, and its validity is limited to conditions far from walls without shear,

such as in a free-stream condition. However, in practical applications, it is often necessary

to adapt the model to various flow conditions. Lilly’s simplified approach, proposed in

1966 Lilly (1966), introduces damping of turbulence for large-scale fluctuations. As a

result, the model has been continuously refined and adapted over time to better suit

different flow scenarios.

It is important to note that different simulation codes may use varying values for the

Smagorinsky constant Cs. ANSYS® Fluent employs a value of Cs = 0.1 based on empir-

ical data. This choice is made to reduce the damping effect on the wall, as detailed in

ANSYS Inc. (2022). Furthermore, most simulation software allows users to modify the

Smagorinsky constant Cs to tailor it to their specific simulation requirements.
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Various methods have been developed to enhance wall modeling, with the primary

goal of reducing the kinematic viscosity of the sub-grid νsgs near the wall. One of the

most popular and widely used approaches is the dynamic Smagorinsky model, often

also referred to as Van Driest Damping, named after the Dutch physicist and engineer Jo-

hannes van Driest Van Driest (1956). This method leverages information on the resolved

scales of motion to dynamically adapt the Smagorinsky constant Cs.

The dynamic adjustment, both in space and time, of the Smagorinsky constant aims at

accounting for the logarithmic part of the wall function. To achieve this, the length scale

of the subgrid l0 is calculated using a mixing length lm for the scales of the subgrid. This

mixing length depends on various factors, including the distance to the nearest wall y,

the von Karman constant κ, the local grid size ∆, and the Smagorinsky constant Cs.

When cells are close to the wall, the coefficient κy decreases proportionally due to the

decreasing value of y. Consequently, the sub-grid length scale l0 decreases near the wall:

l0 = min (lm, Cs∆) = min (κy, Cs∆) (3.22)

It can therefore also be called the damping function for the sub-grid length scale l0.

Van Driest (1956) proposed a continuous solution over the full domain or boundary layer

(including viscous sublayer and buffer layer), so there is no modification over time for

changing flow conditions.

l0 = min (lm, Cs∆) = min (κy · D, Cw∆) (3.23)

The van Driest damping coefficient can be calculated using the dimensionless wall

distance y+ and a shape control constant A+:

D = 1 − exp
(

y+
A+

)
(3.24)

In Launder and Spalding (1974) it is described that the shape control constant A+ = 26

provides the best correlations with experiments.

The WALE model then further applies the ideas developed and accounts for the reduc-

tion of the subgrid length scale l0 close to the wall but also on the changing conditions

over time, see Equation 3.25:

l0 = min (lm, Cs∆) = min (κy, CW∆) (3.25)

The WALE constant, represented as CW , was initially defined as CW = 0.5 according to

Nicoud and Ducros (1999). However, it has been adjusted to CW = 0.35 based on research

findings, particularly in studies such as Sufrà and Steiner (2020), where it demonstrated

satisfactory performance. In the WALE turbulence model, the viscosity of the subgrid

scale νsgs is modified to account for the influence of the strain and rotation rate on turbu-

lence production. In particular, rotation rate turbulence production is considered more
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significant than shear production. It is important to note that in pure viscous shear flows,

such as laminar flows, the rotation rate turbulence production is zero. Therefore, even in

these flow scenarios, viscous forces are accurately taken into account.

3.3. Transport Modeling

Transport modeling of particles is a vital aspect of computational fluid dynamics that

allows us to understand how various substances, such as pollutants, pollutants, dust or

droplets, disperse and move within a fluid medium, often air. This modeling plays a cru-

cial role in applications such as environmental studies, industrial processes, and safety

assessments, where predicting the behavior of particles is of paramount importance.

One of the fundamental considerations in particle transport modeling is how the parti-

cles interact with the surrounding fluid, typically air. This interaction is governed by the

concept of coupling, which defines how information is exchanged between the particle

phase and the continuous phase (the fluid) during simulation.

Predicting the wind flow field is not the only factor crucial to simulating pollutant

dispersion scenarios in the atmospheric boundary layer. The choice of transport model

depends on various factors, including the type of pollutant, the release characteristics,

the duration, and the parameters to be evaluated. In the field of atmospheric science

and environmental engineering, several well-established pollution dispersion modeling

approaches have been developed and rigorously tested. These models serve as valuable

tools for understanding and predicting the dispersion of pollutants in various scenarios.

In the context of this study and within the field of computational fluid dynamics, two

primary pollutant dispersion models are highlighted.

• Euler-Lagrange Model: Two phases are calculated with the Discrete Phase Model

(DPM): continuous phase (air) and dispersed phase (particles)

• Euler-Euler Model: Two phases are calculated as mixture in the species transport

model, where the two continua are interpenetrating each other with a correspond-

ing volume fraction.

Both CFD modeling approaches are well-established and widely used in the field and

are known for their ability to provide accurate and comprehensive insights. They are

often chosen for investigations and risk assessments, particularly in scenarios involving

safety-critical pollutant releases. Lagrangian models excel in representing scenarios in-

volving dilute particle-laden flows, while Eulerian models are more adept at handling

situations characterized by higher particle concentrations.

The following chapters will provide an in-depth exploration of these two approaches.

To offer a broader perspective beyond CFD, this work also discusses the analytical solu-

tion using the Gaussian plume model (GPM). Later in this study, a comparison will be

made between the analytical and CFD results to assess their respective merits.
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In Chapter 3.3.1 and Chapter 3.3.2, both methods will be explained in detail. Subse-

quently, in Chapter 3.3.3, a comparative analysis of both models will be presented. This

analysis will highlight their respective advantages and disadvantages while also address-

ing the limitations of each method.

3.3.1. Lagrangian Particle Dispersion

The Euler-Lagrange approach is implemented in ANSYS® Fluent as the Discrete Phase

Model (DPM). This approach introduces a discrete second phase that is simulated along

with the transport equations for the continuous phase. In DPM, the second phase is rep-

resented by spherical particles dispersed within the continuous phase. The model com-

putes the trajectory of these particles considering factors such as inertia, hydrodynamic

drag, and gravitational effects.

The choice of coupling method depends on the specific characteristics of the problem

being studied. For instance, one-way coupling simplifies simulations but may not cap-

ture complex interactions. However, two-way and four-way coupling provide a more

detailed understanding of the interplay between particles and fluid, making them suit-

able for scenarios with significant mutual influences.

The ratio between the volume fraction of the dispersed second phase (particles), de-

noted as ϕp, and the volume fraction of the continuous phase (air), denoted as ϕair, can

significantly impact the outcome of the transport model.

ϕp + ϕair = 1 (3.26)

In Elghobashi (1994) particle-laden turbulent flows are investigated and an overview

of different coupling methods is given. In the following, a summary of the coupling

methods is provided, depending on the particle volume fraction.

• One-way coupling:
ϕp ≤ 10 %; The particles are passive and do not influence the behavior of the fluid.

They are transported by the fluid, and their effects on the fluid are neglected.

• Two-way coupling:
ϕp > 10 %; Also know as bidirectional coupling, it accounts for the mutual interac-

tion between the particles and the fluid. Here, the particles affect the fluid flow by

introducing forces (e.g., drag, lift, and virtual mass) that impact the fluid’s motion.

Moreover, the particles are influenced by the fluid velocity field.

• Four-way coupling:
ϕp > 10 %; In some advanced modeling scenarios, it is necessary to consider ad-

ditional complexities, such as particle-particle interactions. Four-way coupling ex-

tends two-way coupling by including interactions between particles themselves.

Other references like the one from Schütz et al. (2007) state that the maximum volume

fraction should only be 5 % to apply the one-way coupling method. In addition to the
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coupling method, the way in which particles interact with surfaces should also be de-

fined. This is done by specifying the boundary condition. Three possibilities or a mixture

of these could be identified:

• Escape: The particle leaves the flow domain through surface (outlets).

• Trap: The particle is deposited on the surface.

• Reflect: The particle bounces off the surface (walls and inlet).

In the following chapters, insights are given for the DPM and how it is applied in

ANSYS® Fluent.

Particle Size

The choice between Lagrangian and Eulerian modeling approaches depends not only on

particle diameter but also on factors such as particle density and shape. When consid-

ering particles with diameters greater than 5,µm, gravity typically exerts a substantial

influence on their motion and trajectory. However, it is essential to note that, for signif-

icantly larger particles or those with specific shapes, density can become a more critical

factor. In contrast, even smaller particles might exhibit a settling velocity that cannot be

completely neglected, especially when considering their density, shape, and low wind

speeds.

Experimental studies, such as those conducted in Sjoholm et al. (2001), have demon-

strated that particles of different sizes exhibit an imbalanced behavior due to various

forces acting on them. In this study, the authors investigated the removal of particles

from gases using the higher inertia of larger particles. In particular, they observed signif-

icant differences in behavior between particles smaller than 1 µm and those larger than

10 µm. A similar phenomenon was also observed in aerosols that disperse in the air,

particularly in expiratory droplets containing airborne particles smaller than 10 µm, as

reported in Wei and Li (2015):

• dp ≪ 5 µm; particles closely follow the streamlines due to their limited inertia.

• dp ≫ 5 µm; particles detach from the streamlines due to their higher inertia.

However, it is important to acknowledge that the behavior of pollutants in the air is

complex and can be influenced by multiple factors, including density ρp, which directly

affects their mass mp and inertia. As the density of the particles increases, their mass and

inertia also increase, causing them to deviate from the flow streamlines.

Particle Forces

The DPM model describes particle (solid, droplet, or bubble) trajectories by considering

the particle force balance, as found in the ANSYS Fluent theory guide ANSYS Inc. (2022),

see Equation 3.27. This balance takes into account several factors, including the mass
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of the particle mp and density ρp, the acceleration of the particle at a specific time step

du⃗p/dt, and the forces affecting the trajectory of the particle. These forces encompass the

drag force F⃗drag, gravitational force F⃗grav, and possible other forces F⃗other.

mp
du⃗p

dt
= F⃗drag + F⃗grav + F⃗other (3.27)

The drag force F⃗drag is calculated using the following relation:

F⃗drag = mp
u⃗air − u⃗p

τr
(3.28)

To calculate the drag force, the difference between the velocity of the surrounding fluid

(air) u⃗air and the velocity of the particles u⃗p is required. Furthermore, the relaxation time

τr is necessary, as defined in Gosman and loannides (1983), which represents the time

required for the particle to accelerate to 63 % of the free stream velocity:

τr =
ρpd2

p

18µair

24
CdRe

(3.29)

Here, the particle density ρp, the diameter of the particle dp, the dynamic viscosity

of the air µair, the drag coefficient Cd and the Reynolds number Re are essential for the

calculation. The Reynolds number can be estimated with the diameter of the particles dp

as representative length, with the density and dynamic viscosity of the air ρair, µair and

with the velocities:

Re =
dpρair

µair
· |u⃗air − u⃗p| (3.30)

Using the just-provided definitions of relaxation time and Reynolds number, the drag

force can be expressed as:

F⃗drag = mp
18
24

ρair

ρp

Cd

dp
· |u⃗air − u⃗p| ·

(
u⃗air − u⃗p

)
(3.31)

Equation 3.32 provides the drag coefficient Cd for a spherical particle as a function of

the Reynolds number Re. The coefficients a1, a2, and a3, which depend on the Reynolds

number range, can be found in Morsi and Alexander (1972), a widely recognized source

of drag coefficient formulations in particle dynamics.

Cd = a1 +
a2

Re
+

a3

Re
(3.32)

The gravitational force acting on a particle, denoted as F⃗grav, can be calculated using

the following equation:

F⃗grav = mp
g⃗
(
ρp − ρair

)
ρp

(3.33)

where mp is the mass of the particle, g⃗ is the acceleration due to gravity, ρp is the density
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of the particle, and ρair is the density of the surrounding air.

The Saffman lift force is typically used for sub-micron particle sizes and small par-

ticle Reynolds numbers. However, it is not considered in the representative scenarios

of the present study, despite the aerodynamic diameter of the particle being a constant

dp = 0.3 µm, which falls into this category. The Saffman lift force is calculated using a

generalization of the expression established by Saffman (1965), as described in Li and

Ahmadi (1992). Other forces, such as the Magnus or rotational lift force, thermophoretic

forces, Brownian force, and virtual mass force, may also exist. However, they are not ap-

plicable to the scenarios in the present study and are therefore irrelevant for calculating

the trajectory of the particles.

Stochastic Tracking

The stochastic tracking model is used to predict particle dispersion based on the kinetic

energy of the turbulence within the fluid phase, taking into account the influence of in-

stantaneous turbulent velocity on particle trajectories. By default, for steady solvers,

the trajectory of the particles is calculated using the mean velocity exclusively. For LES

instead, the instantaneous part of the velocity field is available for each time step. This

means that only the subgrid-scale fluctuations need to be modeled to create much smaller

random fluctuations, as stated in Innocenti et al. (2016) and Marchioli (2017). The im-

plementation of ANSYS® Fluent is in close alignment with the principles described in

Gosman and loannides (1983). Within this framework, the DRW model, often referred

to as the "eddy lifetime" model, offers insights into particle behavior as it interacts with

a sequence of discrete, idealized turbulent eddies within the fluid phase. Each of these

eddies is characterized by two key attributes:

• A Gaussian distributed random velocity fluctuation, denoted as u′
i.

• A specific time scale τe

To determine the values of u′
i that endure throughout the lifetime of the turbulent eddy,

it is assumed that these values conform to a Gaussian probability distribution. This as-

sumption is represented by the following equation.

u′
i = ζ

√
u′ 2 (3.34)

In this equation, ζ stands for a normally distributed random number, while the remain-

ing part of the equation represents the local RMS (root mean square) value of the velocity

fluctuations. This RMS value can be computed based on the known turbulent kinetic

energy at each point in the flow, assuming isotropy:

√
u′ 2 =

√
v′ 2 =

√
w′ 2 =

√
2k/3 (3.35)
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It is worth noting that within the LES model, the velocity fluctuations are treated as

equivalent in all directions. The characteristic lifetime of the eddy can be defined in two

ways: either as a constant,

τe = 2TL (3.36)

where TL is computed based on Equation 3.38, or as a random variation around TL,

τe = −TLln (r) (3.37)

Here, r represents a uniform random number greater than zero and less than 1, and is

also determined using Equation 3.38. The option of calculating τe randomly provides a

more realistic representation of the correlation function.

TL ≈ 0.15
k
ε

(3.38)

Parcels

In the Discrete Phase Model (DPM), parcels, which are clusters of particles, are tracked

throughout the simulation domain. This approach, commonly used in atmospheric La-

grangian dispersion modeling, involves either fixing the number of particles in each par-

cel (constant-mass option) or varying it to maintain the specified mass flow rate and par-

ticle mass. This practice helps reduce computational efforts while ensuring sufficiently

accurate results. The number of parcels significantly impacts the statistical quality of the

simulation: using fewer parcels increases statistical uncertainties, whereas employing

more parcels improves the results, but also increases computational effort. When choos-

ing the number of parcels to track, it is essential to consider the distance from the release

point, as the number of parcels decreases as they disperse throughout the domain.

The number of particles within one parcel, denoted as np, directly depends on the

particle mass mp and the constant parcel mass mparcel :

np = mparcel/mp (3.39)

In contrast, the number of parcels, denoted as nparcel , can be calculated based on the

mass flow rate of the particle stream ṁs, the mass of the parcel mparcel , and the size of the

time step ∆t:

nparcel = ṁs/mparcel · ∆t (3.40)

3.3.2. Species Transport Model

The species transport model, also known as the mixture model, is a simplified multiphase

model that involves solving the Eulerian velocity field and conservation equations for
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advection and diffusion. In the context of turbulent flows, it calculates the mass diffusion

between two or more species using the following equation:

J⃗i = −
(

ρDi,m +
µt

Sct

)
∇Yi − DT,i

∇T
T

(3.41)

In Equation 3.41, the diffusion flux J⃗i of the i-th species results from both molecular

(see Fick (1855), (ρDi,m∇Yi) and turbulent diffusion ( µt
Sct

∇Yi), with ∇Yi representing the

mass fraction of the i-th species, and ∇T indicating the temperature gradient.

The notation ∇ is the nabla operator, which represents the gradient in three dimen-

sions. It is a vector operator that returns a vector that points in the direction of the great-

est rate of increase of a scalar function, which in this case either the mass fraction of the

species or the temperature. The equation also includes the local mass fraction of the i-
th species Yi, the mass diffusion coefficient of the species i in the mixture Di,m, and the

thermal diffusion coefficient DT,i. The turbulent diffusion term is proportional to the

turbulent Schmidt number Sct and the turbulent viscosity µt.

In turbulent flows, the influence of turbulent diffusion greatly outweighs that of molec-

ular diffusion, rendering the latter negligible. Furthermore, when the temperature dif-

ference between the two species is minimal, the energy equation becomes redundant,

allowing us to set the thermal diffusion coefficient DT,i to zero. Moreover, to simplify

the species transport model, the Schmidt number Sct is often assumed to be a constant

value, typically Sct = 0.7. However, a more recent approach proposed by Longo et al.

(2020) calculates the turbulent Schmidt number locally, accounting for variations within

the flow field. Applying these three assumptions to Equation 3.41 results in the following

simplified form:

J⃗i = − µt

0.7
∇Yi (3.42)

The diffusion flux J⃗i is directly proportional to the turbulent viscosity µt and the local

mass fraction of each species Yi, indicating a strong correlation between the diffusion flux

and the turbulent viscosity, as observed in simulations. Specifically, a higher turbulent

kinetic energy k results in greater diffusion.

The continuity equation directly incorporates the advection of the two species by cal-

culating the mass-averaged velocity v⃗m and the density ρm of the mixture based on the

volume fraction αi, the density ρi, and the velocity ui of each of the n = 2 species:

ρm =
n

∑
i=1

ρiαi (3.43)

v⃗m =
1

ρm

n

∑
i=1

ρiαiui (3.44)

The mass-averaged velocity v⃗m and density ρm are then used in the species transport

equation to account for the advection of the two species. The mass conservation equation
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for the mixture model is a modification of the continuity equation, as shown in Equation

3.45:

∂

∂t
(ρm) +∇ · (ρmv⃗m) = 0 (3.45)

This equation considers the conservation of mass for the entire mixture, where the

velocity of the mixture v⃗m and the density of the mixture ρm are calculated based on the

volume fractions αi, the densities ρi, and the velocities ui of each species i, assuming a

total of two species (n = 2). The momentum Equation 3.6 is modified to account for the

presence of multiple species in the mixture:

∂

∂t
(ρmv⃗m) +∇ · (ρmv⃗mv⃗m) =−∇p +∇ ·

[
µm

(
∇v⃗m +∇v⃗T

m

)]
+ ρm g⃗ + F⃗ −∇ ·

(
n

∑
i=1

αiρiv⃗dr,kv⃗dr,k

) (3.46)

The modified Equation 3.46 includes additional terms that represent the drag force

caused by the movement of each species relative to the mixture. These terms are ex-

pressed in terms of the volume fraction αi, the density ρi, and the velocity of each species

v⃗dr,k. The remaining terms of the equation, such as the pressure gradient, the forces of

the body due to gravity, and the external forces F⃗, are analogous to those of the original

equation. The viscosity term now represents the dynamic viscosity of the mixture µm,

which is a function of the viscosities of individual species and their respective volume

fractions.

Equation 3.47 shows the expression for the dynamic viscosity µm of the mixture, which

is calculated as a weighted sum of the dynamic viscosities of the individual species µi,

where the weight factor is the volume fraction of each species αi.

µm =
n

∑
i=1

αiµi (3.47)

On the other hand, Equation 3.48 gives the drift velocity v⃗dr,k of species k relative to the

previous species k − 1 in the series, where v⃗m represents the mass-averaged velocity of

the mixture:

v⃗dr,k = v⃗m − v⃗k−1 (3.48)

The energy equation is not presented in this chapter due to the simplification applied

to the simulations in the context of this dissertation.
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3.3.3. Comparison

Both the Euler-Lagrange and Euler-Euler approaches utilize the discrete phase model

and the mixture model, which are available in ANSYS® Fluent. Each approach has its

own set of benefits and limitations. Table 3.1 provides a summary of the features of both

models:

Table 3.1.: Characteristics of different transport modelling approaches

Tracking Type Euler-Lagrange Euler-Euler

modeling type discrete phase model mixture model
computational efforts high low
uncertainty high, depends on parcel amount low
particle aerodynamics high flexibility low flexibility
size limitations particle size distribution small particles only
particle interactions agglomeration & breakup neglected
volume fraction smaller 12 % not limited
coupling two-way-coupling one-way-coupling
deposits feasible not feasible

This table highlights several differences between the two approaches, including com-

putational efforts, uncertainty, particle aerodynamics, size limitations, particle interac-

tions, volume fraction, coupling, and deposits.

Advantages and Limitations

The Euler-Lagrange model provides several distinct advantages over the Euler-Euler

model. These advantages include:

• Agglomeration and Breakup Modeling: The Euler-Lagrange model allows the

modeling of particle agglomeration and breakup in addition to the calculation of

particle trajectories. This feature is especially valuable when dealing with scenarios

in which particles tend to stick together or fragment.

• Variable Particle Size Distribution: This model offers the flexibility to consider

variable particle size distributions (PSDs), enabling the simulation to account for

the wide range of particle sizes that exist in real-world applications. As a result,

it can provide more accurate representations of particle behavior under varying

conditions.

• Consideration of Particle Properties: Particle inertia and gravitational forces can

significantly influence particle trajectories. The Euler-Lagrange model is well suited

for scenarios involving larger particle diameters and substantial particles, where

these forces play a pivotal role in dispersion.

• Deposit Assessment: The Euler-Lagrange model is suitable for simulating scenar-

ios where particle deposition on surfaces or within a system needs to be assessed.
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By tracking particle trajectories, the model can provide valuable insight into the lo-

cations and patterns of particle deposition, which is crucial to understanding and

mitigating issues related to fouling, erosion, or contamination in industrial or envi-

ronmental settings.

However, it is important to note that the Euler-Lagrange model is not without limita-

tions and disadvantages. Some key considerations include:

• Computational Demands: Simulating a large number of discrete particles can be

computationally intensive, particularly when modeling complex, three-dimensional

turbulent flows. This can lead to increased simulation time and resource require-

ments.

• Limitations in Dilute Flows: Although the Euler-Lagrange model excels in scenar-

ios with larger particles and higher particle loads, it may not be the best choice for

extremely dilute flows, where particle-particle interactions are negligible.

• Limited Insight into Continuous Phase: The model’s primary focus is on the dis-

persed phase (particles), which can provide less insight into the continuous phase

(fluid) dynamics. If a comprehensive understanding of the entire flow field is nec-

essary, a combined Eulerian-Lagrangian approach might be more suitable.

• Complex Setup: Setting up Euler-Lagrange simulations, especially in cases involv-

ing intricate physics, can be challenging and may require extensive calibration and

validation to ensure accurate results.

These considerations underscore the need to carefully evaluate the specific require-

ments of a simulation before selecting any of these two models. After careful investiga-

tion of the scenarios investigated in this dissertation, it was determined that the Euler-

Lagrange model is the most appropriate approach; more details on this choice can be

found in Chapter 4.3. Under the premise that particles reach larger diameters and a dis-

tribution with different behavior shall be modeled in the simulation, the Lagrangian par-

ticle model is the preferred model. Also, when the particles are occupying an increased

amount of the volume fraction, then the choice of the Lagrangian particle model might

be beneficial, since the coupling between discrete solid phase and continuous fluid phase

will influence the continuous fluid phase.
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4. Comprehensive Methodology Evaluation

In this chapter, a comprehensive evaluation of the methodology to perform large-eddy

simulations for realistic scenarios is carried out. The methodology serves as the basis for

all subsequent analyses in this dissertation and encompasses several critical components,

including geometry setup, meshing strategy including a refinement, the setup for bound-

ary conditions, solver settings, simulation approach, and the assessment of atmospheric

turbulence. The objective is to systematically assess each facet of this methodology to en-

sure its robustness, reliability, and suitability for the research at hand. The methodology

presented here applies to the further assessments described in Chapters 4 and 5.

4.1. Geometry

The geometry comprises two main components: CAD data representing buildings and

obstacles within the CERN area and topographical data. The topographical data, dated

February 25, 2020, are obtained in raster format (ASCII grid data) and offer an altimetric

accuracy of 15 centimeters and a planimetric accuracy of 50 centimeters, see Figure 4.1.

This topographic information is taken from the "Le Système d’Information du Territoire

de Genève" (SITG) website Direction de l’information du territoire (2022).

Figure 4.1.: Exemplary terrain data shown for the Geneva city center: digital terrain
model on the left and digital elevation model on the right. Source: Direc-
tion de l’information du territoire (2022)

The buildings, on the other hand, are modeled in CAD and integrated into the terrain.

This integration is crucial to achieving high-quality representations of buildings with

sharp edges. Importantly, since these data sources are distinct and independent of each
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other, they can be easily manipulated prior to the meshing process. This flexibility allows

for the addition or removal of buildings, which might be necessary due to factors such as

new construction projects or the removal of existing structures.

4.1.1. Shape and Size

The geometry takes the form of an octagon, a deliberate choice to ensure that, for each

45 degree angle, there is at least one inlet boundary perpendicular to the inlet surfaces.

In addition, the edges of the domain are strategically located at a considerable distance

from the release point. This arrangement ensures a substantial separation between the

boundaries and the release point, eliminating the influence of boundary conditions on

pollutant dispersion in the near-field of the release location.

In studies including generic street canyons, as for example performed by Zheng et al.

(2021), the direction of the wind is often restricted to a single direction, resulting in

smaller domains. However, this enables the application of periodic boundary condi-

tions, treating the flow as homogeneous in the span. Most best-practice guidelines, such

as the one presented in COST Action 732 (2007), provide recommendations for domain

size in the context of RANS simulations. Zheng et al. (2021) confirmed in their work the

applicability also for large-eddy simulations.

Optimal simulation outcomes are attained when the release point is located within a 1-

kilometer radius of the domain center, enabling effective tracking of pollutant dispersion

across a considerable distance. The domain size and configuration are determined by

several factors, including the release type (continuous, short-term, puff) and the area

affected by the plume. In the upcoming investigations, the domain spans an area of

Adomain = 7.5, km2, with a maximum longitudinal extent of 3 kilometers, facilitating the

exploration of multiple release scenarios within CERN surroundings. The CERN site

measures 1.8 kilometers in one direction and one kilometer in the other.

It is important to note that this configuration necessitates defining a larger number of

cells due to the expansive area, resulting in higher computational costs. This disagrees

with the recommendations of Zheng et al. (2021), who recommend a domain size of:

• Domain width - 2.5H (H = roof height of the street canyon)

• Domain height - 7.5H

• Upstream domain length - 5H

• Downstream domain length - 10H

As emphasized by Zheng et al. (2021), it is of paramount importance to minimize the

blockage ratio of the flow, with an ideal upper limit that does not exceed 13.3 %. How-

ever, in this study, depending on the location of the release point within the domain, the

minimum recommended values for blockage and domain size, as proposed by Zheng

et al. (2021), are significantly exceeded.
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The decision to model multiple potential release points simultaneously, along with the

simplification of employing a single geometric model for various simulations, substan-

tially reduces the simulation effort. Furthermore, the objective was not only to represent

a small section of the CERN site but to encompass the entire area potentially affected.

The types of releases in this work vary between ground-level and elevated fire exhaust

gas releases, as well as elevated dense gas releases. The primary focus is on the area

around the release point, with a maximum distance of 400 meters. To accommodate this,

an additional length of 500 meters was added to create an intermediate area, ensuring

flow normalization. This intermediate area, shown in Figure 4.2, is strategically centered

around the release point to facilitate the precise follow-up of the flow. This means that

any terrain features, such as hills, are not smoothed out but are retained as obstacles,

generating wake fields downstream.
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Figure 4.2.: Bird’s eye view of the domain extends and its subdivision in areas: area of
interest, intermediate area, relaxed area.

The domain relaxation process extends from the outer edges of the intermediate area

to the domain boundaries, as shown in Figure 4.2. This process, known as geometry

relaxation, focuses on adjusting the altitude of the terrain near the edges. The objective

is to improve numerical stability and create a consistent inflow and outflow area, thus

preventing flow acceleration or deceleration. Detailed insights into this process will be

provided in Chapter 4.1.3.
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4.1.2. Topography Models

Two different topography models were used to account for the variations in elevation of

the terrain within the chosen domain size. The terrain data, which covers an area of nine

square kilometers, was extracted from the SITG website Direction de l’information du

territoire (2022). In cases requiring larger areas, terrain data must be extracted in multiple

files and can subsequently be merged using tools like Python. In particular, the website

offers two distinct terrain models for selection:

• MNS - Modele Numerique de Surface:
This refers to the Digital Terrain Model (DTM), which provides ground altitudes

without any obstructions (such as buildings, trees, hedges, etc.).

• MNT - Modele Numerique de Terrain:
This is the Digital Elevation Model (DEM), encompassing all terrain features, in-

cluding obstacles.

Both grid datasets offer area-averaged heights with an altimetric accuracy of 15 cm and

a planimetric accuracy of 50 cm. As an illustration, Figure 4.3 displays the CERN site be-

tween Meyrin (Switzerland) and Saint-Genis-Pouilly (France). These topography models

were obtained from the SITG website in a grid raster format of 0.5 meters Direction de

l’information du territoire (2022).

To prepare the terrain data for integration into CAD/CFD tools, it is essential to tri-

angulate the grid format. This triangulation can be achieved through various options,

including Python, for instance, by using the "numpy2stl" package or by utilizing the Fea-

ture Manipulation Engine (FME), a versatile geospatial extract, transformation, and load

software platform.

Once the ASCII grid data are successfully converted into stereolithography data (.stl)

through this process, it becomes readily compatible with ANSYS® SpaceClaim and Flu-

ent for further utilization.

An illustrative example, although not the final selection, is detailed in the script pre-

sented in the Appendix A. This Python-based script manipulates the terrain altitude, as

visually represented in Figure 4.3. In this particular case, the terrain relaxation process

took place at a certain distance from the edges, resulting in an elevation adjustment to an

average of 460 meters. The relaxation length was configured at 500 meters, which means

the distance over which the altitude modifications extended from the edges. The raw

digital elevation model (DEM) is visually demonstrated on the left side of Figure 4.3 and

the relaxed DEM is shown on the right side.
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Figure 4.3.: Raw DEM (left) and relaxed DEM (right).

4.1.3. Relaxation

The selected approach differs from script-based modifications and instead involves CAD-

based manipulations. Specifically, the geometry relaxation was executed within the re-

laxed area of the domain, ensuring uniform altitudes at the domain’s sides, including

inlets and outlets.

In this CAD procedure, solid ground was added or removed with a linear slope and

circular shape, effectively altering the terrain altitude from a diameter of 2 to a diameter

of 3 km from the center of the domain, as depicted in Figure 4.4. This slope maintains a

maximum angle of 5.1 degrees to facilitate a smooth transition of airflow from the exterior

to the interior of the domain and vice versa. Notably, all the domain’s edges are set to the

same altitude.

To achieve the desired terrain altitude, the CAD manipulation process involves adding

volume if the actual terrain height is lower than the target value and, conversely, remov-

ing volume if the actual terrain height exceeds the desired altitude.

Here is an overview of the necessary steps.

1. Import of triangulated surface data into ANSYS® SpaceClaim.

2. Create a volume extending from the imported surface to sea level (0 m).

3. Adding two revolved volumes with a slope of 5.1 degrees, descending/ascending

from the desired relaxation height, here 460 m, from the maximum diameter (3 km)

to the minimum diameter (2 km), specifically in areas requiring relaxation.

4. Remove volume in regions where the terrain altitude is excessively high.

5. Adding volume in regions where the terrain altitude is too low.

6. The surface is now prepared for subsequent stages.

An alternative approach involves modifying the terrain before importing it into ANSYS®

SpaceClaim, as demonstrated in Figure 4.3. The script for this procedure can be found in

the Appendix A. In this method, the terrain is processed in Python and adjustments are

made on the basis of the distance from the domain edges.



42 4. Comprehensive Methodology Evaluation

z=460m z=460m
area of interest - medium 

altitude is 460m
intermediate 

area
intermediate 

area
relaxed area relaxed area

1000m 500m500m 500m500m
z=500m

z=400m

Figure 4.4.: Relaxation of the geometry shown in a cross-section through the full terrain.

A cosine function can be applied to uniformly modify the terrain along all edges. The

height change, denoted as ∆z, is calculated as the difference between the real and target

heights, multiplied by one. In mathematical terms, this adjustment is represented as

cos(xmax,min, ymax,min) = 1 · ∆z.

As one moves closer to the center of the domain, the function gradually reduces its

manipulation factor (cosine). When the distance of 500 meters from the edge is reached,

the function values become cos(xmax,min ± 500, ymax,min ± 500) = 0 · ∆z. This approach

allows for a smooth transition from the domain’s edges to its center.

If implemented correctly, this method offers a simpler alternative to CAD manipula-

tion. The type of function (linear, logarithmic, sine, etc.), the distance from the edges for

relaxation, and the relaxation height can be readily adjusted. However, it is important to

note that this approach becomes more complex when dealing with an octagonal shape.

In such cases, the manipulation must be performed not only in the x and y directions

but also in their combinations. Employing a circular pattern from the domain center may

help achieve effective relaxation for octagonal shapes.

In this section a more detailed explanation of the terrain relaxation steps using CAD is

provided. Refer to Figure 4.5, which illustrates all the solid objects used to manipulate

the geometry. The upper part of Figure 4.5 shows the terrain in green, solidified up to sea

level, and solid blue, as previously mentioned. In the lower part, the terrain has already

been modified in step one (green), and a red solid is introduced.

The initial step involves removing the intersection of both solids from the terrain, ef-

fectively reducing ground elevation in certain areas to attain a maximum altitude of 460

meters along the edges. This process involves the removal of terrain material at specific

locations, and the slope chosen for this modification is 5.1 degrees. The second step en-

tails adding ground to the existing terrain where the terrain’s altitude falls below the

desired value. In this step, the two solids can be easily merged to achieve the necessary

modifications.

Geometry relaxation was performed to ensure that the volume flow within the area

of interest (the inner red region in Figure 4.4) closely matches the volume flow defined

at the inlets. Additionally, it was essential to guarantee that the velocity near the edges

starts at zero, close to the ground. This is needed to make sure that the solver works in a

stable way and functions for the velocity profile can be applied.

This approach was necessitated by the specific definition of boundary conditions (as
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detailed in Chapter 4.3.1) and the principle of mass conservation, as articulated in Equa-

tion 4.1. According to this principle, the flow through the geometry would accelerate

(u2 > u1) with a decreasing cross-section (A2 < A1) or decelerate with an increasing

cross-section (A2 > A1). Such variations could adversely affect the atmospheric bound-

ary layer profile and consequently the dispersion patterns, the pollutant concentration,

and other results obtained.

It should be noted that the relaxation altitude was chosen relatively high, at z = 460

meters, compared to the average altitude of the CERN Meyrin site (ranging from 420 to

460 meters), as depicted in Figure 4.6, which provides an illustration of the terrain and

building altitudes.

ṁ1 = ṁ2

ρ1 · v̇1 = ρ2 · v̇2

ρ1 · u1 · A1 = ρ2 · u2 · A2

(4.1)

Figure 4.5.: Cross-sectional depiction of the domain center illustrating the two stages of
the relaxation procedure: 1. At the top, a blue volume is used to remove
overlapped ground from the underlying green solid (not visible in the cross-
section). 2. At the bottom, a red volume is merged with the green terrain
extracted from the surface STL file to achieve the desired relaxation height of
460 meters along the domain’s edges. Both solids feature a 5.1-degree slope.
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Figure 4.6.: Contour plot showing the altitude of the final geometry including the relax-
ation and the elevation of the terrain and the buildings.

4.1.4. Modelling Challenges

In the realm of computational fluid dynamics and environmental modeling, several mod-

eling challenges can arise when simulating complex domains and phenomena. These

challenges encompass diverse aspects, from the interaction of flow patterns with geo-

metric shapes to the consideration of various terrain and land-use characteristics.

This section delves into the modeling hurdles encountered and the strategies employed

to tackle them effectively. From managing backflow issues to optimizing domain shapes

and ensuring the fidelity of building and vegetation representation, a comprehensive

understanding of these challenges is vital for successful simulations in the field of envi-

ronmental modeling.

Backflow is a phenomenon in which the flow direction deviates from the expected

wind direction, often observed at the pressure outlet of a computational domain. When

backflow occurs, it can lead to violations of mass conservation, rendering the simulation

results inaccurate. This issue can have a significant impact on the flow dynamics, affect-

ing not only regions near the boundaries but also the center of the computational domain.

Consequently, preventing backflow at the edges of the domain is of paramount impor-

tance. One potential factor contributing to backflow is relaxation of the domain edges.

Addressing this challenge requires careful consideration: The domain edges should not
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undergo excessive relaxation to lower altitudes, and the transition from the central area

to the sides should be as gradual as possible. While increasing the relaxation length may

offer a solution, it is crucial to strike a balance, as overly large geometries may hinder the

goal of achieving a small mesh size with uniform grid resolution.

Another significant challenge lies in the selection of the domain shape. When opting

for a quadratic shape instead of an octagonal one, issues related to backflow may emerge

over the full computational domain, worsening over time. This phenomenon becomes

evident when geometry boundaries are placed in cardinal wind directions, but the flow

needs to be simulated in ordinal directions, such as North East, North West, South East

and South West, and is exemplified in Figure 4.7. In the case of a quadratic geometry,

problems arise when introducing fluctuations to the mean velocity at the inlet, leading

to a potential backflow issue at the pressure outlets, as indicated by the red arrow in

Figure 4.7. This challenge can be attributed to the proximity of the velocity-inlet and

pressure-outlet boundaries, which can disrupt the flow. In contrast, such issues do not

typically arise with an octagonal shape, where at least two boundaries act as transition

points for the flow, obviating the need for turbulent fluctuations at these boundaries.

This is illustrated by the blue arrows in Figure 4.7. An alternative approach involves

segmenting the inlet boundary into three parts and introducing fluctuations primarily in

the segments farthest from the pressure outlets to mitigate the risk of inducing backflow.

inlet with 
fluctuation

inlet without 
fluctuation

backflow due 
to turbulence

quadratic shape octagonal shape

Figure 4.7.: Choice of geometry shape resulting in backflow issues.

Selecting the right level of detail in simulations presents another notable challenge. At-

tempting to replicate the precise surface structures of buildings, including features such

as corrugated iron sheets, concrete walls, and intricate elements such as ladders, lamps,

or roof ventilation systems, would require a considerable increase in surface mesh reso-

lution. In far reaches beyond the area of interest, it is advisable not to opt for excessively

small cell sizes. Doing so would lead to a significant increase in computational workload

without commensurate benefits, as high mesh resolution is unnecessary for managing

inflow and outflow at the domain boundaries.

It is imperative to model each building using CAD because relying solely on eleva-

tion data from a Digital Elevation Model (DEM) to simulate obstacles is insufficient for

precise simulations. Extensive research, such as the studies conducted by Wilson (1979),
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has highlighted the importance of accurately representing sharp buildings with upright

walls to simulate the dynamics around structures. These considerations encompass phe-

nomena such as frontal vortex, recirculation cavity, wake cavity, and roof wake boundary,

as illustrated in Figure 4.8. Using a DEM model alone does not capture these dynamics

accurately. Instead, an algorithm capable of detecting abrupt variations in terrain height

and adjusting the nodes to create straight building walls should be employed, especially

if the DEM is used as a primary model. Without this correction, when triangulating the

ASCII grid data, the modeled walls will inevitably deviate from reality due to the combi-

nation of building height and grid resolution. To provide an example, with a grid resolu-

tion of 0.5 m and a building height of 3 m, the resulting angular misalignment would be

approximately 9.5 degrees, significantly affecting the flow pattern compared to buildings

with upright walls. For taller structures, such as a 100 m high building with the same

grid resolution, the angular misalignment becomes less consequential, approximately 0.3

degrees.

GROUND BUILDING

ROOF WAKE

WAKE
CAVITY

FRONTAL VORTEX

DISPLACEMENT FLOW

BACKGROUND FLOW

RECIRCULATION
     CAVITY

UPWIND 
VELOCITY 
PROFILE

U = U(z)

Figure 4.8.: Flow around a sharp-edged building, based on Wilson (1979).

Forests or woodlands contribute to increased shear and turbulence within the atmo-

spheric boundary layer compared to flat land, as observed in Chaudhari et al. (2016).

Consequently, when larger areas contain woodlands, vineyards, or other vegetation near

the release point, it is advantageous to model them as surface roughness elements or

porous regions. Attempting to achieve a geometric and numerical resolution of the effects

of forests and forests on the flow field for large domains is impractical. Instead, employ-

ing porous media representations for these areas stands out as the most efficient method.

In particular, studies that use large-eddy simulation (LES), such as those mentioned in

Nebenführ and Davidson (2015) and Chaudhari et al. (2016), have reported reasonable

agreement with the actual conditions. Although these studies correctly predict mean ve-

locity over the forest canopy, they face challenges in estimating turbulent kinetic energy,

especially resolved turbulent kinetic energy with respect to lateral and vertical variances,

which often appear under-predicted, as noted in Nebenführ and Davidson (2015). The

suggested remedy, according to Nebenführ and Davidson (2015), is to employ finer mesh

resolutions, but this approach may not be feasible for large domains due to the associated

computational efforts. In future studies, it would be worthwhile to explore the impact of
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forests and their role in the dispersion of pollutants, both upstream and downstream of

a release point.

Moreover, Adedipe et al. (2020) emphasize the importance of accurately estimating

parameters such as Leaf Area Density (LAD) or Leaf Area Index (LAI) when assessing

the impact of forests and forests on the flow field. Turbulence levels are observed to in-

crease up to a certain forest density before subsequently decreasing. However, due to the

higher computational demands and the lack of precise parameters for LAD, the decision

was made not to model woodlands as a porous medium in this study, as doing so would

introduce complexity and uncertainties into the simulation. It is also worth noting that

the forests with the most significant impact on flow, compared to vineyards and grass-

land, are relatively scarce around the CERN site and are located far from the two potential

release points. A bird’s-eye view of the CERN Meyrin site and its surrounding areas is

presented in Figure 4.9. The CERN Meyrin site is flanked by grasslands and forests to

the north, the villages of Meyrin and Saint-Genis-Pouilly to the east and west, and vine-

yards dominate the southern landscape. Among the most relevant wind directions, both

in terms of probability and impact, are North-East, South-West, and South, as depicted

in Figures 4.9 and 4.24. Given the combined factors of potential release points and the

prevailing wind directions, the presence of grasslands and vineyards creates relatively

low ground roughness values, making the inclusion of vegetation impact less significant

in the geometry dataset.

If the release point were located closer to the forest or if the forests were considerably

larger, exerting a significant impact on particle dispersion, an alternative approach might

involve employing uniformly spaced solid obstacles or increasing the surface roughness

in these areas. This configuration would result in reduced mean velocity in the lower

layer and increased turbulent kinetic energy. Alternatively, a Digital Elevation Model

(DEM) could be employed for the outer domain to impede air flow through the forest,

thereby generating turbulence and reducing mean velocity in those areas.
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Figure 4.9.: CERN Meyrin site and its neighboring environment. Forest areas are indi-
cated in green, while the two potential release points under investigation are
marked in red.

4.2. Meshing Strategy

This chapter describes the meshing process for the final mesh, which has been gener-

ated using ANSYS® Fluent Meshing. Before defining the final mesh, a comprehensive

mesh refinement study was conducted, as detailed in Chapter 4.2.2. This study involved

an evaluation of the meshing parameters to ensure optimal performance of the selected

mesh. In particular, the size of the computational domain significantly influences the

mesh size, even when employing a modest ground-mesh resolution. Therefore, this chap-

ter delves into the crucial aspects of achieving accurate flow predictions while maintain-

ing computational efficiency.

During the meshing procedure, ANSYS® Fluent Meshing adapts its initial layer of cells

to the geometrical surface, effectively creating a numerical mesh on the modeled geom-

etry. For ground surfaces, the only simplification needed is a curvature approximation

for round shapes, reducing the number of cells required. It is worth noting that other

software tools, often designed for research purposes rather than commercial engineer-

ing applications, utilize hexagonal meshes or Cartesian grids, which may not accurately

represent the geometry’s surface, especially for round shapes, resulting in a staggered

representation.
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4.2.1. Mesh Type

The selection of cell types plays a crucial role in the meshing process, affecting the quality,

flexibility, and computational efforts of the mesh. In the context of atmospheric bound-

ary layer flows, the choice of cell type is of particular significance. This work considers

three primary cell types commonly used in computational fluid dynamics: hexahedral,

tetrahedral, and polyhedral cells.

Hexahedral meshes are a popular choice in research due to their favorable computa-

tional efficiency compared to other cell types, as documented in Wang et al. (2021). The

efficiency comes from their fewer faces and nodes relative to polyhedral cells, making

them well suited for straightforward geometries that align with the predominant flow

direction. According to Wang et al. (2021) a polyhedral mesh requires approximately

1.58 times more computational time than a hexahedral mesh, while a tetrahedral mesh

requires about 1.29 times the computational time for a hexahedral mesh with an equiva-

lent cell count.

However, the application of a hexahedral mesh can be impractical for complex ge-

ometries because of its limited flexibility. In contrast, polyhedral meshes offer signifi-

cantly more flexibility. Even in the case of very basic geometries, the total cell count can

be reduced by approximately 65 %, while maintaining the same minimum cell size on

specific surfaces and the same stretching ratio. This finding is derived from a compar-

ative analysis presented in reference Wang et al. (2021), which evaluated the total cell

count needed to simulate channel flow with a single obstacle. The study in Wang et al.

(2021) also demonstrated that both hexahedral and polyhedral meshes exhibit compara-

ble performance. Given the reduced number of polyhedral cells in this conclusion (where

npoly = 0.358 nhexa), and the resulting lower computational time required to achieve sim-

ilar solutions (tpoly = 0.57 thexa), polyhedral meshes appear advantageous for handling

complex geometries.

Furthermore, it is essential to consider that hexahedral meshes result in larger cells in

the same locations compared to polyhedral meshes due to their decreased flexibility. To

facilitate meaningful comparisons between different cell types, a viable approach is to

maintain consistent computational efforts or total cell counts. With this approach, the

results become more directly comparable and it becomes evident that polyhedral meshes

may outperform hexahedral meshes. For instance, doubling the number of polyhedral

cells, while preserving the same computational efforts as hexahedral meshes, may lead

to a better-resolved solution, particularly near walls, and enhance the accuracy of poly-

hedral meshes compared to hexahedral ones. The key findings of the study conducted

by Wang et al. (2021), where the quality of the mesh, computational efforts, profiles and

contours of the mean velocity and kinetic energy of turbulence, the characteristic length

of flow features, and spectral distribution of the turbulence kinetic energy are analyzed,

are summarized below for polyhedral meshes:
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• Polyhedral mesh is the most economical (to retain the minimum cell size):

– 35.8 % polyhedral cells compared to hexahedral cells

– 21.3 % polyhedral cells compared to tetrahedral cells

• No boundary-layer mesh needed, resulting in:

– Improved orthogonality

– Enhanced skewness

– Better prediction of vortices in the vicinity of buildings

• Polyhedral mesh is recommended due to:

– Low computational efforts

– High accuracy

– High flexibility

The results of the numerical simulations conducted by Wang et al. (2021) have been val-

idated through wind tunnel experiments. The study concludes that the advantages of the

polyhedral mesh outweigh its disadvantages. Its flexibility, particularly in the handling

of complex geometries, offers potential savings in computational effort while retaining

the same minimum surface cell size as other meshing types. The primary requirements

and challenges for the mesh are outlined in the list below.

Flexibility:

• The ability to adapt well to the geometry surface and smoothly transition between

rough and fine grids is crucial. This includes:

• Maintaining a small minimum mesh size near the ground and around buildings to

capture vortex generation.

• Implementing refinement areas around the urban region of the simulation domain

to adequately resolve built areas.

• Ensuring refinement near the release point to capture the interaction of the flow

with the buildings.

• Creating smooth transitions between different regions within the simulation do-

main.

Accuracy:

• For large-eddy simulation (LES) in particular, maintaining aspect ratios of cells

close to one at all times is recommended. Smooth transitions play a critical role

in obtaining accurate results.

Flow alignment:

• Aligning hexahedral cells in the flow direction is vital. Even slight deviations can

yield different solutions. The polyhedral mesh, with its flexible shape, is more suit-

able.
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In summary, the selected software and meshing approach offer the advantage of ac-

curately representing geometric features such as corners and building curvatures within

the mesh. The mesh fully resolves the entire domain, ensuring smooth transitions. Com-

pared to other mesh types, such as immersed boundary meshes or hexahedral meshes,

the polyhedral mesh provides superior resolution and more seamless transitions.

4.2.2. Mesh Refinement Study

The objective of this investigation is to evaluate the sensitivity of the simulations to the

resolution of the computational mesh and to establish an optimal balance between pre-

cision and computational efficiency. The assessment focuses primarily on key flow char-

acteristics and pollutant concentration values, integral parameters studied using large-

eddy simulation (LES). Specifically, mean velocity and turbulent kinetic energy in the

monitoring planes are critical flow characteristics that guide the selection of the final

meshing procedure, detailed in Chapter 4.2.3.

The dispersion of pollutants released from the ATLAS surface building is simulated

using the Discrete Phase Model (DPM), as presented in Chapter 3.3.1. Two wind direc-

tions, north-east and south, were considered to analyze the required mesh size in the

outer regions of CERN and the mesh size between buildings. The evaluation focuses on

quantities derived from the instantaneous velocity field, necessitating caution when com-

paring turbulent kinetic energy values for different mesh sizes. Finer meshes generally

resolve smaller vortices, while coarser meshes model these vortices, given their inability

to resolve finer-scale features in LES. This distinction is crucial in interpreting and com-

paring turbulent kinetic energy values. Additionally, the Lagrangian particle tracking

method provides a partial basis for comparison, considering that too few tracked parcels,

especially at large distances from the release point, may lead to parcel movement strongly

influenced by fluctuating velocity terms within specific cells, impacting statistical signif-

icance.

The mesh refinement study encompassed five distinct mesh resolutions, spanning from

2.2 million polyhedral cells to 21.6 million polyhedral cells:

• Very coarse: 2.2 million cells

• Coarse: 4.3 million cells

• Medium: 9.8 million cells

• Fine: 16.1 million cells

• Very fine: 21.6 million cells

The mesh resolution, global sizing controls, and surface sizing functions were precisely

adjusted to achieve the desired mesh refinement level, whether finer or coarser. Table 4.1

offers a summary of the meshing properties associated with the sizing functions. Please

consider inspecting details of the scoped size controls in Appendix B. Global scoped siz-

ing controls for the mesh were configured with specific values: The minimum cell size
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is set to half a meter, the maximum cell size, primarily observed near the top boundary,

ranges from 50 to 100 meters, and the global growth rate varies between 1.1 and 1.2.

Table 4.1.: Mesh refinement properties for five levels of mesh refinement.
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very coarse 1.2 0.5m 5m 10m 0.5m 3m 0.5m 10m 100m 0.5-100m
coarse 1.2 0.5m 3m 6m 0.5m 3m 0.5m 6m 100m 0.5-100m

medium 1.2 0.5m 1.5m 3m 0.5m 1.5m 0.5m 4m 50m 0.5-50m
fine 1.15 0.5m 1m 3m 0.5m 1.5m 0.5m 3m 50m 0.5-50m

very fine 1.1 0.5m 1m 3m 0.5m 1m 0.5m 3m 50m 0.5-50m

The most important control of scope size in Table 4.1 is the ground-inner control to-

gether with the boi-buildings, which are, respectively, a surface control and a volumetric

control in the inner area. These parameters play a pivotal role in determining the resolu-

tion of the mesh within the built area of the ground domain, exerting a strong influence

on the overall mesh size. Alongside boi-buildings, which specifically refine the vicinity

of the buildings, these controls collectively govern the mesh resolution in the inner area.

Notably, the very fine mesh achieves a high-resolution flow representation with a mini-

mum cell size of one meter, whereas the very coarse mesh maintains a minimum cell size

of five meters on the same surface.

Throughout the mesh refinement study, continuous monitoring of pollutant concentra-

tion and fluctuating velocities was conducted during the simulation. The collected data

encompassed the mean velocity integrated in time for the three components of the veloc-

ity vector and the turbulent kinetic energy at each location on the monitoring planes, as

illustrated in Figure 4.38. The detailed methodology for data analysis is expounded in

Chapter 4.5.3. Subsequent procedures were then applied to these quantities for each cell

in the monitoring planes.

• A comparative analysis was conducted on the data collected from each monitoring

plane to identify localized differences or similarities between different mesh sizes.

• Quantities, including velocity and turbulent kinetic energy, were averaged over the

entire plane size to evaluate global variations and similarities as mesh sizes were

altered.

• Normalization of quantities was performed using the solution obtained for the very

fine mesh as a reference to obtain relative errors.

To assess the various levels of mesh refinement, the initial step involved the identifi-

cation of localized differences in the monitoring planes, strategically placed at specific
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distances, as illustrated in Figure 4.38. Notable variations were observed mainly in con-

centration values, revealing significant deviations in plume position and maximum val-

ues across the five refinement levels, as illustrated in Figure 4.10.

(a) Medium mesh size with 9.8 million cells

(b) Very fine mesh size with 21.6 million cells

Figure 4.10.: Scatter plots showing the normalized maximum concentration cmax,n at the
cross-wind monitoring planes at x = 200 m distance from the release point
and with wind blowing into south.

The discrepancy between the coarser mesh (top) and finer mesh (bottom) manifests

itself in the plume distribution across the CERN Globe monitoring plane. In the coarser

mesh, the plume is predominantly situated on the right side, while the finer mesh presents

a more symmetric plume distribution on both sides of the CERN Globe.

This difference arises from the inadequacy of time averaging in the pollutant tracking

process, particularly with respect to large eddies that influence particle movement over

an extended period, notably near the release point. These large eddies are not fully aver-
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aged during the release period, leading to disparities in plume distribution. Insufficient

parcel release time and quantity further hinder statistically accurate evaluations of pollu-

tant concentrations, introducing uncertainty into the solution due to the limited number

of parcels released.

For short release durations, the results are highly sensitive to the positions of large

eddies in the domain. Consequently, for puff releases or brief periods, it is advisable

to conduct multiple releases at different times to estimate the uncertainty of the solution

and its impact on the results. In this dissertation, release durations range from 20 minutes

to 1 hour, still classified as short-term releases. Thus, the findings herein establish a ro-

bust foundation for practical investigations of flow around buildings in the atmospheric

boundary layer.

Another notable observation from Figure 4.10 is the variation in concentration values

between cell neighbors. This phenomenon stems from the choice of the pollutant disper-

sion method, with the mesh refinement study using the DPM model. The uncertainty in

the concentration predictions for distant cell neighbors is influenced by the total num-

ber of tracked parcels. In a worst-case scenario, where only a single parcel containing

the entire release mass is tracked, the parcel’s trajectory could follow a specific direction,

potentially resulting in an unrealistically high concentration in just one cell of the cross-

wind planes. This outcome would not align with the concept of turbulent dispersion.

Although a higher number of released parcels enhances statistical accuracy, this ap-

proach is constrained by elevated computational costs and cannot completely eliminate

the inherent Lagrangian nature of statistical uncertainty. In contrast, species models,

as described in 3.3.2, primarily carry the statistical uncertainty of larger eddies moving

along the release point and eliminate the uncertainty associated with the limited number

of tracked parcels. Consequently, the species-transport model emerges as a more reli-

able and preferred method for pollutant dispersion in the ABL. However, the advantages

of Lagrangian particle tracking methods are still evident in scenarios involving aerody-

namic lift forces or gravity forces influencing the trajectory of pollutants.

However, fully eliminating the described effect while maintaining a low computational

effort poses a challenge. To address this, the Eulerian species transport model can be

employed, effectively eliminating the statistical dependency introduced by the DPM. In

light of this, for subsequent investigations, the pollutant tracking method was changed

from DPM to the species transport model. This change not only reduces the impact of

statistical uncertainties, but also provides a more robust and reliable representation of

pollutant dispersion.

The results of the pollutant release scenario, coupled with the variations in pollutant

concentration observed in the air, underscore the importance of recognizing and address-

ing these challenges in simulation studies. Highlights the importance of choosing an

appropriate pollutant dispersion model that aligns with the specific characteristics and

goals of the simulation, ensuring more accurate and reliable results.
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It was observed that increasing the number of injected parcels by one order of mag-

nitude, from 60 to 600 million parcels, in the Lagrangian particle tracking method could

alleviate the challenges described earlier. However, this approach proved impractical due

to a significant escalation in computational demands, extending the simulation duration

from several days to weeks on a high-performance cluster (HPC) until completion. Fur-

thermore, extending the simulation time to facilitate a thorough comparison of concen-

tration values, even for short-term releases or puff-release scenarios, presented practical

limitations.

Figures 4.11 and 4.12 confirm a substantial variation in concentration values by ±50 %

across different levels of mesh refinement, a variation not attributable to the size of the

mesh. Consequently, it was concluded that trying to compare concentration values using

the DPM model in ANSYS® Fluent for short-term releases with a low number of tracked

parcels is not a viable and meaningful approach.

Quantities such as mean velocity and turbulent kinetic energy, derived from contin-

uously available instantaneous velocity, converge to a stable level after numerous iter-

ations. Differences in the averaged data over the entire plane and the identification of

maximum values reveal a clear trend, particularly by showcasing the behavior of these

quantities with a finer mesh. It is crucial to prioritize the validation of flow simulations

before validating dispersion models, especially in scenarios involving complex flows.

Therefore, the mean velocity values and turbulent kinetic energy are averaged over all

cross-wind monitoring planes. These planes, which are consistent in size across all refine-

ment levels, employ a regular grid to evaluate these quantities. An overall comparison

of the results of the mesh refinement study in the north-east and south wind directions is

illustrated in Figures 4.11 and 4.12, respectively.

The evaluated quantities are normalized with respect to the highest grid resolution,

which serves as the reference case and is determined by the results obtained from the

very fine mesh. These quantities encompass the maximum concentration cmax,n, the spa-

tially averaged mean velocity in the monitoring plane uave,n, the spatially averaged tur-

bulent kinetic energy in the monitoring plane tkeave,n, and the maximum turbulent kinetic

energy tkemax,n, each as a function of the distance x from the release point.

To achieve normalization, the maximum concentration is derived by dividing the time-

integrated maximum concentration (c̃max,lvl) of each mesh refinement level by the inte-

grated maximum concentration (c̃max,v f ) of the very fine mesh. Similarly, the normaliza-

tion process is applied to the other quantities. Consequently, the very fine mesh exhibits

a normalized value of one for each quantity and position, serving as the baseline for

comparison. The following equations outline the methodology used to derive these nor-

malized variables.

cmax,n =
c̃max,lvl

c̃max,v f
(4.2)
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tkemax,n =
kmax,lvl

kmax,v f
(4.3)

The remaining parameters undergo a similar normalization process, although with

some differences in the approach for each parameter. For the maximum turbulent ki-

netic energy and maximum concentration, only the locations on each cross-wind plane

where these quantities reach their maximum are considered for evaluation. In contrast,

the mean velocity u and the turbulent kinetic energy k are initially averaged over each

crosswind plane, yielding surface average values uave,lvl and kave,lvl for each distance and

refinement level.

This approach is adopted to preserve the significance of the maximum values, which

should not be diluted by plane averaging. Instead, for mean velocity and turbulent ki-

netic energy, full-plane averaging is performed to assess the resolved turbulence kinetic

energy and the consistency of mean velocity across different mesh refinement levels. Ini-

tially, differences are identified at specific locations among different mesh refinement lev-

els, followed by an investigation into the overall performance on each plane near the

release point, which is crucial for pollutant dispersion.

Equations 4.4 and 4.5 illustrate the normalization process for the mean velocity uave,n

and the turbulent kinetic energy tkeave,n:

uave,n =
uave,lvl

uave,v f
(4.4)

tkeave,n =
kave,lvl

kave,v f
(4.5)

Figure 4.11 presents the results regarding the parameters discussed above plotted against

the distance x from the release point for all mesh refinement levels. As discussed earlier,

the normalized maximum concentration cmax,n (top left graph) fails to converge with finer

meshes due to the pollutant tracking method selected as Lagrangian particles and a very

limited number of injected parcels. The concentration values for the coarser meshes show

variations of up to ±50 % compared to those obtained with the very fine mesh. In partic-

ular, the concentration graph does not show a clear correlation.

The graph on the top right of Figure 4.11 illustrates the results for the normalized aver-

aged mean velocity uave,n. It should be mentioned that the total height of the monitoring

planes varies from smaller distances from the release point x = 40-200 m, and is defined

with a height z = 100 m, while for larger distances from the release point x = 300-400 m

the height is z = 150 m. In Figure 4.11, it was found that the overall averaged values

exhibit a significant dependency on the resolution of the grid. Although the lower seg-

ment displays variation across mesh refinement levels, an approximate 5 % difference in

mean velocity values persists. Notably, the very coarse and coarse grid resolutions di-

verge from the predictions of the medium, fine, and very fine meshes. The medium mesh



4.2. Meshing Strategy 57

Figure 4.11.: The comparison illustrates the normalized maximum concentration cmax,n,
normalized plane-averaged mean velocity uave,n, normalized plane-
averaged turbulent kinetic energy tkeave,n and normalized maximum tur-
bulent kinetic energy tkemax,n as a function of the distance from the release
point x. These parameters are depicted for monitoring planes positioned in
the north-east, where the wind blows in this direction.

shows a slight deviation of 1 % from the fine and very fine mesh results at a distance

of x = 400 m from the release point. This observation suggests that the mean velocity

field converges for the medium or fine mesh, indicating a good grid resolution of the

immediate vicinity of the release point for these refinement levels.

In the bottom-left graph of Figure 4.11, the normalized average turbulence kinetic en-

ergy tkeave,n is shown. Notably, there is a pronounced deviation in the observed normal-

ized turbulence kinetic energy for very coarse and coarse meshes compared to medium,

fine and very fine meshes, which display similar performances. This consistency sug-

gests a comparable resolution of vortices across these refined meshes. The uniformity in

resolution could be attributed to the identical grid resolution on the ground, as indicated
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in Table 4.1, specifically in the surface control (ground-outer). The lack of variation in

grid resolution from medium to very fine meshes, along with a similar ground growth

rate (1.1 to 1.2), probably contributes to the similarity in the resolved vortices. The aver-

age turbulence kinetic energy typically undergoes changes from coarser to finer meshes,

especially when there is interaction with upstream obstacles. However, it is essential to

note the nature of large-eddy simulation (LES), where vortices can only explicitly be re-

solved down to the grid resolution. In LES, the kinetic energy of the turbulence tends to

be higher for finer grid resolution than for coarser ones due to subgrid-scale modeling.

Thus, comparing the averaged turbulence kinetic energy provides only partial insights

into the performance of the meshes.

In the bottom right graph of Figure 4.11, the normalized maximum mean turbulent

kinetic energy tkemax,n is presented. In close proximity to the release point, where each

level’s grid resolution is defined with the same cell size of 0.5 m for the surface of the

ATLAS building (as indicated by "ground-special" and "boi-buildings-special" in Table

4.1), the observed maximum values are comparable. However, as the distance from the

release point increases, the discrepancies become more pronounced. At farther distances

(100-400 m), medium, fine, and very fine meshes predict similar values for tkemax,n, while

for coarse and very coarse meshes, the disparity is more significant. This underscores a

direct correlation between the maximum turbulent kinetic energy and the cell size. Sim-

ilarly to the discussion above relating the averaged turbulent kinetic energy, the resolu-

tion of vortices also influences the maximum turbulent kinetic energy. Considering this

relationship and the mesh definitions in the planes, it can be inferred that the ground

sizing function for "ground-outer", which is set to 3 m for the medium, fine, and very fine

meshes, directly impacts the values obtained on the monitoring planes.

In Figure 4.12, the results of the calculated quantities corresponding to the wind blow-

ing towards the south are depicted. In the top-left graph, the normalized maximum

concentration values cmax,n are presented. Similarly to the results discussed earlier con-

cerning the wind blowing toward the northeast direction, here, too, the comparison of

maximum concentration values evaluated on the monitoring plane does not facilitate a

comparison across different refinement levels. This limitation stems from the uncertainty

associated with the Lagrangian tracking method and the use of only a limited number of

injected parcels.

The normalized mean velocity uave,n in the direction of the south wind, depicted in the

top right graph of Figure 4.12, demonstrates minimal variation between different levels of

mesh refinement. Alterations in mesh conditions are primarily applied to the "ground-

inner" surface, "buildings", and "boi-buildings", the refinement body for buildings. In

contrast to the north-east wind direction, where the "ground-outer" surface size remains

consistent across medium, fine, and very fine grid resolutions, adjustments are made

to all parameters mentioned above based on the refinement level for the south wind

direction. Particularly noticeable is the impact on the very coarse grid resolution, where
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Figure 4.12.: The comparison illustrates the normalized maximum concentration cmax,n,
normalized plane-averaged mean velocity uave,n, normalized plane-
averaged turbulent kinetic energy tkeave,n and normalized maximum tur-
bulent kinetic energy tkemax,n as a function of the distance from the release
point x. These parameters are depicted for monitoring planes positioned in
the south, where the wind blows in this direction.

the mean velocity registers significantly lower (6-9 %) than for the medium, fine, and

very fine grid resolutions. The coarse grid exhibits a slight deviation, especially within

the distances x = 40-200 m. Consequently, the results suggest that the medium mesh size

begins to accurately predict the mean velocity with only slight deviations (0.5 %).

In the bottom-left graph of Figure 4.12, the results of the normalized plane-averaged

turbulent kinetic energy tkeave,n in the south wind direction are shown. A noticeable dis-

crepancy is evident among the results obtained from various mesh refinements. Higher

values of plane-averaged turbulent kinetic energy are observed with finer grid resolu-

tions. Finer meshes have the capability to resolve smaller-scale turbulent structures, a feat

beyond the capability of coarser meshes. Consequently, coarser meshes tend to underes-
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timate the turbulent kinetic energy. In large-eddy simulation (LES), where the small-scale

turbulent motions are not explicitly resolved, subgrid-scale (SGS) models are employed

to represent their impact, if any, on the flow.

In the bottom right graph of Figure 4.12, the normalized maximum mean turbulence

kinetic energy tkemax,n is depicted for the different levels of mesh refinement with wind

blowing in the south direction. Near the release point, the observed maximum values

are quite similar for medium, fine, and very fine meshes. However, as the distance from

the release point increases, the disparity between the mesh refinements becomes more

pronounced. This can be attributed to the lower resolution of the grid at the positions of

the monitoring planes. The very fine mesh exhibits the highest turbulence kinetic energy,

since it has the capability to resolve even small-scale vortices.

The turbulence kinetic energy graphs, depicting both the maximum value and the

plane-averaged value, illustrate that finer mesh sizes in large-eddy simulation (LES) lead

to the resolution of smaller vortices and therefore to more energy. This prompts the ques-

tion of how much turbulence kinetic energy resolution is necessary to accurately predict

the turbulent diffusion of pollutants. More precisely, the question is when do concen-

tration values, which are time-integrated on monitoring-planes and monitoring-points,

converge to a certain threshold. Unfortunately, this question remained unanswered in the

mesh refinement study conducted. The limitation was due to the choice of the pollutant

tracking method. Instead of employing the Lagrangian particle model with its restricted

number of tracked parcels, the Eulerian scalar method for species dispersion should have

been utilized. This alternative method would have eliminated the uncertainty associated

with Lagrangian particles traversing the domain. The impact of the grid resolution for

turbulent diffusion is therefore not answered.

Advection, which serves as the primary mechanism for pollutant transport, converges

noticeably at medium to fine grid resolutions, depending on the wind direction and the

associated grid resolutions. Advection, intricately linked to mean velocity, emerges as

the second crucial parameter that influences the dispersion of the pollutant. In terms of

turbulent diffusion, finer grid resolutions typically result in a more accurate dispersion

of pollutants. This is because smaller vortices, influenced by grid resolution, play a sig-

nificant role in determining pollutant trajectories, leading to a more realistic dispersion

pattern. Failing to fully resolve these turbulent eddies can lead to reduced spreading

of pollutants, making finer grid resolutions generally more conservative in their predic-

tions. The results obtained for the maximum and plane-averaged turbulent kinetic en-

ergy (tkemax,n and tkeave,n) highlight the importance of refining specific areas critical for

accurately predicting flow dynamics. Especially near the emission source, where peak

velocity, wake regions, and turbulent eddies exert a strong influence, precise resolution

is essential to accurately simulate pollutant dispersion.
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4.2.3. Final Selected Mesh

This chapter serves as an introduction to the meshing procedure, highlighting the key

factors that must be considered. The choices made are based on the mesh refinement

study, which is described in the previous section. The focus here is on addressing the

elements and considerations necessary for successful meshing and setting the stage for a

comprehensive understanding of the meshing strategy.

In wall-resolved large-eddy simulations (WRLES), the precise modeling of flow near

walls and boundary layers is crucial. However, applying WRLES to atmospheric bound-

ary layer flows can be cost-prohibitive because of the extensive domain size. To illustrate

a domain of 7.5 square kilometers, achieving a dimensionless wall distance of y+=1 and

using cells with an aspect ratio equal to one would lead to a cell size of 1 millimeter in the

ground layer, resulting in a total count of 7.5 trillion cells. Even if the aspect ratio for the

initial cell layer is increased to 100 (although not advised, according to Wang et al. (2021)),

the number of cells would still be impractical at 750 million, given a domain depth of 500

meters, the number of cells needed would increase even more with an assumed growth

rate of 1.2 in the vertical direction.

In ABL flows, it is therefore common to model the ground layer rather than resolving

it. A detailed geometric model that includes grass is not needed and is also not recom-

mended. The approach followed in this work includes a subdivision of the domain into

several zones, where cell sizes are varied, and the so-called size functions are defined

prior to the mesh generation.

As illustrated in Figure 4.13, the terrain is divided into two segments: ground-inner

(light green) and ground-outer (dark green). These surfaces represent the ground in the

inner and outer zones, respectively. The buildings are shown in gray, and special build-

ings, such as the ISOLDE facility in red and the ATLAS surface building in blue, are

distinguished from standard buildings. These special buildings serve as release points

for pollutant dispersion scenarios, either in the building stack or through specific doors

for the use of the fire brigade in case of an emergency.

The two separate terrain parts facilitate independent meshing. The choice of these ter-

rain segments is greatly influenced by the built environment. The inner zone surrounds

the buildings and potential release points with a minimum distance of 500 m to ensure

that the resolution of the mesh is fine enough to produce meaningful results, as shown in

Figure 4.13. This resolution is essential for accurately modeling the dispersion of pollu-

tants, considering that the wind directions might change for the same scenario and that

the proximity to release points should be better resolved than surrounding areas. The

inner zone is a crucial area for the pollutant dispersion and tracking simulations because

it has the biggest impact on the solution. To accurately capture the details in the central

part of the domain, most size controls are applied in this area.

The inner zone plays an essential role in the refinement procedure, serving as a ref-

erence point for the volumetric refinement zone, as shown in Figure 4.14. One of these
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Figure 4.13.: Ground of the domain is divided into two parts: ground-inner (light green)
and ground-outer (dark green). Buildings are represented in grey and spe-
cial buildings (ISOLDE facility in red and ATLAS surface building in blue).

refinements, known as BOI-buildings, extends up to an altitude of 480 meters above sea

level. This corresponds to a height range of 30-70 meters above ground, depending on

the terrain’s elevation. Consequently, the control of polyhedral cell size is maintained up

to this specified elevation above the ground.

Figure 4.14.: Relaxed terrain with buildings and BOI-buildings, shown as light green
body with a top altitude of z = 480 m.

Two additional specialized volumetric refinement zones, referred to as BOI-buildings-

special, were delineated around the potential release points, the ISOLDE and ATLAS
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facilities. These BOI-buildings-special zones, shown in Figure 4.15, were configured to

extend 1 meter from the original facilities, ensuring a comprehensive resolution of the

immediate vicinity of the release points. The surface mesh resolutions for these release

buildings were additionally adjusted to 0.5 meters with a growth rate of 1.2, which is

consistent with the growth rate in the rest of the domain. Consequently, the volumetric

mesh reaches a cell size of approximately 1 meter at a distance of 4 meter from these

refined surfaces, which corresponds to the resolution of the ground cell surface size. The

maximum cell size within the BOI-buildings, which is 3 meters, is reached at a distance

of approximately 16 meters from the BOI-buildings-special zones.

Figure 4.15.: Enlarged view of terrain, buildings and BOI-buildings, shown as light green
bodies.

A summary of these functions can be found in the list below. A detailed description of

these functions and their definitions are described in the Appendix B.

• Global scoped sizing

– Minimum cell size of 0.5 m;

– Maximum cell size of 80 m;

– Growth rate of 1.2.

• Scoped sizing controls

– Ground-special with a surface cell size of 0.5 m (hard);

– Ground-inner with a surface cell size of 1 m (hard);

– Ground-outer with a surface cell size of 3 m (soft);

– Buildings-special with a surface cell size of 0.5 m (hard);

– Buildings with a surface cell size of 3 m (soft);

– Wall with a maximum surface cell size of 80 m (soft);
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– BOI-buildings-special with a maximal volume cell size of 0.5 m;

– BOI-buildings with a maximal volume cell size of 3 m;

– Edges with a size of 0.5-50 m (curvature).

As mentioned in this section, the volume mesh can accumulate a significant number of

cells if appropriate surface sizing is not utilized. With the specified scoped size controls

mentioned above, the volume mesh comprises a total of 15.4 million polyhedral cells.

Figures 4.16 and 4.17 show a cross-section through the center of the meshed domain.

Three-dimensional polyhedral cells show the highest resolution close to the ground (1-

3 meters) and the smallest resolution on the top boundary (80 meters). In addition, a

constant growth factor of 1.2 from ground level can be observed. In Figure 4.16 a red

zone is highlighted, which shows the area for the enlarged view of Figure 4.17. In this,

the constant volumetric cell size close to the building can be seen, as well as the constant

volumetric cell size of the building refinement zone.

Figure 4.16.: Cross section in N-S direction through the center of the meshed domain
showing polyhedral cells in the cross-section. In red the area of the enlarged
view in Figure 4.17 is shown.

Figure 4.17.: Enlarged view of the cross-section in N-S direction through the BOI-
buildings-special.

The quality of the mesh plays a pivotal role in the accuracy and stability of the nu-

merical solution. Therefore, two key quality parameters were evaluated: orthogonality

and aspect ratio for polyhedral cells. Figure 4.18 illustrates an ideal mesh on the left and

a slightly deformed mesh on the right, with the vectors required to assess orthogonal
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quality and aspect ratio. The orthogonal quality is determined using the normal vector

of the face for each face (denoted as A⃗i), the vector from the centroid of the cell to the

centroid of each surrounding cell (denoted as c⃗i), and the vector from the cell centroid to

the centroid of each face (denoted as f⃗i). For each face, the cosine values between A⃗i and

c⃗i, as well as between A⃗i and f⃗i, are determined. The smallest of these values represents

the cell’s orthogonality.

The aspect ratio is calculated as the ratio between the maximum and minimum values

of the normal distances between the cell centroid and the face centroids (Ci) and the

distances between the cell centroid and nodes (Di). An ideal mesh, as shown on the left

side of Figure 4.18, exhibits an orthogonality quality of 1 and an aspect ratio of 1.19 for

all cells. However, as the quality of the mesh deteriorates, as illustrated on the right side

of Figure 4.18, the orthogonality declines and the aspect ratio increases to 2.26. ANSYS

Fluent Meshing ANSYS Inc. (2022) classifies the orthogonality quality of polyhedral cells

into various ranges and assigns the corresponding ratings:

• Orthogonal quality

– 0.00 - 0.001: Unacceptable

– 0.001 - 0.14: Bad

– 0.15 - 0.20: Acceptable

– 0.20 - 0.69: Good

– 0.70 - 0.95: Very good

– 0.95 - 1.00: Excellent

c1
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f1
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f2C1

D1

c1

c2

A1

f1

A2

f2C1

D1

Figure 4.18.: An ideal mesh on the left and deformed mesh on the right is shown to iden-
tify the positioning of parameters and their relation to bad mesh quality.

In Figure 4.19, the orthogonal quality and aspect ratio of the final mesh with 15.4 mil-

lion polyhedral cells are shown. The orthogonal quality is rated as excellent or very good
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for most of the cells, indicating that the mesh is of high quality. Furthermore, most cells

have an aspect ratio that is smaller than 4, further confirming the high performance of

ANSYS® Fluent Meshing. Thus, it can be concluded that only minor improvements are

required to further enhance the quality of the mesh.

Figure 4.19.: Polyhedral mesh quality evaluated with orthogonal quality (left) and aspect
ratio (right).

4.2.4. Evaluation of Mesh Size

The size of the mesh plays a key role in determining the amount and size of vortices

resolved during the simulation. It directly influences the scale of vortices that the sim-

ulation is capable of capturing. Opting for a mesh with smaller cells requires a higher

temporal resolution, thereby demanding greater computational resources. This estab-

lishes a delicate trade-off between mesh resolution and the ability to resolve turbulent

eddies effectively.

In particular, vortices larger than the chosen cell size (set at 1 meter) exert a signifi-

cant impact on the transport and dispersion of particles because of their heightened mo-

mentum. In contrast, vortices smaller than 1 meter possess less energy and contribute

minimally to particle movement within the flow. To accurately predict pollutant trans-

port, it becomes imperative to resolve the transport and generation of vortices induced

by obstacles within the simulation geometry.

As eddies persist, they undergo a process of fragmentation, dividing into smaller sizes

over time until they reach Kolmogorov microscales. At this scale, viscosity takes prece-

dence, leading to the dissipation of turbulent kinetic energy into heat Kolmogorov (1941).

The Kolmogorov length scale is defined as a fraction of the kinematic viscosity of the fluid

ν and the average dissipation rate ε according to Landahl and Mollo-Christensen (1992):

ηKolmogorov =

(
ν3

ε

)1/4

(4.6)
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Researchers often adopt an approach to resolve more than 80 % of turbulent kinetic

energy using LES, as stated in Zhiyin (2015). Consequently, less than 20 % of the turbulent

kinetic energy is left to be modeled by SubGrid-Scale (SGS) models. This strategy is

rooted in the principles elucidated in Pope (2000).

The schematic representation of the energy cascade plot in Figure 4.20 illustrates the

intricate process of energy transfer across various length scales in a turbulent flow. The

x-axis conventionally represents the natural logarithm of the wavelength l, while the y-

axis illustrates the natural logarithm of the energy associated with the corresponding

wavelength E(l).

ln(E(l))

ln(l)

resolved in LES SGS in 
LES

ηKolmogorov ~ 1 mmΔ ~ 1 mL ~ 1 km

isotropic

anisotropic 

integral length scale l0

-5/3

Figure 4.20.: Schematic view of resolved and modelled vortices shown in an energy cas-
cade plot.

The integral length scale, denoted l0, characterizes turbulent eddies that harbor the

highest energy within the flow. In atmospheric flows, the largest turbulent eddies L can

extend up to approximately one kilometer. These sizable eddies, coupled with smaller

ones down to sizes of about one meter, significantly contribute to the overall turbulent

energy. In regions marked by anisotropic flow characteristics in Figure 4.20, turbulence

exhibits variations in different directions. Anisotropy in the energy cascade plot man-

ifests itself as discernible fluctuations in energy distribution across various wavenum-

bers or length scales. As the scale decreases below a certain size, the flow tends toward

isotropy. In an isotropic flow, the turbulence is uniformly and equally distributed in all

directions. This change in characteristics is reflected in the lower portion of the energy

cascade plot in Figure 4.20.

The Kolmogorov scale ηKolmogorov is a critical marker, representing the smallest scale in

a turbulent flow where viscosity dominates over turbulence. This scale becomes partic-

ularly pronounced in the smallest scales of the turbulent cascade, reflecting the region
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where turbulent kinetic energy is dissipated into heat.

In large-eddy simulation (LES), the simulation is designed to resolve larger turbulent

structures, such as the integral length scale l0. The resolved range typically extends from

larger scales (L = 1 km) to smaller scales (∆ = 1 m). SubGrid-Scale (SGS) models come

into play for scales smaller than what is resolved in LES. For atmospheric flows, these

could include vortices up to ηKolmogorov1 mm, corresponding to the Kolmogorov scale.

Figure 4.21 depicts the normalized cumulative turbulent kinetic energy (k) in relation to

the wavelength l = 2 · π/κ and the integral length scale (l0), following the methodology

outlined in Pope (2000). This visualization provides valuable insight into the distribution

of turbulent kinetic energy across diverse length scales within a turbulent flow.

k(l)
k

l/l0

0.8

1.0

0.5

0.1

0.42 1.60 6.10

Figure 4.21.: Normalized cumulative turbulent kinetic energy k against wavelength l and
integral length-scale l0 according to Pope (2000).

The graph serves as a guide, offering an understanding of the critical length scales that

need to be resolved to capture a specific portion of energy in the turbulent spectrum. For

example, resolving the eddy sizes approximately 6.1 times larger than the integral length

scale (l0) accounts for only 10 % of the resolved turbulent kinetic energy (k). In contrast,

solving the eddy sizes approximately 0.42 times the integral length scale (l0) produces an

impressive 80 % of the resolved turbulent kinetic energy. This information helps to make

informed decisions about the spatial resolutions required in the domain to accurately

capture and represent turbulent energy contributions across various length scales.

Figure 4.22 visually represents the numerical requirements for resolving an eddy for

the smallest possible wavelength lmin = 2∆. The illustration underscores that a minimum

of four cells is essential to effectively resolve an eddy in two dimensions of this specified

wavelength l.

In essence, the selection of an appropriate mesh size demands careful consideration,

striking a balance between computational efficiency and the ability to detail resolved
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lmin = 2Δ

Δ

Figure 4.22.: Illustration of the minimal number of cells to resolve an eddy for the smallest
possible wavelength lmin = 2∆.

turbulent eddies. Given the paramount role of large vortices in particle transport and

dispersion, a key focus lies in accurately resolving the transport and generation of vor-

tices induced by obstacles in the simulation geometry. Consequently, the refinement of

these specific areas becomes crucial.

To assess the extent to which turbulent eddies are captured by a designated mesh,

steady RANS simulations serve as a widely employed methodology. In these simula-

tions, the integral length scale (l0) emerges as a valuable metric, offering an indication of

the smallest resolved turbulent eddies. As described in Pope (2000), the integral length

scale (l0) is calculated from the turbulent kinetic energy (k) and the dissipation rate (ε)

using the equation:

l0 =
k3/2

ε
(4.7)

Following the rule, which was presented in Figure 4.21, Table 4.2 shows the same re-

lationship and additionally the ratio of the integral length scale to the cell size (l0/∆),

which is important for the evaluation of the mesh. To resolve 90 % of the turbulent ki-

netic energy (k) a l0/∆ ratio of 12.5 or higher must be reached.

Table 4.2.: Cumulative turbulent kinetic energy k against integral length scale l0 with
wavelength l and mesh size ∆. Based on the Kolmogorov energy spectrum.

l/l0 l0/∆

k(l) = 0.1k 6.10 0.33
k(l) = 0.5k 1.60 1.25
k(l) = 0.8k 0.42 4.76
k(l) = 0.9k 0.16 12.50

The precise calculation of the length (∆) of a polyhedral cell is inherently challenging

due to its irregular shape and non-systematic composition, distinguishing it from the

more straightforward calculations applicable to hexahedral meshes. Instead, an estima-

tion method is used for the mesh size considerations, taking advantage of the cubic root

of the cell volume (Vcell), as illustrated in Equation 4.8.

∆ ≈ 3
√

Vcell (4.8)
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In this context, assuming a sphere with an equivalent volume to that of the polyhe-

dral cell, the diameter of the sphere would be approximately 1.5 times longer than the

estimated length derived from Equation 4.8. In contrast, when comparing the estimated

length with the radius of the sphere, the length would be reduced by a factor of 0.75. This

comparison highlights the rationality of the approximation outlined in Equation 4.8.

The ratio of the integral length scale to cell size (l0/∆), as illustrated in Figure 4.23 for

the cross-section in the wind direction at the release point, serves as a valuable metric to

evaluate and compare mesh resolutions with the corresponding values detailed in Table

4.2. In this representation, the values of l0/∆ generally exceed 12.5 in the vicinity of the

CERN Meyrin site and at higher altitudes. This observation implies that more than 90 %

of the naturally occurring turbulence is effectively resolved in these regions.

Figure 4.23.: Example for l0/∆ ratio in a cross-section as enlarged view of the regions
close to the release point.

In contrast, in areas directly influenced by buildings, the values often fall below the

suggested threshold. However, a substantial majority of cells still exhibit a ratio of the

integral length scale to the cell size (l0/∆) that exceeds 4.8, corresponding to a resolu-

tion of more than 80 % of all turbulent eddies in these zones. The minimum ratio of the

integral length scale to the cell size (l0/∆), l0/∆min = 0.01, is located near the ground,

indicating insufficient mesh resolution to resolve the flow near the wall. At the other

extreme, the maximum value, l0/∆max = 1166, is located at the periphery of the body-

of-interest, where refinements are applied and velocities are high. The volume-averaged

value, l0/∆avg = 607, is relatively high, reflecting the fact that the wake regions in the

flow field constitute a minority of cells.

Figure 4.23 indicates that turbulent eddies are resolved sufficiently, especially in areas

far from buildings and at high altitudes. However, areas close to buildings, particularly

the regions between buildings and their immediate surroundings, could benefit from bet-

ter resolution. Although most of these areas achieve at least 80 % resolution of turbulent

eddies with a grid resolution of 1 m near walls at the ground, further investigation of the

mesh has been performed in the refinement study discussed in Chapter 4.2.2.
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4.2.5. Meshing Challenges

Meshing challenges arise when the domain is divided into distinct regions. Dividing the

domain into separate regions, such as an essential inner domain and a constant outer do-

main, can be advantageous when specific mesh modifications are required. For example,

you might want to alter the terrain of the outer zone due to changes in vegetation while

keeping the inner zone unchanged. This approach allows you to retain the mesh of the

inner zone and only re-mesh the outer zone. In cases where new constructions in the area

need investigation, modifying the inner zone can be done without the need for extensive

re-meshing of the outer zone.

Furthermore, when dealing with porous zones, it is possible to mesh these regions sep-

arately, simplifying the application of sink terms for momentum and providing a clear

separation between these zones. Although these options were considered during the sim-

ulation setup, ANSYS® Fluent Meshing encountered challenges in correctly combining

these regions. Even with highly precise CAD geometry, issues such as overlapping zones

occurred during separate meshing due to the wrapping procedure used for surface mesh

generation.

This problem is particularly pronounced for large geometries where the terrain is ex-

tracted as a stereolithography file and a CAD model is used for buildings. Combining

these two different data types into a single surface requires the use of the wrapping pro-

cedure, as ANSYS® SpaceClaim cannot perform volume extraction. Unfortunately, the

wrapping procedure lacks the precision needed to accurately define the surfaces. Even

when a CAD surface is wrapped from both sides, the surfaces may not be identical, re-

sulting in small gaps at the edges or even surface overlapping.

This presents challenges when defining interfaces between two regions in the solver.

Consequently, the domain was not divided into multiple regions, and an alternative

scripting approach was adopted for the meshing procedure. This approach minimizes

user input, making it easier to generate a new mesh, and allows the meshing procedure

to be carried out efficiently.

4.3. Simulation Setup

The following sections delve into the details of boundary conditions, solver settings, and

the implementation of particulate and gas dispersion modeling.

4.3.1. Boundary Conditions

The complexity of the environment surrounding CERN posed challenges in defining in-

flow boundary conditions. The ground roughness values vary depending on the direc-

tion of the wind. The eastern area, which encompasses Meyrin and the city of Geneva,

exhibits a distinct flow profile compared to winds blowing from the South-West or North-
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East. This variation is attributed to the predominance of farmland, vineyards, and occa-

sionally woodland, resulting in fluctuating turbulence levels in the lower atmospheric

boundary layer. Providing a highly detailed representation of the inflow conditions at

the CERN site went beyond the scope of this study. As a result, a single roughness length

is assumed that characterizes the mean inflow wind profile, associated turbulence, and a

consistent reference wind speed, regardless of the wind direction.

To effectively manage the number of simulations, the focus was set on wind direc-

tions with high probabilities and significant potential impacts on releases at the CERN

site reaching the public. Specifically, the South (S), North East (NE), and South West

(SW) wind directions have been considered. These wind conditions were examined using

data from an ultrasonic anemometer near CERN collected over several years. In Figure

4.24, the probability of wind directions in five-degree sectors and their corresponding

wind speeds at a height of ten meters can be observed. The emphasis was placed on

surrounding farmland since the most significant dosimetric impact on individuals is ex-

pected when pollutants deposit on plant surfaces. This exposure pathway is of utmost

importance, considering the possible ingestion of vegetables, milk, and meat from cattle

fed grasses from the area of interest.

The wind rose served as a tool to initially comprehend the potential wind speeds and

directions. Although different wind speeds were observed, the investigation was simpli-

fied to focus on a singular wind speed, specifically ure f = 1 m/s, in accordance with Swiss

regulations for pollutant particle transport in the event of accidental releases (ENSI-G14

(2009)). This chosen wind speed provides a basis for scalability, allowing the extrapo-

lation of pollutant concentration in specific areas under varying wind speeds. The in-

vestigation further restricted itself to a single atmospheric stability class, opting for the

frequently encountered stability class "D" characterized by neutral stratification, as illus-

trated in Figure 4.25. This choice also facilitates simplification of the analysis by disre-

garding potential temperature variations.

The selected wind speed values at a specific height were used to estimate the mean

velocity at the desired height using the logarithmic law. This law, derived from Prandtl’s

mixing length theory (Tollmien et al. (1961)), is elucidated by Monin and Obukhov in

the Monin-Obukhov similarity theory (Monin and Obukhov (1954)). In this context, the

velocity follows an increase with altitude, denoted as z, as expressed by the following

equation:

u(z) =
u∗
κ

[
ln
(

z
z0

)
− Ψm

( z
L

)]
[m/s] (4.9)

In this equation, u∗ represents the friction velocity, κ is the Von Kármán constant with

a value of κ = 0.41, and the aerodynamic roughness length is indicated as z0 = 1 m, cor-

responding to the value for the center of large towns / cities, low mountains or forests,

as described in Stull (1988). The Obukhov length L is determined based on the recom-

mendations provided in McGrattan et al. (2020), as outlined in Table 4.3.
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Figure 4.24.: Wind rose showing the probability of the wind direction per five degree
sector and their corresponding wind speeds with slightly adapted Beaufort
scale measured by an ultrasonic anemometer in 2018 and 2019 at 10 m height
in a field Easterly of CERN (Maisonnex).

Table 4.3.: Suggested values for the Obukhov Length L in meter.

Stability class Value range Suggested value

Very unstable −200 ≤ L < 0 -100
Unstable −500 ≤ L < −200 -350
Neutral |L| > 500 1000000
Stable 200 < L ≤ 500 350
Very stable 0 < L ≤ 200 100

In situations of near-neutral stratification, the similarity function Ψm tends toward

zero, allowing its exclusion from the calculation in Equation 4.9. For completeness, the

similarity function Ψm is presented in Equation 4.10, following the law of Dyer (1974) for

stable cases where L ≥ 0:

Ψm

( z
L

)
= −5

z
L

(4.10)

The friction velocity u∗ is determined using the reference velocity ure f at a specific

height zre f , along with the Von Kármán constant κ and the roughness length classification
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Figure 4.25.: Probability of wind speeds for the atmospheric stability classes measured
by an ultrasonic anemometer in 2018 and 2019 at 10 m height East of CERN.
A: very unstable, B: moderately unstable, C: slightly unstable, D: neutral, E:
slightly stable, F: stable.

z0.

u∗ =
κ ure f

ln
(

zre f
z0

) [m/s] (4.11)

Fluctuating velocity inlets, introduced for specific inlet surfaces, as illustrated in Figure

4.7, take advantage of the synthetic turbulence generator (STG) in their implementation.

Both the vortex method (VM) and the synthetic turbulence generator (STG) play crucial

roles in this context. The VM generates vortices on the inlet surfaces, with a specific

equation expressing the relationship between the faces of the inlet surface and the vor-

tices (Equation 4.12):

nvortices = n f aces/4 (4.12)

The STG, on the other hand, is used to introduce fluctuations in velocity inlets, offering

advantages over the VM in terms of face-handling capability and computational effort.

The foundation of STG lies in the concept introduced by Shur et al. (2014), and its superi-

ority over VM is documented in Sergent (2002). For the chosen mesh size, the minimum

required number of faces n f aces at the inlet is 3300, resulting in the recommended number
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of 825 vortices nvortices ≈ 825. A mesh refinement analysis in this study results in a signif-

icantly higher number of vortices at the inlet (refer to Chapter 4.2.2). However, ANSYS®

Fluent imposes a limit of 1000 vortices on a single surface. Consequently, synthetic mod-

els, such as the STG, are favored for the mesh refinement study. The STG is chosen over

the Spectral Synthesizer (SS) because of its lower computational effort and its ability to

generate high-quality turbulence fluctuations.

The performance of synthetic models, extensively investigated by Vasaturo et al. (2018),

requires a dedicated section within the computational domain for the development of

turbulence, although at the cost of increased computational effort (Bazdidi-Tehrani et al.

(2016)). While the implementation of STG in ANSYS® Fluent is relatively recent and

lacks detailed studies, it is considered the most potent model among the available tur-

bulent inlet specification methods, following ANSYS Inc. (2022). Chapter 4.3.2 provides

an in-depth exploration of the STG’s performance, with a specific focus on atmospheric

turbulence assessed through energy cascade plots.

To prevent flow deceleration in the center of the domain and minimize the likelihood

of backflow at the pressure outlet faces, the lateral faces have been designated as inlets

without fluctuations, as shown in Figure 4.7. This choice not only enhances convergence,

but also promotes solution stability. By not defining fluctuations on these faces, the risk

of backflow at the intersection point of the inlet and outlet boundary conditions is effec-

tively mitigated. In addition, the potential for backflow at the outlets due to the wake of

buildings or ground inclination has been addressed. This concern is alleviated by situat-

ing all buildings and release points in the central region of the domain and maintaining

a relaxed elevation of the terrain. In general, the decisions made in this dissertation align

with established guidelines, such as those outlined in COST Action 732 (2010) and VDI

3783/12 (2000).

To define a turbulent inlet at the boundaries using a synthetic model in large-eddy

simulations (LES), evaluation and comparisons should be application-specific, as em-

phasized by Patruno and Ricci (2018). Consequently, Chapter 4.3.2 of this dissertation

includes an investigation to directly compare established methods, including the vortex

method (VM), which was recently reviewed by Vasaturo et al. (2018) and confirmed as

a potential turbulent inlet specification method. The results of two synthetic turbulence

generation methods are juxtaposed and distinctions are discussed.

The conclusion drawn from the comparison is that the synthetic turbulence generator

(STG) is the preferred method over the vortex method (VM). Therefore, STG has been

adopted as the standard turbulence generation method based on this evaluation.

To prescribe inlet fluctuations for large-eddy simulation (LES) at the boundaries using

a synthetic model, the turbulent kinetic energy k [m2 s-2] and turbulent dissipation rate

ε [m2s-3] are required, similar to approaches used in k-ε turbulence models. Hence, the

methodology described in Hargreaves and Wright (2007) was adopted. The turbulent

kinetic energy k is estimated using the friction velocity u∗ [m,s-1] and the turbulence
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viscosity coefficient cµ according to the formula:

k =
u∗2

√cµ
(4.13)

The turbulent dissipation rate ε is computed using the friction velocity u∗, the von

Karman constant κ, the height above the ground z [m], and the surface roughness height

z0 [m], represented as:

ε(z) =
u∗3

κ · (z + z0)
(4.14)

As the friction velocity and the von Kármán constant κ remain constant, the turbulent

dissipation rate exhibits a pronounced increase near the ground and decreases with alti-

tude. According to Richards (1993), the viscosity coefficient of the turbulence (cµ) can be

set to 0.09, a widely accepted default value in the context of k-ε turbulence models. With

cµ = 0.09, the turbulent kinetic energy (k) yields approximately 0.105 m2s-2. This results

in a constant turbulent kinetic energy for each altitude, while the turbulent dissipation

rate (ε) varies with altitude.

For the walls, which include both the ground and the buildings, a non-slip condition

is enforced, according to the guidelines outlined in COST Action 732 (2007).

4.3.2. Turbulent Inlet Specification Method

This chapter explores turbulent inlet specification methods in ANSYS® Fluent, crucial

for the accurate simulation of turbulent flow in the atmospheric boundary layer. Con-

ventional methods, such as the Spectral Synthesizer (SS) and vortex method (VM), are

standard, but a newer technique, the synthetic turbulence generator (STG), is introduced

and warrants investigation.

An efficient inlet turbulence specification is vital. The in literature widely used vortex

method has limitations, particularly in scenarios with a larger number of surface cells (as

defined by Equation 4.12), since computational effort is increasing and vortices can be

restricted to a specific maximum. In contrast, the synthetic turbulence generator (STG)

emerges as a promising alternative, offering computational advantages and higher flexi-

bility for meshing the inlet. This chapter aims to unravel the intricacies of these turbulent-

inlet specification methods, shedding light on their merits and demerits in computational

fluid dynamics.

This study comprehensively examines these two turbulent inlet specification methods,

focusing on critical parameters for both the vortex method (VM) and the synthetic tur-

bulence generator (STG). The core of this investigation centers on the impact of these

parameters on the prediction of pollutant dispersion, a key outcome in the simulations

in this dissertation.

Drawing from previous studies, including Mathey et al. (2006), Bazdidi-Tehrani et al.

(2016), and Vasaturo et al. (2018), which evaluated the effectiveness of the vortex method
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(VM) and the Spectral Synthesizer (SS) in generating turbulent flows, this analysis aims

to improve the understanding of the STG method. Vasaturo et al. (2018) demonstrated

that VM outperforms SS in various aerodynamic roughness lengths and that VM perfor-

mance approaches the Precursor Method (PM). VM exhibits mean streamwise velocity

deviations below 2 % for any terrain, while the PM shows even smaller deviations (<1 %)

and SS deviations are <8 %. For longer domains, the decay in mean velocity might be

higher. The decay of VM’s turbulence kinetic energy ranges from 18.5 % to 23.5 % (ru-

ral to urban), while SS is inappropriate with a decay of approximately 79.3 %. Under

the premises set by Vasaturo et al. (2018), VM proves robust, making it a versatile tool

for simulating turbulent atmospheric boundary layer flows, providing swift and reliable

results, as confirmed by Bazdidi-Tehrani et al. (2016).

Examining the synthetic turbulence generator (STG) alongside the well-established

vortex method requires nuanced conclusions, given inherent limitations in directly com-

paring these two methods. If the effectiveness of the STG aligns with that of the VM, it

could signal its potential applicability in the scenarios under study. However, caution is

needed to draw definitive conclusions considering the unique attributes and constraints

associated with each method. However, a validation with wind tunnel experiments or

real test case data would be much more suitable, but did not exist at this moment.

To allow a meaningful comparison, the ATLAS release scenario at CERN with pollutant

release from the door and northern winds was chosen, using a digital elevation model

(DEM) with surface roughness z0 = 1, detailed in Chapter 5.2. This comparative study

focuses on the analysis of VM and STG for turbulent inlet conditions. This approach

allows a direct assessment of substituting STG with VM within a realistic scenario.

It is essential to clarify that this comparison does not validate the STG inlet specifica-

tion method, lacking a benchmark against wind tunnel or real-world tests. However, it

provides insight into the relevance and performance of STG in ABL flow scenarios, lay-

ing the foundation for potential future studies. These findings can be correlated with the

results of the sensitivity analysis in Chapter 5.2, offering information on the sensitivity of

the result to different methods of turbulent inlet specification or without perturbations.

Figure 4.26 offers a comparative view of averaged mean velocity along the six monitoring-

lines, depicted in Figure 4.37, for the two turbulent inlet methods, STG and VM, along

with their respective theoretical definitions at the inlet.

Examining the mean velocity U for both inlet specification methods reveals varying

results with height above the ground. In proximity of the ground at z/H < 0.2 or z <

100 m, the inlet turbulent specification method has a low impact due to the presence of

obstacles. Beyond z/H > 0.2, the velocity profile at the inlet in combination with the

inlet specification method becomes the main contributor to the mean flow. In this region,

the mean velocity shows a slight variation between the VM and the STG. The disparity in

mean velocity profiles between VM and STG and the theoretical curve can be attributed

to the relaxation of the terrain, as shown in Figure 4.6. The monitoring lines positions
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(a) synthetic turbulence generator (STG)

(b) vortex method (VM)

Figure 4.26.: Comparison of STG and VM as turbulent inlet specification method with
wind blowing into south direction. The normalized mean velocity U/ure f is
presented for both methods for the total domain depth with z = 500 m and
zre f = 1 ms-1.

are not directly comparable to theoretical values because of differences in altitude at the

positions. Consequently, the values for STG and VM should mainly be compared to each

other rather than to the theoretical curve. Near the ATLAS surface building, where the

terrain reaches a height of z = 440 m above sea level and the edges of the domain are

relaxed to z = 460 m, the constant volume flow decelerates with an increasing cross-

section of the domain. Figure 4.26 illustrates how the mean velocity profile is defined at
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the inlet. The flat top boundary, which does not follow the altitude of the ground in the

terrain, contributes to this effect.

The mean velocity profiles for the two turbulent inlet specification methods show

minor differences, indicating similar performance in averaging fluctuations. The max-

imum deviation from the theoretical curve is less than 10 %, occurring at heights of

0.25 < z/H < 0.4 and 0.8 < z/H < 0.9. Within the monitoring lines for the same

turbulent inlet specification method (STG or VM), fluctuations are more pronounced for

the VM than for the STG. For the STG, the largest deviations, around 10 %, dominate in

z/H = 0.2. In contrast, at height z/H = 0.1 for the VM, the mean velocity for different

monitoring lines fluctuates strongly, reaching up to 20 %.

The results of the turbulence intensity (TI) are illustrated in Figure 4.27 and compared

to reference literature values for different ground roughness values from ESDU (1985).

The results reveal a similarity in the bottom part of the domain for both turbulent inlet

specification methods. The TI curves exhibit comparable slopes in general. In the lateral

and vertical directions to the flow, the TI values (Iv,w) remain identical up to an altitude of

200 m or z/H < 0.4. Beyond this height, the STG method shows slightly higher TI values.

In the main flow direction, TI (Iu) decreases steadily with increasing altitude for STG,

while VM exhibits an oscillating progression at z/H = 0.1 and z/H = 0.4. Furthermore,

at altitudes above z/H > 0.5, the STG method predicts uniformly TI values of 0.1, while

the TI decreases further with the VM to 0.05. This behavior is consistent in all directions

(Iu,v,w). In particular, TI at the inlet was defined as 0.1, indicating that the values at ML-6

should asymptotically approach this value. The STG method appears to perform slightly

better in maintaining TI, especially near the ground. According to ESDU (1985), the TI

values should only slightly decrease above an altitude of z/H > 0.4, further supporting

the superior performance of the STG turbulence inlet generation method.

In Figure 4.28, the turbulence kinetic energy (TKE) is depicted for the STG at the top

and the VM at the bottom. The observed trend in the TI plots is reaffirmed. TKE for the

VM decreases sharply above z/H = 0.4, compared to the more stable values for the STG.

Both inlet specification methods predict a higher TKE near the domain top. Vasaturo

et al. (2018) reported a 20 % reduction of TKE for the turbulent inlet specification of the

VM along the stream direction of the domain for a short length (4H). This reduction,

significantly higher than in the precursor method, is evident in Figure 4.28, where the

monitoring lines are positioned in the stream-wise direction (line-6 to line-1).

Lines six to four show lower TKE values for the VM, indicating a weaker turbulent-

inlet specification compared to the STG. In the area of the inlet surface to the first mon-

itoring line (line 6) the flow has passed the distance around 1 km, while it was signifi-

cantly reduced for the VM. Upon reaching the built environment, the TKE increases due

to shear production on the ground, coupled with a general velocity increase as the do-

main depth slightly decreases. This results in a higher TKE in the lower and central parts

of the domain. However, for the upper part of the domain, the TKE does not reach the
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(a) synthetic turbulence generator (STG) (b) vortex method (VM)

Figure 4.27.: Comparison for turbulence intensity Iu,v,w of the STG and the VM as turbu-
lent inlet specification method with wind blowing into south direction.

same values as in the STG method. This discrepancy is attributed to the absence of vis-

ible ground interaction influence, which prevents an increase in TKE in this region. It

should be mentioned that the TKE is defined with 10 % at the inlet, which corresponds to

the values found in the STG. Close to the ground vortices are produced as a result of the

interaction with obstacles.

The next parameter under analysis is the spectral distribution of turbulence kinetic

energy, an important factor in understanding the size of generated vortices and ensur-
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(a) Synthetic turbulence generator (STG)

(b) Vortex method (VM)

Figure 4.28.: Comparison for turbulence kinetic energy k̃ of STG and VM as turbulent
inlet specification method with wind blowing into south direction.

ing the efficacy of the STG. Figure 4.29 presents a comparison of the performance of the

two inlet specification methods along monitoring line number six at a representative al-

titude of z = 95.51 m above ground, where the effects of the shear ground production

are minimized. Although the spectral distribution of turbulence kinetic energy for var-

ious heights were examined, only the representative altitude is shown here to simplify

the presentation. The mentioned reference range will be further described in Chapter 4.5.

Here the focus shall be set on the comparison between both turbulence inlet specification

models.
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Figure 4.29.: Comparison of the performance of STG and VM in direct comparison for
ML-6 with wind blowing into south direction. Spectral distribution of tur-
bulence kinetic energy is presented for both methods.

At lower altitudes, where ground effects and ground shear production are prominent,

both methods exhibit similar predictions, aligning well with the reference range, further

described in Chapter 4.5.3. However, for a more meaningful assessment of the perfor-

mance of the inlet specification method, comparisons at higher altitudes are more rele-
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vant, as indicated by the trends observed in the turbulence intensity graphs. The altitude

of z = 95.51 m serves as a representative height, demonstrating a comparable perfor-

mance between the two methods in all directions. Both high-frequency small vortices

and low-frequency large vortices show similar tendencies. Notably, the larger vortices

display slightly more energy with the STG inlet specification than with the VM, though

the difference remains minor.

Figure 4.30.: Comparison of displacement parameters y and z − zdoor, the plume cross-
section A and the maximum concentration c̃max as function of the distance
from the release point for the two inlet turbulence generation methods: STG
and VM.

Figure 4.30 illustrates a comparison of the plume’s displacement parameter between

the two turbulent inlet generation methods: STG and VM. The displacement parameters

y and z − zdoor, the plume cross-section A, and the maximum concentration c̃max show

similar predictions for both methods. Consequently, the impact of the synthetic inlet

turbulence generation method on pollutant dispersion is minimal. This suggests that

the synthetic turbulence generator performs comparable to the vortex method for this

specific scenario.

In addition to performance, computing efficiency is also essential. In Table 4.4 the

computation time needed is juxtaposed:
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Table 4.4.: Computing efficiency of the two investigated turbulent inlet specification
methods: vortex method (VM) and synthetic turbulence generator (STG).

VM STG

Inner-iterations 13.3 7.1
Time for one inner-iteration [%] 100 62.5
Computing time [%] 100 33.9

The total computing time in the CERN internal cluster amounted to 4256 hours for

the VM and 1420 hours for the STG. These resources were used to simulate an internal

simulation time of 2 hours, maintaining a consistent time step size of 0.2 seconds. The

simulations were conducted on more than 2000 available cores, with most runs utilizing

256 cores, resulting in a computational duration of a few days considering parallel scal-

ing effects. Saving two thirds of the total runtime in the case of running with STG and

reaching very similar results in terms of pollutant concentrations and flow characteristics

lead to a general use of the STG.

In summary, the results obtained from both the VM and STG methods are largely iden-

tical in numerous parameters, with only minor variations observed in the turbulence

intensity at specific altitudes and the variation in the kinetic energy of the turbulence,

potentially indicative of the decay described by Vasaturo et al. (2018). In contrast, the

STG consistently demonstrated superior performance. Considering the notable reduc-

tion in computational resources required by the STG method compared to VM, it is rec-

ommended to simulate atmospheric boundary layer flows with pollutant dispersion in

urban settings. Further investigations and validation efforts are advisable for the STG in

ABL flows. This blind test suggests its suitability as a viable replacement for the VM in

such simulations. Importantly, changing the inlet specification method did not show a

discernible impact on pollutant dispersion simulations, as the proximity of the pollutant

release to ground level and surrounding buildings overshadowed any potential devia-

tions in TI, TKE, eddy sizes and mean velocity. In particular, the omission of turbulent

inlet specification had a substantial impact on pollutant dispersion, as will be discussed

in Chapter 5.2.

4.3.3. Review of Boundary Conditions

As discussed in Chapter 3.2, both RANS with a k-ε turbulence model and large-eddy

simulation (LES) are employed as initial or subsequent models to finally simulate the

dispersion of pollutants in the atmospheric boundary layer. It is crucial to note that the

boundary conditions exhibit slight variations between the steady and transient phases of

the simulations.

In the steady state solution, the turbulence is modeled using the k-ε model, and con-

sequently the k-ε turbulence specification method is applied. In contrast, in the transient

phase of the solution, LES is utilized, necessitating the specification of a fluctuating tran-
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sient velocity. It should be noted that, while the roughness height (often denoted as the

equivalent sand grain roughness, ks) can be utilized to define the roughness of the wall

in the steady solution, specifying a rough wall is not an option in the transient solution.

The following list summarizes the most important specifications for boundary condi-

tions.

• Upstream surfaces:

– Type: Velocity-inlet

– Velocity specification method: Magnitude and direction

– Velocity magnitude: Monin-Obukhov vertical profile

– Fluctuating velocity algorithm: STG

• Side and top surfaces:

– Type: Velocity-inlet

– Velocity specification method: Magnitude and direction

– Velocity magnitude: Monin-Obukhov vertical profile

– Fluctuating velocity algorithm: No perturbations

• Downstream surfaces:

– Type: Pressure-outlet

– Prevent reverse flow: Yes

– Average pressure specification: No

– Target mass flow rate: No

• Ground and buildings:

– Type: Wall

– Shear condition: No slip

4.3.4. Solver Settings

In this chapter, the intricacies of the solver settings are employed in the simulations car-

ried out for this study. The solver settings play a pivotal role in determining the accuracy,

stability, and convergence of the computational fluid dynamics simulations. Various as-

pects, including the pressure-velocity coupling scheme, spatial discretization methods,

transient formulations, and other key settings that shape the numerical solution, have

been explored.

Pressure-Velocity Coupling Scheme: The choice of a suitable pressure-velocity cou-

pling scheme significantly influences the efficiency and robustness of the solver. For

steady-state simulations, a coupled pressure-velocity algorithm is employed. This choice

ensures a more robust and efficient single-phase implementation by addressing the inter-

dependence between the pressure and velocity fields.

Spatial Discretization: Spatial discretization methods are tailored to different vari-

ables within the simulation. The bounded central differencing (BCD) method takes prece-
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dence over central differencing (CD) in transient simulations. This strategic selection im-

proves stability and effectively resolves backflow issues on outlet surfaces. BCD is an

improvement over CD designed to mitigate the issues of numerical oscillations. It in-

corporates limiting functions that restrict the difference to a certain range, preventing

nonphysical oscillations in the solution. BCD is commonly used in more complex sim-

ulations, such as those involving turbulent flows, shocks, or other scenarios with rapid

changes in the solution.

Transient Formulation: For transient simulations, the choice of a suitable transient

formulation is paramount. A second-order implicit scheme is adopted, striking a balance

between numerical accuracy and stability. This formulation enables the use of larger time

steps while maintaining the required level of numerical robustness.

Pseudo-Transient Formulation for Steady Solutions: The pseudo-transient formula-

tion is introduced to enhance the convergence behavior of steady-state simulations. This

technique transforms the steady-state equations into a pseudo-time-dependent form, al-

lowing for iterative updates within each pseudo-time step. Fictitious time steps are in-

troduced to facilitate iterative updates. While there is no actual physical time progres-

sion, the solver iteratively refines the solution in pseudo-time, mimicking the conver-

gence process of transient simulations. This approach enhances the solver’s adaptability

in navigating complex solution spaces. Pseudo-transient formulations prove valuable in

scenarios where standard steady-state solvers face challenges in convergence. The intro-

duction of pseudo-time enhances the solver’s flexibility and adaptability during iterative

convergence.

Warped-Face Gradient Correction: The application of warped-face gradient correction

enhances solution accuracy by accounting for non-uniformities in the mesh. This correc-

tion ensures precise calculations of the gradients at the faces of the cells, contributing to

the overall reliability of the results.

High Order Term Relaxation: Although not utilized in this study, high-order term

relaxation is a consideration for stabilizing certain numerical schemes. This setting pro-

vides control over the influence of high-order terms in the discretized equations, affecting

the stability of the solution.

In Chapter 4.4, more detailed information on time discretization is provided. Gravity

plays a role especially for pollutant dispersion and was defined as an acceleration in the

negative z direction, with a value of g = 9.81 m/s.

Table 4.6 provides an overview of the solution controls for steady and transient setups,

specifically focusing on the relaxation factors for various variables. Break down each

entry in the table and discuss the implications of choosing specific values.

Pressure Relaxation Factor: The pressure relaxation factor influences the coupling be-

tween pressure and velocity fields. A lower value (0.30 in transient) indicates a stronger

influence of pressure on velocity in each iteration. This can enhance stability, but might

require more iterations for convergence.
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Table 4.5.: Overview of solver settings for both steady and transient setups.

SOLVER SETTINGS STEADY TRANSIENT
pressure-velocity coupling scheme coupled SIMPLE

spatial
discretization

gradient least squares cell based
pressure second order second order
momentum second order upwind BCD
tke second order upwind ✗

ε second order upwind ✗

pseudo transient formulation ✓ ✗

transient formulation ✗ second order implicit
warped-face gradient correction ✓ ✓
high order term relaxation ✗ ✗

Momentum Relaxation Factor: The momentum relaxation factor affects the coupling

between the momentum and velocity fields. A higher value (0.70 in transient) allows

for a more gradual update of momentum, potentially improving stability. However, an

excessively high value can lead to slower convergence.

Density Relaxation Factor: The density relaxation factor controls the update of the

density. A value of 1.00 indicates that the density is fully updated in each iteration, main-

taining a strong coupling with other variables. This is typical for incompressible flows.

Body Forces Relaxation Factor: The body forces relaxation factor governs the influence

of external forces on the flow. A value of 1.00 implies a full update of body forces in each

iteration, maintaining consistency with the other variables.

Turbulent Kinetic Energy (TKE) Relaxation Factor: TKE represents the energy as-

sociated with turbulent fluctuations. A relaxation factor of 0.75 in steady simulations

moderates the update of TKE, striking a balance between stability and convergence. In

transient simulations, direct updating of the TKE is not applicable.

Turbulent Dissipation Rate (ε) Relaxation Factor: Similar to TKE, ε represents the

rate of dissipation of turbulent energy. A relaxation factor of 0.75 in steady simulations

controls the update of ε, balancing stability and convergence. In transient simulations,

the direct update of ε is not applicable.

Turbulent Viscosity Relaxation Factor: The turbulent viscosity relaxation factor con-

trols the update of turbulent viscosity. A value of 1.00 implies a full update in each itera-

tion in steady simulations. In transient simulations, direct updating of turbulent viscosity

may not be applicable.

Choice of Values: The choice of relaxation factors depends on the specific characteris-

tics of the flow and the desired trade-off between stability and convergence speed. Larger

relaxation factors generally lead to more stable simulations, but may require more itera-

tions for convergence. Smaller relaxation factors can accelerate convergence, but might

make the simulation more susceptible to instability.

The selected values strike a balance tailored to the nature of steady- and transient-

simulations, aiming for stability while maintaining reasonable convergence rates. Ad-
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justments may be necessary on the basis of the specific requirements and behavior of the

simulated flow.

Table 4.6.: Overview of solution controls for both steady and transient setups.

SOLUTION CONTROLS STEADY TRANSIENT

relaxation
factors

pressure 0.50 0.30
momentum 0.50 0.70
density 1.00 1.00
body forces 1.00 1.00
tke 0.75 ✗

ε 0.75 ✗

turbulent viscosity 1.00 ✗

4.3.5. Particle Dispersion Modeling

The chosen method for particle dispersion modeling is tailored to scenarios involving

combustion particles, which are partially composed of pollutants. This method employs

the discrete phase model, selected for its capacity to intricately simulate deposition, ac-

curately track particle mass, specify particle size and distribution based on release type,

and facilitate coupled interactions between the discrete and continuous phases. Parcels,

representing clusters of particles, are injected and meticulously tracked at each time step,

ensuring precise synchronization with the airflow. Statistical values, such as mean and

RMS, are recorded for each cell to capture essential information.

For efficient computational tracking, the maximum number of steps for parcel move-

ment is capped at 50’000, corresponding to a maximum transport time of around 2 hours

and 46 minutes. The tracking distance is set to 3 km, equivalent to the total length or

width of the computational domain. The release point, strategically located in the center

of the domain, maintains a distance of approximately 1.5 km from the edges of the do-

main. This ensures that parcels have sufficient space to traverse the full length from the

release point to the pressure-outlets of the domain.

To facilitate continuous tracking of parcels as they traverse the domain, monitoring

points and planes are strategically placed to coincide with the paths of interest. In addi-

tion, parcels are tracked upon entering and exiting the domain. In particular, certain ad-

ditional forces available in the properties of the discrete phase model, such as the Saffman

lift force, the virtual mass force, and the pressure gradient force, are deemed inapplicable

for this scenario. This is mainly due to significant variations in aerodynamic parameters

and particle shape compared to the standard spherical model implemented in ANSYS®,

making these specific forces irrelevant in the context of combustion particles.
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4.3.6. Soot Properties

At Lund University, an extensive investigation was carried out by Malmborg (2019) to

characterize the properties of soot generated from the combustion of flammable materi-

als such as cables and oil. The findings of this study are the basis for the selection of pa-

rameters for particle dispersion modeling in computational fluid dynamics. Specifically,

a constant particle size of 0.3 µm, accompanied by a density of 1800 kg m-3, was derived.

Figure 4.31 illustrates the size distribution of soot particles generated from burning oil,

serving as a representative example of a specific fire scenario.

Figure 4.31.: Averaged aerosol size distributions following the report from Malmborg
(2019).

In anticipation of accurately predicting the quantity and composition of soot released

into the atmosphere, a filtration process analogous to that occurring within the facilities

was taken into account. The accumulation of aerosols within the system results in larger

particle sizes before their eventual release into the atmosphere. Consequently, a slightly

larger mean size of 0.3 µm was selected, deviating from the test results by approximately

plus 50 %.

Various potential sources of indoor fires that encompass a range of fire scenarios within

buildings have been identified. Colleagues from the FIRIA project (Fire-Induced Radio-

logical Integrated Assessment), operating within the HSE (Health Safety & Environment)

group, conducted indoor fire simulations using the Fire Dynamics Simulator (FDS), as de-

tailed in the reference Pascual et al. (2020). Using the insights from these simulations, an

intervention plan was developed for the fire brigade. The plan includes typical mass-flow

and volume-flow soot rates, which serve as release terms for subsequent atmospheric

boundary layer simulations. The release points for the combusted particles are strategi-
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cally placed on the stack or fire-safety doors of the relevant surface buildings.

Figure 4.32 presents two representative mass flow rates for the release scenarios corre-

sponding to the ISOLDE and ATLAS particle detectors. The total time to extinction was

estimated using tools within fire risk assessment terminology. For the ISOLDE release

scenario, the intervention time until fire extinction was evaluated to be shorter than for

the ATLAS release scenario (15 vs. 60 min). The combination with a smaller release mass

flow rate leads to an integrated total released mass over 15 minutes of 0.231 kg for the

ISOLDE release scenario, while for the ATLAS release scenario, the integrated mass over

60 minutes was 0.934 kg. In the FIRIA project, these time estimates were derived using

tools such as Pathfinder, considering the response time of the fire brigade to reach the

source inside the building. This calculation takes into account factors such as fire and

smoke propagation, as well as the time needed for fire extinction.

Figure 4.32.: Volume flow rate of the released air and mass flow rate of soot released into
the atmosphere on the basis of FDS indoor simulations and estimated time
to a complete fire extinction: ISOLDE facility on the left and ATLAS detector
on the right. Time to fire extinction: ISOLDE 15 min and ATLAS 60 min.

4.3.7. Gas Dispersion Modeling

To simulate the release of toxic or radioactive gases, the Eulerian approach was used

for scenarios involving the atmospheric dispersion of noble gas argon in the air. In this

context, no chemical reactions between the two phases were assumed, and a multiphase

model was deemed unnecessary. The mixture of the two gases was contingent on the

turbulent quantities and the mass diffusivity of the two phases, where diffusivity plays a

minor role in turbulent flows.

Air, a mixture of several gases, was treated as a single phase with a density of ρair equal

to 1.23 kg m-3. On the other hand, argon gas, with a density of ρAr equal to 1.62 kg m-3, is

1.3 times denser than air. The dynamic viscosity of air µair was set to 1.79 · 10−5 kg m-1 s-1

and the dynamic viscosity of argon µAr was set to 2.13 · 10−5 kg m-1 s-1. The molecular
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weights of the two fluids are Mair = 28.97 kg kmol-1 for air and MAr = 39.95 kg kmol-1

for argon.

The buoyancy significantly influences the dispersion of argon gas in the air as a result

of the density disparity between the two fluids. The momentum equations account for

the gravity forces within the mixture. A volume-weighted mixing law was chosen to

calculate the density of the gas mixture, dependent on the volume occupied by each

gas in each volume cell. The viscosity specification for the mixture is based on a mass-

weighted mixing law utilizing the mass of each gas in each volume cell for the viscosity

calculation. A constant dilute approximation was applied for mass diffusivity, with its

value determined by diffusion coefficients for argon in nitrogen and oxygen, which are

the main components that make up approximately 99 % of the air mixture. According to

Roberts R. C. (1963), the diffusivity for argon in both nitrogen and oxygen is DAr = 2.0 ·
10−5 m2 s-1, justifying a constant approximation under minor temperature and pressure

changes.

4.4. Simulation Approach

The simulation approach for large-eddy simulation (LES) introduces complexities that

are not encountered in relatively more straightforward procedures of steady Reynolds-

average Navier-Stokes (RANS) simulations. Although LES offers a superior represen-

tation of the turbulent flow field, its implementation demands a higher investment in

resources and expertise compared to steady RANS simulations. The challenges in pre-

processing and post-processing contribute significantly to this demand.

To embark on an LES simulation, meticulous preparation is essential. This involves the

generation of an appropriate mesh and the determination of initial/boundary conditions.

Furthermore, a preliminary steady-state RANS simulation is often conducted to establish

a starting point for the LES simulation. In particular, near-wall boundary conditions pose

a specific challenge in LES and require careful consideration, contrasting with the rela-

tive ease of obtaining such conditions in steady RANS simulations. The mesh employed

in LES must be fine-tuned to a degree that ensures the resolution of relevant turbulent

vortices without resorting to modeling. It is crucial to emphasize the interconnected na-

ture of the mesh, the boundary conditions, and the simulation approach. Consequently,

the following points encapsulate the pivotal steps necessary to conduct meaningful LES

simulations.

The initial phase of the simulation process involves the preparation of the geometry.

Subsequently, the first mesh is generated, incorporating estimated sizes for surfaces, sur-

face growth, and areas of interest, where finer mesh resolutions may be applied. With the

foundational mesh in place, the simulation setup unfolds, marking the first application

of boundary conditions, reference frames, monitoring points/lines/planes, expressions,

and custom field functions. A preliminary steady Reynolds-Averaged Navier-Stokes
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(RANS) simulation is initiated, providing insights for further mesh refinement.

This iterative process extends to the creation of subsequent meshes, where size func-

tions are adapted based on feedback from preceding simulations. The cycle of steady

RANS simulations and mesh refinement repeats until a mesh is defined, aligning with

the dynamic needs of the simulation. Once the mesh configuration is established from

steady RANS simulations, the simulation proceeds to initialize the turbulence. Synthetic

fluctuations, represented by the variables k and ε, are introduced to superimpose the

characteristics of the transient flow on the mean flow within the computational domain.

This step enhances the transition between steady-state and transient solutions.

Attention turns to the critical Courant-Friedrichs-Lewy (CFL) criterion in the LES phase.

This criterion, expressed by Equation (4.15), governs the time-stepping methods, ensur-

ing that the time step remains sufficiently small to capture rapid flow variations. The

adaptive CFL-based time-stepping method is employed, dynamically adjusting the time-

step size to maintain CFL<1 during the first LES run.

CFL =
|u| · ∆t

∆x
(4.15)

Where |u| is the maximum flow velocity in each cell, ∆t the time-step size, and ∆x the

cell length. The CFL number must be kept below 1 for numerical stability. This criterion

prevents the accumulation of numerical errors and ensures that the simulation accurately

represents the dynamic behavior of turbulent flows.

In subsequent LES runs, the convergence criteria are adjusted, and the time-step sizes

are varied, examining their impact on solution accuracy, particularly in relevant areas

and output parameters. Once a verified strategy is established, the final simulations are

set up, incorporating the chosen mesh, the time-step size, and the convergence criteria.

Before releasing pollutants into the domain, a comprehensive domain flush is per-

formed, a process that takes approximately 30 minutes of simulation time. Following

the flush, the pollutant release scenario unfolds, transporting pollutants throughout the

domain within a time frame ranging from 15 to 60 minutes. After release, additional time

is allocated for the pollutants to exit the domain or, at the very least, the area of interest.

In conclusion of this intricate simulation process, the monitored results are subjected

to a thorough evaluation. Using either integrated tools within the simulation software

or external programming languages, the data analysis illuminates the intricate details of

LES with turbulent dispersion of pollutants within the ABL. In the sections of this chapter

4.4 the approach is further detailed.

4.4.1. Steady Solution

In this section, the steady solution is discussed, which serves as the initial assessment of

both the mesh size and the boundary conditions. The application of the Monin-Obukhov

similarity theory is instrumental in defining velocity-inlet boundary conditions, as elab-
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orated in Chapter 4.3.1. These prescribed settings, detailed in the same chapter, are sim-

ilarly extended to the walls and outlets. Beyond accounting for terrain and buildings,

monitoring points, lines, and planes are strategically defined to monitor pollutant con-

centration in specified areas of interest.

The steady RANS simulations employ the realizable k-ε model with standard wall

functions. A phased approach is adopted to solve the flow, in which a first-order upwind

spatial discretization is initially applied, succeeded by second-order upwind spatial dis-

cretization for momentum equations, and finally extends to second-order upwind spa-

tial discretization for momentum, turbulent kinetic energy (tke), and dissipation rate (ε)

equations. This phased strategy was implemented in response to the challenges (diver-

gence of momentum equations) encountered during direct simulation with second-order

spatial discretization. The adoption of a phased approach was deemed more robust, pro-

viding a stable and effective solution to the encountered issues.

The resultant steady solution proves to be valuable in estimating the appropriate mesh

size. This is achieved by evaluating the Kolmogorov length scale, the integral length

scale, and the non-dimensional wall distance for a wall-bounded flow y+ across the do-

main or in cross sections, as expounded upon in Chapter 4.2.4. Figure 4.33 illustrates an

example of the velocity magnitude contour plot for a cross-section in the north-east wind

direction of the final steady-state RANS solution. Due to domain size (500 meters depth

and 3 kilometer length), the detail in the center around the buildings is not visible. The

figure shows the definition of the velocity profile with 1 m/s at 10 meters altitude and its

propagation throughout the domain.

Figure 4.33.: Contour plot shown for a cross-section in flow direction and coloured with
the velocity magnitude of the final steady-state RANS solution.

4.4.2. Transient Solution

To address the flow dynamics, including fluctuations in the velocity field, a transient so-

lution becomes imperative. The conclusive steady-state Reynolds-average Navier-Stokes

(RANS) solution serves as the initial condition for the transient large-eddy simulation

(LES). The initialization process involves estimating time-dependent velocity fluctuations
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(k, ε → u′(t)) utilizing mean velocity, turbulent kinetic energy, and dissipation rate data

extracted from the steady-state RANS solution.

This initialization step is critical in transforming the mean flow field from steady solu-

tion to induce turbulence, as visualized in Figure 4.34. The discrepancy between Figures

4.33 and 4.34 lies in the described initialization process. In the latter figure, the velocity

undergoes a modification, evident in regular fluctuations at the same altitude compared

to the results shown in Figure 4.33.

Figure 4.34.: Contour plot shown for a cross-section in flow direction and coloured with
the velocity magnitude of the initialized turbulent fluctuating velocity field.
t = 0 min

Following the introduction of a turbulent flow field, the transient LES is initiated. A

comprehensive domain flush, spanning 30 minutes simulation time, is conducted to facil-

itate adequate development of the flow field within the LES framework. The duration of

this flushing period depends on factors such as the size of the domain and the prevailing

wind speed, ensuring that the release of pollutants starts within a fully developed ABL,

as illustrated in Figure 4.35. In instances where computational efforts are not a limiting

factor, an extended flushing period is advisable for more robust simulation results.

Figure 4.35.: Contour plot shown for a cross-section in flow direction and coloured with
the velocity magnitude of the flushed transient solution. t = 30 min

In summary, the velocity fluctuations obtained from the steady state RANS solution,

derived from the turbulent kinetic energy (k) and the turbulent dissipation rate (ε), as

shown in Figure 4.34, exhibit a more predictable pattern compared to the fluctuations
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observed in the flushed domain with LES, illustrated in Figure 4.35.

4.4.3. Pollutant Release

In transient large-eddy simulation (LES), various quantities averaged over time play a

crucial role in the analysis and comprehension of flow field dynamics. These quantities

offer valuable insight into the averaged characteristics of turbulent flows over time. Some

key mean quantities routinely assessed include:

• Mean velocity (u, v, w)

• Turbulent kinetic energy (u′u′, v′v′, w′w′)

• Reynolds stresses (u′v′, u′w′, v′w′)

• Mean pressure (p)

• Mean scalar concentration (c)

• Shear stress (τij)

For scenarios involving pollutant release, it is often not necessary to assess the concen-

tration of pollutant across the entire domain. To optimize simulation efforts, especially

for the Lagrangian tracking method, specific areas of interest can be defined, such as

monitoring points, lines, and planes. These defined areas are particularly crucial in tran-

sient simulations, enabling the tracking of pollutants over time.

In this study, the monitoring points are meticulously chosen for each scenario. Fig-

ure 4.36 illustrates a representative scenario involving a release from the ATLAS surface

building. The monitoring points are strategically placed one meter above the ground,

approximating the typical breathing height of the individuals. These points span various

distances from a few meters to 200 meters from the release point, as illustrated in Figure

4.36.

Six monitoring lines are established to assess atmospheric flow, capturing time-resolved

velocity data. This approach facilitates the computation of mean velocity, turbulent ki-

netic energy, and energy cascade plots at specific altitudes. Unlike monitoring points,

these lines are independent of the release scenario and are strategically positioned through-

out the domain where the dispersion pollutants are most prominent. The positions of

these six monitoring lines are shown in Figure 4.37.

Furthermore, a set of up to five cross-wind planes is delineated at distances ranging

from 40 to 400 meters from the release point. These planes serve as observation zones

where the concentration of pollutants and the time-resolved velocities are monitored.

The objective is to meticulously track the transport of pollutants along with the prevailing

atmospheric wind conditions.

The dimensions of these planes are deliberately chosen to be sufficiently large in width

and height, ensuring that 99.9 % of the released parcels or species traverse through them.

Note that the larger the planes, the larger the file sizes exported for each time step, leading

to increased storage space usage. This results in a longer time for writing values at each



96 4. Comprehensive Methodology Evaluation

Figure 4.36.: Monitoring points, which are positioned at one meter above ground and
which span various distances from a few meters to 200 meters from the re-
lease point.

Figure 4.37.: Monitoring lines, which are defined from ground level to the top of the do-
main.

iteration and a longer post-processing time for a large amount of data. Consequently,

it is recommended to carefully select the plane size, opting for dimensions as compact

as possible while retaining effective pollutant tracking. This recommendation holds for

both particle and gas dispersion release scenarios.

In the case of dense gas releases, a meticulous choice of plane size is imperative. The
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plane dimensions are adjusted, with the width significantly widened and the height re-

duced. This adjustment is made in consideration of the high density of gases, which

induces a negative buoyancy effect, particularly in close proximity to the source. It is im-

portant to note that at larger distances, the effective density difference approaches zero.

For scenarios involving factors such as plume downwash due to wind suction on the

downwind side of a building or plume rise resulting from high exhaust speeds, the selec-

tion of plane sizes demands careful adjustments. In these cases, the interplay of various

atmospheric effects necessitates a thoughtful approach to ensure meaningful simulation

results.

A tracking distance of up to 500 meters is determined for monitoring pollutants, align-

ing with the model setup’s capability to accurately predict pollutant dispersion within

this range. This choice is consistent with the microscale pollutant modeling approach

adopted for dispersion studies. The dimensions of the plume, including its vertical

stretching, reach an altitude of approximately 100 meters, corresponding to the height of

the atmospheric surface layer under neutral stability conditions (as per Arya (2001)). Up

to this height, the applicability of Monin-Obukhov similarity theory and other simplifica-

tions is maintained, allowing for streamlined consideration of meteorological conditions.

It should be noted that obstacle-induced shear production and mechanical turbulence re-

main the predominant driving forces in the atmospheric surface layer within this altitude

range.

Illustrated in Figure 4.38 is an example showcasing the placement of crosswind planes

for the ATLAS scenario, where the wind direction is from the south. These planes not

only serve as monitoring points for assessing pollutant concentrations and time-resolved

velocities but can also be instrumental in validating mass conservation within the particle

dispersion modeling approach.
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Figure 4.38.: Monitoring planes, which are defined in cross-wind direction at specific dis-
tances downstream from the release point.

4.5. Simulation Results

This section presents the simulation results for the boundary conditions and the simula-

tion approach described in sections 4.1 to 4.4.

4.5.1. Time-Step Size

This chapter delves into the critical aspect of determining the size of the time-step, an es-

sential element in attaining a dependable solution within large-eddy simulations (LES).

The size of the time-step in LES plays a fundamental role in sustaining numerical stabil-

ity, and its assessment revolves around the Courant-Friedrichs-Lewy (CFL) number, as

elucidated by Courant et al. (1928). The CFL number, depicted in Equation 4.15, serves

as a benchmark for evaluating the size of the time-step in the simulation. According to

the equation for the CFL number, the time-step size (∆t) can be computed using the peak

flow velocity (|u|) and the cell length (∆):

∆t ≤ ∆
|u| (4.16)

For the determination of cell length (∆), the cube root of the polyhedral cell volume

( 3
√

Vcell) and the velocity magnitude |V| are used. Consequently, the formula for estimat-

ing the time-step size ∆test in the simulation takes the form:

∆test =
3
√

Vcell

|V| (4.17)
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Adherence to the recommended time step size (∆test) ensures numerical stability for

transient LES. As illustrated in Figure 4.39, the evaluation of the time-step size (∆t) sug-

gests that a time-step size of ten seconds would be sufficiently small to meet the CFL

condition for the outer part of the domain. In the inner zone, where mesh refinements

are implemented as volumetric size controls, and a finer mesh resolution is applied on

the ground, the estimated time step size is considerably smaller, ranging from approxi-

mately 0.2 to 2 seconds with the simulation specific velocity of 1 m/s at 10 meters height

above the ground. The report derived from the estimated time-step size indicates that

the minimum value is ∆tmin ≈ 0.08 seconds.

Figure 4.39.: Example for the time-step size ∆t in a cross-section as enlarged view of the
regions close to the release point.

Figure 4.39 illustrates the time step size (∆t) in a cross-section, with a detailed focus on

regions near the release point. In order to ensure both numerical stability, the time-step

size was incrementally adjusted, starting from an initial value of ∆t = 0.01 seconds. The

progression involved a systematic increase until a final time-step size was determined,

considering factors such as the quality of the result, computational efficiency, and the

amount of inner iterations. Each time step necessitates a certain amount of inner itera-

tions until the solver achieves sufficient convergence. As the time-step size increases, the

solver typically requires more inner iterations until the solution converges to the same

extent. Hence, a trade-off between time-step size and inner iterations should be carefully

considered to minimize the total iterations needed for a given simulation time. The final

time-step size, ∆t f in = 0.2 seconds, emerged as the optimal choice, demonstrating good

performance considering the above mentioned factors. Subsequently, the CFL number

was calculated using the final time step size and continuously monitored throughout the

LES to ensure that the CFL condition was met for the full simulation.

To verify the estimated time step size of the steady state simulations, the CFL number is

checked in the transient LES, as shown in Figure 4.40. The observed CFL number ranges

between 1.3 · 10−3 ≤ CFL ≤ 9.1, and the CFL number averaged in volume is CFLavg =

0.026. Only a few cells in the very refined areas (body-of-interest around release points)

have CFL > 1.
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Figure 4.40.: Example of the CFL number obtained with a time-step size ∆t = 0.2 s in a
cross-section as enlarged view of the regions close to the release point.

The areas where the CFL condition was not met underwent careful analysis. Key

parameters and outputs were monitored to identify signs of instability, such as erratic

behavior, divergence, or extreme values. In addition, the convergence behavior of the

solution was examined to ensure that it remained within acceptable limits. The mesh in-

dependence study, detailed in Chapter 4.2.2, demonstrated the consistency of the results

even when the CFL number varied significantly from the mesh presented in this chapter

while maintaining wind speed and time-step size.

If the CFL number was exceeded, potentially impacting the flow, several options were

considered. Adjustments could be made to the mesh, a specific body-of-interest, where

mesh refinements are applied, could be removed from the simulation or modify the sur-

face sizing on buildings. Alternatively, changes in the way the mesh size grows from the

surfaces of buildings involved in the release were considered to ensure a smooth transi-

tion from the ground to the top of the simulation domain. This approach would result in

larger cell sizes several meters above the roof, where the wind speed is higher, leading

to a lower CFL number. However, it is important to note that employing a coarser mesh

might negatively impact the amount of resolved turbulent kinetic energy.

Another option was to reduce the time-step size, although this might increase simula-

tion run-times. The decision between adjusting the mesh or the time-step size depended

on finding the right balance between computational efficiency and maintaining simula-

tion stability.

4.5.2. Wall Resolution

Addressing wall resolution poses challenges in flows where wall effects are substantial.

However, for atmospheric boundary layer flows, complete resolution of walls is not im-

perative due to terrain simplifications made during geometry preparation. Objects such

as grass, small hedges, trees, and even distant buildings are not represented in the CAD

models, allowing simplifications in inlet boundary conditions. The Monin-Obukhov ve-
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locity profile, discussed in Chapter 4.3.1, specifies zero velocity at ground, with a velocity

that increases with altitude. As long as the inlet flow profile remains uniform across the

domain, the impact of not fully resolving the flow at the wall, as noted in von Kármán

(1930), should be minor in the outer regions, as detailed in Chapter 4.5.3. Small vortices

generated far from the release point or in the outer region are often irrelevant for pol-

lutant dispersion in the central domain because eddies produced on the ground in the

outer area dissipate relatively quickly.

In the inner part, where the flow is mainly disturbed by buildings and decelerated,

an approximation is viable, given that the velocity at the ground and forces close to the

ground are not substantial. Alternatively, rough walls for the ground or wall-modeled

large-eddy simulation (WMLES) could be utilized to apply forces in the momentum

equations for flow deceleration. Vasaturo et al. (2018) outlined an alternative approach

to the standard ANSYS® Fluent method to implement these wall modeling conditions

using user-defined functions.

u+ = y+
U
uτ

=
uτ · y

ν

(4.18)

In this context, the dimensionless velocity u+ is obtained by dividing the mean velocity

parallel to the wall U by the shear velocity uτ. The dimensionless wall coordinate y+ is

defined as the product of the fraction of shear velocity uτ and the distance from the wall

y, divided by the kinematic viscosity ν. The shear velocity uτ can be calculated by taking

the square root of the wall shear stress τw divided by the fluid density ρ, as expressed

below:

uτ =

√
τw

ρ
(4.19)

In cases where the mesh lacks the fineness to resolve the viscous sublayer, the logarith-

mic law is applied within the height range of 30 ≤ y+ ≤ 300:

u+ =
1
κ
· ln (y+) + C+ (4.20)

In these equations, the von Kármán constant is denoted by κ = 0.41, and the constant

C+ ≈ 5.57. The constant C+ is an empirical constant that depends on the specific con-

ditions and characteristics of the flow. It is determined through experimental data or

calibration based on numerical simulations.

In the buffer layer (height range 5 < y+ < 30), located between the viscous sublayer

and the log-law region, the two laws are blended. For the height range 5 < y+ < 20 an

alternative approach is available to calculate the wall shear stress. An overview of the

models used according to the dimensionless wall distance y+ is given in Figure 4.41.

Since the near-ground cells are between one and three meters large, the cells are rather
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Figure 4.41.: Schematic example of the dimensionless wall distance y+ values on walls.

coarse and lead to values for the dimensionless wall distance y+ between 300 and ap-

proximately 3000, as shown in Figure 4.42. The logarithmic law can be applied in a suit-

able way in the inner part of the domain, where the dimensionless wall distance y+ is

within the maximum applicable range of y+ ≈ 300. In LES, the guiding principle for

turbulence resolution is that a finer mesh resolves smaller eddy sizes, generally lead-

ing to a higher-quality solution. However, achieving a finer mesh comes at the cost of

significantly increased computational resources and time. In practical terms, a compro-

mise between solution quality and computational feasibility is essential, which is why

the ground in the outer region was resolved with only three meters cell size. It should be

mentioned that dispersion phenomena are solely tracked in the inner region, where the

ground resolution with a cell size of one meter is sufficient to apply the log-law.

Figure 4.42.: Example for the dimensionless wall distance y+ values on the ground and
the buildings of the full domain.
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4.5.3. Atmospheric Turbulence

In the examination of the simulation results, atmospheric turbulence and velocity emerge

as pivotal factors influencing the transport and dispersion of pollutants. Consequently,

these aspects are meticulously assessed and compared against theoretical profiles and

references. To verify the consistency of the mean velocity profile applied at the bound-

aries within the inner domain, velocity profiles are scrutinized along six monitoring lines,

as detailed in Chapter 4.3.1. Each assessment encompasses various wind directions and

boundary conditions to ensure comprehensive coverage. The presented values undergo

cross-verification to confirm their representativeness for each scenario.

Mean Velocity Magnitude

To evaluate the mean velocity profiles, time-dependent velocities are continuously mon-

itored throughout the transient LES simulation. Instantaneous velocity components

ui(z, tn) = u, v, w(z, tn) at a given altitude z above ground and at each time step tn (where

n is the total number of time steps) are used to calculate the time-averaged or mean ve-

locity components Ui = U, V, W for each monitoring location. The velocity components

are defined such that u is the velocity component in the main wind direction, v is the ve-

locity component perpendicular to the main wind direction, and w is the vertical velocity

component.

Ui(z) =
1
n
·

n

∑
n=1

ui(z, tn) (4.21)

Using the mean velocity components U, V, W, the mean velocity magnitude |V| can be

calculated as follows:

|V|(z) =
√

U(z)2 + V(z)2 + W(z)2 (4.22)

The mean velocity magnitude |V| is then compared to the velocity profile at the in-

flow boundaries, where the Monin-Obukhov similarity theory is employed. In Figure

4.43, an exemplary case is presented to illustrate the effectiveness of the applied bound-

ary conditions. The theoretical profile serves as an approximation of how the wind may

be distributed at specific altitudes and is influenced by the terrain and the presence of

obstacles such as buildings, trees, and other structures. This comparison allows for the

evaluation of the performance of the synthetic turbulent inlet conditions and the overall

correlation between the theoretical profile and the simulation results. A minor discrep-

ancy is observed in line-1, where the wind flow exhibits a slightly higher speed near the

ground compared to other positions. Examining the location of line-1, shown in Figure

4.37, reveals its placement on the hill in the center of the domain, where the flow experi-

ences acceleration in proximity to the ground.

In Figure 4.43, the mean velocity magnitude profile |V| is normalized with the reference
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Figure 4.43.: Mean velocity magnitude profile |V|, obtained from a LES, performed for
the ATLAS scenario, with south-west winds with H=500 m and ure f =1 m/s.

velocity ure f = 1 m/s, and the altitude z is normalized with the height of the domain

H = 500 m. The black line represents the Monin-Obukhov theory, with conditions set for

the neutral stability class, including a reference velocity ure f = 1 m/s at a reference height

zref = 10 m and terrain roughness z0 = 1 m. The velocity close to the ground shows

consistency across all line positions compared to the theoretical profile. A slight deviation

of approximately 10 % is noticeable at higher altitudes, starting at z/H = 0.2 m, where

the flow is less influenced by terrain and obstacles. ground. Given that pollutant tracking

occurs primarily in the surface boundary layer and the Monin-Obukhov similarity theory

is not universally applicable to all geometries, this discrepancy is deemed acceptable.

Moreover, the deviation is consistent for both the synthetic turbulent inlet and the inlet

with no perturbations, indicating the acceptable performance of the synthetic turbulence

generator (STG) at the inlet in terms of stable mean quantities.

In the context of particle transport, the mean velocity plays a crucial role, particularly

in the near-ground region, where a significant concentration of pollutants tends to accu-

mulate. The speed of particle movement directly impacts the concentration integrated

in time within cells. Slower particle movement results in a longer residence time in a

specific region, leading to higher concentrations incorporated over time. This extended

duration allows particles to accumulate and persist, contributing to an overall increase

in concentration over time. Consequently, when particles move more slowly under the

same release mass-flow conditions, it can lead to elevated concentration levels in specific

areas.



4.5. Simulation Results 105

Turbulence Intensity

In addition to the mean velocity, turbulent motion plays a crucial role in tracking the

dispersion of pollutants. Turbulent flow contributes to the enlargement of the plume

and a wider distribution of particles, driven by high fluctuating velocities in transverse

and vertical directions. Therefore, it is imperative to examine the intensity of the turbu-

lence as a key characteristic of the turbulent atmospheric flow. This involves calculating

the fluctuating velocity components u′
i(z, tn) = u′, v′, w′(z, tn) derived from the instanta-

neous velocity components ui(z, tn) = u, v, w(z, tn) and their corresponding mean veloc-

ity components Ui(z) = U, V, W(z).

u′
i(z, tn) = ui(z, tn)− Ui(z) (4.23)

To calculate the turbulent kinetic energy k, the initial step involves determining the

variance σ2
ui
(z). This is achieved using the components of fluctuating velocity u′

i(z, tn)

and the total simulation time T, which results from the constant time step size ∆t mul-

tiplied by the total number of time steps n. The equation for calculating the variance of

velocity fluctuations is provided by Equation 4.24:

σ2
ui
(z) =

1
n · ∆t

·
n

∑
n=1

u′
i(z, tn)

2 (4.24)

After determining the variance of the fluctuating velocity components, the turbulent

kinetic energy k can be calculated by adding the variances of the fluctuating velocity

components σ2
ui
(z) multiplied by 0.5. This is expressed by Equation 4.25:

k(z) =
1
2
·
(
σ2

u(z) + σ2
v (z) + σ2

w(z)
)

(4.25)

However, due to variations in the definition of turbulent kinetic energy k in the litera-

ture, turbulent intensity Ii is utilized for comparison with ESDU (1985) or VDI 3783/12

(2000). The turbulence intensity represents the ratio of the standard deviation σi(z) of the

corresponding velocity component to the mean velocity magnitude |V|(z), as defined by

Equation 4.26:

Ii =
σi(z)
|V|(z) (4.26)

At lower altitudes (z < 100), an estimation for the standard deviations σi can be used,

based on the approximations proposed by Arya (1982) and Lumley and Panofsky (1964):

σu : σv : σw = 1 : 0.75 : 0.5 (4.27)

Depending on the ground roughness value z0, the estimated values of the turbulent

intensity Ii vary in magnitude. An illustrative example of turbulent intensity Ii is de-

picted for the positions of the monitoring lines in Figure 4.44. In addition, reference lines
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from ESDU (1985) have been added for slightly rough (z0 = 5 mm), moderately rough

(z0 = 0.1 m), rough (z0 = 0.5 m) and very rough (z0 = 2 m) to compare the simulation re-

sults with the reference values. The reference from ESDU (1985), which is also presented

in VDI 3783/12 (2000) for wind tunnel measurements, are rather conservative in terms of

predicting the turbulence intensity, which is why a newer reference will soon be released

by VDI. For comparison reasons, the old reference is kept, keeping in mind that values

might be slightly over-predicted.
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Figure 4.44.: Turbulent intensity profiles Ii, obtained from a LES, performed for the AT-
LAS scenario, with wind blowing into North-East direction with H = 500 m.
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Spectral Distribution of Turbulence Kinetic Energy

The spectral distribution of turbulence kinetic energy represents a crucial metric to assess

ABL flow. These spectra can be analyzed in various directions, including along the flow

direction (uu), laterally to the flow direction (vv), and vertically to the flow direction

(ww). Additionally, co-spectra (uv, uw, vw) can be derived.

Evaluating the spectral distribution of turbulence kinetic energy is essential for ex-

amining resolved eddy sizes in large-eddy simulations (LES) and comparing them to

established reference values, such as those provided by Kaimal et al. (1972) and Simiu

and Scanlan (1986). The procedure described here follows the reference of VDI 3783/12

(2000), which highlights the procedure to plot the spectral distribution of turbulence ki-

netic energy in the flow. In particular, these references have been adapted to utilize local

velocity variances σ2
i instead of friction velocity u2

∗ (refer to Equations 4.28 and 4.29),

following the empirical relationship established by Counihan (1975). The detailed pro-

cedure for obtaining the spectral distribution of turbulence kinetic energy is well docu-

mented in Chapter 8 of Stull (1988) and Appendix E of Hertwig (2013). The MATLAB

code used in this process underwent thorough validation using standard testing meth-

ods, including periodic functions, Gaussian white noise processes, and a first-order auto

regressive process, as described in Hertwig (2013).

Kaimal et al. (1972) - modified:

f · Euu

σ2
u

=
16.8 f ∗

(1 + 33 f ∗)5/3 ;
f · Evv

σ2
v

=
4.8 f ∗

(1 + 9.5 f ∗)5/3 ;
f · Eww

σ2
w

=
1.3 f ∗

(1 + 5.3 f ∗ 5/3)
(4.28)

Simiu and Scanlan (1986) - modified:

f · Euu

σ2
u

=
32 f ∗

(1 + 50 f ∗)5/3 ;
f · Evv

σ2
v

=
4.3 f ∗

(1 + 9.5 f ∗)5/3 ;
f · Eww

σ2
w

=
2.2 f ∗

(1 + 10 f ∗ 5/3)
(4.29)

The spectral distribution of turbulence kinetic energy for the simulations are computed

on the basis of the fluctuating velocity terms employing fast Fourier transformation (FFT)

to reveal the size of vortices within the simulation. Small eddies or high frequencies can

be effectively resolved using a significantly reduced cell size cs and time step size ∆t.
Conversely, large eddies or low frequencies are typically resolvable, contingent upon the

total simulation time, which inherently influences the prediction’s uncertainty.

Although detection of large eddies is possible, they occur less frequently. Only a hand-

ful of very large eddies could traverse a specific location in several minutes. The limited

data sampling time and the infrequent occurrence of these large eddies contribute to

higher uncertainty compared to smaller eddies. However, very small eddies also pose

a challenge for resolution due to an excessively large time step ∆t or cell size cs. The

maximal frequency fmax resolvable with the corresponding cell size ∆x and stream-wise

mean velocity U can be estimated using the following relation:
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fmax =
1
4
· U

∆x
(4.30)

For a complete estimation of the maximal frequency fmax at all heights above ground,

the factor of 1/4 was determined by iterative testing with various factors. The graphs

were visualized for irregularities during factor variations and an optimal value was cho-

sen. To align the maximal frequency fmax with the frequency of the spectra plots, normal-

ization is needed by the height z and the mean stream-wise velocity U, after which it can

be plotted on the abscissa axis.

f̃max = fmax ·
z
U

f̃max =
z

4 · ∆x

(4.31)

The calculation of the spectral distribution of turbulence kinetic energy adheres to the

procedure outlined in Chapter 8 of Stull (1988), which requires the input parameters as

follows.

• Instantaneous velocity series along the flow direction u.

• Instantaneous velocity series lateral to the flow direction v.

• Instantaneous velocity series vertical to the flow direction w.

• Equidistant time series teq.

• Height of each corresponding monitoring point, where ui are observed.

These parameters are extracted from data recorded for the six monitoring lines during

the LES and can be imported into any post-processing tool, where they are then trans-

formed into arrays, such as in MATLAB or Python. For smoothing functions, a non-

dimensional frequency of inc = 0.09 was chosen. With a corresponding time step size of

∆t = 0.2 s, this results in a time series of approximately N ≈ 215 samples. The resulting

graphs, shown in Figure 4.45, illustrate the spectral distribution of turbulence kinetic en-

ergy for the three main directions and are presented in log-log format. In addition to the

simulation results, a reference range is provided following the work of Erdmann (2017),

who derived a reference spectra bandwidth from the commonly applied literature in the

field of atmospheric boundary layer flows. The reference range includes the research

of von Kármán (1948), Kaimal et al. (1972), Simiu and Scanlan (1986), ESDU (1985), and

Kaimal and Finnigan (1994) and is defined using the common approach function for spec-

tra 4.32 for five coefficients following VDI 3783/12 (2000).

f · Eii

σ2
i

=
A · f ∗

(E + B · f ∗C)
D (4.32)

The coefficients for the spectral kinetic energy of the turbulence are taken from Erd-

mann (2017) and can be found in Table 4.7.

In Figure 4.45, the representation of the spectral distribution of turbulence kinetic en-

ergy with respect to the sizes of the eddies is presented at an elevation of H = 10.17 m.
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Table 4.7.: Coefficients for the spectral kinetic energy of the turbulence following Erd-
mann (2017) and VDI 3783/12 (2000).

Component A B C D E

Suu min. 6.57 95.30 1.36 1.24 0.69
Suu max. 37.61 39.74 0.96 1.72 0.74
Svv min. 5.14 27.97 1.17 1.45 1.91
Svv max. 19.22 10.74 0.85 1.92 0.90
Sww min. 0.76 45.32 3.00 0.57 0.50
Sww max. 12.62 11.63 1.48 1.12 1.72

The observed trends in the curves for all three directions exhibit a close resemblance to

the reference range at this specific height. In particular, similar frequency ranges, corre-

sponding to the peaks of energy, can be identified across all three components.

However, at the lower end of the frequency spectrum, which corresponds to larger tur-

bulence structures, some disparities emerge for all three components. These deviations

are more pronounced because of the infrequency of occurrence of these large eddies in

comparison to vortices in the inertial subrange. It is crucial to recognize that the estima-

tion of their spectral content is also influenced by the simulation’s limited time duration.

The short sampling period in the simulations is reflected in the results.

In the case of the u-component, a characteristic roll-off of the spectral distribution of

turbulence kinetic energy is observed, exhibiting a power-law decay of approximately

-2/3 of the scaled frequency in the inertial subrange for more than one decade. How-

ever, for the v and w components, the reduction is more substantial, and this behavior

is present for only about a half decade. The chosen time step size of ∆t = 0.2 s, corre-

sponding to a sampling frequency of 5 Hz, imposes limitations on the resolution of high

frequencies, restricting the simulation from capturing the same level of detail as field

measurements, for example.

Multiple investigations of the distributions of the kinetic energy of turbulence for var-

ious simulations have led to the conclusion that the predictions remain accurate up to an

altitude of H = 100 m. Beyond this altitude, the impact of shear production from ground

obstacles diminishes and the turbulence observed at these heights is primarily the result

of the turbulent inlet specification method.
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Figure 4.45.: Spectral distribution of turbulence kinetic energy Suu, Svv and Sww, obtained
from a LES, performed for the ATLAS scenario, with south-west winds at
H = 10.17 m. The reference range from Erdmann (2017), covering most
common approaches in literature are added as comparison.
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5. Discussion - Findings and Guidelines

This chapter presents the results of numerous numerical studies conducted with the

modeling approach outlined in Chapter 4, accompanied by a discussion of the results

obtained. The primary objective of these investigations is to formulate recommendations

for conducting simulations in the context of the FIRIA project at CERN, specifically to

obtain accurate pollutant concentration data near release points. Additionally, the chap-

ter aims to discern the behavior associated with urban pollutant dispersion simulations,

focusing on the most comprehensive approach in applied modeling of near-ground at-

mospheric boundary layer flows: Large-Eddy Simulation (LES).

Given the absence of reference data from field or wind tunnel experiments for the val-

idation of results, the LES outcomes are compared with those derived from an analytical

Gaussian plume model employed at CERN. These comparative analyzes are detailed in

Section 5.1. Then comes Section 5.2, which analyzes boundary conditions and the sensi-

tivity of the results to these.

5.1. Comparison of GPM and LES

This chapter provides a comparative analysis between the Gaussian plume model (GPM)

utilized at CERN and the computational fluid dynamics simulations conducted using

large-eddy simulation (LES). Given the inaccessibility of validation through field or wind

tunnel data, an alternative verification approach is pursued. The strategy involves com-

paring the numerical simulation results with those obtained through an analytical model,

which has been calibrated and validated against real test scenarios. The discussion cov-

ers both the similarities and differences inherent in these two modeling approaches. The

CFD modeling methodology adheres to the procedure outlined in Chapter 4.

The Gaussian plume model (GPM) employed at CERN primarily adheres to the guide-

lines outlined in the document "Calculation of radiation exposure in the environment

due to emissions of radioactive substances from nuclear facilities - Guidelines for Swiss

nuclear facilities" by the Swiss Federal Nuclear Safety Inspectorate (ENSI), as referenced

in ENSI-G14 (2009). A concise excerpt from the internal CERN report, documented in

Vojtyla (2022), which mentions the utilization of the GPM at CERN, is included in Ap-

pendix C. Generally, some models were updated following the state-of-the-art in science

and technology and the particularities of CERN facilities.
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5.1.1. Similarities of GPM and LES

This section involves a comparison between the results obtained from the large-eddy

simulation (LES) and those derived from the Gaussian plume model (GPM). To facilitate

this comparison, a straightforward release scenario is selected, minimizing the impact

of buildings and other obstacles. The primary objective is to validate the LES approach

under simplified conditions before exploring differences in the next section when intro-

ducing complexity to the release scenario.

The comparison aims to demonstrate that while analytical GPMs can yield results sim-

ilar to LES, which requires more computational effort, there are notable differences when

the release scenario becomes more intricate. It highlights that GPM may be suitable for

straightforward scenarios, but its efficacy diminishes when specific scenario factors are

altered.

Although detailed comparison is challenging due to disparities in modeling turbu-

lence, geometry, and other factors, a qualitative evaluation is conducted to gauge whether

the models predict results of comparable magnitudes. This comparative analysis also

serves as a partial validation of the CFD simulations, given the unavailability of field or

wind tunnel data for detailed LES validation within the stipulated time frame.

For this comparative analysis, the ATLAS scenario featuring a door release is selected

as a case study. In this particular scenario, the wind flows in two main directions: north-

east (NE) and south (S). This creates a flow with distinct landscape characteristics down-

stream of the release point. In the NE direction, the terrain is relatively flat, characterized

by grasslands dominating the surface. In contrast, in the S direction, the flow is inter-

rupted by buildings downstream and the terrain experiences a slight descent.

The expectation is that the plume size and observed concentration in the NE direc-

tion for the large-eddy simulation (LES) will exhibit a closer match to the results ob-

tained from the Gaussian plume model (GPM) than in the S direction. This anticipation

is grounded in the landscape differences and the influence of buildings on the flow down-

stream in the S direction.

To facilitate a comparison between GPM and LES, the analysis focuses on concentra-

tion values at specific points and plane locations, as illustrated in Figures 4.36 and 4.38.

pollutants are released from the door located on the eastern wall of the ATLAS surface

building. The ATLAS building is located north-east of the CERN Meyrin site, as shown in

Figure 5.1. Two potential release points are considered. First, a release through the door,

where the fire brigade would access the buildings in case of a fire. In this scenario, smoke

or pollutants exit without filtration, resulting in a generally higher release of pollutants in

a short period of time. The second scenario involves the ventilation stack, where filtration

with High-Efficiency Particulate Air/Arrestance (HEPA) filters would drastically reduce

the amount of pollutants released. In the fire scenario, the release of smoke through the

door is deemed relevant, while in a scenario involving argon gas, extraction through the

ventilation stack is more significant.
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Figure 5.1.: ATLAS surface building in blue and its possible release points from a door (1)
for fire brigade access and from a small stack (2) with emergency extraction
of gases from the cavern.

Before conducting steady or transient CFD simulations for pollution dispersion release

scenarios at CERN, the analytical Gaussian plume model (GPM), in accordance with the

Swiss Guideline ENSI G14 as outlined in ENSI-G14 (2009), was used to predict the con-

centration of pollutants in the surroundings of CERN for specific release scenarios. The

primary purpose of using GPMs is to assess the potential impact of pollutant release on

the population, predict the direction of the plume, and formulate emergency intervention

plans. It is worth noting that, since CERN is not a nuclear power plant, certain parts of

the guideline have been adapted. This adaptation is necessary because even in scenarios

involving terrorist attacks on CERN, the impact on the population remains at a low level

compared to similar events at nuclear power plants, which have a much broader affected

area and more significant consequences for the recipients.

It is essential to recognize that GPMs do not explicitly resolve terrain or buildings, nor

do they simulate the detailed dynamics of air flow. However, these models incorporate

these factors within their framework. In the case of planned short-term releases, the GPM

model employs an average wind speed or a reference velocity of ure f = 1 ms-1, chosen

to be conservative but sufficient to transport pollutants to receptors. Although GPMs do

not explicitly model airflow and predict its direction, they excel in providing a sufficiently

accurate, efficient, and simplified mean dispersion modeling. In addition, important fac-

tors such as the decay, deposition, and exposure modeling of pollutants can be integrated

for dose assessment. It should be noted that the results of the dose assessment are based

on concentration values, which can also be derived from CFD simulations.

To compare the results of CFD and GPM, the integrated concentration values over

time are normalized by the total released mass, which, in this specific scenario, was
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mrelease = 0.931 kg. In CFD simulations, a species transport model, detailed in Chapter

3.3.2, was used to represent pollutants released as air within the primary phase that repre-

sents the wind. Since combustion in this scenario does not significantly alter the density

of the released mixture, temperature differences were not considered. The smoke re-

leased, at an ambient temperature, and neutral stratification for the atmospheric bound-

ary layer with the Monin-Obukhov mean velocity profile defined at the inlet were as-

sumed. Fluctuations at the inlet were generated using the synthetic turbulence generator

(STG), as discussed in Chapter 4.3.1. The CFD simulations used a combination of a digi-

tal terrain model (DTM) for terrain elevation and a CAD model for buildings, introduced

in Chapter 4.1.

Figure 5.2 illustrates the time-integrated and normalized concentration c̃ in the cross-

wind plane, located 110 meters from the release point, with the wind blowing in the

northeast direction. The coordinate system aligns with the wind direction, and the x coor-

dinate pointing in the wind direction at x = 110 meters, as indicated in the top left legend

of Figure 5.2. The y-coordinate represents the crosswind direction and is plotted along

the abscissa, while the z-coordinate shows the height above sea level and is displayed on

the ordinate. Various dispersion parameters can be derived from these crosswind planes,

defined for each specific distance:

• y [m]: Total displacement of the center line of the plume weighed by concentration

in the y direction, indicated in the figure with a vertical black cross.

• z [m]: Total displacement of the center line of the plume weighed by concentration

in the z direction from sea level, indicated in the figure with a horizontal black cross.

• z0 [m]: Total displacement of the center line of the plume weighed by concentration

in the z-direction from ground level.

• A [m2]: Surface of the plume cross-section in the crosswind plane with integrated

normalized values of c̃ > 10−5.

• c̃max [m-3]: Maximum value of the observed normalized concentration in the cross-

wind plane.

These parameters facilitate the comparison of different models, allowing the evaluation

of plume properties such as size, displacement, maximum observed concentration, and

received dose for individuals at specific distances. The concentration of the species in

designated areas within the simulation domain is determined either from the species

field or the Lagrangian particles located in those areas.

In cases where pollutants are released with constant mass flow and the surrounding

air moves slowly, concentration values tend to be higher because of the longer residence

time of the particles. These higher concentration values traverse the domain and lead

to higher concentration in the monitoring areas. As these particles traverse the domain,

particularly as a result of dispersion effects, the concentration typically decreases with

an increased distance from the source. However, in specific geometries, such as street

canyons, this behavior may not hold, as particles could accumulate close to walls.
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Figure 5.2.: Comparison at the monitoring-planes for the representative distance of 110 m
in north-east wind direction from the release point. Air is released from the
door of the ATLAS surface building. Integrated normalized concentration are
shown at the top for GPM and at the bottom for the LES.

Prior to computing parameters for plume displacement and cross-sectional area, it is

essential to post-process the simulation data by transforming the positions of polyhedral

cells into a regular shape. Given the irregular nature of these positions, concentration

values are assessed on a regular grid with a cell size of 1 × 1 m2, resulting in a total of

Nreg square cells. To assign a concentration to each cell, the following rules are applied:

• If the centroid of only one polyhedral cell falls within a square grid cell, the concen-

tration value of the polyhedral cell is used for that square grid cell.

• In cases where multiple polyhedral cell centroids are located within the same square

grid cell, the concentration value is averaged among them.

• If no polyhedral cell centroid falls within a square grid cell, the concentration is

linearly interpolated from the values of the surrounding polyhedral cells.
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This post-processing step ensures that the solution is independent of the initial mesh

size. Subsequently, the parameters for plume displacement and cross-sectional area are

calculated based on the concentration and positions of the regular grid cells.

The average plume displacement in the y direction, denoted as y, is calculated using

the normalized integrated concentration values, denoted as c̃, and their corresponding

locations relative to the center of the planes.

y =
∑

Nreg
i=1 yi · c̃i

∑
Nreg
i=1 c̃i

(5.1)

The average rise of the height of the center line of the plume, now called the plume lift,

in the z-direction, denoted as z, is evaluated using the normalized integrated concentra-

tion values, denoted as c̃, and their corresponding altitudes from sea level, denoted as

z:

z =
∑

Nreg
i=1 zi · c̃i

∑
Nreg
i=1 c̃i

(5.2)

The average plume lift from the ground, denoted as z0, is determined by the following

equation, depending on the terrain altitude zterrain at the corresponding x, y-position:

z0 = z − zterrain (5.3)

In this context, z indicates the average lift of the plume in the z direction, as defined

earlier, while zterrain denotes the altitude of the terrain at the corresponding y-position.

The equation simply subtracts the altitude of the terrain from the average height of the

plume, giving the average height of the plume from the ground.

The maximum normalized concentration value, denoted c̃max, is not derived from the

data from the regular grid, as the original concentration values computed in each polyhe-

dral cell are considered the most accurate. Consequently, no averaging or interpolation

procedure is employed to determine this value. However, for the uniformity of the re-

sult irrespective of the mass released mrelease [kg], a post-processing step is applied to the

concentration values c [kmol m3] obtained from the LES data. Specifically, the concen-

tration values are multiplied by the molar mass of air and divided by the total released

mass mrelease [kg] to obtain the normalized concentration c̃max [m-3]. This post-processing

step ensures that the results are independent of the release scenario and can be readily

compared.

c̃max =
c · Mair

mrelease
(5.4)

Here, the molar mass of the air released is Mair = 28.966 kg kmol-1, and the total mass

released is mrelease = 60505.2 kg. The mass released mrelease is calculated using Equation

5.5, which incorporates the smoke release speed udoor = 0.7 ms-1 at the door of the ATLAS
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surface building. The door has a total surface area of Adoor = 29.4 m2 and is located at

zdoor = 440.06 m, with a total release time of trelease = 40 minutes.

mrelease = Adoor · udoor · trelease · ρair (5.5)

The air density is determined under reference conditions of 1013,2 hPa at 20 °C, with

ρair = 1.225 kg m-3. In addition to maximum concentration and plume displacement, an-

other crucial parameter is the size of the plume, representing the affected area A [m2].

For both GPM and LES, lower concentration values are statistically less representative

and can obscure a quantitative comparison. Hence, a specific threshold value c̃ > 10−5 is

defined for comparison. Although this limit remains constant across all planes and sim-

ulations, it can be adjusted to a smaller value, such as c̃ = 10−6, 10−7, or 10−8, if needed.

This adjustment can improve the quality of the assessment, particularly for scenarios

with less released mass (mrelease).

Figure 5.3 compares the evaluation parameters for LES and GPM. When examining

the CFD results separately, similar trends are observed for the maximum normalized

concentration c̃max, the cross-sectional area of the plume A, and the plume lift z0. The only

parameter showing a different trend is the horizontal displacement y of the plume, which

varies depending on the direction of the wind in the CFD. This behavior is attributed

to the release position, situated on one side of the building, as depicted in Figure 5.1.

Consequently, a blocking effect occurs on one side of the building, preventing the species

from spreading in both lateral directions relative to the wind direction. Therefore, the

plume shifts more in one direction, depending on the wind direction, than in the other

in LES. However, in GPM, the plume displacement in the horizontal axis is close to zero

(y ≈ 0) at all distances and for both wind directions. Slight differences are noticeable at

x = 40 m, which can be explained by the varying height of the terrain with a slight slope.

The height of the center line of the plume z0 increases with a larger distance for both LES

and GPM.

Examining the cross-sectional area of the plume A, GPM demonstrates a quicker and

wider spread compared to the LES results. It is important to note that the dispersion fac-

tors in GPM are determined by the modeling approach and its implementation. Different

GPMs may offer varying results, as some are tuned to provide conservative outcomes

close to the source, while others predict a wider plume to be conservative with respect to

affected areas. Consequently, variations between different GPMs can arise on the basis of

the intended use of predicted pollutant concentration.

In contrast, LES results are highly dependent among others on the inlet boundary con-

ditions of the domain, the local dispersion environment, and the type of released gas/pol-

lutant. The turbulent kinetic energy at the inlet plays a crucial role; higher turbulence

leads to a higher dispersion factor as larger fluctuations dominate the flow. It should

be noted that the parameters for the maximum normalized concentration c̃max and the

cross-sectional area of the plume A are strongly interrelated and any comparison should
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Figure 5.3.: Comparison of displacement parameters y and z − zdoor, the plume cross-
section A and the maximum concentration c̃max as function of the dis-
tance from the release point. All parameters have been evaluated for all
monitoring-planes and are compared for LES and GPM for two wind direc-
tions (south, north-east).

be approached with caution. However, trends for these parameters can be observed and

understood in relation to each other for different wind directions.

As anticipated, a notable distinction between GPM and LES lies in the fact that the

CFD solution depends on the wind direction, thereby influencing terrain and geometry

considerations. In contrast, GPM yields consistent values for both directions of the wind.

Although GPM accounts for terrain height at the evaluated locations, subtle deviations

between the two wind directions can be observed. This accounts for a deflection of the

plume on the ground with increasing terrain height or a higher rise of the plume center-

line above ground with decreasing terrain height.
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However, GPM does not factor in terrain slope upstream of the release and its implica-

tions on pollutant release. Examining the concentration distributions, it becomes evident

that pollutants can accumulate significantly in street canyons or between buildings due

to limited mixing or flow channeling. Figure 5.4 illustrates this effect, which GPM is

unable to reproduce.

Another notable distinction between GPM and LES lies in the consideration of the

impact of building wake on pollutant dispersion. Although GPM typically models the

release as a single point or plane, LES treats the release as a more realistic area source.

This approach releases pollutants into a larger volume, influenced by the wake flow of

the building. Consequently, pollutants can disperse throughout the wake of a building

and recirculate in this area before following the mean wind direction. This difference in

modeling can result in varied pollutant transport patterns, with significant implications

for emergency responders in the event of accidental release. It is crucial to recognize this

behavior when conducting risk assessments and formulating emergency response plans.

Despite the fundamental disparities in dispersion modeling, several similarities be-

tween the GPM and LES become apparent when examining the cross-wind monitoring

planes:

• The maximum normalized concentration c̃max is remarkably similar for both GPM

and LES. The velocity profile at the ATLAS release point remains relatively undis-

turbed compared to other regions in the domain. Furthermore, plume growth in

LES is closely aligned with the results of GPM. While local differences are notice-

able, as depicted in Figure 5.4, the overall values exhibit a similar trend.

• The size of the plume A exhibits a behavior similar to the concentration values ob-

served at different distances. GPM and LES predict very similar values, although

locally they differ strongly from each other, as illustrated in Figure 5.4. While the

GPM shows a semicircular shape at each monitoring plane, the plume shape is

much more deformed in LES. This deformation is highly influenced by the interac-

tion with buildings, resulting in a rather irregular shape.

In addition to examining the concentration on the cross-wind planes, the normalized

concentration c̃ at the previously defined monitoring points is compared between the

GPM and LES models. Monitoring-points are selected according to the flow direction, as

shown in an example in Figure 4.36. These points are located at distances ranging from

10 to 160 meters from the release point, each at a height of 1 meter above the ground.

The comparison is limited to very close locations only. The results for the normalized

concentration c̃ are shown in Figure 5.5 for the north-east and south winds.

The GPM predicts the concentration at x = 10 m approximately twice as high as those

predicted by LES for both wind directions. The GPM encounters challenges in provid-

ing precise predictions at distances smaller than x = 200 m, leading to its limited use for

distances shorter than 200 m, as stated in ENSI-G14 (2009). Different methods, following
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Figure 5.4.: Comparison of the monitoring-planes for the representative distance of 300 m
in south direction from the release point. Air is released from the door of the
ATLAS surface building. Integrated normalized concentration are shown at
the top for GPM and at the bottom for the LES.

Chapter 3 of IAEA (1980) with a minimum distance of 10 m, are utilized in the GPM at

CERN. For the direction of the north-east wind, the GPM predicts a higher concentration

farther away from the release point compared to the LES results. In the direction of the

north-east wind, the CFD plume spreads more, resulting in a lower concentration. The

GPM appears to account for these uncertainties, leading to a higher predicted concen-

tration. For the south wind direction, the concentration values farther away from the

source, 30 < x < 100 meters, for both the GPM and LES are very similar. Far from

the source, 100 < x meters, the concentration values predicted by the GPM align with

those predicted by the LES, except for some points close to the buildings. The dispersion

coefficients of the GPM seem to exhibit behavior similar to that of the LES.

It can be concluded that, for the chosen scenario, there is good agreement between

the results obtained from GPM and LES. Observed concentration values can vary sig-
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Figure 5.5.: Monitoring-points for the release scenario in north-west flow direction (left)
and south direction (right). Air is released from the door of the ATLAS sur-
face building. Normalized concentration are shown for GPM and LES.

nificantly at local levels, but the general tendency is captured with the GPM. The GPM,

which is an analytical model based on experimental data and incorporating possible sur-

charges to ensure conservative results, is widely employed for rapid assessment of ac-

cidental scenarios in nuclear power plants. However, because of its simplified nature

(cone shape with a point source), the GPM tends to underestimate near-source mixing

because of the built environment and overestimates concentration values close to the

release point. The monitoring points chosen for comparison were placed in the flow di-

rection with an opening angle, which favors the GPM, which may limit the applicability

of the comparison to other scenarios. Locations in the wake of the ATLAS surface build-

ing, where the release takes place, have not been considered because the GPM does not

indicate any concentration in these areas, while LES predicts the dispersion of pollutants

in the wake of the building.

It is crucial to note that when anticipating concentration values in the wake of build-

ings or within street canyons, the GPM may not be the optimal method. This is because

LES can consider the effects of building cavities and forecast areas highly affected by pol-

lutants, which the GPM might not accurately capture. Consequently, LES and CFD, in

general, are the preferred solutions for predictions that require a high level of confidence

in local areas.

5.1.2. Differences of GPM and LES

In the previous section, the discussion revolves around the similarities between GPM and

LES for a simple release scenario where pollutants are released from a door and share the

same properties as air. However, this section delves into the differences between GPM

and LES for two more complex scenarios. Two modifications are introduced:
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• Elevated pollutant release scenario

• Dense gas release scenario

In the first part of this section, the release point is elevated compared to the ground-

level release scenario presented in Section 5.1.1. More precisely, the release point is lo-

cated on the stack of the ATLAS surface building instead of the fire door, as shown in

Figure 5.1. This alteration in the simulation setup enables an exploration of the effects

of an elevated release on plume behavior and the disparities between the predictions of

GPM and LES for this particular scenario.

The volumetric flow through the emergency extraction system stack for the ATLAS

cavern is significantly higher than that for the soot scenario. This is attributed to the

larger forced extraction in the cavern and the smaller cross-sectional area of the stack,

as presented in Table 5.1. The results of the study are deliberated in the first part of

this section, which delves into the elevated release scenario and elucidates the various

approaches and results derived from GPM and LES.

Table 5.1.: Properties for comparing a ground-level release from the door of the ATLAS
surface building to an elevated release from the stack of the same building.

Release Area Door Stack

Surface A [m2] Adoor = 29.4 Astack = 1
Volume flow V̇ [m3 s-1] V̇door = 5.72·10-3 V̇stack = 8.89
Velocity u [ms-1] udoor = 0.7 ustack = 8.89
Release height z [m] zdoor = 3 zstack = 17.7

In the second part of this section, the scenario of dense gas release is explored, in which

fluid is extracted through the stack, but the fluid released is altered according to the prop-

erties described in Table 5.2. This scenario highlights the distinctions between the release

of neutral and dense gases. Additionally, it demonstrates the constraints of the GPM,

which does not consider density variations between the two released gases, illustrating

the necessity for simulations capable of forecasting the interaction of distinct fluids.

Table 5.2.: Comparison of release scenarios involving two different fluids (air and argon)
released from the stack of the ATLAS surface building.

Fluid Air Argon

Density ρ [kg m-3] ρair = 1.23 ρAr = 1.62
Molecular weight M [kg kmol-1] Mair = 28.97 MAr = 39.95
Dynamic Viscosity µ [kg m-1 -1] µair = 17.90·10-6 µAr = 21.25·10-6

Elevated Release Scenario

In this subsection, a comparative analysis is performed between the representative GPM

and LES for an elevated release scenario. Elevated release scenarios often involve re-



5.1. Comparison of GPM and LES 125

lease points in close proximity to buildings or on building rooftops, where various stack

lengths can be used to adjust the release height. Theoretical evaluations, such as those

of Meroney (1982), and numerous studies, including those conducted by Keshavarzian

et al. (2021), have investigated the releases of pollutant emissions toward the windward,

leeward and sideward in the vicinity of buildings. This comparison highlights the critical

role of LES in precisely forecasting pollutant dispersion in scenarios involving releases in

close proximity to buildings.

In the scenario investigated in this dissertation, the release point is situated on the

roof of the ATLAS surface building, mimicking a plausible emergency extraction sce-

nario for the ATLAS cavern. The stack is strategically placed near the center of the build-

ing, as illustrated in Figure 5.1. The primary focus is on mean pollutant concentration

values, which will be systematically compared between the GPM and the LES on mul-

tiple monitoring planes at varying distances from the source, along with assessments at

specific monitoring points. Furthermore, the comparison will include plume shift and

cross-sectional characteristics.

Figure 5.6 displays a crosswind plane at a downwind distance of x = 75 meters from

the source under conditions of south wind (170°). The evaluated dispersion parameters

are located at the bottom of the figure, similar to the evaluation in Section 5.1.1, and

indicate the plume’s position, size, and the maximum integrated normalized concentra-

tion observed. The scatter plot and the color coding reveal that LES predicts a signifi-

cantly higher concentration (c̃max,LES ≈ 1.8 c̃max,GPM) within the plume cross-section, and

the plume is shifted towards the ground (z0,LES ≈ 0.63 z0,GPM). This observation aligns

with the expected behavior of the suction effect of a leeward release of pollutants. It is

also consistent with the statement made in Section 5.1.1 that GPM may not be the pre-

ferred method for predicting concentration values when the release point is located in

the proximity of buildings or in street canyons, where CFD, in general, has an advantage

in predicting the plume trajectory.

As expected, the observed trend in the crosswind plane at x = 75 meters under condi-

tions of south wind (170°) becomes more pronounced when the distance of the crosswind

evaluation plane increases to x = 200 meters, as illustrated in Figure 5.7. The plume

exhibits a downward shift, and the CFD simulations continue to generate higher concen-

tration values compared to GPM c̃max,LES ≈ 2 c̃max,GPM. Additionally, the plume started to

split up as a result of the interaction with the leeward suction effect of the ATLAS surface

building, where the release of air is located on top. This suction effect can be found better

in Figure 5.8, where an instantaneous iso-surface is shown for the mass fraction of the air

released in tsim = 1800 s.

In the comprehensive explanation by Meroney (1982), it was shown that a short stack

near the roof of a building might induce a downwash effect, causing a lower effective

stack height for the emitted plume. This phenomenon is particularly noticeable when

pollutants are released from the roof or the leeward side of a building. In the GPM uti-
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Figure 5.6.: Monitoring-planes at a distance of 75 m downstream in south wind direction
from the release point. Air is released from the stack on the rooftop of the
ATLAS surface building. Integrated normalized concentration are shown at
the top for GPM and at the bottom for the LES.

lized at CERN, a plume rise model is incorporated, enabling the prediction of plume rise

for relatively fast exhaust velocities. This model calculates a fictive source location, re-

sulting in an immediate increase in the plume centerline after the release. Similarly, LES

also demonstrates this behavior, albeit in a more subdued manner. Figure 5.8 illustrates

the movement of the plume in LES at a specific time tsim = 1800 s, making the trend

of the plume clearly visible. In the upper part of Figure 5.8, an iso-surface with a mass

fraction of 10-3 indicates that the highest concentration is located a few meters from the

ground. The lower concentration values, as shown in the lower part of Figure 5.8, reach

even higher heights above the ground, but, in particular, also exhibit lower heights close

to the ground, attributed to a building-induced downwash effect.

Figure 5.9 provides a comparison of the normalized maximum concentration c̃max,

plume cross-section A, y displacement y, and displacement of the release height z − zstack
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Figure 5.7.: Monitoring-planes at a distance of 200 m downstream in south wind direction
from the release point. Air is released from the stack on the rooftop of the
ATLAS surface building. Integrated normalized concentration are shown in
the top for GPM and at the bottom for the LES.

between GPM and LES. In the cross-wind planes at x = 75 m, LES predicts maximum

concentration values 20 % higher than those calculated by GPM. In particular, for wind

directions southward, this difference is more substantial, with LES showing 77 % higher

maximum normalized concentration values. The plume cross-section A shows very simi-

lar predictions for all distances and wind directions between GPM and LES. However, the

shape of the plume cross-section varies significantly for LES, especially for wind blowing

from the south. This variation is attributed to the downwash effect of the source build-

ing and the presence of buildings, where the flow needs to navigate between structures,

limiting the plume’s ability to expand uniformly in all directions, as shown in Figure 5.7.

Another explanation for the higher concentration values predicted by LES when the

wind blows from the south can be attributed to the vertical displacement of the center

line of the plume z − zstack. Generally, LES predicts a higher plume centerline compared
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Figure 5.8.: Iso-surface for a mass fraction of polluted air in air mpol/mair = 10-3 in the
top and mpol/mair = 10-4 in the bottom of the released species in south wind
direction from the release point at the specific time tsim = 1800 s.

to GPM, resulting in a slower movement of pollutants through the air and an extended

residence time in specific locations. In LES, this contributes to higher concentrations and

a more gradual spreading of the plume, as turbulent diffusion is less pronounced close

to the ground than at higher altitudes. Figure 5.9 also presents the results for lateral

displacement y. A noticeable distinction between GPM and LES is observed, attributed

to the influence of surrounding buildings.

In addition, time-integrated normalized concentration values for individuals who re-

side or work near CERN were investigated for the pollutant release scenario by establish-

ing monitoring points in the south and northeast directions. To assess the concentration

predicted by the GPM, monitoring points were defined in a grid. Due to elevated release,

the maximum distance of the monitoring points from the release point was increased,

compared to the door release scenario in Chapter 5.1.1, or as shown in Figure 5.5. Fig-

ure 5.10 displays the time-integrated normalized concentration for wind blowing in the

north-east direction on the left and for wind blowing in the south direction on the right.

As expected, the results indicate that the concentration values for the stack release sce-

nario do not decrease with increasing distance but instead first increase until they reach

a maximum at a certain distance from the release point.

The plume expands as the distance from the release point increases until it makes

contact with the ground and undergoes reflection, resulting in relatively higher concen-

trations. As distance further increases, concentration values gradually decrease as the

plume cross-section A expands. This behavior is observable for both wind directions and

both models. However, special attention is required for the concentration values, partic-
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Figure 5.9.: Comparison of displacement parameters y and z − zstack, the plume cross-
section A and the maximum concentration c̃max as function of the dis-
tance from the release point. All parameters have been evaluated for all
monitoring-planes and are compared for LES and GPM for two wind direc-
tions (south, north-east).

ularly in close proximity to the release point, where the differences between GPM and

LES are notable. In these plots, the plume downwash predicted by LES becomes evident.

The plume first contacts the ground and is narrower compared to the predictions of the

GPM. Consequently, the concentration values at these points are significantly higher in

magnitude. At a distance of approximately x = 400 m, the predictions of GPM and LES

converge, generating similar results.

This investigation highlights that the application of a Gaussian plume model (GPM)

does not consistently produce results of the same quality as those observed in ground

release scenarios, as discussed in Chapter 5.1.1. Although GPM and LES predictions may
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Figure 5.10.: Monitoring-points for the air release scenario in north-west flow direction
(left) and south direction (right). Air is released from the stack on the roof of
the ATLAS surface building. Time-integrated normalized concentration are
shown for GPM and LES.

align in ground release scenarios, variations in the release point, release velocity, or the

geometry of the release building and surrounding structures can lead to substantial dis-

crepancies. In contrast, LES offers a more physically realistic representation for release

points in close proximity to buildings. The wake field of the building can act as a sec-

ondary source in ground release scenarios, influencing the movement of pollutants along

the facade of the building. In addition, the wake field can induce a suction effect on pollu-

tants released on the roof. This complex interplay of factors significantly impacts plume

size and movement, phenomena to which LES are better equipped to capture compared

to GPM, even with dedicated models.

The results obtained from the comparative analysis of GPM and LES in various scenar-

ios, especially those involving an elevated release point on the roof of the ATLAS surface

building, highlight significant disparities in their predictive capabilities. GPM, being an

analytical model with simplified assumptions, struggles to capture the complex interac-

tions influenced by building wakes, plume rise, and other intricate features of the release

environment.

In scenarios where pollutants are released near buildings or from elevated points, LES

stands out for its ability to model realistic area sources, simulating the dispersion within

a larger volume affected by the building wake flow. Building wakes, which create down-

wash effects and impact plume behavior, are crucial elements that GPMs, including the

one used at CERN, typically struggle to incorporate accurately. This limitation becomes

more pronounced when dealing with complex shapes, varied terrain, and intricate flow

physics.

The wake field of a building, acting as a secondary source, affects the size and move-
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ment of the plume. LES, with its ability to consider changing terrain, detailed building

structures, and dynamic flow physics, captures these effects more realistically. The dis-

crepancy between the GPM and LES predictions becomes evident in scenarios where the

wake field leads to a suction effect on rooftop-released pollutants, influencing plume size

and dynamics. Although GPMs may employ designated models to approximate such

effects, they often do not accurately represent the intricate interplay of factors.

The limitations of GPM become particularly apparent when multiple influencing fac-

tors, such as building downwash, plume rise, and dense gas releases, interact. In such

cases, GPMs may provide inaccurate predictions, as the simplifications inherent in their

models may lead to the elimination of certain influences by others.

In essence, the complexity of real-world scenarios, especially those involving elevated

releases and intricate building geometries, demands a more sophisticated and detailed

approach provided by CFD simulations, particularly LES. The latter excels in capturing

nuanced interactions and flow phenomena that play a crucial role in pollutant dispersion,

making it the preferred and more accurate tool for such predictions.

Dense Gas Release Scenario

Using computational fluid dynamics, specifically large-eddy simulations (LES), this study

models the dispersion of argon, a noble gas. The scenario is inspired by potential real-life

situations, such as the demolition of liquid argon tanks at CERN, which are used to cool

the ATLAS detector during the operation of the Large Hadron Collider (LHC). Consid-

ering that liquid Argon, used for cooling the detector, becomes activated as a result of

radiation from collisions in the detector, the release of gaseous Argon could pose serious

health risks to individuals in the vicinity. The release of substantial amounts of argon gas,

utilized for detector cooling, could occur during unforeseen events like terrorist attacks

or accidents during maintenance downtime of the LHC. In such situations, tank damage

can lead to the release of radioactive gaseous argon through the ventilation extraction

system. Although HEPA filters can mitigate pollutants, activated argon gas, denser than

air (with a density of ρAr = 1.62 kg m-3), would pass unfiltered.

This study involves a comparison between the predictions of LES and the Gaussian

plume model (GPM) in the context of the dense gas release scenario described above. It

is essential to note that the GPM employed at CERN lacks the capability to specify the

density of the released fluid and is consequently utilized with the assumption of neutral

gas. The simulation setup used for this investigation is detailed in Chapter 4.3.7.

Figure 5.11 presents scatter plots that illustrate the normalized concentration integrated

in time c̃ for both GPM (top) and LES (bottom). Upon inspection of the instantaneous re-

sults from LES, it is evident that the plume concentrates near the ground within a short

distance from the release point, aligning with a significant dense gas effect, as observed

in the experiments conducted by Schatzmann et al. (1995). To dig deeper into the plume

dynamics in the dense gas release scenario, iso-surfaces were generated, similar to those
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Figure 5.11.: Monitoring-planes at a distance of 75 m downstream in south wind direction
from the release point. Argon is released from the stack on the rooftop of the
ATLAS surface building. Integrated normalized concentration are shown in
the top for GPM and in the bottom for the LES.

in the air release scenario depicted in Figure 5.8. This time, the iso-surfaces represent the

same mass fraction of the argon gas in the air, offering a visual depiction of the plume’s

behavior in Figure 5.12. The visualization reveals that the plume’s center line is deflected

toward the ground immediately after release because of the higher density of Argon gas.

As the plume travels, mixing with ambient air occurs, diminishing the dense gas effect

with increasing distance until the plume behavior aligns with that of a neutral release.

Figure 5.13 shows that by evaluating the maximum concentration c̃max, the plume

cross-section A, the displacement y y, and the displacement of the release height z− zstack

for the GPM and LES for each plane, the behavior described above can be identified.

Table 5.3 provides an overview of the investigated plume dispersion parameters. The

two highlighted values have a significant impact on the dose received by potential recep-

tors on site and are therefore crucial in the evaluation. It is especially crucial to carefully
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Figure 5.12.: Instantaneous picture of two iso-surfaces for a mass fraction of Argon in air
mAr/mair = 10-3 in the top and mAr/mair = 10-4 in the bottom of the released
Argon gas at the specific time tsim = 1200 s. Wind is blowing into south from
the release point at the stack of the ATLAS surface building.

Table 5.3.: Comparison for the dispersion parameters of GPM and LES for the dense gas
release scenario.

GPM LES quantity

c̃max low high max. concentration
A medium medium plume size
y low medium lateral displacement

z − zstack low high vertical displacement

assess maximum concentration and vertical plume displacement for hazmat releases to

accurately assess their environmental and human health impact. In the argon release

scenario, the largest difference between the GPM and LES predictions can be observed

in the vertical plume displacement z − zstack and the maximum concentration c̃max. The

maximum concentration observed in LES is approximately four times higher than that

observed in GPM. This significant increase in concentration is frightening, as individuals

are only exposed by the plume when it is in contact with the ground, leading to an even

greater impact on potential receptors.

The monitoring points depicted in Figure 5.14 reveal a significant discrepancy be-

tween the two models with respect to the concentration of argon just one meter above

the ground. In areas close to the release point, the argon concentration in LES is four

times higher, as the dense gas plume is dispersed closer to the ground. The maximum

concentrations near the release point range from 3-4 10-3 in LES, while in GPM, the high-



134 5. Discussion - Findings and Guidelines

Figure 5.13.: Comparison of displacement parameters y and z − zstack, the plume cross-
section A and the maximum concentration c̃max as function of the dis-
tance from the release point. All parameters have been evaluated for all
monitoring-planes and are compared for LES and GPM for two wind direc-
tions (south, north-east) for the Argon gas release scenario.

est concentrations are observed at a distance of x = 300 meters from the release point,

ranging from 3-4 10-5. This discrepancy amounts to a difference of two orders of magni-

tude.

In concluding this chapter, it is essential to acknowledge the inherent complexities as-

sociated with modeling dense gas releases using computational fluid dynamics, particu-

larly in the context of large-eddy simulations (LES). The simulated Argon release scenario

for the ATLAS facility has provided valuable insight into the strengths and limitations of

CFD simulations, shedding light on how the choice of modeling approach can signifi-

cantly impact the results.
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Figure 5.14.: Monitoring-points for the Argon gas release scenario in north-west flow di-
rection (left) and south direction (right). Argon gas is released from the stack
on the roof of the ATLAS surface building. Time-integrated normalized con-
centration are shown for GPM and LES.

The introduction of a release from the stack had a discernible effect on ground concen-

trations predicted by both the LES and the Gaussian plume model (GPM). In particular,

LES exhibited more realistic results, showcasing its ability to capture the intricate dynam-

ics of pollutant dispersion in scenarios involving stack releases. However, real differenti-

ation emerged when the released fluid was changed to the dense noble gas Argon.

The deviations between the LES and GPM predictions were more pronounced in the

dense gas release scenario. The GPM, constrained by its assumptions and limitations,

could not adequately account for the dense gas effect, resulting in a severe underesti-

mation of Argon concentrations, especially in close proximity to the release point. This

observation aligns with experimental findings, such as those documented in Schatzmann

et al. (1995), further strengthening the importance of choosing an appropriate modeling

approach.

In essence, while the results thus far provide valuable insight, the complexities of dense

gas releases warrant a comprehensive understanding of the modeling choices and their

implications. Further refinement and validation of the LES model will be crucial in es-

tablishing its robustness and reliability in predicting dense gas dispersion scenarios ac-

curately.

This assessment also shows that the choice of modeling approach in CFD plays a piv-

otal role in accurately capturing the intricacies of pollutant dispersion, particularly in

scenarios involving dense gas releases. In this context, Eulerian modeling, and more

specifically LES, emerges as a compelling choice because of its inherent capabilities in

resolving detailed turbulence features.

Eulerian models, in contrast to Lagrangian models, focus on the continuum represen-
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tation of fluid dynamics, where the flow field is discretized into a fixed grid. This ap-

proach allows for explicit resolution of turbulent structures and the dynamic interaction

between the fluid and the surrounding environment. In the case of LES, large-scale tur-

bulent eddies are resolved directly, while smaller-scale eddies are parameterized, striking

a balance between computational efficiency and accuracy.

The advantages of Eulerian modeling become particularly pronounced when dealing

with complex scenarios such as dense gas releases. The detailed representation of tur-

bulent structures enables LES to capture phenomena such as plume rise, dispersion pat-

terns, and the interaction with obstacles and terrain. Additionally, the model’s ability to

account for variable density effects, crucial in scenarios involving noble gases like argon,

adds a layer of accuracy that is challenging for other modeling approaches.

Although Eulerian models exhibit strengths in capturing near-wall flows and resolving

turbulence in a manner that aligns with real-world physics, it is important to acknowl-

edge the ongoing debates within the scientific community. Challenges, such as the po-

tential sensitivity to grid resolution and the trade-off between resolved and unresolved

turbulence, necessitate a cautious approach in interpreting results. The choice of Eulerian

modeling, especially LES, is not without its complexities and its appropriateness depends

on the specific characteristics of the scenario under investigation.

5.2. Sensitivity Analysis on Boundary Conditions

In this chapter, the sensitivity of the results is analyzed with respect to specific bound-

ary conditions and the topographic model. To carry out this investigation, transient

LES simulations were performed using the foundational setup described in Chapter 4.3.

Given the dynamic nature of meteorological conditions during pollutant release events,

in which factors such as wind direction, wind speed, and stratification can quickly evolve,

it becomes imperative to scrutinize the uncertainty of the solution. This involves vary-

ing the inlet boundary conditions to gauge the impact of lower wind speeds at higher

altitudes or the variability on turbulent scales.

In addition, modifications to the geometric model, particularly the terrain model, were

explored. An alteration involved removing the fluctuating component of the inlet bound-

aries and adopting a mean velocity profile consistent with the Monin-Obukhov theory.

This adjustment aimed to mitigate the inlet boundary dependencies, thus minimizing

the influence of large vortices on the direction of the pollutant dispersion. Consequently,

only small ground-induced fluctuations would affect the dispersion of the pollutant, re-

sulting in a narrower plume cross-section.

Furthermore, the effects of different types of stratification were examined since this

variation induces changes in turbulent terms throughout the simulation domain. An-

other parameter under scrutiny was the selected aerodynamic roughness length z0, which

determines the mean velocity profile at the inlet boundaries. By altering this value while
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maintaining a constant reference wind speed (ure f = 1 ms-1) and reference height (zre f =

10 m) where these wind speeds were measured, lower velocities are observed at higher

heights above the ground. This relationship is depicted in Figure 5.15.

In simulations, the turbulent inlet plays a critical role in modeling turbulent atmo-

spheric boundary layer flow. However, it is essential to recognize that, at higher alti-

tudes, the flow can approach laminar conditions if the synthetic turbulence introduced

by the inlet is removed. This underscores the importance of considering these factors,

as they can profoundly impact the accuracy of simulation outcomes. However, it is cru-

cial to acknowledge that turbulent eddies near the ground can still influence the flow,

primarily due to shear generated at the walls. By removing the turbulent inlet, insight

is gained into the distinct effects of plume dispersion influenced by the inlet turbulence

versus those influenced by the flow’s direct interaction with obstacles. This distinction

allows for a more nuanced understanding of pollutant dispersion dynamics in complex

environments.

Selecting the appropriate value for the aerodynamic roughness length z0 poses a chal-

lenge due to its heterogeneous nature, influenced by variations in terrain, buildings, and

vegetation in different areas. Compounding this challenge is the fluid definition of aero-

dynamic roughness length across different levels, making it challenging for users to pin-

point a specific value for mixed scenarios. When the Monin-Obukhov similarity theory

is employed to define mean velocity values at inlets, it is imperative to select the ref-

erence velocity, reference height, and aerodynamic roughness length appropriately for

the specific type of stratification under consideration. By maintaining a reference veloc-

ity of ure f = 1 ms-1 at a height of zre f = 10 m, which was determined by the ultrasonic

anemometer at CERN, and varying the aerodynamic roughness length z0 m, different

flow velocity profiles of approach are generated for these configurations, as shown in

Figure 5.15. In particular, only the wind speed at the reference height of 10 m remains

constant. However, altering the aerodynamic roughness length to z0 = 0.25 m results

in a similar near-ground wind speed below the height of z = 10 meter, which does not

significantly affect the total volume flow through the domain. In addition, the velocity at

heights above z = 10 m, which is mainly responsible for the total volume flow through

the domain, decreases strongly.

Exploring the influence of terrain type on the sensitivity of pollution dispersion sheds

light on the impact of shear produced over longer distances from the release point. Specif-

ically, simplifying terrain using a Digital Terrain Model (DTM) for inflows and outflows

replaces complex terrain features with a flat surface, neglecting the presence of vegetation

such as forests, vineyards, and grasslands. Resolving vegetation with high grid resolu-

tion in inflows or outflows requires significantly more polyhedral cells, and direct inter-

action with released pollutants is limited, especially when vegetation is located far from

the release point (x > 500 m). This approach closely resembles the physical modeling

techniques used in wind tunnels, where the equivalent aerodynamic surface roughness
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Figure 5.15.: Mean velocity profiles for the reference velocity ure f = 1 m/s and reference
height zre f = 10 m. The aerodynamic roughness length z0 is altered between
the classification for many trees/hedges z0 = 0.25 m and the classification
for large towns and cities z0 = 1.0 m, after Stull (1988), while applying the
Monin Obukhov similarity theory.

is set using solid obstacles. This approach takes into account the effect of vegetation flow

resistance, and the turbulent energy is slightly higher than with the DTM. To model the

forest, the DEM can be used to obtain the height of the trees and the volume occupied by

them, as shown in Figure 5.16. The equivalent ground surface for the DTM can be found

in Figure 4.13. Although the DEM cannot fully account for the turbulence produced in

forests, it can still be seen as an initial step toward considering vegetation as a relevant

factor that influences airflow near the ground.

An alternative approach, in addition to introducing solid obstacles such as Digital El-

evation Models (DEMs) to compensate for momentum sink terms and turbulent energy

production, involves employing porous volumes. However, modeling forests as porous

zones requires a systematic approach. This starts with identifying forest heights and

the corresponding Leaf Area Density (LAD), a crucial factor in the establishment of the

model. LAD exhibits significant temporal and spatial variations, especially between sum-

mer and winter, and locally, as discussed in Adedipe et al. (2020). Consequently, the

corresponding sink or production terms would require adjustments to accurately reflect

these variations.

Below, a comparative analysis between the digital terrain model (DTM) and the digital

elevation model (DEM) ground surfaces is performed to assess the impact of the absence

of vegetation in the DTM model. When differences in flow resistance and turbulence ki-

netic energy generated by these two approaches are examined, the validity of the results

can be assessed. If significant disparities are observed in the areas of interest, it suggests
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Figure 5.16.: Modelling the geometry with the Digital Elevation Model (DEM) for the
surrounding of the CERN Meyrin site. Solid obstacles are shown in green
especially in the north of the CERN Meyrin Site and monitoring lines posi-
tions are displayed with the red crosses.

that vegetation plays a substantial role in influencing flow dynamics, which warrants

adjustments to the model. Conversely, if the results obtained from the DTM and DEM

simulations are comparable, it indicates that the presence of vegetation has minimal in-

fluence on the turbulence characteristics and the pollutant dispersion, thereby negating

the need for vegetation modeling.

In this comparison, the same release scenario as described in Chapter 5.1.1 is used.

Using the ANSYS® Fluent transport species model, pollutants are released from the AT-

LAS surface building door, as illustrated in Figure 5.1. To ensure quasi-stationary aver-

aged pollutant concentration values at monitoring planes and points, the release dura-

tion is extended to 60 minutes. The resulting time-dependent concentration values are

integrated and normalized with the total released mass mreleased to derive time-averaged

normalized concentration values. With the longer release duration and the use of the

transport species pollutant tracking method instead of the Lagrangian particle tracking

method, a comparison of the concentration values is possible.

In addition to concentration values, two key parameters that govern flow dynamics

and, consequently, pollutant dispersion are the mean velocity and turbulence kinetic en-

ergy investigated. The characteristics of mean velocity and turbulence kinetic energy

near the release point are directly influenced by the prescribed velocity and turbulence

conditions at the boundary inlets, as well as by the interaction of the flow with the

ground, terrain and buildings upwind of the emission source. Given the alterations in

scenarios involving changes in turbulent inlet specifications, mean velocity profiles, or

aerodynamic roughness of the ground surface, a significant correlation is anticipated be-
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tween these scenarios and the quantities evaluated.

The significance of the zone where the kinetic energy of the turbulence is generated

varies depending on the release scenario. In a ground-release scenario, the dispersion

of pollutants is heavily influenced by the direct interaction of the flow with the build-

ing where the release occurs and the immediate upwind conditions. In contrast, in an

elevated release scenario, the specification of turbulence at the inlet can have a greater

impact, especially as the plume trajectory extends to higher altitudes where interactions

with buildings are limited. The scenario chosen for this study involves a ground release

from the ATLAS surface building door, indicating that the highest values of pollutant

concentration are expected near the release point. Consequently, the most influential fac-

tor that affects pollutant dispersion and plume trajectory is probably the direct interaction

of the flow with the buildings rather than the turbulent eddies generated at the inflow

boundaries of the entire computational domain.

This study aims to address various inquiries regarding the simulation setup and the

consequences of modification in the inlet boundary conditions on the outcomes. These

questions encompass:

• Is a turbulent inlet essential for the outcome of the simulations or would it be suf-

ficient to count on a turbulent near ground flow developing in the computational

domain upwind of the release location?

• Should the terrain be modeled in both inflow and outflow regions, or could obsta-

cles be relaxed towards the edges of the domain?

• Which boundary conditions yield results that lean towards conservative or realistic

outcomes, particularly concerning the analysis of maximum pollutant concentra-

tion values and plume size?

• What is the sensitivity of the simulation outcomes to specific boundary condition

definitions as, for example, the choice of the aerodynamic roughness length for the

definition of the mean velocity profile?

The sensitivity analysis involves four scenarios, identified using the abbreviations listed

in Table 5.4 for ease of reference. These abbreviations represent the Digital Terrain Model

(DTM), Digital Elevation Model (DEM), No-Fluctuations (NF), synthetic turbulence gen-

erator (STG) and Monin-Obukhov (MO) similarity theory, along with the corresponding

aerodynamic roughness length z0.
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Table 5.4.: Convention of four scenarios for simplification reasons.

naming
convention

terrain
model

turbulent
inlet

specification

aerodynamic
roughness

length z0 [m]

DTM-NF-MO-1 DTM NF 1.00
DTM-STG-MO-1 DTM STG 1.00

DTM-STG-MO-025 DTM STG 0.25
DEM-STG-MO-1 DEM STG 1.00

5.2.1. Atmospheric Turbulence at Monitoring Lines

To gain deeper insight into the concentration values tracked at the monitoring points and

planes, this section delves into the atmospheric flow conditions along designated mon-

itoring lines. These monitoring lines are placed as indicated in Figures 5.16 and 4.37.

Positioning the monitoring lines is important for the analysis of the results, particularly

for the DTM-NF-MO-1 scenario, which does not include the turbulent inlet condition.

When the positions of these monitoring lines would only be centrally between the build-

ings, the inflow and outflow on the edges of the inner part of the domain could not be

investigated. Therefore, positions also on the sides (line-1, line-5, and line-6) have been

chosen to incorporate these inflow effects. The locations of the monitoring lines explained

in the following list and the elevation of the terrain z0 are provided at the position of the

monitoring line.

• Line-1 (z0 =444 m):

Located south-west of the inner area of the domain. For south-western wind con-

ditions, there are no buildings in the inflow to the line position. Instead, for north

wind conditions, there are several buildings located upstream.

• Line-2 (z0 =443 m) and line-3 (z0 =438 m):

Positioned at the center of the buildings and domain, these lines are surrounded by

several buildings in both investigated wind directions (south-western and northern

wind conditions).

• Line-4 (z0 =441 m) and line-5 (z0 =440 m):

Located north-east of the inner part of the domain. For south-western wind con-

ditions there are several buildings upstream of these positions, for northern wind

conditions only a few buildings are located at the inflow. The DEM instead models

larger areas with forests as solid obstacles upstream also, while for the other terrain

models the ground is assumed to be flat.

• Line-6 (z0 =443 m):

Located north-east of the inner area of the domain. For northern wind conditions,

there are no buildings upstream of the line position, similar to lines 4 and 5, but for

the DEM terrain, a forest is located at the inflow. For south-western wind condi-

tions, many buildings are located at the inflow to the position of line-6.



142 5. Discussion - Findings and Guidelines

In the following subsections of this chapter, the mean velocity profiles will be exam-

ined, followed by an analysis of turbulence intensity, and concluding with an investiga-

tion of the energy containing eddies with the evaluation using energy cascade plots.

Mean Velocity Profiles

The mean velocity profiles U(z) along each monitoring line are derived by computing the

magnitude of the velocity from the time-dependent velocities u(z, t), v(z, t), and w(z, t),
and then averaging these values over time. To standardize the results, the mean velocity

U(z) is normalized with respect to the reference velocity ure f = 1 ms-1 at a reference

height zre f = 10 m. The corresponding height z is normalized relative to the height of

the domain H = 500 m. The positioning of the monitoring lines is significant due to the

varying altitude of the terrain in the simulation domain.

In addition, this analysis explores two distinct wind directions (NE, S), which affect the

observed results due to variations in the presence of obstacles or buildings upwind of the

monitoring lines. Lines 1 to 3 are located on slightly elevated terrain, approximately 20

meters above the surrounding area (∆z ≈ 20 m). For wind blowing into the north-east

(NE), line-1 is completely exposed to the inflow boundary conditions, positioned at the

edge of the inner domain (light green). Line-2 is centrally located among the buildings,

thus experiencing the strongest deviations in mean velocity and turbulent kinetic energy.

With the wind blowing into the south (S), monitoring line-6 is fully exposed to inflow

conditions. Lines 3 to 5 should be minimally influenced by surrounding buildings, while

lines 1 and 2 have buildings upwind of their positions.

Figure 5.17 illustrates the normalized mean velocity for the DTM-NF-MO-1 scenario,

where no fluctuations are defined at the inlet boundary. Across all monitoring lines,

the mean velocity values are consistently lower than those defined at the inlet boundary

(depicted in black in Figure 5.17). The altitude of the terrain plays a role in the comparison

of theoretical values with those extracted from the simulation, as each monitoring line

originates from a lower sea level compared to the edges of the domain, which are relaxed

to z = 460 m. Consequently, the domain generally has a higher free cross-section at the

center, leading to slightly lower velocities. Within the six monitoring lines, no significant

decrease in mean velocity is observed between them. Particularly in the upper part of

the domain, where the flow is unaffected by terrain and buildings, the values remain

constant as the flow moves from the south-west to the north-east. However, in the bottom

layer up to a height of z/H = 0.2, the mean velocity profiles exhibit significant variations

due to the interaction of the flow with the terrain and buildings.

In the DTM-NF-MO-1 scenario with a wind blowing from north to south (Figure 5.18),

the deviation of the mean velocity values between the monitoring lines is minimal. How-

ever, a consistent trend is observed, indicating a lower magnitude of mean velocity val-

ues. This trend is attributed to the difference in the altitude of the terrain at the monitor-

ing line locations compared to the altitude of the relaxed inflow boundaries.
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Figure 5.17.: Mean velocity profile for the DTM-NF-MO-1 scenario for wind blowing
from south-west to north-east (NE).

Figure 5.18.: Mean velocity profile for the DTM-NF-MO-1 scenario for wind blowing
from north to south (S).

The comprehensive set of mean velocity graphs for each scenario is provided in Ap-

pendix D.1. However, in this chapter, the emphasis is placed on the discussion of the

results rather than on the exhaustive presentation of all graphs. This selective approach

allows for a focused analysis of the findings.

The DTM-STG-MO-1 and DTM-STG-MO-025 scenarios produce results distinct from

those of the scenario that lacks turbulent inlet boundary conditions (DTM-NF-MO-1).

Specifically, when the wind blows from the north-east, there is notable similarity in the
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mean velocity profiles for lines one to three in these scenarios. The flow experiences a

slight acceleration on the ground surface from the inflow, reaching its peak at line-1. This

behavior can be attributed to the absence of obstacles in the inflow of the DTM terrain

and the slope of the terrain in the direction of line-1. Lines four to six instead predict very

close mean velocity profiles in the bottom part of the simulation domain as the theoretical

curve. In contrast, in the upper part of the simulation domain, lines one to three predict

the flow more accurately than lines four to six.

In the case of wind blowing from north to south in the same scenarios (DTM-STG-MO-

1 and DTM-STG-MO-025), the velocity profiles generally conform more closely to the

theoretical curve and exhibit greater alignment with each other, similar to the DTM-NF-

MO-1 scenario. In particular, on line-5, the highest flow velocity is observed close to the

ground, while on line-4, the flow is notably slower compared to the other lines, with a

discrepancy of up to 20 % from the other positions.

The discrepancy observed in the DTM-STG-MO-1 scenario compared to DTM-NF-MO-

1 is mainly attributed to the method of inlet specification. The key distinction between

these scenarios lies in the treatment of the inlet boundary: in one case, only the mean

velocity is defined, whereas in the other case, a turbulent inlet is specified using the syn-

thetic turbulence generator (STG). In particular, in the upper part of the domain, the

differences between each position are pronounced. It appears that relatively large cells

may struggle to adequately resolve the vortices generated at the inlet in the upper do-

main, or that the vortices themselves are of significant size, impacting the mean velocity

terms even over extended simulation durations.

Figure 5.19 displays the mean velocity profiles for the DEM-STG-MO-1 scenario with

a wind blowing from south-west to north-east. In particular, the prediction of mean ve-

locity close to the ground exhibits a significant increase compared to the DTM scenario,

where vegetation is not considered. Including ground roughness, in the form of solid

vegetation modeling, in the DEM scenario generally improves the prediction of velocity

near the ground. Line-1 in Figure 5.19 exhibits slightly higher values compared to other

lines located in the central part of the domain or downstream of the buildings. More-

over, the prediction in the upper domain shows less fluctuation compared to the results

obtained with the DTM.

Upon analyzing the mean velocity graphs, it is evident that the predictions for both

wind directions exhibit similarities, but also discrepancies of up to 20 %. The most ac-

curate predictions are observed in the DEM-STG-MO-1 scenario. In scenarios without

fluctuating inlet boundaries, the flow maintains a consistent velocity at different heights,

while with fluctuating inlet boundaries and DTM, the velocity profile varies with height

and position of the monitoring line. Differences among the six monitoring line locations

could be observed not only between the lines but also between the wind directions.

Relaxation of the terrain significantly influences velocity profiles within the inner do-

main. When the altitude of the terrain at a monitoring position exceeds that at the edge of
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Figure 5.19.: Mean velocity profile for the DEM-NF-MO-1 scenario for wind blowing
from south-west to north-east (NE).

the domain, the flow accelerates at that position. In contrast, when the terrain altitude at

a monitoring position is lower than that at the domain edges, the flow decelerates. This

effect is most pronounced near the ground, where the terrain variations are significant. In

particular in DTM scenarios, where the inflow surface is flat, leading to minimal momen-

tum sink terms and turbulence kinetic energy production, the flow tends to accelerate. In

contrast, the DEM terrain, characterized by varying geometry due to vegetation, yields

more accurate predictions within the inner domain.

In summary, based on the investigation of mean velocity profiles in this section, it can

be inferred that the DEM-STG-MO-1 scenario exhibits best results, when comparing them

to the theoretical definition at the inlet.

Turbulence Intensity

In the subsequent phase, the fluctuating component of the flow is examined at the spec-

ified line positions outlined in the preceding subsection. Choosing turbulence intensity

(Iu,v,w) as the analytical metric enables an independent examination of the streamwise,

lateral, and vertical directions. The findings in the four scenarios under investigation are

juxtaposed and differences are discussed.

In Figure 5.20, the results of the DTM-NF-MO-1 scenario are shown. Regardless of the

direction of the wind, turbulent fluctuations are observed up to heights of z/H = 0.3,

equivalent to 150 meters above the ground. This scenario serves not as a realistic release

scenario, but rather investigates up to which height from the ground mechanical turbu-

lence is produced due to surface friction and obstacles. The results imply that mechanical

turbulence primarily affects the lower portion of the simulated domain, suggesting that
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microscale modeling should be limited to lower heights, since higher areas are only in-

fluenced by the inlet specification method. However, when pollutants approach the limit

z/H = 0.3 for elevated release scenarios, which are not required at CERN, it may be

necessary to expand the size of the domain to encompass distant obstacles influencing

the dispersion of these higher-altitude pollutants or to rely on validated turbulence inlet

specification methods. This observation also hints at a potential limitation of micro-scale

modeling across all four scenarios. The current configuration, which features flat flow

conditions at ground level and lacking synthetic fluctuations at the inlet, interacts with

ground-level obstacles within the inner domain, generating eddies in the lower layer

(z < 150 m). Also, for the other scenarios, the on-the-ground generated eddies affect only

the lower layer. Eddies above 150 meters from the ground will then solely depend on the

fluctuations defined at the inlet.

In Figure 5.20, significant variations in the turbulence intensity in the three directions

Iu,v,w are evident for both directions of the wind. There are significant differences in tur-

bulence values between line-1 and line-6. When the wind originates from the north-east,

line-1 records the lowest values of turbulence intensity, with line-2 and line-3 showing

a gradual increase in turbulence intensity in the lower layer. In contrast, line-4, line-5,

and line-6 show comparable levels of turbulence intensity. A similar trend is observed

for the wind from the south, with line-6 registering the lowest turbulence intensity val-

ues, while line-5, line-4, and line-3 demonstrate increasing turbulence intensity values,

and line-2 and line-1 exhibit similar turbulence intensity levels. These findings under-

score the necessity of specifying a turbulent inlet to accurately capture vortices at higher

heights of the atmospheric boundary layer. Additionally, it is essential to note that the

directed and non-turbulent inlet condition, which is very rare and for most of the time

unrealistic flow conditions in general, does not realistically represent atmospheric con-

ditions. To understand the flow dynamics and the ground-produced vortices with their

propagation, this scenario without specifying a turbulent inflow is valid and serves as a

basis for further understanding the other more realistic scenarios.

Figure 5.21 shows the intensity of the turbulence Iu,v,w for the DTM-STG-MO-1 sce-

nario. This scenario exhibits turbulence intensity levels above 10 % for both wind direc-

tions at most heights above ground. Eddies are observed even at higher altitudes, gen-

erated by the synthetic turbulence generator (STG). Similarly to scenarios with steady

inlet conditions, line-1 and line-6 display extreme turbulence intensity values for both

wind directions. In the case of wind blowing into the north-east, line-1, being the first

location reached by the flow, exhibits the lowest turbulence intensity. In contrast, for

wind blowing to the south, line-6 shows the lowest turbulence intensity near the ground.

The discrepancy between the monitoring lines is less than 10 %, suggesting low energy

dissipation at higher elevations.

Figure 5.21 also reveals that the eddies in the vertical flow direction, represented by the

intensity of the turbulence in the z direction (Iw), generally contain less energy compared
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Figure 5.20.: Turbulence intensity shown for the DTM-NF-MO-1 scenario evaluated at six
monitoring lines for wind blowing into north-east (left) and south (right).

to the eddies in the x and y directions (Iu,v). Additionally, eddies in this direction contain

slightly decreased energy towards the top part of the domain. This trend suggests that the

top layer of the flow is influenced by the boundary condition at the top, where a velocity-

inlet without flow perturbations is defined. Although this boundary condition does not

significantly affect pollutant dispersion simulations in scenarios with elevated release,

where the plume only reaches z = 100 m (normalized to z/H = 0.2), it does affect eddies

in the vertical direction down to z/H = 0.8. However, for the scenarios investigated in

this dissertation, this effect does not adversely impact pollutant dispersion.
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Figure 5.21.: Turbulence intensity shown for the DTM-STG-MO-1 scenario evaluated at
six monitoring lines for wind blowing into north-east (left) and south (right).

Figure 5.22 shows the intensity of the turbulence (Iu,v,w) in the three directions for the

DTM-STG-MO-025 scenario, where the turbulence is generated with the STG at the in-

let, resulting in a generally lower mean velocity compared to the DTM-STG-MO-1 sce-

nario. The turbulence intensity trends for both scenarios are similar. However, within

the DTM-STG-MO-025 scenario, higher turbulence intensity values (Iu,v) are observed,

approximately 10 % higher, for every line position with the south wind direction com-

pared to the north-east wind direction. This discrepancy in the intensity of the turbulence

might be due to the smaller velocity at heights exceeding 10 meters within the domain.
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A lower velocity generally leads to a lower rate of dissipation of energy because there is

less internal friction.

Figure 5.22.: Turbulence intensity shown for the DTM-STG-MO-025 scenario evaluated at
six monitoring lines for wind blowing into north-east (left) and south (right).

In Figure 5.23, the intensity graphs of the turbulence for the DEM-STG-MO-1 scenario

exhibit similar behavior at the top of the domain compared to the corresponding scenario

with DTM. However, a notable difference is observed in the turbulence intensity values

across different line positions. Unlike DTM scenarios, where significant discrepancies

were observed between line-1 and line-6, the DEM scenario shows much closer agree-

ment among all line positions, typically within a range of around 5 %. This suggests that
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the DEM scenario performs better overall, probably because of the presence of obstacles

distributed throughout the outer part of the domain. These obstacles introduce flow re-

sistance, leading to the production of turbulent kinetic energy, which aligns more closely

with real-world conditions.

Figure 5.23.: Turbulence intensity shown for the DEM-STG-MO-1 scenario evaluated at
six monitoring lines for wind blowing into north-east (left) and south (right).

The turbulence intensity graphs underscore the necessity of employing a turbulent

inlet, such as the STG, to generate turbulent flow not only in the lower layer but also in

the medium to upper layers of the atmospheric boundary layer. In simulations using the

synthetic turbulence inlet model (STG), the intensity of the turbulence reaches values of
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approximately 10 % between heights of 150 and 500 meters, except Iw in the top domain

section. At ground level (z < 150 m), the turbulence intensity Iu,v,w generally exceeds

10 %. These findings are consistent with those of the reference ESDU (1985), which is

pertaining to rough or very rough terrain.

Furthermore, DEM emerges as the preferred terrain modeling approach for the outer

region of the domain, since it incorporates vegetation and buildings as solid obstacles.

However, it should be noted that the DEM model used in the simulation setup is a com-

bination of DEM and DTM. Although the outer part of the domain utilizes DEM, the

inner part relies on DTM with a flat surface, augmented by CAD-modeled buildings. Al-

though a full DEM ground was tested, its results were not presented due to significant

alterations in ground flow patterns when using non-straight walls in the inner part of

the domain. Therefore, caution is advised when configuring the geometry. The presence

of solid obstacles, particularly in distant areas from the pollutant release point, aids in

modeling flow resistance more accurately and generates eddies in these regions.

Energy Cascade

In this section, the results of the spectral distribution of turbulence kinetic energy of the

four scenarios are presented. The time-dependent velocity at each monitoring line was

used to compute the spectral distribution of turbulence kinetic energy for each cell inter-

secting the geometric line. For each scenario, six monitoring lines (5.16 and 4.37) were

analyzed, with each line producing between 63 and 105 figures. Across the four scenar-

ios, this process resulted in a total of 1800 figures or 5400 graphs for the three compo-

nents of the spectral distribution of turbulence kinetic energy. The analysis followed the

methodology described in Chapter 4.5.3.

In the preceding subsection on the intensity of the turbulence, certain trends were iden-

tified, particularly regarding the artificial behavior observed at the top boundary of the

domain in specific directions. Additionally, the influence of no turbulent inlet conditions

suggested that few or no vortices are present at heights above 150 meters and that eddy

production on the ground reaches a height of around 150 meters. These trends were

similarly observed in the plots for the spectral distribution of turbulence kinetic energy.

Consequently, the analysis in this subsection will focus on examining the correlation be-

tween vortex size and energy. Although this analysis is most relevant near the ground

where pollutants disperse, attention was also paid to heights up to 120 meters.

The significance of employing a turbulent inlet to simulate atmospheric flow, which

better reflects real wind behavior, is confirmed by the findings from the plots for the spec-

tral distribution of turbulence kinetic energy. Figure 5.24 illustrates that turbulent energy

near the ground is better modeled even in a scenario without turbulent fluctuations at

the inlet. However, the modeling of energy at higher altitudes is notably insufficient. The

decrease in energy starts at approximately 70 meters and diminishes to very low levels

around 120 meters.
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Figure 5.24.: Spectral distribution of turbulence kinetic energy shown for the DTM-NF-
MO-1 scenario evaluated at line-3 for wind blowing into south at a height
of z = 4.33 m on the left and z = 154.19 m on the right. References of Simiu
and Scanlan (1986) and Kaimal et al. (1972) have been added to the plot.

The transition from an inlet with no perturbation to one that introduces fluctuations

using the STG model significantly alters the aforementioned behavior. In the DTM-STG-

MO-1 scenario, there is a notable increase in energy for each height for small and medium

vortices compared to the DTM-NF-MO-1 scenario, as shown in Figure 5.25. However,

very small vortices or high frequencies still appear to be underestimated at a height of

z = 154.19 m, in contrast to references provided by Simiu and Scanlan (1986) and Kaimal

et al. (1972). However, the plume does not extend vertically even close to these altitudes,

which means that the dispersion of pollutants in these heights is rather unexpected and,

therefore, smaller and medium-sized vortices cannot influence the dispersion of the pol-

lutants. Instead, large vortices at this height may still influence the flow in the lower

layer, making them more significant. The scattering of the low frequency band in the
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graphs of Figure 5.25 is caused by the relatively short simulation period, and the sam-

pling frequency with 0.2 seconds has definitely affected the high frequency band. The

curves are shifted to the reference curves.

Figure 5.25.: Spectral distribution of turbulence kinetic energy shown for the DTM-NF-
MO-1 scenario on the left and DTM-STG-MO-1 scenario on the right, evalu-
ated at line-3 for wind blowing into south at a height of z = 154.19 m.

When analyzing the results for the DTM-STG-MO-1 scenario, it becomes evident that

the predicted spectral distribution of turbulence kinetic energy closely matches the refer-

ence range, particularly at lower altitudes. Similarly, the DTM-STG-MO-025 scenario also

exhibits favorable values at lower altitudes, as depicted in Figure 5.26. When comparing

these two scenarios with different roughness specifications z0 in the Monin-Obukhov

similarity theory, it is apparent that the mean velocity has no discernible impact on the

non-dimensional turbulence observed in the simulation results. Therefore, the previously

observed behavior in the turbulence intensity graphs is further supported by the spectral
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distribution of turbulence kinetic energy.

Figure 5.26.: Spectral distribution of turbulence kinetic energy shown for the DTM-STG-
MO-1 scenario on the left and DTM-STG-MO-025 scenario on the right, eval-
uated at line-3 for wind blowing into south at a height of z = 30.59 m.

However, Figure 5.27 illustrates the spectral distribution of turbulence kinetic energy

for line-5 under conditions of the south wind direction at a height of approximately

z ≈ 23 m. Figure 5.28 shows the spectral distribution of turbulence kinetic energy for

line-5 under conditions in the direction of the south wind at a height of approximately

z ≈ 30 m. The figures compare the DTM-STG-MO-1 scenario on the left with the DEM-

STG-MO-1 scenario on the right. The turbulent energy levels in the fourth scenario, DEM-

STG-MO-1, exhibit even greater consistency with the reference curves provided by Simiu

and Scanlan (1986) and Kaimal et al. (1972) than in the DTM-STG-MO-1 scenario, par-

ticularly evident in the results for line-5, as illustrated in Figure 5.27. In contrast, for

line-3, the DTM and DEM scenarios match closely in predicting the spectral distribution
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of turbulence kinetic energy. For example, at a height of approximately z ≈ 30 m along

line-3, the differences between the two scenarios are negligible, as shown in Figure 5.28.

This finding aligns with observations from the turbulence intensity graphs, indicating

that solid obstacles at the inflow to the inner part of the domain, notably the forests, con-

tribute significantly to the production of energy over distances greater than 500 meters

from the inner part of the domain. These eddies are subsequently transported to the

central part of the domain, leading to a more realistic resolution of the turbulence in the

simulation with the DEM terrain.

Figure 5.27.: Spectral distribution of turbulence kinetic energy shown for the DTM-STG-
MO-1 scenario on the left and DEM-STG-MO-1 scenario on the right, evalu-
ated at line-5 for wind blowing into south at a height of z ≈ 23 m.

It can be concluded that the DEM, which incorporates obstacles’ surfaces in the outer

region of the domain, offers slightly closer predictions of the spectral distribution of tur-

bulence kinetic energy due to the additional dynamics contributed by distant obstacles.
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Figure 5.28.: Spectral distribution of turbulence kinetic energy shown for the DTM-STG-
MO-1 scenario on the left and DEM-STG-MO-1 scenario on the right, evalu-
ated at line-3 for wind blowing into south at a height of z ≈ 30 m.

In contrast, the DTM assumes a flat surrounding area, neglecting shear effects generated

in areas such as woodlands or suburbs. Consequently, particularly at the periphery of the

inner domain with the DTM, the flow tends to underestimate the turbulence generated

by vegetation. Small vortices with high frequencies cannot be adequately predicted in the

same manner for these two scenarios. As illustrated in Figure 5.27, the DEM significantly

outperforms the DTM in capturing high-frequency turbulence.

Analysis of the four scenarios suggests that the DEM-STG-MO-1 model offers a realistic

representation of atmospheric flow conditions throughout the entire domain. However,

if the release point and the area of interest for pollutant dispersion are located within a

built-up area, the DTM yields results comparable to those of the DEM. In such scenarios,

employing the DEM may not be essential, and instead, increasing the mesh resolution
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in the outer domain could serve as a more efficient approach to minimize computational

costs. Instead, when the pollutant source is located at the edge of a built area, considering

vegetation in any way might make sense.

Comparison between DTM with and without perturbations at the inlet boundary un-

derscores the importance of synthetic turbulence generators or alternative specification

methods. The synthetic turbulence generator notably increases the presence of turbulent

eddies in the inflow, which are then conveyed from the domain boundaries to the cen-

ter, consequently elevating the overall turbulent energy throughout the entire domain

height, as observed in the turbulence intensity graphs. The influence of turbulent energy

on plume size will be discussed in the following section.

5.2.2. Monitoring-Planes - Dispersion Parameter

In this section, the attention shifts to the dispersion of pollutants and their propagation

within the domain, monitored across various monitoring planes, as shown in Figure 4.38.

Rather than delve into the dispersion data for each individual plane, the four dispersion

parameters outlined in Chapter 5.1.1 are employed to assess maximum concentration,

plume size, and plume displacement. The parameters are evaluated for five monitoring

planes located at distances x of 40, 110, 200, 300, and 400 meters from the release point.

• c̃max [m-3]: Maximum mean normalized concentration.

• A [m2]: Cross-sectional area of the plume with a mean normalized concentration

greater than c̃ > 10−5.

• y [m]: Total mean concentration-weighted displacement of the centerline of the

plume in the y direction.

• z − zdoor [m]: Total mean concentration-weighted displacement of the centerline of

the plume in the z-direction from ground level.

After evaluating the retrieved data for both wind directions, it becomes evident that

slight variations in the boundary conditions can influence the pollutant concentration,

although without a strong impact on the dispersion parameters. Figure 5.29 presents

the evaluated parameters at five distances from the release point for south-western wind

conditions.

Based on the results of the previous section, it is expected that scenarios with higher

turbulence intensity, using synthetic turbulent inlet conditions, will generally lead to

greater dispersion of pollutants, while the scenario without turbulent inlet conditions

(DTM-NF-MO-1) is expected to exhibit a smaller plume size. Furthermore, the inflow

condition, which leads to a low mean velocity (DTM-STG-MO-025) is expected to result

in a higher concentration compared to scenarios with a higher mean velocity.

As expected, the plume cross-section (A) expands less for the nonfluctuating inlet con-

dition (DTM-NF-MO-1), and the observed concentration is higher than for the other sce-

narios with the synthetic turbulence inlet condition (DTM-STG-MO-1). This trend per-
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Figure 5.29.: The maximum mean normalized concentration c̃max, the plume cross-section
A and displacement parameters y, z − zstack are shown as functions of the
distance from the release point. These parameters have been evaluated
across all monitoring planes and are compared across the four scenarios for
south-western wind conditions.

sists from close to the release point to the maximum distance of x = 400 m. The mean

maximum normalized concentration for the non-fluctuating inlet condition (DTM-NF-

MO-1) is approximately 1.73 times higher at close distances and up to 3 times higher

for far distances compared to the synthetic turbulence inlet condition (DTM-STG-MO-1).

The difference in relative values increases with greater distances, underscoring the im-

portance of appropriately selecting boundary conditions and modeling turbulent inflow

conditions.

The plume size is correspondingly up to two times smaller for the scenario without

fluctuating inlet conditions (DTM-NF-MO-1) compared to the scenario with synthetic
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turbulent inlet conditions (DTM-STG-MO-1). Furthermore, the model without fluctu-

ations at the inlet (DTM-NF-MO-1) predicts the lowest vertical displacement z − zdoor,

resulting from the lower vertical gradient of turbulence within the boundary layer. This

illustrates the expected relationship between turbulence, plume size, and concentration.

The scenarios DTM-STG-MO-1 and DTM-STG-MO-025 exhibit similar performance in

terms of turbulence intensity and plume cross-section A. However, the maximum mean

concentration is up to 30 % higher for the scenario with lower mean velocity (DTM-STG-

MO-025) compared to the scenario with higher mean velocity (DTM-STG-MO-1). This

underscores the importance of selecting the appropriate surface roughness parameter

(z0) or, more broadly, ensuring an accurate vertical profile of the mean velocity at the

inflow boundary of the domain to obtain realistic concentration estimates.

The differences between the DEM and DTM models are minor, the primary distinc-

tion being the slightly less pronounced horizontal plume displacement y for the DTM-

STG-MO-1 scenario (1.4 degrees). This variation could be attributed to the influence of

obstacles on the inflow of the wind.

Figure 5.30 illustrates the results for northern wind conditions, where similar patterns

emerge as for the south-western wind condition. The main differences between the four

scenarios are as follows:

• DTM-STG-MO-1 and DTM-NF-MO-1: As expected, higher maximum mean nor-

malized concentration is observed when no perturbations are defined at the inlet

(120-200 %). The plume cross-section is larger for the scenario with a fluctuating

inlet condition.

• DTM-STG-MO-1 and DTM-STG-MO-025: Up to 20 % higher maximum mean nor-

malized concentration are observed for the scenario with a lower velocity.

• DTM-STG-MO-1 and DEM-STG-MO-1: Up to 15 % higher maximum mean normal-

ized concentration can be observed for the flat terrain (DTM), since the turbulence

intensity is higher for the DEM, which was discussed in Section 5.2.1.

Despite the consistency of the results for the four scenarios between both wind direc-

tions, there are notable differences in the predicted magnitudes. Specifically, the max-

imum mean normalized concentration for northern wind conditions is approximately

twice as high as that for south-western wind conditions. These discrepancies can be at-

tributed to variations in inflow conditions and terrain characteristics.

In the case of south-west wind conditions, airflow encounters several buildings be-

fore reaching the release point, resulting in a higher turbulence intensity at the release

point. Additionally, the area downwind of the release point is more open compared to

the northern wind condition. In contrast, for the northern wind condition, the presence

of buildings downstream restricts the movement of the wind, leading to higher concen-

trations even when the plume cross-sectional area is similar for both wind directions.

If the roughness values and atmospheric turbulence vary in the surrounding area or
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Figure 5.30.: The maximum mean normalized concentration c̃max, the plume cross-section
A and displacement parameters y, z − zstack are shown as functions of the
distance from the release point. These parameters have been evaluated
across all monitoring planes and are compared across the four scenarios for
northern wind conditions.

cannot be clearly defined, the following procedure is recommended for pollutant disper-

sion simulations.

For scenarios where the assessment focuses on maximum concentrations for individ-

uals very close to the release point (x < 10 m), a conservative approach is warranted.

In such cases, it is recommended to select a lower surface roughness value (z0) and the

intensity of the turbulence at the inlet.

In contrast, for situations where a greater amount of pollutants is released and the goal

is to evaluate exposed or safe areas more thoroughly, higher surface roughness values

(z0) and the turbulence intensity at the inlet should be chosen. This approach ensures
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that the plume affects a wider range of regions, facilitating a more thorough assessment.

The results demonstrate a direct dependence on several factors, including turbulence

intensity, surface roughness specification, and inlet fluctuations. For high-fidelity sim-

ulations of pollutant dispersion, LES should be prioritized over RANS, particularly for

safety-critical evaluations. The ability to capture transient phenomena in dispersion sce-

narios is paramount, aiding in the careful planning of emergency response strategies at

facilities such as CERN.

Although RANS modeling can offer similar predictions, it has limitations in accurately

representing transient phenomena, such as the wake field of buildings and the interaction

of eddies with structures. However, it can still provide valuable insight into the observed

trends in maximum concentration for different wind directions.

This investigation shows that it is crucial to define the inlet boundary, including the

velocity profile and turbulence intensity, as closely to reality as possible. Although sim-

plifying boundary conditions may yield more conservative results in some aspects, it

comes at the cost of a decreased accuracy. Balancing these considerations is essential to

obtain reliable predictions in pollutant dispersion simulations.

5.2.3. Monitoring-Points - Ground Concentration

This section presents the results for the monitoring points in the four scenarios of the

sensitivity analysis. These monitoring points are 1 meter above the ground, as illustrated

in Figure 4.36, to track the concentration of pollutants close to the ground. The con-

centration values are integrated over the total release time and normalized with the total

released mass. Figure 5.31 displays the results for the four scenarios under south-western

wind conditions, while Figure 5.32 presents the results for northern wind conditions.

For the scenario without turbulent inlet conditions (DTM-NF-MO-1), higher concen-

tration values are observed for most distances from the release point due to the lower

atmospheric turbulence compared to the scenario with turbulent inlet conditions (DTM-

STG-MO-1), as discussed in Chapter 5.2.1. Analyzing the ground concentration for both

wind directions reveals significant differences, particularly farther from the release point.

Under northern wind conditions, the flow interacts with only a few buildings before

reaching the release point, resulting in lower ground turbulence and a narrower disper-

sion of pollutants, especially for the scenario without turbulent inlet conditions. This

effect intensifies further away from the release point for the DTM-NF-MO-1 scenario. In

contrast, under south-west wind conditions, the flow must pass several buildings be-

fore reaching the release point, leading to a higher turbulence intensity at ground level

and a generally wider dispersion compared to the other wind direction. This effect is

particularly pronounced in scenarios without inlet fluctuations. Although the impact

of non-fluctuating inlet conditions is less noticeable for north-east wind direction, it is

still advisable to use a turbulent inlet, especially for positions where the release point is

located at the edge of built-up areas.
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Figure 5.31.: Mean normalized ground concentration values with south-western wind
conditions are shown.

For south-western winds, as shown in Figure 5.31, all scenarios at a distance of x =

10 m from the release point are within a range of 20 percent for a single lateral position

(i.e. y = 0 m). Instead, between the different lateral positions (±y) at the same distance

x = 10 m are predicting up to 80 percent different concentration values. This behavior

can also be observed for further distances, but generally gets less strong. The highest

concentration is obtained with the DTM-NF-MO-1 scenario, followed by the DTM-STG-

MO-025 scenario, which has a lower mean flow velocity in the inflow (as shown in Figure

D.5 and Figure D.6). The scenario with the lowest concentration values is DEM-STG-

MO-1. This solution has a higher turbulence intensity, as additional obstacles in the DEM

terrain generate supplementary turbulence for both wind directions and lead to a more

dispersed plume, both vertically and horizontally, which leads to lower concentration

values close to the ground.

For south-western winds, shown in Figure 5.31, all scenarios exhibit concentration val-



5.2. Sensitivity Analysis on Boundary Conditions 163

Figure 5.32.: Mean normalized ground concentration values with northern wind condi-
tions are shown.

ues within a 20 percent range at a distance of x = 10 m from the release point for a

single lateral position (i.e. y = 0 m). However, there is considerable variation between

different lateral positions (±y) at the same distance of x = 10 m, with concentration val-

ues differing by up to 80 %. This trend persists for further distances, albeit to a lesser

extent. The highest concentration values are observed with the DTM-NF-MO-1 scenario,

followed by the DTM-STG-MO-025 scenario, which has a lower mean flow velocity at the

inflow (as illustrated in Figure D.5 and Figure D.6). In contrast, the scenario with the low-

est concentration values is DEM-STG-MO-1. This solution exhibits a higher turbulence

intensity due to additional obstacles in the DEM terrain, resulting in supplementary tur-

bulence for both wind directions and leading to a more dispersed plume, both vertically

and horizontally, resulting in lower concentration values close to the ground. The follow-

ing conclusions can be drawn from the results presented in this section:
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• DTM-STG-MO-1 vs. DTM-NF-MO-1:

Fluctuations defined at the inlet of the computational domain result in decreased

concentrations close to the ground. Therefore, it is necessary to define turbulent in-

let conditions even if the scope of the simulation is to evaluate concentration values

only close to the ground.

• DTM-STG-MO-1 vs. DTM-STG-MO-025:

Decreasing the mean velocity of the flow, or in this case selecting a smaller surface

roughness parameter z0, leads to higher concentration values close to the ground.

• DTM-STG-MO-1 vs. DEM-STG-MO-1:

The transition from flat terrain at the inflow to terrain with solid obstacles slightly

decreases the concentration values observed close to the ground because of higher

turbulent inflow to the central area of the computational domain.

In unrealistic scenarios lacking turbulent inlet conditions, such as DTM-NF-MO-1, pol-

lutant concentration values can be up to three times higher than in scenarios with turbu-

lent inlet conditions. The definition of the surface roughness parameter is critical not only

for concentration values in cross-wind planes, as shown in the previous section, but also

for ground concentration values. With the same reference wind speed at the reference

height and lower surface roughness values z0, the velocity profile, defined by formula

4.9, influences the mean velocity of the flow. This behavior can result in up to 20 per-

cent higher concentration values at specific locations, as illustrated in Figure 5.32. Lower

surface roughness values z0 further exacerbate these effects.

To achieve realistic results, careful selection of the surface roughness parameter z0

when applying the Monin-Obukhov similarity theory is crucial. This involves determin-

ing appropriate reference height and velocity values. Employing a turbulent inlet bound-

ary condition is indispensable for realistic predictions. For more conservative estimates

of ground concentration near the release point, a smaller surface roughness parameter z0

with constant input parameters (reference height zre f and reference velocity ure f ) can be

chosen. Although using a perturbation-free inlet reduces the computational efforts of the

simulations, it also decreases turbulence, especially at the domain inlet. It is important

to note that this approach underestimates the impact of turbulent kinetic energy on the

dispersion of pollutants, particularly for release scenarios in rural areas.

5.2.4. Sensitivity Analysis - Conclusions

The conclusions derived from the results of the sensitivity analysis on the monitoring

lines, monitoring planes, and monitoring points are generally consistent. Simplifying

the inlet boundary condition or omitting turbulent inlets results in decreased turbulence

within the domain. This decrease in turbulence consequently leads to a more localized

dispersion of the pollutants because pollutants are less influenced by turbulent move-

ments that would otherwise disperse them more widely. It should be noted that all
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scenarios accurately capture the generation of turbulence by geometric obstacles, which

contributes to the propagation of vortices throughout the domain.

The questions posed in the Introduction to this chapter have been thoroughly investi-

gated, leading to the following conclusions.

• Is a turbulent inlet necessary to correctly predict concentration values close to the

ground and in close proximity to the release point?

– YES - a turbulent inlet is necessary to simulate a neutral stratification of the

atmospheric boundary layer flow with realistic turbulent characteristics.

• Should the terrain be modeled in the inflow and outflow of the domain?

– NEUTRAL - Including terrain features as obstacles at the inlet and outlet can

significantly enhance the realism of the simulation results, as demonstrated in

the evaluation of the energy cascade plots for the DEM-STG-MO-1 scenario.

However, if modeling complexity needs to be reduced, a flat terrain (DTM)

may suffice, particularly when the release point is centrally located within the

domain and surrounding obstacles or buildings are accurately modeled. In

such cases, choosing an appropriate surface roughness length is crucial to en-

sure realistic simulation outcomes.

• How can conservative but still realistic results be achieved in terms of maximum

concentration values observed in the close vicinity?

– NO PERTURBATION - Not capturing turbulent motions at the inlet can lead

to conservative results in dispersion scenarios. However, it is important to

note that, depending on the specific dispersion scenario, concentration values

may be overestimated by a factor of two or more. In the scenarios examined

in this thesis, an overestimation factor of up to two is applicable.

• How sensitive are simulation results to the definition of individual boundary con-

ditions?

– HIGHLY SENSITIVE - Simulation results can exhibit high sensitivity to the

definition of individual boundary conditions, resulting in concentration pre-

dictions that can vary significantly, sometimes by a factor of three for the sce-

narios investigated in the thesis. Therefore, it is crucial to define the boundary

conditions carefully.
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6. Summary and Conclusion

The research investigates the transient flow and dispersion of hazardous materials (haz-

mat) at CERN, with a focus on predicting the dispersion of radioactive substances as a

consequence of a fire, accident, or terrorist attack. The study develops a methodology

for simulating the release of radioactive pollutants or gases using computational fluid

dynamics simulations, particularly using large-eddy simulation (LES) to model complex

interactions between released pollutants and their environment. This methodology aims

to improve safety and environmental assessments in industrial and research settings,

with CERN as the main focus.

6.1. Comprehensive Approach to Domain Setup

A comprehensive methodology was devised to develop CFD simulations of ABL flows,

which covered the entire process, from the acquisition of terrain data from CERN sites

to the manipulation and integration of detailed obstacles and buildings for obstacle-

resolved simulations. The optimal domain configuration was identified as an octagon

with a medium diagonal of 3 km and a height of 500 m. The octagonal shape was deter-

mined to facilitate the establishment of a consistent flow at the transition from velocity in-

lets to pressure outlets. The recommended topography integrates a digital terrain model

(DTM) in the center of the domain and a digital elevation model (DEM) in the outer do-

main. This configuration allows the induction of eddies in the outer domain by porous

structures such as forests, while the combination of CAD-modeled buildings with the

DTM ensures a seamless transition between the two domain segments. Accurate model-

ing of buildings with straight walls is needed for correct flow dynamics representations

close to walls.

Relaxation of the terrain at the edges is another critical aspect for the efficacy of CFD

simulations. When employing velocity inlets at the walls, a smooth transition from the

edges to the inner domain is preferable. Relaxation at the edges of the domain is benefi-

cial in ensuring that the flow defined at the boundaries does not accelerate or decelerate

up to the release point. Consequently, the relaxation height should match the height at

the release point to maintain a vertical velocity profile consistent with that defined at the

edges. A slope of 5.1 degrees or less was found to exert a negligible influence on the flow

pattern in the domain. CAD software or programming tools, such as ANSYS SpaceClaim

or Python, may be utilized for relaxation implementation.
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Modeling challenges, such as backflow, particularly in the domain corners due to fluc-

tuating inlets, need to be addressed. The risk of backflow can be mitigated by opting for

an octagonal shape instead of a quadratic shape for the domain. It is also crucial to en-

sure the absence of large hills or mountains near the domain edges, as they may induce

vortices and cause backflow issues, which will expand in size over time and might lead

to termination of the simulation. Domain boundaries aligned with the flow direction

should ideally be defined without fluctuating velocity terms, while boundaries perpen-

dicular to or at an angle greater than 15 degrees to the flow direction should employ

fluctuating inlets, preferably with a synthetic turbulence generator to enhance the accu-

racy of pollutant dispersion. Vegetation should be accurately modeled if it is proximate

to the release point, whereas for vegetation distant from the release point, a detailed

modeling approach may not be necessary because the eddies formed in those areas will

dissipate before reaching the point of interest. Larger obstacles, particularly hills, distant

from the point of interest should be considered as they may generate large vortices that

take longer to dissipate.

6.2. Meshing Strategy

The mesh employed in this investigation demonstrated comparable efficacy in terms of

turbulence kinetic energy, pollutant concentration, and turbulence energy spectrum for

LES simulations with a ground resolution of one meter. This resolution proved partic-

ularly effective in regions with buildings and proximal to the release point. Polyhedral

cells exhibited superior performance in LES simulations due to their inherent inability

to form high aspect ratios. Vortices could develop within merely four cells, allowing

coarser meshing relative to other cell types near walls. Beyond their advantageous cell

shape, polyhedral cells also provided adaptability to the geometry of buildings, with

faces aligned with building walls and fully resolving the geometry. Local refinements

could be implemented near surfaces or within specific volumes, facilitating a fine mesh

resolution in areas of interest while maintaining a minimal overall number of cells. For

instance, the release buildings and adjacent areas could be resolved with a cell size of

0.5 m, while the total cell count in the volume remained below 16 million within a vol-

ume of approximately 3.75 km3 throughout the domain. Owing to the extensive domain

size, the application of wall-resolved large-eddy simulation was impracticable, necessi-

tating explicit modeling of the ground and building walls. Consequently, a coarser mesh

resolution was selected to remain within the range of 0 < y+ < 300 for cells close to

the ground, with the maximum cell size in the domain set at 80 meters and the region

surrounding the release point modeled with cells of a maximum of three meters.

Significant challenges were encountered in the endeavor to partition the computational

domain into multiple regions to facilitate the generation of a new mesh for a specific area.

For instance, when examining various release scenarios with only the release point vary-
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ing, it would be optimal to refine one region while coarsening the previous region. How-

ever, achieving an adequate mesh for the ground while maintaining a low total count

of polyhedral cells proved to be problematic. Furthermore, the wrapping procedure in

ANSYS® Fluent Meshing, required by the input of various data types (such as .stl, .step,

etc.), precluded the creation of a conformal mesh at the boundaries. Consequently, it was

infeasible to define non-overlapping surfaces even if the CAD geometry of these faces

was entirely conformal, as the wrapping procedure misaligned these surfaces, prevent-

ing full matching. Therefore, the use of surface wrapping should be avoided whenever

possible.

6.3. Crucial Role of Boundary Conditions

In conclusion, the specification of boundary conditions is essential for the precise char-

acterization of flow dynamics and pollutant dispersion in CFD simulations. The analysis

of localized meteorological data proximal to the emission source is indispensable for es-

timating wind vectors, stratification regimes, and surface thermal effects. Adherence to

pertinent regulatory frameworks is equally imperative. The Monin-Obukhov similar-

ity theory is extensively employed to delineate the velocity profile of the atmospheric

boundary layer, particularly its logarithmic nature proximate to the surface. Meticulous

parameter selection for the velocity profile is critical for an accurate representation of

the wind patterns, while even minor deviations in surface roughness can substantially

influence ground-level pollutant concentrations. The integration of velocity inlets and

pressure outlets is effective in preserving mass conservation within simulations. Walls

are optimally defined using a no-slip condition to encapsulate their influence within the

computational domain. The boundary central differencing (BCD) method is favored over

central differencing (CD) due to its expedited convergence and mitigation of backflow

phenomena at boundary outlets. Overall, the meticulous definition of boundary condi-

tions is essential for the fidelity of simulation outcomes. Thorough consideration of me-

teorological data, regulatory compliance, and flow attributes is requisite for an authen-

tic representation of the release scenario and its implications on flow and concentration

fields.

6.4. Dispersion Modeling: Lagrangian vs. Eulerian Models

The selection of modeling methodologies for pollutant dispersion is dependent on the

characteristics of the pollutants in question. For pollutants with a larger diameter (dp >

10µm), the Lagrangian particle model is advocated, given the significant influence of

gravitational forces on particle trajectories. Within the Lagrangian particle model, indi-

vidual parcels (aggregates of particles) can be monitored with a specific range in particle

diameter. Furthermore, in scenarios where particle sedimentation and deposition are
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substantial, this model may surpass the species model in computational fluid dynamics

simulations. In such instances, a wall-resolved large-eddy simulation is advisable, albeit

at the expense of elevated computational costs. In contrast, for passive pollutants with

diameters (dp < 10µm) or gaseous pollutants, these tend to adhere to the streamlines of

the primary fluid phase. The species model conceptualizes pollutants as scalar quantities

within the flow field and employs concentration equations to elucidate their dispersion.

For the Lagrangian particle model, it has been observed that the total number of parcels

introduced is a critical factor, as the movement of the pollutants is directly influenced by

the instantaneous velocity field, which varies with each time step. As pollutants attain

different positions at each time step, they disperse in multiple directions, resulting in sub-

stantial fluctuations in mass flux at considerable distances from the source. Consequently,

if the impact in regions remote from the release point is of interest, the application of the

Lagrangian particle model is not advisable.

6.5. Simulation Methods and Models

The simulation methods and models must be selected with careful consideration of sev-

eral factors. Initially, a pristine geometric configuration should be established by inte-

grating terrain data with CAD data at a suitable resolution to achieve optimal outcomes.

Subsequently, the mesh and its sizing functions must be delineated, employing a combi-

nation of evaluation using Reynolds-Averaged Navier-Stokes equations, where feasible,

and remeshing as a prudent strategy. This facilitates the estimation of the mesh for the

subsequent large-eddy simulation run based on parameters such as turbulent kinetic en-

ergy and local velocities, aiding in the determination of the minimum cell size proximal

to the ground. Following mesh preparation, an adaptive Courant-Friedrichs-Lewy-based

time-stepping method can be selected to ensure CFL<1, with the time-step size being es-

timable and potentially increased upon further investigation. In the context of pollutant

release, defining the initiation of pollutant injection poses challenges due to atmospheric

flow fluctuations, particularly when the release duration is brief, such as in puff releases

or short-term discharges. Larger eddies reaching the release point directly influence the

initial trajectory of pollutants, thereby affecting their dispersion over extended distances.

These substantial eddies may intersect the release point only every 30 minutes or even

less frequently. Consequently, if the simulation and release duration are not extensive,

these large eddies will intersect the release point only sporadically, leading to potential

variability in the results.

6.6. Gaussian Plume Models and Large-Eddy Simulations

The results of pollutant release scenarios derived from analytical Gaussian plume mod-

els, as elucidated in Chapter 5.1.1, and large-eddy simulations can exhibit similarities
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depending on the chosen scenario. For elementary ground-level smoke releases, the dis-

persion patterns may align closely for specific wind directions. In contrast, for other

wind directions, the observed concentrations near the ground may be affected by prox-

imate structures, which the large-eddy simulation accommodates by incorporating the

topography and edifices, thereby enhancing the fidelity of the results. In scenarios in-

volving relatively flat terrain with minimal buildings in the flow path, the dispersion of

pollutants can be comparably predicted by both Gaussian plume models and large-eddy

simulations. However, for release surfaces exceeding 1 m2, Gaussian plume models tend

to overestimate concentrations near the release point due to the assumption of a point

source, whereas large-eddy simulations generally yield superior and more reliable re-

sults by integrating the actual geometry into the simulations. For Gaussian plume mod-

els with area sources these are usually modeled by multiple single point releases. These

release area must be carefully determined beforehand.

For more intricate release scenarios, such as stack emissions or dense gas releases, it

becomes particularly challenging for analytical models to replicate the results obtained

from CFD simulations. Large-eddy simulation, in contrast, can deliver significantly more

realistic outcomes, as it accurately resolves the flow around structures, accounting for the

plume downwash induced by the building’s wake. Gaussian plume models, on the other

hand, cannot capture this level of detail, and although some models endeavor to simulate

similar effects, they fall short of the precision of large-eddy simulations. Furthermore,

dense gas releases pose substantial predictive challenges for analytical models, whereas

large-eddy simulations can markedly outperform other simulation methods and simpler

models in these contexts. Consequently, the results derived from Gaussian plume models

and large-eddy simulations can diverge considerably for these types of scenarios.

However, the limitations faced by Gaussian plume models in the near-field become

advantageous in the far-field. The computational efficiency of Gaussian plume models

is significantly better, facilitating straightforward assessments over extended distances.

Large-eddy simulations, on the contrary, are particularly advantageous for regions proxi-

mate to the release point and in densely built environments where Gaussian plume mod-

els may not accurately predict the flow. Large-eddy simulations are especially valuable

for evaluating the affected area surrounding a potential release point for emergency pre-

paredness and estimating the dosimetric impact on receptors in the affected area. Thus,

the potential impacts of pollutants on the population or receptors in the affected vicinity

at the time of release can be estimated with greater certainty.

6.7. Sensitivity on Boundary Conditions

Concentration values at various positions are significantly influenced by boundary con-

ditions, which include not only the released mass but also the inlet conditions. More

turbulent flow at the inlet facilitates a wider spread of pollutants. Furthermore, elements
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such as trees within the geometry induce turbulent fluctuations in the flow, thereby en-

larging the plume and diminishing the concentration downstream of the release point.

The selection of the Monin-Obukhov roughness parameter for the ground also modulates

the logarithmic mean wind profile, subsequently impacting pollutant dispersion. The

prolonged residence time of pollutants in a specific location due to the reduced air veloc-

ity results in combination with the same release mass flow rate to higher time-integrated

concentration in a specific cell.

To achieve realistic predictions of flow and pollutant trajectories, it is advisable to em-

ploy a turbulent inlet condition. For studies aiming to ascertain the maximum concentra-

tion of receptors in the vicinity, a non-fluctuating inlet can be utilized for a conservative

outcome, while underestimating the plume size. This approach mitigates the formation

of larger eddies at the inlet surfaces, as only smaller to medium-sized eddies typically de-

velop en route to the domain center due to the influence of forests, buildings, or ground

shear forces. For a relatively straightforward methodology yielding mean pollutant tra-

jectory predictions, a combination of large-eddy simulation and a non-perturbation inlet

may be selected.

The impact of vegetation on pollutant dispersion was examined and should be mod-

eled with the utmost diligence whenever possible. The proximity of vegetation to the

release point necessitates precise modeling, as it can substantially affect pollutant dis-

persion. Given the impracticality of resolving individual trees and their leaves due to

computational demands and seasonal variations in their impact on flow, careful consid-

eration is warranted in deciding the modeling approach. When vegetation is proximal

to the release point and directly influences pollutant dispersion, it is recommended to

model it as a porous zone, incorporating leaf area density based on tree type and seasonal

variations, or as a rough solid structure if the leaf area density estimation is infeasible.

6.8. Turbulent Inlet Specification Method

It can be demonstrated that the synthetic turbulence generator integrated within ANSYS®

Fluent operates at a superior level relative to the more traditional vortex method found

in the literature. The synthetic turbulence generator not only matches or surpasses the

vortex method in terms of evaluation metrics, but also markedly reduces computational

time. Specifically, the vortex method necessitates nearly three times the computational

time to resolve an equivalent simulation setup. Consequently, it is advisable to employ

the synthetic turbulence generator for future analyses of pollutant release scenarios when

utilizing ANSYS® Fluent.
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6.9. Outlook

Following preliminary investigations conducted for the FIRIA project at CERN, the project

has advanced into its second phase, wherein the developed tools will be deployed in the

production stage across multiple scenarios. The foundational work presented in this dis-

sertation is pivotal for the efficient generation of further results through the implemen-

tation of the described methodologies. Large-eddy simulation has demonstrated consid-

erable potential for modeling pollutant dispersion in the scope of atmospheric boundary

layer flows at CERN, and the partial validation of the investigated scenarios could yield

valuable insights for future applications extending beyond the scope of CERN. How-

ever, due to travel restrictions and limitations imposed by the University in response to

the COVID-19 pandemic, complete validation during this work was not feasible. Con-

sequently, conducting validation studies would significantly improve the reliability and

applicability of the developed methods.

6.10. Scientific Summary

This dissertation presents a comprehensive approach to modeling atmospheric boundary

layer flows and pollutant / gas dispersion using computational fluid dynamics, specifi-

cally tailored for hazardous material releases at CERN research facilities. The core scien-

tific questions addressed in this research include:

1. How to optimize the simulation domain configuration for accurate ABL flow and

pollutant dispersion modeling?

2. What is the impact of detailed terrain and structural modeling on the fidelity of

CFD simulations?

3. How to effectively implement and compare various boundary conditions to en-

hance simulation accuracy?

4. What meshing strategies are most effective for large-eddy simulations in complex

environments?

5. How do different types of pollutants and release scenarios affect the selection of

modeling techniques?

Key Developments and Establishments

1. Optimal Domain Configuration:
Developed an octagonal simulation domain with a medium diagonal of 3 kilome-

ters and a height of 500 meters. This configuration ensures robust flow transitions

and minimizes backflow issues.

2. Detailed Terrain and Structural Modeling:
Integrated digital terrain models (DTM) and digital elevation models (DEM) to rep-

resent terrain characteristics.
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Employed CAD software to model buildings and vegetation, ensuring high-fidelity

replication of turbulent structures and flow interactions with obstacles.

3. Boundary Conditions and Flow Characterization:
Conducted a thorough analysis of weather data and regulatory standards to define

velocity profiles, surface roughness, and inlet / outlet conditions.

Demonstrated that the combination of velocity inlets and pressure outlets is effec-

tive for mass conservation and accurate flow representation.

4. Meshing Strategy for LES:
Implemented a meshing strategy with a ground resolution of one meter and poly-

hedral cells near surfaces of interest, achieving a balance between high resolution

and computational efficiency.

Highlighted the benefits of using polyhedral cells for their ability to form vortices

within fewer cells, facilitating coarser meshing without compromising accuracy.

5. Modeling Techniques for Pollutant Dispersion:
Recommended the Lagrangian particle model for larger pollutants (diameter >10µm)

due to its ability to account for gravitational forces.

Advocated the species model for smaller pollutants and gaseous releases, where

gravitational effects are negligible, and dispersion follows fluid streamlines.

Achievements

• Enhanced Simulation Accuracy:
By incorporating detailed terrain and structural data, the developed models pro-

vide highly accurate simulations of ABL flows and pollutant dispersion, surpassing

the capabilities of traditional Gaussian plume models (GPMs).

• Improved Computational Efficiency:
Demonstrated the effectiveness of the synthetic turbulence generator in ANSYS®

Fluent, which not only matches the evaluation metrics of traditional methods but

also significantly reduces computational time.

• Practical Applications:
The methodologies and models developed have direct applications in environmen-

tal assessments, emergency preparedness, and air quality management at CERN

and similar research facilities.

• Dense Gas Dispersion Analysis:
Investigated the dispersion of dense gases, such as argon, using CFD simulations,

highlighting the superior predictive capabilities of large-eddy simulations under

various environmental conditions.

Contributions to Safety and Environmental Assessments

• Enhanced Hazard Scenarios Analysis:
Developed a methodology to simulate the release of radioactive pollutants or gases,
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focusing on improving safety and environmental assessments in industrial and re-

search settings at CERN.

• Evaluation of Methodology and Modeling Challenges:
Addressed challenges such as managing backflow issues, selecting appropriate sim-

ulation detail levels, and accurately modeling buildings and vegetation.

• Sensitivity Analysis of Boundary Conditions:
Conducted sensitivity analyses to understand the impact of different boundary con-

ditions, wind directions, and turbulence intensities on the dispersion of pollutants.

• Realistic Inlet Boundary Conditions:
Emphasized the necessity of defining turbulent inlet conditions to obtain realistic

simulations and reliable predictions for hazmat dispersion scenarios.

In conclusion, this dissertation significantly advances the field of hazmat dispersion

modeling by providing robust, accurate, and computationally efficient methods to simu-

late complex environmental scenarios. These contributions not only improve the under-

standing of pollutant behavior in realistic settings but also offer practical tools for mit-

igating the impact of hazardous releases, thereby improving safety and environmental

assessments at CERN and similar facilities.
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A. Python Relaxation Procedure

Listing A.1: Insert code directly in your document
1 # S c r i p t t o c o n v e r t a s c i i g r i d e l e v a t i o n d a t a t o s t l f i l e ,
2 # c o a r s e d t h e g r i d and r e l a x e l e v a t i o n t o a f i x e d h e i g h t on b o u n d a r i e s
3
4 # R e l a x a t i o n b a s e d on :
5 # Ba logh and K r i s t o f
6 # F ine s c a l e s i m u l a t i o n o f t u r b u l e n t f l o w s in urban canopy l a y e r s
7 # Q u a r t e r l y J o u r n a l o f t h e Hungarian M e t e o r o l o g i c a l S e r v i c e
8 # Vol 1 1 4 . No . 1 −2. J anuary 2010 pp . 135 −148
9

10 # C r e a t e d f o r CERN Meyrin s i t e
11 # Author : Uwe K a e u f l i n , 17−04−2020
12
13 import m a t p l o t l i b . pyplot as p l t
14 import numpy as np
15 from sc ipy import i n t e r p o l a t e
16 from l i n e c a c h e import g e t l i n e
17 # i f s t l g e n e r a t i o n i s n e ed ed
18 # from s t l _ t o o l s imp or t numpy2st l
19 from sc ipy . ndimage import g a u s s i a n _ f i l t e r
20
21 # ########################## User m o d i f i a b l e p a r t ##############################
22 # F i l e name o f ASCII d i g i t a l e l e v a t i o n model
23 # t h i s i s a 5 x 5 t i l e
24 source_00 = " MN_Surface_2017_GRID . asc "
25 x _ t i l e = 1
26 y _ t i l e = 1
27 # F i l e name o f r e s u l t i n g a s c i i f i l e , i f n e ed ed
28 d o _ w r i t e _ a s c i i = True
29 r e s u l t _ a s c i i = " 3km−meyrin−relaxed −500m. asc "
30
31 # R e l a x a t i o n l e n g t h : d i s t a n c e from boundary where r e l a x a t i o n s t a r t s , in m
32 r e l a x a t i o n _ l e n g t h = 500
33 # C o a r s e n i n g f a c t o r , i f n e ed ed
34 do_coarsen = Fa lse
35 coarsen = 10
36 # ##################### End o f u s e r m o d i f i a b l e p a r t ############################
37
38 # P a r s e t h e h e a d e r us ing a l o o p and t h e b u i l t − in l i n e c a c h e module
39 hdr = [ g e t l i n e ( source_00 , i ) for i in range ( 1 , 6 ) ]
40 values = [ f l o a t ( h . s p l i t ( " " ) [ − 1 ] . s t r i p ( ) ) for h in hdr ]
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41 cols , rows , lx , ly , c e l l = values
42
43 print ( values )
44
45 print ( " Loading a s c i i f i l e s to arrays " )
46
47 # Load t h e i n t o a numpy a r r a y
48 array = np . l o a d t x t ( source_00 , skiprows =5)
49 #array_NW = np . l o a d t x t ( source_00 , s k i p r o w s =5)
50 #array_SW = np . l o a d t x t ( source_01 , s k i p r o w s =5)
51 # array_NE = np . l o a d t x t ( source_02 , s k i p r o w s =5)
52 # array_SE = np . l o a d t x t ( source_03 , s k i p r o w s =5)
53
54 print ( " Merging arrays " )
55
56 # Merge a r r a y s
57 # merged_array = np . c o n c a t e n a t e ( [ np . c o n c a t e n a t e ( [ array_NW , array_SW ] , a x i s =0) ,
58 # np . c o n c a t e n a t e ( [ array_NE , array_SE ] , a x i s = 0 ) ] , a x i s =1)
59 merged_array = array
60
61 # Put some s e n s i b l e d a t a t o t h e m i s s i n g one ,
62 # t h i s must be c h e c k e d with t h e v i s u a l i z a t i o n f i r s t !
63 merged_array [ merged_array == 0] = 460
64
65 # Array d i m e n s i o n s and v e c t o r s
66 x_length = x _ t i l e * c e l l * c o l s
67 y_length = y _ t i l e * c e l l * rows
68 x = np . arange ( 0 , x_length , c e l l )
69 y = np . arange ( 0 , y_length , c e l l )
70
71 i f do_coarsen :
72 print ( " Coarsening array " )
73 # L i n e a r i n t e r p o l a t e t o a l e s s d e n s e and s m a l l e r a r r a y t o d e a l wi th
74 I2 = i n t e r p o l a t e . interp2d ( x , y , merged_array , kind= ’ l i n e a r ’ )
75 x_coarse = np . arange ( 0 , x_length , coarsen * c e l l )
76 y_coarse = np . arange ( 0 , y_length , coarsen * c e l l )
77 merged_array_coarse = I2 ( x_coarse , y_coarse )
78 merged_array = merged_array_coarse
79 x = x_coarse
80 y = y_coarse
81 e lse :
82 print ( "No coarsening " )
83
84 i f do_coarsen :
85 c e l l = c e l l * coarsen
86 print ( " C e l l s i z e changed to %s " % c e l l )
87 e lse :
88 print ( " C e l l s i z e remained o r i g i n a l %s " % c e l l )
89
90 # C o n s t a n t s
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91 # Domain r e l a x a t i o n e x t e n t s
92 x_min = r e l a x a t i o n _ l e n g t h
93 x_max = x_length + c e l l − r e l a x a t i o n _ l e n g t h
94 y_min = r e l a x a t i o n _ l e n g t h
95 y_max = y_length − r e l a x a t i o n _ l e n g t h
96
97 # Choos ing t h e l o w e s t v a l u e on t h e edge o f t h e domain
98 edge_value1 = min ( merged_array [ 0 , : ] . min ( ) , merged_array [ − 1 , : ] . min ( ) ,
99 merged_array [ : , 0 ] . min ( ) , merged_array [ : , − 1 ] . min ( ) )

100 print ( edge_value1 )
101 edge_value2 = max ( merged_array [ 0 , : ] . min ( ) , merged_array [ − 1 , : ] . min ( ) ,
102 merged_array [ : , 0 ] . min ( ) , merged_array [ : , − 1 ] . min ( ) )
103 print ( edge_value2 )
104 edge_value = ( edge_value1+edge_value2 )/2
105 print ( edge_value )
106 edge_value = 460
107
108 # Grid a r r a y s
109 xx , yy = np . meshgrid ( x , y )
110
111 print ( " Creat ing d i s t a n c e array " )
112
113 # D i s t a n c e a r r a y
114 Rarray = np . zeros ( np . shape ( xx ) )
115 Rarray [ np . log ica l_and ( ( xx < x_min ) , ( yy > y_max ) ) ] =
116 np . s q r t ( ( xx [ np . log ica l_and ( ( xx < x_min ) , ( yy > y_max ) ) ] − x_min ) * * 2 +
117 ( yy [ np . log ica l_and ( ( xx < x_min ) , ( yy > y_max ) ) ] − y_max ) * * 2 )
118 Rarray [ np . log ica l_and ( ( xx < x_min ) , ( yy < y_min ) ) ] =
119 np . s q r t ( ( xx [ np . log ica l_and ( ( xx < x_min ) , ( yy < y_min ) ) ] − x_min ) * * 2 +
120 ( yy [ np . log ica l_and ( ( xx < x_min ) , ( yy < y_min ) ) ] − y_min ) * * 2 )
121 Rarray [ np . log ica l_and ( ( xx > x_max ) , ( yy > y_max ) ) ] =
122 np . s q r t ( ( xx [ np . log ica l_and ( ( xx > x_max ) , ( yy > y_max ) ) ] − x_max ) * * 2 +
123 ( yy [ np . log ica l_and ( ( xx > x_max ) , ( yy > y_max ) ) ] − y_max ) * * 2 )
124 Rarray [ np . log ica l_and ( ( xx > x_max ) , ( yy < y_min ) ) ] =
125 np . s q r t ( ( xx [ np . log ica l_and ( ( xx > x_max ) , ( yy < y_min ) ) ] − x_max ) * * 2 +
126 ( yy [ np . log ica l_and ( ( xx > x_max ) , ( yy < y_min ) ) ] − y_min ) * * 2 )
127
128 Rarray [ np . log ica l_and ( np . log ica l_and ( ( xx >= x_min ) , ( xx <= x_max ) ) , ( yy > y_max ) ) ]
129 = np . abso lute ( yy [ np . log ica l_and ( np . log ica l_and ( ( xx >= x_min ) ,
130 ( xx <= x_max ) ) , ( yy > y_max ) ) ] − y_max )
131 Rarray [ np . log ica l_and ( np . log ica l_and ( ( xx >= x_min ) , ( xx <= x_max ) ) , ( yy < y_min ) ) ]
132 = np . abso lute ( yy [ np . log ica l_and ( np . log ica l_and ( ( xx >= x_min ) ,
133 ( xx <= x_max ) ) , ( yy < y_min ) ) ] − y_min )
134 Rarray [ np . log ica l_and ( np . log ica l_and ( ( yy >= y_min ) , ( yy <= y_max ) ) , ( xx > x_max ) ) ]
135 = np . abso lute ( xx [ np . log ica l_and ( np . log ica l_and ( ( yy >= y_min ) ,
136 ( yy <= y_max ) ) , ( xx > x_max ) ) ] − x_max )
137 Rarray [ np . log ica l_and ( np . log ica l_and ( ( yy >= y_min ) , ( yy <= y_max ) ) , ( xx < x_min ) ) ]
138 = np . abso lute ( xx [ np . log ica l_and ( np . log ica l_and ( ( yy >= y_min ) ,
139 ( yy <= y_max ) ) , ( xx < x_min ) ) ] − x_min )
140
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141 Rarray [ Rarray > r e l a x a t i o n _ l e n g t h ] = r e l a x a t i o n _ l e n g t h
142
143 # Normal iz e d i s t a n c e tp p i
144 Rarray = np . pi * Rarray / r e l a x a t i o n _ l e n g t h
145
146 print ( " Relaxing array " )
147
148 # Sigma r e l a x i n g a r r a y
149 sigma_array = (1 + np . cos ( Rarray ) ) / 2
150
151 # R e l a x i n g t h e o r i g i n a l a r r a y
152 re laxed_array = ( ( merged_array − edge_value ) * sigma_array ) + edge_value
153
154 print ( np . shape ( re laxed_array ) )
155
156 # Do some p l o t t i n g t o make s u r e i t l o o k s ok
157 # O r i g i n a l merged t i l e s
158 CP = p l t . contourf ( x , −y , merged_array , l e v e l s = [ 3 8 0 , 4 0 0 , 4 2 0 , 4 4 0 , 4 6 0 , 4 8 0 , 5 0 0 , 5 2 0 ] )
159 nm, l b l = CP . legend_elements ( )
160 p l t . legend (nm, l b l , t i t l e = ’ E levat ion ’ , f o n t s i z e = 8)
161 p l t . show ( )
162 # D i s t a n c e from t h e domain o f i n t e r e s t
163 CP = p l t . contourf ( x , −y , Rarray )
164 nm, l b l = CP . legend_elements ( )
165 p l t . legend (nm, l b l , t i t l e = ’ Distance ’ , f o n t s i z e = 8)
166 p l t . show ( )
167 # R e l a x a t i o n s m o o t h e r b a s e d on d i s t a n c e
168 CP = p l t . contourf ( x , −y , sigma_array )
169 nm, l b l = CP . legend_elements ( )
170 p l t . legend (nm, l b l , t i t l e = ’ Sigma ’ , f o n t s i z e = 8)
171 p l t . show ( )
172
173 # R e l a x e d e l e v a t i o n
174 CP = p l t . contourf ( x , −y , re laxed_array , l e v e l s = [ 3 8 0 , 4 0 0 , 4 2 0 , 4 4 0 , 4 6 0 , 4 8 0 , 5 0 0 , 5 2 0 ] )
175 nm, l b l = CP . legend_elements ( )
176 p l t . legend (nm, l b l , t i t l e = ’ E levat ion ’ , f o n t s i z e = 8)
177 p l t . show ( )
178
179 # w r i t e new a s c i i f i l e b a s e d on :
180 # h t t p : / / g e o s p a t i a l p y t h o n . com / 2 0 1 3 / 1 2 / python −and− e l e v a t i o n −data − a s c i i − g r i d . html
181
182 i f d o _ w r i t e _ a s c i i :
183 print ( " Writing a s c i i f i l e " )
184 header = " ncols %s\n" % re laxed_array . shape [ 1 ]
185 header += " nrows %s\n" % re laxed_array . shape [ 0 ]
186 header += " x l l c o r n e r %s\n" % l x
187 header += " y l l c o r n e r %s\n" % ly
188 header += " c e l l s i z e %s\n" % c e l l
189 np . s a v e t x t ( r e s u l t _ a s c i i , g a u s s i a n _ f i l t e r ( re laxed_array , 1 ) , header=header ,
190 fmt=" %4.2 f " )



181

191 e lse :
192 print ( "No a s c i i f i l e wr i t ten . " )
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B. ANSYS Fluent Meshing Functionalities

In the initial stages of mesh generation, after the surfaces and CAD models have been

imported, the critical task is wrapping the surfaces to create a unified and connected

surface for meshing. Scoped sizing controls come into play both in this wrapping process

and subsequently in mesh definition. Importantly, the terrain’s resolution in the volume

meshing phase is determined by the minimum sizes assigned. Therefore, it is essential

that the wrapping procedure aligns with these volume mesh sizes.

The terrain, represented in .stl-data, and the buildings/walls available in the ANSYS®

SpaceClaim CAD format need to be amalgamated into a single domain. This involves

identifying intersections and extracting fluid regions from existing surfaces. The wrap-

ping procedure in ANSYS® Fluent Meshing is a relatively straightforward process, which

is why there it is not detailed here.

In ANSYS® Fluent, mesh sizes are governed by scoped sizing controls, which can be

applied to surfaces or specific volumes known as Body-of-Influence (BOI). To utilize these

controls effectively, one must create named selections for surfaces in ANSYS SpaceClaim,

where size functions will be configured during the meshing process. ANSYS Fluent

Meshing provides a variety of scoped sizing control options for managing mesh sizes

on surfaces.

• Curvature: This control permits you to set the minimum and maximum sizes for

the normal angle for circular edges or faces. Smaller values for these parameters

result in improved resolution of curved faces and edges.

• Hard: With this control, you can maintain a uniform specified size, and the growth

rate influences cell growth on adjacent faces. The hard sizing takes the highest

priority among all size functions.

• Soft: This control defines the maximum size of the selected face and the growth

rate influences cell growth in adjacent zones. Soft sizing has a lower priority when

other size functions with higher priority are adjacent to the selected face.

• Body-of-Influence: This control enables you to specify a maximum cell size for a

certain region within the domain, while the minimum mesh size is determined by

other size controls.

In summary, there is a specific function for addressing circular faces to ensure their

accurate resolution. Additionally, there are two face size functions that allow you to de-

fine the cell surface size. Finally, there is a function to control the size within a particular

region or volume.
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C. GPM at CERN - Differences from the
Swiss Guideline ENSI G-14

The Swiss Guideline ENSI-G14 (2009) served as the most important source of models

and their parameters used in the methodology described in this report. Yet, some models

were updated following the state of the art of science and technology, and the particular-

ities of CERN facilities. This section lists such alterations as they appear in the previous

text.

C.1. Assumptions

The Guideline, ENSI-G14 (2009), is primarily intended for prospective assessments to

fix discharge limits valid during the whole lifetime of a facility, which may extend to 50

years. Assumptions concerning the land-use and habit data are therefore very conserva-

tive.

Places at distances from the source shorter than 200 m in normal operation and shorter

than 500 m in failures occurring with a frequency lower than 10-6 y-1 shall not be con-

sidered according to the Guideline, ENSI-G14 (2009). Members of the population often

reside at shorter distances around CERN’s site, which do not have fenced exclusion ar-

eas. The Gaussian dispersion model with extrapolated dispersion coefficients is not used

for source-receptor distances shorter than 200 m except point-kernel integrals for evalu-

ation of submersion doses. In situations, when the receptor is closer than 200 m to the

discharge point, alternative methods are applied.

C.2. Gaussian Atmospheric Dispersion Model

1. In topological corrections, only the altitudes of the source and the receptor are con-

sidered. If the source is topologically higher than the receptor, the altitude dif-

ference source-receptor (positive) is added to the stack height. If the receptor is

topologically higher, both receptor and source are put on the same altitude. It is

assumed that air moving towards a hill will be pushed up, deflected or even split

in two separate streams. The modelled concentration would not be lower around

the hill but certainly higher than the real concentration on the top of the hill, US

Environmental Protection Agency (2018). Detailed modelling of all buildings and
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obstacles on and around sites, like in this reference Rakai (2015), is time consum-

ing, hardly feasible for fluctuating wind directions during short-term discharges,

and technically impossible for long-term discharges.

2. The stable atmospheric turbulence conditions occur very frequently. In some facili-

ties, the vertical momentum flux of the discharged air can lead to a high plume-rise.

The limitation of the plume to the boundary layer of the atmosphere by the inver-

sion effect may be frequent. Hence, the stability-class dependent boundary layer

height, Mavall (2003), is introduced into the model. Mathematically it is treated as

a series of multiple plume reflections from the ground and from the top of the layer,

Smith and Simmonds (2009). The height of the plume centerline cannot be higher

than the height of the mixing layer. The boundary layer effect is not considered in

the Guideline, ENSI-G14 (2009).

3. The wind-speed height profile, such as defined by default in reference ENSI-G14

(2009), is applied to the plume centerline rather than to the discharge height (stack

height). This seems to be more logical and it is the case in similar models in the

literature.

4. The ultrasonic anemometers offer reliable wind speed data down to wind speeds

around 0.02 ms-1. When using cup anemometers, situations with wind speeds

smaller 1 ms-1 are classified as calms and wind directions for winds of this cate-

gory are distributed in the same way as the wind directions of the first reliable

wind speed bin, IAEA (1980). The plume may be meandering during situations

with low wind speeds, or the measured wind speed may be a statistical fluctua-

tion of true calm conditions. The availability of ultrasonic anemometers at present

enables us to refrain from this method adopted by the Swiss Guideline ENSI-G14

(2009) through reference, IAEA (1980).

5. The segmentation of meteorological data is not prescribed in the guideline except

for the number of wind sectors (72). The same number of wind sectors is used in

the present model. There are 47 wind speed sectors spaced by 0.3 ms-1 with central

bin values evaluated as reciprocal of the average of (u-1).

6. The long-term dispersion factor is not formulated through a sum of 3D matrix el-

ements, but using a vector of situations that occurred during the data collection

period associated with their probabilities. This method is mathematically equiva-

lent but more computationally efficient.

7. Correction factors for short-term discharges lasting more than 8 hours used in ENSI-

G14 (2009) were abandoned because they are not traceable. The CERN model is

more conservative in this respect.
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C.3. Deposition Factors

The dry and the wet deposition during short-term discharges is treated exactly the same

way as in the Guideline ENSI-G14 (2009), the model parameters included. Long-term wet

deposition factors, which require integration of the dispersion factor over the height, are

not calculated by summing elements of a 4D matrix with mostly 0 elements, but through

summing short-lived wet deposition factors represented by quadruplets of relevant data

as they occurred during the whole weather statistics collection period. This way is more

efficient computationally, but more importantly, it avoids binning of precipitation rates,

which can occur in a large value interval, (e.g. 0.1 mm h-1 to 50 mm h-1). This method is

mathematically equivalent.
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D. Sensitivity Analysis on Boundary
Conditions

Here plots, which could not be presented in Chapter 5.2 are presented. They are divided

into similar sections as in the original chapter. First the mean velocity profiles for the

different scenarios are shown.
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D.1. Mean Velocity Profiles

D.1.1. DTM-NF-MO-1

Figure D.1.: Mean velocity profile for the DTM-NF-MO-1 scenario for wind blowing from
south-west to north-east (NE).

Figure D.2.: Mean velocity profile for the DTM-NF-MO-1 scenario for wind blowing from
north to south (S).
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D.1.2. DTM-STG-MO-1

Figure D.3.: Mean velocity profile for the DTM-STG-MO-1 scenario for wind blowing
from south-west to north-east (NE).

Figure D.4.: Mean velocity profile for the DTM-STG-MO-1 scenario for wind blowing
from north to south (S).
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D.1.3. DTM-STG-MO-025

Figure D.5.: Mean velocity profile for the DTM-STG-MO-025 scenario for wind blowing
from south-west to north-east (NE).

Figure D.6.: Mean velocity profile for the DTM-STG-MO-025 scenario for wind blowing
from north to south (S).
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D.1.4. DEM-STG-MO-1

Figure D.7.: Mean velocity profile for the DEM-STG-MO-1 scenario for wind blowing
from south-west to north-east (NE).

Figure D.8.: Mean velocity profile for the DEM-STG-MO-1 scenario for wind blowing
from north to south (S).
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