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Abstract

Von Hochtemperatur-supraleitenden Kupraten bis zu neuartigen Materialen wie das
verdrehte Zweilagen-Graphen gibt es eine große Notwendigkeit, zweidimensionale, wech-
selwirkende Systeme akkurat zu modellieren. Der Grundstein zum Verständnis wech-
selwirkender Elektronen auf einem periodischen Gitter ist das Hubbard-Modell, welches
trotz seiner simplen Idee für viele, wichtige Fälle weiterhin ungelöst ist. Die drei
Projekte, die in dieser Arbeit präsentiert werden, haben das Ziel, numerische Simula-
tionsmöglichkeiten zu erweitern und zum Verständnis von ansonsten unzugänglichen
Parameterbereichen beizutragen. In den ersten zwei Projekten wurde ein Variation-
sansatz entwickelt, um erweiterte Hubbard-Modelle mit sowohl nichtlokaler, abstoßen-
der sowie der Austausch-Wechselwirkung durch Systeme mit effektiver, ausschließlich
lokaler Interaktion zu beschreiben. Als Letztes wird die Implementierung einer Dual-
Fermion Störungstheorie vorgestellt, welche die Zielsetzung hat, das berühmte Vorze-
ichenproblem in Quanten-Monte-Carlo Methoden zu umgehen. Alle Ansätze werden
hier für das periodische Quadratgitter angewendet, aber lassen sich mit weiteren En-
twicklungen zukünftig auch auf wesentlich komplexere Probleme übertragen.





Abstract

From the high-temperature superconducting cuprates to novel materials such as twisted
bilayer graphene, adequate modelling of two-dimensional, interacting systems is of
tremendous interest. At the center of interacting electrons on a lattice stands the
Hubbard model which, despite its simplicity, remains unsolved for many important
cases. The three works and ideas presented in this thesis share the goal of improving
computational possibilities and broaden the understanding of otherwise inaccessible
parameter regimes. To that end, within the first two projects, a variational scheme
has been developed which describes extended Hubbard models with both nonlocal
repulsive and exchange interactions through an effective, purely local Hubbard sys-
tem. Lastly, an implementation of a strong-coupling perturbation theory is presented,
which has the aim of circumventing the famous, fermionic Monte Carlo sign prob-
lem. While we treat the important square lattice in all cases, the hope is that with
further developments, these novel approaches may be applied to much more complex
problems.
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1 INTRODUCTION

1. Introduction

Introduced already in the 1960s by Hubbard, Gutzwiller and Kanamori, [1, 2, 3, 4, 5],
the Hubbard model is the simplest model of interacting electrons on a lattice. In its
simplest form, the main idea consists of electrons hopping between neighbouring, lo-
calized orbitals with an amplitude t and interacting with a coupling strength U only
if they happen to be at the same atom. In the case of the bare Coulomb interaction,
which scales with the distance as ∼ 1/r, this constitutes the biggest cutoff imagin-
able. Despite the simplicity of the model, it exhibits surprisingly diverse (and still
debated) phase diagrams on many geometries, and has since become the foundation
of understanding strongly correlated materials.

The original papers discuss the model in the context of itinerant ferromagnetism in
narrow bands and other correlation phenomena in materials where d- and f -orbitals
determine the electronic properties. A hugely important finding is the metal-insulator
transition [3, 6], which describes how a sufficiently strong local interaction can open
an energy gap and turn the material into a so-called Mott-insulator.

While the model can be solved in one dimension [7] through a Bethe-Ansatz, the
cases d = 2, 3 which resemble problems in real materials are much more interesting.
At strong coupling U ≫ t, the Hamiltonian can be mapped to an antiferromagnetic
Heisenberg [8] problem with an effective, kinetic exchange coupling of J ∼ 4t2/U .
This competes with other mechanisms which may be very close in energy: The ground
state (T = 0) of a half-filled (i.e. one electron per orbital/site) square lattice is an
antiferromagnetic insulator for all U > 0, but, in the limit U → ∞, removing a single
electron leads to ferromagnetism [9, 10]. Other, interesting phenomena in the doped
square lattice include the formation of domain walls [11], nematic fluctuations [12] and
fluctuating stripes [13] in the 3-band case. Over a wide range of fillings, the Hubbard
model exhibits the behaviour of a strange metal, whose resistivity scales linearly with
the temperature T [14]. The almost empty case in two dimensions is known to be a
weakly-coupled Fermi-liquid [15].

An important aspect to discuss is the connection between the square lattice Hubbard
model and high-temperature superconducting cuprates such as La2CuO4: While they
are still not fully understood after many decades, their state under normal conditions
is effectively a two-dimensional, antiferromagnetic insulator [16, 17]. More precisely,
experiments with angular resolved photoemission spectroscopy (ARPES) [18] and cal-
culations [19] show that, near the Fermi surface, copper d-type and oxygen p-type
bands are at the center of the electronic properties. Considering the crystal structure,
this forms an effective 3-band model on a square lattice such as in [20], although argu-
ments have been made that this can be further condensed into a one-band model [21].
The antiferromagnetic correlations are known to be related to the d-wave symmetry
[22] of the superconductivity.

Throughout this work, extensive use is made of a powerful method known as Deter-
minantal Quantum Monte Carlo (DQMC) [23]. While quantum Monte Carlo methods
provide an unbiased way of studying the Hubbard model, they are heavily restricted
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in a broad parameter regime by the famous fermionic sign problem which is related to
quantum critical points [24] and is known to be NP-hard [25]. Special cases like the
square lattice at half filling with only nearest neighbour hopping (i.e. t′ = 0), which
are particle-hole symmetric, are free of the sign problem. However, even though other
cases are apparently very close in parameter space, depending on the temperature and
the interaction strength, even the smallest deviations from an unproblematic case may
render a simulation impossible. In fact, it is the sign problem that, despite a massive
increase in computational power over the last decades, prevents us from studying the
parameter regime where superconductivity is expected. Thus, in order to obtain any
information beyond Hartree-Fock mean-field theory, sophisticated methods and ideas
are necessary.

One way to make the model more realistic (and even more difficult) is to choose
a less radical cutoff for the Coulomb interaction, i.e. include nonlocal interaction
terms, leading to so-called extended Hubbard models. In two-dimensional materials
such as graphene, the respective interaction strengths become quite large [26] as the
screening is generally greatly reduced compared to a bulk material. Nonlocal repulsive
interactions favor a charge-density wave (CDW) [27, 28, 29] which, at half filling on
a bipartite lattice, competes with the antiferromagnetic spin-density wave (SDW)
ground state. A recent DQMC study has set the phase boundaries more precisely at
half filling [30].

Another possibilty is to include the nonlocal exchange interaction which favors a
ferromagnetic ordering in its simplest form. Usually, it is ignored due to its weakness
(for 3d-electrons in a bulk: J ≈ 1/40eV compared to the local interaction U ≈ 10eV.
[1]) but, considering the reduced screening in two dimensions and the fact that many
magnetic orderings may be very close to each other energetically (e.g. the Nagaoka
case [9]), even a little nudge towards ferromagnetism may have a large effect on the
otherwise antiferromagnetic ground state. Especially in the large-U limit, J would
compete against a rather small 4t2/U -coupling.

Of course, both extensions make the sign problem even worse if a direct lattice QMC
simulation is attempted, which is the motivation for a set of new approaches presented
in this work.

This thesis is structured as follows: We briefly go through the relevant basics of
statistical quantum and many-particle physics for electrons on a lattice, and intro-
duce the Hubbard Hamiltonian together with its extensions. Afterwards, the Peierls-
Feynman-Bogoliubov variational principle is introduced [31] which allows us to map
an arbitrarily complicated Hamiltonian onto a simpler, effective system. It is the basis
of the first two works presented. The derivations which are used in the papers to incor-
porate nonlocal interactions into purely local Hubbard models are discussed in more
detail, and a possible generalization is proposed. We then go over to the numerical
and computational aspects, starting with a detailed introduction of the heavily used
Determinantal Quantum Monte Carlo [23, 32] algorithm. The dual-fermion perturba-
tion theory [33, 34] which is at the center of the last chapter follows. The Dynamical
Mean-Field Theory (DMFT) and the Dynamical Cluster Approximation (DCA) [35]
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1 INTRODUCTION

are also explained, together with a continuous-time Monte Carlo solver.
The presentation of the three projects which constitute the research of this thesis is

done in a semi-cumulative fashion: Two works are attached as papers, while the third
documents implementations done by me and Alexander Lichtenstein in a pedagogical
way.
The first work, which has been published in Physical Review B [36], extends the Hub-

bard model by a nonlocal exchange interaction, modeled by a ferromagnetic Heisenberg
term. Through the variational principle mentioned before, self-consistency equations
are derived which map the problem onto an auxiliary model with a broken spin-
symmetry and an effective, purely local interaction. Pros and Cons of this method
are discussed, and it is shown how it correctly predicts continuous transitions of anti-
ferromagnetic to ferromagnetic correlations where Hartree-Fock mean-field theory [37]
displays first-order phase transitions.
The second paper (available on arXiv: [38]) treats the extended Hubbard model on

a doped square lattice, where a next-neighbour repulsive term with the strength V
is included. As mentioned above, the Monte Carlo methods one could apply to the
doped problem break down quickly due to the sign problem. In order to gain some
insight on how the V -term affects the system, we thus make use of the variational
principle, and derive a self-consistency equation for an effective local interaction Ũ .
Such a mapping was already used to discuss how the local interaction is screened [39]
and how the order of the metal-insulator transition is affected [40]. However, here, we
extend it to a broad range of parameters and fillings. Surprisingly, our data which is
obtained both from direct lattice DQMC and within the DCA hints that the screening
is more effective when hole-doping the system away from half filling. Furthermore, we
implemented the measurement of static four-particle correlators into a DQMC code,
and use it to study how doubly-occupied and empty sites are spatially distributed.
Contrary to an intuitive picture where two holes are expected to move together in an
antiferromagnetic background, we found that it is doubly-occupied and empty sites
that are bound to each other.
In the last chapter, implementations done by me and Alexander Lichtenstein are

presented. Specifically, we implemented a first version of the strong-coupling dual
fermion perturbation theory discussed in Ch.(4) as a module which makes use of the
QUEST-toolbox [41]. The relevant code snippets, basic usage and optimizations are
explained together with open tasks for the future. A few first results for the Green’s
functions on a square lattice are presented.
In summary, we present three novel approaches towards the understanding of strongly

correlated materials. In the future, with the emergence of new and better solvers, and
the further improvement of computational resources, we hope that the ideas discussed
in this work lead to further advances.

5



2. Theoretical Basics

Given a system which is governed by the Hamiltonian operator Ĥ and a set of states
{|Ψ⟩} on a Hilbert space, the Schrödinger-equation [42] stands at the center of quantum
mechanical descriptions:

iℏ
∂

∂t
|Ψ⟩ = Ĥ|Ψ⟩

Assuming that Ĥ is t-independent, the time-dependence can be separated, and one
obtains a stationary eigenvalue problem:

Ĥ|Ψ⟩ = E|Ψ⟩

While solving this equation for one particle with different setups is a standard problem
treated in all basic books, the many-particle problem poses a significant challenge.
Assuming that the particles interact with each other (e.g. the standard Coulomb
interaction between electrons/protons), for a macroscopic system, one arrives at a
hugely complex problem with ∼ 1023 coupled differential equations. For this reason,
many methods and reasonable approximations have been developed. As such, in this
chapter, we will briefly go through the necessary basics of many-particle physics and
statistics.

2.1. Second Quantization

Given its relevance, and to make some notations clear, we quickly review some basics
of the so-called second quantization [43]. The mathematical formalism was introduced
by Fock [44] in order to treat many-particle systems in a more convenient fashion.
Contrary to a classical system, identical quantum particles cannot be distinguished,
which leads to only very specific possible many-body states.

Let us assume a set of single-particle states {|ϕαi⟩} (which stem from the solution

of the Schrödinger equation), and let | . . . ϕ(i)αi . . .⟩ denote an N -particle state where
the i’th particle is in the single-particle state |ϕαi⟩. Since the particles cannot be
distinguished, applying the transposition operator P̂ij may only change the many-
particle state by a phase factor λ:

P̂ij | . . . ϕ(i)αi
. . . ϕ(j)αj

. . .⟩ = | . . . ϕ(j)αi
. . . ϕ(i)αj

. . .⟩ !
= λ| . . . ϕ(i)αi

. . . ϕ(j)αj
. . .⟩ (2.1.1)

Since P̂ 2
ij = 1, the phase factor follows as λ = ±1. This leads to two separate subsets

of the full Hilbert space, H(+)
N and H(−)

N , which contain the possible states of the
many-body system.

The N -particle states |ψ(ε)
N ⟩ (with (ε = ±)) can be constructed from a simple prod-

uct of one-particle states by applying the symmetrization and antisymmetrization
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2 THEORETICAL BASICS

operators Ŝε on them:

|ψ(ε)
N ⟩ = 1

N !
Ŝε

(
|ϕ(1)α1

⟩|ϕ(2)α2
⟩ . . . |ϕ(N)

αN
⟩
)

(2.1.2)

Ŝε =
∑

P
εpP (2.1.3)

P performs p applications of the transposition operator P̂ij ; The sum in Eq.(2.1.3)
runs over all possible permutations. 1/N ! is a normalization factor. For the case of
ε = −, Eq.(2.1.2) can be conveniently rewritten as a so-called Slater determinant :

|ψ(−)
N ⟩ = 1√

N !
det




|ϕ(1)α1 ⟩ |ϕ(1)α2 ⟩ · · · |ϕ(1)αN ⟩
|ϕ(2)α1 ⟩ |ϕ(2)α2 ⟩ · · · |ϕ(2)αN ⟩

...
...

. . .
...

|ϕ(N)
α1 ⟩ |ϕ(N)

α2 ⟩ · · · |ϕ(N)
αN ⟩




(2.1.4)

On the other hand, in the ε = + case, |ψ(ε)
N ⟩ can be written as a permanent. The

spin-statistics theorem [45] links H(−)
N to fermions (electrons, positrons, protons etc.)

with half-integer spin (in units of ℏ) and H(+)
N to bosons (e.g. photons, phonons,

magnons etc.) with integer spin. In this work, only the first one is relevant as we will
deal with fermionic systems only.

Instead of solving Eq.(2.1.4), many-body states |ψ(ε)
N ⟩ can be constructed out of the

vacuum state |0⟩ (with ⟨0|0⟩ = 1). To that end, the so-called creation and annihilation

operators c†β, cβ are introduced. The occupation numbers ni of the one-particle states
then characterize an N -particle state fully:

|ψ(ε)
N ⟩ = |n1n2 . . . ni . . .⟩(ε) (2.1.5)

These states are known as Fock states and are elements of the Fock space H(ε) =⊕∞
N=0H

(ε)
N . The creation operator c†β is defined as:

c†β| . . . nβ . . .⟩(ε) = εNβ
√
nβ + 1 | . . . (nβ + 1) . . .⟩(ε) , Nβ =

β−1∑

i=1

ni (2.1.6)

The N -particle states can then be constructed by:

|n1 . . . ni . . .⟩(ε) =

∑
nβ=N∏

β=1

εNβ

√
np!

(c†p)
np |0⟩ (2.1.7)

The adjoint of c†β defines the corresponding annihilation operator, i.e. cβ =
(
c†β

)†
. In
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2.2 Thermodynamics and Statistics

the fermionic case, the operators act on the states in the following way:

c†β | . . . nβ . . .⟩(−)

︸ ︷︷ ︸
∈H(−)

N

= (−1)Nβδnβ ,0 | . . . (nβ + 1) . . .⟩(−)

︸ ︷︷ ︸
∈H(−)

N+1

(2.1.8)

cβ | . . . nβ . . .⟩(−)

︸ ︷︷ ︸
∈H(−)

N

= (−1)Nβδnβ ,1 | . . . (nβ − 1) . . .⟩(−)

︸ ︷︷ ︸
∈H(−)

N−1

(2.1.9)

Furthermore, the following anticommutation relations are valid for fermions and con-
tain the respective statistical properties (Pauli-principle and Fermi-Dirac-Distribution):

{cα, cβ} = 0 ,
{
c†α, c

†
β

}
= 0 ,

{
cα, c

†
β

}
= δαβ (2.1.10)

Lastly, we express arbitrary operators Ô, consisting of one- and two-particles terms
Ô(1), Ô(2), in second quantization:

Ô ≡
∑

ij

⟨ϕαi |Ô(1)|ϕαj ⟩︸ ︷︷ ︸
O

(1)
ij

c†icj +
∑

ijkl

⟨ϕ(1)αi
|⟨ϕ(2)αj

|Ô(2)|ϕ(1)αk
⟩|ϕ(2)αl

⟩
︸ ︷︷ ︸

O
(2)
ijkl

c†ic
†
jckcl (2.1.11)

If a set of one-particle states {|ϕαi⟩} is known, the matrix elements O
(1)
ij and O

(2)
ijkl

can be evaluated explicitly. An example will be discussed later in the context of the
Hubbard model.

2.2. Thermodynamics and Statistics

In the following, a short overview of the necessary statistical basics for quantum sys-
tems is provided. After discussing the ideas of the canonical and grand-canonical
ensemble for quantum systems and how to obtain thermodynamic properties, the
Wick-Theorem for non-interacting systems is explained and applied to four-particle
correlators which are evaluated numerically in the second paper (Ch. (6)).

2.2.1. Canonical and Grand-Canonical Ensemble for Fermions

The idea of statistical ensembles for describing physical systems with huge particle
numbers has been established as early as 1902 by Gibbs [46]. Since it is the most
relevant one for our work, we specifically focus on the quantum case of the grand-
canonical ensemble for fermions, while explaining differences to the canonical case on
the way. For broader introductions, we refer to [47, 48].

The grand-canonical ensemble describes a (quantum-)mechanical system which is in
thermal equilibrium with a reservoir (i.e. a macroscopic surrounding). The system can
exchange energy and particles with the reservoir, controlled by the chemical potential
µ and the temperature T (we will mostly write the inverse temperature β = 1/kBT
for simplicity), which are the thermodynamic variables. Mechanical variables such as

8



2 THEORETICAL BASICS

the volume V also play an important role, but are not considered explicitly here, as
we mostly compare systems at equal size.

At the center stands the grand-canonical partition function Z, which, for a given
Hamiltonian H of a system, is defined as:

Z = Tr
(
e−βH

)
(2.2.1)

The trace is a sum over all possible configurations of the system. With Z as a nor-
malization factor, the thermodynamic average ⟨A⟩ of an operator A is defined as:

⟨A⟩ = 1

Z Tr
(
Ae−βH

)
(2.2.2)

Compared to a (non-degenerate) ground state |GS⟩ at T = 0, where the expectation
value would simply be ⟨A⟩ = ⟨GS|A|GS⟩, one has to sum over all possible states
weighted by the factor e−βH in order to take thermal fluctuations into account.
As an example on how to evaluate such average quantities, we derive the average

occupation ⟨nk⟩ (i.e. the Fermi function) for a non-interacting fermion system. The
starting point is the fermionic, non-interacting grand-canonical Hamiltonian in its
eigenbasis {k}:

H =
∑

k

εkc
†
kck − µ

∑

k

c†kck =
∑

k

(εk − µ)nk (2.2.3)

First, the partition function is expressed as:

Z = Tr
(
e−β

∑
k(εk−µ)nk

)
= Tr

(∏

k

e−β(εk−µ)nk

)

=
∏

k

∑

nk=0,1

e−β(εk−µ)nk =
∏

k

(
1 + e−β(εk−µ)

)
(2.2.4)

Next, the expectation value can be evaluated by expressing the operator nk under
trace as a derivative:

⟨nk⟩ =
1

Z Tr
(
nke

−βH
)
=

(
− 1

β

)
1

Z
∂

∂εk
Tr
(
e−βH

)

=
∂

∂εk

(
− 1

β
lnZ

)

︸ ︷︷ ︸
=: Φ

=
∂

∂εk

(
− 1

β

∑

k

ln
(
1 + e−β(εk−µ)

))

= − 1

β

e−β(εk−µ)

1 + e−β(εk−µ)
(−β) = 1

1 + eβ(εk−µ)
(2.2.5)
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2.2 Thermodynamics and Statistics

The last expression is the well-known Fermi-function. As can be seen in this deriva-
tion, some average values can be obtained through partial derivatives (with respect to
parameters in H) of the grand canonical potential Φ. In the canonical case, where the
particle number N is fixed and consequently no µ-term appears in H, Φ is the free
energy of the system. Quantities such as the average total particle number N and the
entropy S also follow from the grand canonical potential:

N = −∂Φ
∂µ

∣∣∣∣
T=const.

, S = −∂Φ
∂T

∣∣∣∣
µ=const.

(2.2.6)

In the following, we will show an example of Wick’s theorem which, for non-interacting
systems, allows us to obtain higher-order thermodynamic averages.

2.2.2. Wick-Theorem

Wick’s theorem [49] provides a useful recipe for evaluating higher-order correlators of a
non-interacting system. Since non-interacting systems are the basis of most perturba-
tion theories, the theorem is of huge importance. To gain some intuition, and inspired
by an exercise in [50], we go through the proof for static two-particle correlators, but
it should be kept in mind that the same idea holds for both higher-order correlators
and for time-dependent operators in the Heisenberg-picture as well. More extensive
discussions and a general proof are found in [51, 52].

The starting point is a non-interacting, fermionic Hamiltonian H in its diagonal
basis {k}:

H =
∑

k

(εk − µ) c†kck (2.2.7)

For the diagonal basis, where H does not allow hoppings between different states ki,
the expression ⟨c†k1c

†
k2
ck3ck4⟩ can only be nonzero if the indices fulfill the condition

k1 = k4, k2 = k3 or k1 = k3, k2 = k4. Thus, we have:

⟨c†k1c
†
k2
ck3ck4⟩ = ⟨nk1nk2⟩ δk1,k4 δk2,k3 − ⟨nk1nk2⟩ δk1,k3 δk2,k4 (2.2.8)

The minus-sign in the second term simply comes from the swapping of the fermionic
operators.

Average occupations (⟨nk⟩ = ⟨c†kck⟩) are given by the Fermi-function (Eq.(2.2.5)),
and it is easy to see that for two different states k1 ̸= k2:

∂

∂εk1
⟨nk2⟩ = 0 (2.2.9)

We now evaluate the same expression (with a prefactor −1/β for convenience) from

10



2 THEORETICAL BASICS

the definition of thermodynamic averages (Eq.(2.2.2)):

− 1

β

∂

∂εk1
⟨nk2⟩ = − 1

β

∂

∂εk1

[
Tr
(
nk2e

−β
∑

k(εk−µ)nk
)

Tr
(
e−β

∑
k(εk−µ)nk

)
]

=
Tr
(
nk1nk2e

−β
∑

k(εk−µ)nk
)

Tr
(
e−β

∑
k(εk−µ)nk

)

− Tr
(
nk2e

−β
∑

k(εk−µ)nk
)
Tr
(
nk1e

−β
∑

k(εk−µ)nk
)

(
Tr
(
e−β

∑
k(εk−µ)nk

) )2

=
Tr
(
nk1nk2e

−βH
)

Z − Tr
(
nk1e

−βH
)
Tr
(
nk2e

−βH
)

Z2

= ⟨nk1nk2⟩ − ⟨nk1⟩⟨nk2⟩ (2.2.10)

Since this expression vanishes, we obtain:

⟨nk1nk2⟩ = ⟨nk1⟩⟨nk2⟩ (2.2.11)

Thus, in the eigenbasis of H, we arrive at the following statement:

⟨c†k1c
†
k2
ck3ck4⟩ = ⟨c†k1ck4⟩⟨c

†
k2
ck3⟩ δk1,k4 δk2,k3 − ⟨c†k1ck3⟩⟨c

†
k2
ck4⟩ δk1,k3 δk2,k4 (2.2.12)

From this result, it is possible to go to an arbitrary, non-diagonal basis {a} through a

unitary transformation, defined by coefficients q
(∗)
ai,kj

:

⟨c†a1c†a2ca3ca4⟩ =
∑

a1,a2,a3,a4

q∗a1,k1q
∗
a2,k2qa3,k3qa4,k4⟨c

†
k1
c†k2ck3ck4⟩ (2.2.13)

Inserting Eq.(2.2.12) and evaluating the transformation leads to the final result:

⟨c†a1c†a2ca3ca4⟩ =
∑

a1,a2,a3,a4

q∗a1,k1q
∗
a2,k2qa3,k3qa4,k4×

(
⟨c†k1ck4⟩⟨c

†
k2
ck3⟩ δk1,k4 δk2,k3 − ⟨c†k1ck3⟩⟨c

†
k2
ck4⟩ δk1,k3 δk2,k4

)

= ⟨c†a1ca4⟩⟨c†a2ca3⟩ − ⟨c†a1ca3⟩⟨c†a2ca4⟩ (2.2.14)

In summary, higher-order correlators can be decomposed into a sum of all products
of possible one-particle correlators. For the correct sign of the terms, one needs to
keep track of the necessary number of permutations of the fermionic operators. More
extensive derivations of a few specific four-particle correlators are shown next.
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2.2.3. Example: Four-Particle Correlators

Here, a set of four-particle correlators which are measured during Monte-Carlo sim-
ulations in the second paper (Ch.(6)) are derived. Again, consider a non-interacting
Hamiltonian, but this time, with a spin-index σ:

H =
∑

ij
σ

tijc
†
iσcjσ − µ

∑

iσ

niσ (2.2.15)

We define a doublon- and a holon-operator which measure whether a state (lattice site
in the paper) i is doubly occupied or empty:

di = ni↑ni↓ (2.2.16)

hi = (1− ni↑)(1− ni↓) (2.2.17)

In the paper, we examine how doublon-pairs, holon-pairs and doublon-holon-pairs are
distributed on a lattice. In order to do so, one must measure the correlators ⟨didj⟩,
⟨hihj⟩ and ⟨dihj⟩. We start with the Wick-factorization of the holon-holon correlator:

⟨hihj⟩ = ⟨(1− ni↑)(1− ni↓)(1− nj↑)(1− nj↓)⟩ (2.2.18)

Multiplying out all the brackets and sorting the terms according to their order leads
to:

⟨hihj⟩ = 1− ⟨nj↑⟩ − ⟨nj↓⟩ − ⟨ni↑⟩ − ⟨ni↓⟩
+ ⟨nj↑nj↓⟩+ ⟨ni↑ni↓⟩+ ⟨ni↑nj↑⟩+ ⟨ni↑nj↓⟩+ ⟨ni↓nj↑⟩+ ⟨ni↓nj↓⟩
− ⟨ni↑nj↑nj↓⟩ − ⟨ni↓nj↑nj↓⟩ − ⟨ni↑ni↓nj↑⟩ − ⟨ni↑ni↓nj↓⟩
+ ⟨ni↑ni↓nj↑nj↓⟩ (2.2.19)

We now start Wick-factorizing the terms of order two and higher. It should be kept in
mind that H does not flip any spins, i.e. terms such as ⟨c†i↑cj↓⟩ are zero, which reduces
the number of pairings that need to be considered. For the two-particle terms, the
decompositions are:

⟨ni↑ni↓⟩ = ⟨c†i↑ci↑c
†
i↓ci↓⟩ = ⟨c†i↑ci↑⟩⟨c

†
i↓ci↓⟩ (2.2.20)

⟨ni↑nj↓⟩ = ⟨c†i↑ci↑c
†
j↓cj↓⟩ = ⟨c†i↑ci↑⟩⟨c

†
j↓cj↓⟩ (2.2.21)

⟨ni↑nj↑⟩ = ⟨c†i↑ci↑c
†
j↑cj↑⟩ = ⟨c†i↑ci↑⟩⟨c

†
j↑cj↑⟩+ ⟨c†i↑cj↑⟩⟨ci↑c

†
j↑⟩ (2.2.22)

12
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Due to the absence of spin-flips, decomposing the three-particle terms becomes simple
as only pairings with the same spin contribute:

⟨ni↑nj↑nj↓⟩ = ⟨c†i↑ci↑c
†
j↑cj↑c

†
j↓cj↓⟩ = ⟨c†j↓cj↓⟩

(
⟨c†i↑ci↑⟩⟨c

†
j↑cj↑⟩+ ⟨c†i↑cj↑⟩⟨ci↑c

†
j↑⟩
)

(2.2.23)

⟨ni↓nj↑nj↓⟩ = ⟨c†i↓ci↓c
†
j↑cj↑c

†
j↓cj↓⟩ = ⟨c†j↑cj↑⟩

(
⟨c†i↓ci↓⟩⟨c

†
j↓cj↓⟩+ ⟨c†i↓cj↓⟩⟨ci↓c

†
j↓⟩
)

(2.2.24)

⟨nj↑ni↑ni↓⟩ = ⟨c†j↑cj↑c
†
i↑ci↑c

†
i↓ci↓⟩ = ⟨c†i↓ci↓⟩

(
⟨c†j↑cj↑⟩⟨c

†
i↑ci↑⟩+ ⟨c†j↑ci↑⟩⟨cj↑c

†
i↑⟩
)

(2.2.25)

⟨nj↓ni↑ni↓⟩ = ⟨c†j↓cj↓c
†
i↑ci↑c

†
i↓ci↓⟩ = ⟨c†i↑ci↑⟩

(
⟨c†j↓cj↓⟩⟨c

†
i↓ci↓⟩+ ⟨c†j↓ci↓⟩⟨cj↓c

†
i↓⟩
)

(2.2.26)

Lastly, the four-particle correlator yields:

⟨ni↑ni↓nj↑nj↓⟩ = ⟨ni↑nj↑ni↓nj↓⟩ = ⟨c†i↑ci↑c
†
j↑cj↑c

†
i↓ci↓c

†
j↓cj↓⟩

=
(
⟨c†i↑ci↑⟩⟨c

†
j↑cj↑⟩+ ⟨c†i↑cj↑⟩⟨ci↑c

†
j↑⟩
)

×
(
⟨c†i↓ci↓⟩⟨c

†
j↓cj↓⟩+ ⟨c†i↓cj↓⟩⟨ci↓c

†
j↓⟩
)

(2.2.27)

It is easy to see that this four-particle expectation value already corresponds to the
doublon-doublon correlator, i.e. ⟨didj⟩. What is left is the doublon-holon correlator
⟨dihj⟩, which we will multiply out in a similar fashion:

⟨dihj⟩ = ⟨ni↑ni↓(1− nj↑)(1− nj↓)⟩
= ⟨ni↑ni↓⟩ − ⟨ni↑ni↓nj↑⟩ − ⟨ni↑ni↓nj↓⟩+ ⟨ni↑ni↓nj↑nj↓⟩ (2.2.28)

The individual terms can also be read off from the decompositions already done above.
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2.3 Matsubara Formalism

2.3. Matsubara Formalism

Instead of solving a complex problem (i.e. an interacting many-particle system) in
its entirety, it is a common approach to focus only on obtaining certain correlation
functions (Green’s functions) which already yield results such as the spectrum, elec-
trical and thermal conductivity, magnetic susceptibilities etc. that can be verified in
a laboratory. The Matsubara method [53] is a formalism which treats such a problem
at thermal equilibrium. An extensive introduction (which we follow here) with proofs
and derivations is given in [52], and a more compact introduction can be found in [51].
Here, we only go through the basic definitions of Green’s functions and their prop-
erties. An introduction to diagrammatic techniques is also skipped, since the Monte
Carlo methods used in later chapters often provide a direct access to Green’s functions
of interest.

Assuming a grand canonical Hamiltonian H (at an inverse temperature β = 1/kBT )
with its diagonal basis {k}, and having time-dependent, fermionic operators such as

ckσ(t) (σ being the spin) in the Heisenberg picture, one can define a fermion Green’s
function as:

Gk(t, t
′) =

1

Z Tr
(
e−βHckσ(t)c

†
kσ(t

′)
)

(2.3.1)

with ckσ(t) = eitHckσe
−itH and Z = Tr

(
e−βH

)

A problem arises when one splits up the Hamiltonian into H = H0 + V , with V
containing the interaction terms, in order to do perturbation expansions. The V -term
which is commonly treated as a perturbation appears both in the exponentials defining
the time-dependency and the thermal factor e−βH . The idea within the Matsubara
formalism is to put these terms on equal footing by defining an imaginary time τ = it,
i.e. treating t and β as the real and imaginary parts of a complex variable. Arbitrary
time-dependent Green’s functions are then defined for −β ≤ τ ≤ β:

Gk(τ, τ
′) = −⟨Tτ ckσ(τ)c

†
kσ(τ

′)⟩ (2.3.2)

with ckσ(τ) = eτHckσe
−τH

Tτ is the time-ordering operator, which sorts the order of the operators that follow
it so that the earliest times (i.e. closest to −β) appear to the right. With the an-
ticommutation relations of fermions, it can be shown that the Green’s function only
depends on time differences τ − τ ′, leading to an equivalent definition of G:

Gk(τ) = −⟨Tτ ckσ(τ)c
†
kσ(0)⟩ (2.3.3)

The following symmetry holds for fermions:

G(τ) = −G(τ + β) for − β < τ < 0 (2.3.4)
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With these properties, the Fourier expansion of G can be defined:

G(τ) =
1

β

∑

n

e−iωnτG(iωn) (2.3.5)

G(iωn) =

∫ β

0
dτeiωnτG(τ) (2.3.6)

with ωn =
(2n+ 1)π

β
(2.3.7)

ωn are known as the fermionic Matsubara frequencies. For the non-interacting Hamil-
tonian in its diagonal basis, i.e.

H = H0 =
∑

k

(εk − µ) c†kck

the single-particle Green’s function can be evaluated exactly in both representations:

G0
k(τ) = −e−(εk−µ)τ [Θ(τ)− nF(εk − µ)]

G0
k(iωn) =

1

iωn − (εk − µ)

(2.3.8)

(2.3.9)

Θ(τ) denotes the Heaviside step function, while nF(E) is the Fermi function (see
Eq.(2.2.5)).
For the interacting case, where a term V ̸= 0 appears in the Hamiltonian, it can be

shown that the interacting Green’s function fulfills the Dyson equation:

Gk(iωn) = G0
k(iωn) +G0

k(iωn)Σk(iωn)Gk(iωn) (2.3.10)

This can be rewritten as:

Gk(iωn) =
1

iωn − (εk − µ)− Σk(iωn)
(2.3.11)

The self-energy Σk(iωn) contains all many-particle effects, and describes how the k-
and frequency-dependency changes compared to the non-interacting case. Perturba-
tive, diagrammatic methods have the goal of obtaining an accurate self-energy within
certain approximations.
Lastly, it should be mentioned that, if a Matsubara Green’s function G(iωn) is

known, one can obtain the retarded Green’s function GR
k (ω) by performing the analyt-

ical continuation iωn → ω+ iδ, where ω is a real frequency (in contrast to the discrete,
imaginary iωn) and a small δ is introduced to guarantee convergence at large times:

G(iωn)
iωn→ω+iδ
=======⇒ GR

k (ω) (2.3.12)

The retarded Green’s function is important because its imaginary part leads to the
spectral function Ak(ω):

Ak(ω) = −2 Im(GR
k (ω)) (2.3.13)

As the name suggests, Ak(ω) can be measured through spectroscopy, validating or
invalidating theories and approximations used to obtain Σk(iωn).
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2.4. The Tight-Binding Model

Within the Born-Oppenheimer approximation [50], due to the big difference in mass
between electrons and protons/neutrons, electron and core dynamics are seen as de-
coupled. If, additionally, the electron-electron interaction is neglected, one arrives
at an electronic one-particle problem known as the tight-binding model. Assuming a
periodic lattice with one orbital per lattice site, the Hamiltonian H reads as:

H =
∑

ij,σ

tijc
†
iσcjσ (2.4.1)

The atomic orbitals are assumed to be strongly bound to their cores (hence, the name
of the model). For i ̸= j, the matrix elements tij describe the hopping of electrons
from the site j to i. The diagonal elements tii = ε0 − µ contain the orbital energy ε0
(often set to zero) and the chemical potential µ.

An important system which is the focus within this thesis is the square lattice. For
hoppings between nearest neighbours ⟨i, j⟩ and next nearest neighbours ⟨⟨i, j⟩⟩ with
amplitudes t and t′, respectively, we show that by introducing the spatial Fourier
transform of the fermionic operators, H can be diagonalized. The Hamiltonian H for
this specific case reads as:

H = −t
∑

⟨i,j⟩,σ

(
c†iσcjσ + h.c.

)

︸ ︷︷ ︸
Ht

−t′
∑

⟨⟨i,j⟩⟩,σ

(
c†iσcjσ + h.c.

)

︸ ︷︷ ︸
Ht′

−µ
∑

iσ

niσ (2.4.2)

The Fourier transform of the creation and annihilation operators is defined as:

ciσ =
1√
N

∑

k

e−ikRi ckσ , c†iσ =
1√
N

∑

k

e+ikRi c†kσ (2.4.3)

N is the total number of lattice sites. Ri contains the coordinates of the lattice site i,
while, for periodic systems, sum over k-vectors go over the so-called Brillouin-zone.
The last term with the occupation number operators transforms directly as:
∑

iσ

c†iσciσ =
1

N

∑

kk′σ

∑

i

ei(k−k′)Ri c†kσck′σ =
∑

kk′σ

δkk′ c†kσck′σ =
∑

kσ

c†kσckσ (2.4.4)

Here, we made use of the fact that, due to orthogonality of the plane waves on a
periodic lattice, the i-sum reduces to

∑
i e

i(k−k′)Ri = N δkk′ . For the transformation
of the hopping terms, it is helpful to rewrite sums over e.g. ⟨i, j⟩ as ∑⟨i,j⟩ . . .→

∑
iδ,

where δ are the displacements from the lattice site i, i.e. j → i + δ (with the vector
Ri + δ). The Fourier transform of Ht can then be evaluated:

Ht =
∑

iδσ

c†iσci+δ,σ =
1

N

∑

kk′σ

∑

iδ

e+ikRi e−ik′Ri︸ ︷︷ ︸
ei(k−k′)Ri

e−ik′δ c†kσck′σ

=
∑

kk′σ

∑

δ

δkk′ e−ik′δ c†kσck′σ =
∑

kσ

(∑

δ

e−ikδ

)
c†kσckσ (2.4.5)
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On the square lattice, assuming a lattice constant of a = 1, the vectors connecting
adjacent sites are:

δ =

{(
1
0

)
,

(
−1
0

)
,

(
0
1

)
,

(
0
−1

)}
(2.4.6)

With the identity 2 cos(x) = eix + e−ix, the δ-sum in Eq.(2.4.5) yields:

∑

δ

e−ikδ = e−ikx + e+ikx + e−iky + e+iky = −2 (cos(kx) + cos(ky)) (2.4.7)

At this point, it should be noted that the Fourier transform of Ht′ can be done in a
similar fashion. The only difference is a different set of displacement vectors. For next
nearest neighbors, the vectors are:

δ =

{(
1
1

)
,

(
1
−1

)
,

(
−1
−1

)
,

(
−1
1

)}
(2.4.8)

The δ-sum for this case then reads as:

∑

δ

e−ikδ = e−ikxe−iky + e−ikxe+iky + eikxe+iky + e+ikxe−iky

=
(
e−ikx + e+ikx

)(
e−iky + e+iky

)
= 4 cos(kx) cos(ky) (2.4.9)

In summary, the square lattice model with hoppings between nearest and next nearest
neighbours is diagonalized through the spatial Fourier transform, and one obtains:

H =
∑

kσ

εk c
†
kσckσ with

εk = −2t(cos(kx) + cos(ky))− 4t′ cos(kx) cos(ky)− µ (2.4.10)
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2.4 The Tight-Binding Model

Figure 2.4.1: Color-plots of the dispersion for a square lattice on the first Brillouin
zone, with hopping between nearest (t) and next-nearest neighbours (t′).
The dashed lines represent the Fermi-surface and arcs.

Figure 2.4.2: Line-plots of the dispersion along the high-symmetry lines for a square
lattice on the first Brillouin zone, with hopping between nearest (t) and
next-nearest neighbours (t′).

18



2 THEORETICAL BASICS

2.5. The Hubbard Model

In strongly correlated systems, the interaction between electrons can not be neglected
as in the previous chapter. Assuming again the simple case of a (static) lattice with
one electronic orbital per site, the interacting Hamiltonian generally reads as:

H =
∑

ij
σ

tijc
†
iσcjσ +

∑

ijkl
σσ′

Uijkl c
†
iσc

†
jσ′ckσ′clσ (2.5.1)

Following Eq.(2.1.11), and a assuming a set of localized real-space orbitals {ϕi(r)}
with a distance-dependent interaction V (|r− r′|), the matrix elements scale as:

Uijkl ∝
∫

d3r

∫
d3r′ ϕ∗i (r)ϕ

∗
j (r

′)V (|r− r′|)ϕk(r)ϕl(r′) (2.5.2)

From the structure of this integral, it is intuitive to see that the local interaction,
i.e. the matrix element Uiiii, is generally the dominant one. Thus, the simplest
approximation of the interaction one can make is to neglect all elements except U =
Uiiii, which is known as the Hubbard model [1, 2, 3]:

H =
∑

ij
σ

tijc
†
iσcjσ + U

∑

i

ni↑ni↓ (2.5.3)

One should note that, on a periodic lattice, the one-particle part of H is diagonal in
k-space, while the purely local interaction is already diagonal in real space. Thus, if
either the tij or U are small, one may treat it perturbatively. For example, assuming
hopping between adjacent sites with an amplitude t only, and U ≫ t, one obtains, for
half filling, an effective Heisenberg model H ≈ (−4t2/U)

∑
⟨i,j⟩ Si ·Sj [8] or a so-called

t−J−model [54] for the doped case. However, although the model seems simple, many
interesting phenomena such as a metal-insulator transition [3, 6] occur in the parameter
space which is not trivially accessible. Furthermore, ground states with vastly different
properties may be very close to each other, which makes accurate predictions difficult.
For example, on a half-filled bipartite lattice, the ground state is an antiferromagnetic
spin density wave (SDW), while removing a single electron from the lattice can lead
to a ferromagnetic state in the Nagaoka limit [9]. In dimensions d < 3, however, such
orderings are destroyed for T > 0 due to Mermin-Wagner fluctuations [55].

While the one-dimensional Hubbard model can be solved [7], the two-dimensional
case, which is of interest in this thesis, has been an ongoing research topic for decades.
Tremendous progress has been made (more detailed reviews can be found in [56, 57,
58]), although the doped 2D case at finite temperature remains a difficult problem. To
that end, we discuss and implement a novel dual fermion method in the later chapters.
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2.6. Extended Hubbard Models

So-called extended Hubbard models include certain nonlocal interactions in addition
to the Hubbard-U -term. In three-dimensional systems, they are often neglected due to
generally stronger screening of the Coulomb interaction between electrons. However,
this screening is strongly reduced in the two-dimensional case, which applies to many
novel quantum materials. One example is to include matrix elements which represent
a density-density interaction between electrons (i = k and j = l in Eq.(2.5.1)). The
one-orbital Hamiltonian then reads as

H =
∑

ij
σ

tijc
†
iσcjσ + U

∑

i

ni↑ni↓ +
1

2

∑

i ̸=j
σσ′

Vij niσnjσ′

︸ ︷︷ ︸
HV

(2.6.1)

with the matrix elements:

Vij ∝
∫

d3r

∫
d3r′ |ϕi(r)|2 V (|r− r′|) |ϕj(r′)|2 (2.6.2)

The factor 1/2 in HV prevents double counting of terms. The biggest contribution,
which is generally the density-density interaction between electrons on adjacent sites,
favors a so-called charge density wave (CDW) [27, 28, 29] at half filling on a bipartite
lattice. This competes against the spin density wave ground state of the purely local
Hubbard model and influences many other properties, which makes the phase diagram
more complex. For cuprates such as La2CuO4 and HgBa2CuO4, downfoldings to a one-
band model [59] estimate Vij for nearest neighbours to be on a scale of U/V ≈ 4 . . . 5,
which is large enough to potentially affect the properties of the material.

Another possible extension is to include the exchange interaction between two elec-
trons, which corresponds to the matrix elements Jij with i = l and j = k in Eq.(2.5.1):

H =
∑

ij
σ

tijc
†
iσcjσ + U

∑

i

ni↑ni↓ +
1

2

∑

i ̸=j
σσ′

Jij c
†
iσc

†
jσ′ciσ′cjσ

︸ ︷︷ ︸
HJ

(2.6.3)

Jij ∝
∫

d3r

∫
d3r′ ϕ∗i (r)ϕ

∗
j (r

′)V (|r− r′|)ϕj(r)ϕi(r′) (2.6.4)

Compared to the direct density-density interaction, it is not intuitively clear from the
structure of HJ and Jij which ground state is favored. In order to gain an under-
standing of its behaviour, HJ can be rewritten in terms of the following, dimensionless
spin-1/2-operators:

S+
i = c†i↑ci↓ , S−

i = c†i↓ci↑ , Sz
i =

1

2
(ni↑ − ni↓) (2.6.5)

Sx
i S

x
j + Sy

i S
y
j =

1

2

(
S+
i S

−
j + S−

i S
+
j

)
(2.6.6)
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2 THEORETICAL BASICS

The operators in HJ are then expressed as:

∑

σσ′
c†iσc

†
jσ′ciσ′cjσ =

∑

σ

(−niσnjσ︸ ︷︷ ︸
σ=σ′

+ c†iσc
†
jσ̄ciσ̄cjσ︸ ︷︷ ︸
σ ̸=σ′

)

= −(ni↑nj↑ + ni↓nj↓)−
∑

σ

c†iσciσ̄c
†
jσ̄cjσ︸ ︷︷ ︸

S+
i S−

j +S−
i S+

j

= −
(
2(Sx

i S
x
j + Sy

i S
y
j ) + ni↑nj↑ + ni↓nj↓

)
(2.6.7)

The density-density terms can be written as:

ni↑nj↑ + ni↓nj↓ =
1

2
(ni↑ − ni↓)(nj↑ − nj↓) +

1

2
(ni↑ + ni↓)(nj↑ + nj↓)

= 2Sz
i S

z
j +

1

2

∑

σσ′
niσnjσ′ (2.6.8)

With these reformulations, we arrive at the final expression for the nonlocal exchange
interaction:

∑

σσ′
c†iσc

†
jσ′ciσ′cjσ = −2Si · Sj −

1

2

∑

σσ′
niσnjσ′ (2.6.9)

For J > 0, the spin-spin interaction prefers a ferromagnetic configuration, and the
smaller density-density term is attractive. The interplay between HJ and the kinetic,
antiferromagnetic exchange effects of the Hubbard model is extensively discussed in
the first publication, while the effects of HV are the topic of the second paper (Ch.(5)
and (6), respectively).
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3. Peierls-Feynman-Bogoliubov Variational Principle

Here, we review and apply the method known was Peierls-Feynman-Bogoliubov vari-
ational principle (in literature, often only referred to as the Bogoliubov variational
principle). It allows us to map an arbitrary system, usually too difficult to solve nu-
merically, onto a simpler one. For the basics and proofs, we will closely follow the
comparably compact and intuitive derivation in [50]. For a more extensive discussion,
we also refer to [60] and the review in [31].

3.1. Formalism

Let us consider a grand canonical system defined by its Hamiltonian H and the chem-
ical potential µ. We investigate the following functional for an arbitrary density oper-
ator ρ:

Φ̃[ρ] = Tr

[
ρ

(
H − µN +

1

β
ln(ρ)

)]
(3.1.1)

β = 1/kBT is the inverse temperature, while N denotes the particle number. Inserting
the grand canonical density operator ρG into Eq.(3.1.1) explicitly leads to:

ρG =
1

ZG
e−β(H−µN) , ZG = Tr

(
e−β(H−µN)

)
(3.1.2)

Φ̃[ρG] = Tr

[
ρG

(
H − µN +

1

β
ln(e−β(H−µN))− 1

β
lnZG

)]

= − 1

β
lnZGTr(ρG)︸ ︷︷ ︸

=1

≡ ΦH (3.1.3)

The functional Φ̃[ρ] yields the system’s grand potential (or free energy in the canonical
case) ΦH if we set ρ = ρG. The next step is to prove that, for an arbitrary density
operator ρ, the Bogoliubov inequality [61] holds:

Φ̃[ρG] ≤ Φ̃[ρ] (3.1.4)

Its rather intuitive meaning is that a system’s grand potential is minimized by its actual
density operator ρG. Thus, even if we cannot evaluate ρG due to the complexity of a
system, we can find upper bounds for ΦH by defining trial density operators ρ. This
is the basis for development of many variational approaches.

As a starting point for the proof of Eq.(3.1.4), we first show that, for two density
operators ρ,ρ′, the Gibbs inequality [62] holds:

Tr (ρ ln(ρ)) ≥ Tr
(
ρ ln(ρ′)

)
(3.1.5)
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3 PEIERLS-FEYNMAN-BOGOLIUBOV VARIATIONAL PRINCIPLE

Let {|i⟩} and {|j⟩} be the eigenbases of ρ and ρ′, respectively. Then, by using the
inequality lnx ≤ x− 1, we get:

Tr
[
ρ ln(ρ′)

]
− Tr [ρ ln(ρ)] =

∑

i

{
ρi
(
⟨i|
[
ln(ρ′)

]
|i⟩ − ⟨i|i⟩ ln(ρi)

)}

=
∑

ij

{
ρi
(
⟨i|j⟩ ln(ρ′j)⟨j|i⟩ − ⟨i|j⟩⟨j|i⟩ ln(ρi)

)}

=
∑

ij

{
ρi|⟨i|j⟩|2

(
ln(ρ′j)− ln(ρi)

)}

=
∑

ij

{
ρi|⟨i|j⟩|2 ln

(
ρ′j
ρi

)}

≤
∑

ij

{
ρi|⟨i|j⟩|2

(
ρ′j
ρi

− 1

)}

=
∑

ij

(
|⟨i|j⟩|2ρ′j − |⟨i|j⟩|2ρi

)

= Tr(ρ′)− Tr(ρ) = 0 (3.1.6)

Now, we consider Φ̃[ρ] for an arbitrary density operator ρ and, by using Eq.(3.1.5),
show that Eq.(3.1.4) holds:

Φ̃[ρ] = Tr (ρ(H − µN)) +
1

β
Tr (ρ ln ρ)

≥ Tr (ρ(H − µN)) +
1

β
Tr (ρ ln ρG)

= Tr (ρ(H − µN)) +
1

β
Tr [ρ (−β(H − µN)− lnZG)]

= − 1

β
lnZG = Φ̃[ρG] (3.1.7)

Let H̃(x1, x2, . . .) be an effective Hamiltonian which depends on a set of (variational)
parameters (x1, x2, . . .). We insert its density operator ρH̃ into the functional Φ̃:

Φ̃[ρH̃ ] = Tr

[
ρH̃

(
H − µN +

1

β
ln ρH̃

)]

= Tr

[
ρH̃

(
H − µN − H̃ + µN − 1

β
lnZH̃

)]

= Tr
[
ρH̃

(
H − H̃

)]
− 1

β
lnZH̃

= ⟨H − H̃⟩H̃ − 1

β
lnZH̃ (3.1.8)

Applying the Bogoliubov inequality Eq.(3.1.4) then leads to:

ΦH ≤ ⟨H − H̃⟩H̃ +ΦH̃ (3.1.9)
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3.2 Example: Mean-Field Theory of the Heisenberg-Model

ΦH denotes the original system’s grand potential while ΦH̃ is the grand potential

of the effective (or auxiliary) model H̃. Adjusting the auxiliary model’s parameters
(x1, x2, . . .) in a variational fashion which minimizes the right hand side of the expres-
sion in Eq.(3.1.9) provides the effective H̃ which approximates the original model’s
grand potential as good as possible.

Assuming an interacting problem H, the simplest choice of H̃ would be a non-
interacting system, which leads to a variety of so-called mean-field theories. We shall
discuss a common textbook example in the next subsection. However, this approach
is often only a first step and fails to capture behaviour and properties related to
strong correlations. As such, we will choose H̃’s which still contain (less complex)
interactions, but are easier to solve than the original problem, in order to get a more
accurate description of H.

3.2. Example: Mean-Field Theory of the Heisenberg-Model

As a simple example on how mean-field theories can be derived from the variational
principle generally, we formulate a mean-field theory for the Heisenberg model within
the formalism and show that the results are indeed the same as common textbook
solutions which are based on decoupling interaction terms into specific channels.

Let us start with a Heisenberg Hamiltonian which couples spins on adjacent lattice
sites ⟨i, j⟩ with a coupling constant J :

H = −J
∑

⟨i,j⟩

ˆ⃗
Si · ˆ⃗Sj (3.2.1)

For simplicity, we stay within a canonical framework by assuming that there is one
spin on each lattice site. In textbook examples, one approximates this Hamiltonian
by assuming that the spins do not interact directly, but rather only feel an average
magnetic field (hence, the naming mean-field) which stems from all the other spins:

H ≈ −J
∑

⟨i,j⟩

(
⟨ ˆ⃗Si⟩ ˆ⃗Sj + ⟨ ˆ⃗Sj⟩ ˆ⃗Si − ⟨ ˆ⃗Si⟩⟨ ˆ⃗Si⟩

)

Since this approximate Hamiltonian is now non-interacting (as ⟨ ˆ⃗Si⟩ are only expecta-
tion values), one can evaluate thermodynamic properties like the magnetization, which
however will depend on itself, leading to a self-consistency equation.

Here, we derive the same solution by defining an auxiliary system H̃ as a simple
paramagnet within an effective, magnetic field B̃ in z-direction:

H̃ = −B̃
∑

i

Sz
i (3.2.2)

For the spins, we set ℏ = 1, i.e. Sz
i = ±1/2 for electrons. We now wish to evaluate
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3 PEIERLS-FEYNMAN-BOGOLIUBOV VARIATIONAL PRINCIPLE

and minimize the functional Φ̃ from Eq.(3.1.9):

Φ̃ = ⟨H − H̃⟩H̃ +ΦH̃

= −J
∑

⟨i,j⟩

⟨ ˆ⃗Si · ˆ⃗Sj⟩H̃ + B̃
∑

i

⟨Sz
i ⟩H̃ +ΦH̃ (3.2.3)

As H̃ is non-interacting, we can evaluate all components analytically. To that end, we
start with the partition function and the free energy ΦH̃ :

Z = Tr
(
e−βH̃

)
= Tr

(∏

i

eβB̃Sz
i

)
=
∏

i

∑

Sz
i =±1/2

eβB̃Sz
i

Z =

(
e−

βB̃
2 + e+

βB̃
2

)N

=

[
2 cosh

(
βB̃

2

)]N
(3.2.4)

ΦH̃ = − 1

β
lnZ = −N

β
ln

[
2 cosh

(
βB̃

2

)]
(3.2.5)

From the free energy ΦH̃ , we derive the total magnetization via the derivative:

∑

i

⟨Sz
i ⟩H̃ = −∂ΦH̃

∂B̃
=
N

2
tanh

(
βB̃

2

)
(3.2.6)

The product ⟨ ˆ⃗Si · ˆ⃗Sj⟩H̃ can be Wick-factorized and, considering that H̃ does not flip
any spins (i.e. ⟨Sx,y

i ⟩ = 0), only products of Spin-z-components remain:

∑

⟨i,j⟩

⟨ ˆ⃗Si · ˆ⃗Sj⟩H̃ =
∑

⟨i,j⟩

⟨Sz
i ⟩H̃⟨Sz

j ⟩H̃ =
NZ

2
⟨Sz

i ⟩2H̃ =
NZ

8
tanh2

(
βB̃

2

)
(3.2.7)

Here, assuming translational invariance of the system, Z is the coordination number
(i.e. number of next neighbors). Inserting everything (Eq.(3.2.5),(3.2.6) and (3.2.7))
into Eq.(3.2.3), we end up with the following expression for Φ̃:

Φ̃ = −NZJ
8

tanh2

(
βB̃

2

)
+
NB̃

2
tanh

(
βB̃

2

)
− N

β
ln

[
2 cosh

(
βB̃

2

)]
(3.2.8)

We will now look for minima of Φ̃ and under which condition they appear for B̃ ̸= 0
by looking at the derivative with respect to B̃:

∂Φ̃

∂B̃
= −NZJ

8

tanh
(
βB̃
2

)

cosh2
(
βB̃
2

)β +
N

2
tanh

(
βB̃

2

)
+
NB̃

4

β

cosh2
(
βB̃
2

) − N

2
tanh

(
βB̃

2

)

=
N

4

β

cosh2
(
βB̃
2

)
[
−ZJ

2
tanh

(
βB̃

2

)
+ B̃

]
!
= 0
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3.2 Example: Mean-Field Theory of the Heisenberg-Model

⇒ B̃ =
ZJ

2
tanh

(
βB̃

2

)
:= f(B̃) (3.2.9)

For a linear chain (Z = 2), the function f(B̃) is plotted in Fig.(3.2.1). Nontrivial solu-
tions B̃ ̸= 0 exist if ∂B̃f(B̃)|B̃=0 ≥ 1, which allows us to find the critical temperature
TC for the phase transition:

∂f(B̃)

∂B̃

∣∣∣∣
B̃=0

=
ZJ

2

β

2

1

cosh2
(
βB̃
2

)
∣∣∣∣
B̃=0

=
ZJβC

4

!
= 1

⇒ kBTC =
ZJ

4
(3.2.10)

Eq.(3.2.10) is indeed what one would find in literature [43, 47], showing that the
variational treatment is completely analogous.

−1.0 −0.5 0.0 0.5 1.0

B̃

−1.5

−1.0

−0.5

0.0

0.5

1.0

1.5

f
(B̃

)

Linear Chain(Z = 2), J = 1.0

β =

1

20

Figure 3.2.1: Function f(B̃) vs. B̃ from Eq.(3.2.9) for a linear chain. Intersection
points of the colored curves with the black one define self-consistent so-
lutions for B̃.

Mean-field theories, however, all have some common flaws: Phase transitions are
predicted (as here for a linear chain) where they can not exist according to the Mermin-
Wagner theorem [63], and in the cases where they can occur (for H here, the system’s
dimension d would need to be d > 2), the critical temperature TC is overestimated.
Furthermore, correlations are not captured accurately; In the case presented here, for
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3 PEIERLS-FEYNMAN-BOGOLIUBOV VARIATIONAL PRINCIPLE

instance, the average spin-spin correlator would generally be ⟨ ˆ⃗Si · ˆ⃗Sj⟩H̃ = 0 for B̃ = 0.
The actual Heisenberg model H, however, exhibits nonzero correlations even if there
is no actual magnetic ordering.
For these reasons, we make use of the fact that the variational equation, Eq.(3.1.9)

allows us to choose any H̃ that we deem more appropriate. In the following subsection,
we will consider extended Hubbard models and map them to simpler models which
are still interacting, albeit with renormalized coupling strengths.
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3.3 Applications

3.3. Applications

The two distinct problems and mappings which are at the center of both attached
papers are discussed in more detail here. Furthermore, for future work, a general
recipe is provided on how to map any nonlocal, direct Coulomb interaction V (q) onto
a pure Hubbard model.

3.3.1. U-J-Model to U-B-Model

In the first attached publication (Ch.(5)), we develop an approximation for the Hubbard-
Heisenberg model on a square lattice, with next-neighbor interactions and hoppings
at half filling:

H = −t
∑

⟨i,j⟩,σ

(
c†iσcjσ + h.c.

)
+ U

∑

i

ni↑ni↓ − J
∑

⟨i,j⟩

ˆ⃗
Si · ˆ⃗Sj (3.3.1)

Assuming J > 0 (i.e., the Heisenberg coupling is ferromagnetic), we wish to map H
onto a Hubbard model with renormalized on-site interaction H̃ and an effective field
B̃ in z-direction which is meant to describe ferromagnetic correlations:

H̃ = −t
∑

⟨i,j⟩,σ

(
c†iσcjσ + h.c.

)
+ U

∑

i

ni↑ni↓ − B̃
∑

i

Sz
i (3.3.2)

H̃H

B̃

Ũ

t

U

t

J
Map to

Figure 3.3.1: Illustration of the original problem and the auxiliary system. H̃ has a
renormalized on-site interaction Ũ and an auxiliary field B̃ which couples
to the spins in z-direction.

Evaluating the functional Φ̃ (Eq.(3.1.9)) for H and H̃ yields:

Φ̃ =
(
U − Ũ

)∑

i

⟨ni↑ni↓⟩H̃ − J
∑

⟨i,j⟩

⟨ ˆ⃗Si · ˆ⃗Sj⟩H̃ + B̃
∑

i

⟨Sz
i ⟩H̃ +ΦH̃ (3.3.3)
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3 PEIERLS-FEYNMAN-BOGOLIUBOV VARIATIONAL PRINCIPLE

In contrast to non-interacting mean-field theories where we can obtain correlators

(e.g. ⟨ni↑ni↓⟩H̃ , ⟨ ˆ⃗Si · ˆ⃗Sj⟩H̃) analytically, here we must generally obtain them from

numerical simulations of H̃. Finding the free energy ΦH̃ however, needs a few more
considerations.
Since we are only looking for (Ũ , B̃) which minimize Φ̃, one can circumvent the

explicit evaluation of ΦH̃ by looking at the known partial derivatives:

∂ΦH̃

∂Ũ
=
∑

i

⟨ni↑ni↓⟩H̃ , −∂ΦH̃

∂B̃
=
∑

i

⟨Sz
i ⟩H̃ (3.3.4)

With this, we can write down the partial derivatives of Φ̃. We abbreviate the notation
of the derivatives with (∂Ũ , ∂B̃):

∂Ũ Φ̃ =
(
U − Ũ

)∑

i

∂Ũ ⟨ni↑ni↓⟩H̃ − J
∑

⟨i,j⟩

∂Ũ ⟨
ˆ⃗
Si · ˆ⃗Sj⟩H̃ + B̃

∑

i

∂Ũ ⟨Sz
i ⟩H̃

−
∑

i

⟨ni↑ni↓⟩H̃ + ∂ŨΦH̃ (3.3.5)

∂B̃Φ̃ =
(
U − Ũ

)∑

i

∂B̃⟨ni↑ni↓⟩H̃ − J
∑

⟨i,j⟩

∂B̃⟨
ˆ⃗
Si · ˆ⃗Sj⟩H̃ + B̃

∑

i

∂B̃⟨Sz
i ⟩H̃

+
∑

i

⟨Sz
i ⟩H̃ + ∂B̃ΦH̃ (3.3.6)

In both equations, the last to terms cancel each other. We further simplify the notation
by defining ∇Ũ ,B̃ = (∂Ũ , ∂B̃), and with the condition for extremal points, i.e. ∇Ũ ,B̃ =
0, we can write:

0⃗ =
(
U − Ũ

)∑

i

∇Ũ ,B̃⟨ni↑ni↓⟩H̃ − J
∑

⟨i,j⟩

∇Ũ ,B̃⟨
ˆ⃗
Si · ˆ⃗Sj⟩H̃ + B̃

∑

i

∇Ũ ,B̃⟨Sz
i ⟩H̃

(3.3.7)

Another approach (which is used in the publication) is to solve H̃ on a dense grid
of parameters (Ũ , B̃), evaluate the free energy ΦH̃ up to a constant by integration,
and then solve Eq.(3.3.3). To that end, we make use of the known partial derivatives
(Eqs.(3.3.4)) and integrate from the point where Ũ , B̃ = 0:

ΦH̃ =
∑

i

∫ Ũ

0
dU ′ ⟨ni↑ni↓⟩H̃(U ′, 0)−

∑

i

∫ B̃

0
dB′ ⟨Sz

i ⟩H̃(Ũ , B′) + ΦH̃(0, 0)

(3.3.8)

The constant ΦH̃(Ũ = 0, B̃ = 0) may be evaluated analytically since it is just the free

energy of a tight-binding model, but is not required for the search of minima in Φ̃.
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Although both formulas are technically equivalent, one should favor one over the other
depending on how H̃ is solved numerically. Since we rely on noisy Monte Carlo data
in the publication, the integral formulation can be preferable as noise tends to cancel
itself out while integrating, while numerical evaluation of derivatives is very sensitive
to it.

3.3.2. U-V -Model to U-Model

Here, we wish to map an extended Hubbard model with next-neighbor density-density
interactions to a Hubbard model with local, renormalized interactions only. This
approach was already proposed in [39] and later used for more extensive studies of
thermodynamic properties [40] of extended Hubbard models. The main difference is
that, here, we extend the method to the doped case, i.e. different fillings of the system.
To that end, we consider H and H̃ in the grand canonical ensemble:

H = −t
∑

⟨i,j⟩,σ

(
c†iσcjσ + h.c.

)
+ U

∑

i

ni↑ni↓ + V
∑

⟨i,j⟩

ninj − µ
∑

i

ni (3.3.9)

H̃ = −t
∑

⟨i,j⟩,σ

(
c†iσcjσ + h.c.

)
+ Ũ

∑

i

ni↑ni↓ − µ̃
∑

i

ni (3.3.10)

ni = ni↑ + ni↓ denotes the total occupation on a site, while (µ, µ̃) are the chemical
potentials. ⟨i, j⟩ runs over next-neighboring pairs of sites.

H̃H
Ũ

t

U

t

V
Map to

Figure 3.3.2: Illustration of the original problem and the auxiliary system. The effect
of the V -term is incorporated in a renormalized on-site interaction Ũ .

Evaluating Eq.(3.1.9) for Φ̃ leads to:

Φ̃ =
(
U − Ũ

)∑

i

⟨ni↑ni↓⟩H̃ + V
∑

⟨i,j⟩

⟨ninj⟩H̃ − (µ− µ̃)
∑

i

⟨ni⟩H̃ +ΦH̃ (3.3.11)

30



3 PEIERLS-FEYNMAN-BOGOLIUBOV VARIATIONAL PRINCIPLE

In contrast to the canonical case, ΦH̃ here is the grand potential instead of the free

energy. Generally, in order to obtain specific, desired fillings ⟨ni⟩ within H and H̃, the
dependencies on µ, µ̃ differ due to the interactions. Ideally, we would like to look for
minima of Φ̃ along curves of constant filling, i.e. ⟨ni⟩H̃ = const., which we achieve by

choosing µ̃ = µ̃(Ũ) to fulfill this condition. With this, Ũ remains as the sole variational
parameter, and we can evaluate the derivative of Φ̃:

∂Ũ Φ̃ =−
∑

i

⟨ni↑ni↓⟩H̃ +
(
U − Ũ

)∑

i

∂Ũ ⟨ni↑ni↓⟩H̃ + V
∑

⟨i,j⟩

∂Ũ ⟨ninj⟩H̃

+ (∂Ũ µ̃)
∑

i

⟨ni⟩H̃ − (µ− µ̃)
∑

i

∂Ũ ⟨ni⟩H̃︸ ︷︷ ︸
=0,

⟨ni⟩H̃ =const.

+∂ŨΦH̃ (3.3.12)

Due to the choice of µ̃ = µ̃(Ũ), the derivative of the grand potential ΦH̃ with respect

to Ũ has an extra term:

∂ŨΦH̃ = +
∑

i

⟨ni↑ni↓⟩H̃ − (∂Ũ µ̃)
∑

i

⟨ni⟩H̃ (3.3.13)

Inserting this into Eq.(3.3.12), we see that some terms cancel each other, leaving:

∂Ũ Φ̃ =
(
U − Ũ

)∑

i

∂Ũ ⟨ni↑ni↓⟩H̃ + V
∑

⟨i,j⟩

∂Ũ ⟨ninj⟩H̃
!
= 0 (3.3.14)

Arranging this equation to Ũ on the left hand side leads to a self-consistency equation:

Ũ = U + V

∑
⟨i,j⟩ ∂Ũ ⟨ninj⟩H̃∑
i ∂Ũ ⟨ni↑ni↓⟩H̃

(3.3.15)

Defining the prefactor in front of V as a screening factor α leads to the result:

α(Ũ) = −
∑

⟨i,j⟩ ∂Ũ ⟨ninj⟩H̃∑
i ∂Ũ ⟨ni↑ni↓⟩H̃

(3.3.16)

Ũ = U − α(Ũ)V (3.3.17)

Eq.(3.3.17) is one of the central equations in the second paper (Ch.(6)) for the investi-
gation of local screening effects which stem from the V -term in the extended Hubbard
model.
As a last note, α can be expressed in a simpler fashion if we assume translational

invariance of expectation values ⟨. . .⟩H̃ on the lattice: Sums over all lattice sites i yield
N terms, while the sum over pairs of next neighbors gives NZ/2 terms, with Z being
the coordination number.

α(Ũ) = −Z
2

∂Ũ ⟨ninj⟩H̃
∂Ũ ⟨ni↑ni↓⟩H̃

(3.3.18)
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3.3.3. General Interactions

Although not used in the publications, but perhaps relevant for future reference, it is
possible to derive a mapping to a local Hubbard model for any general density-density
interaction. Let us assume again that H is an extended Hubbard model, while H̃ is
the same as in the previous subchapter:

H = Ht︸︷︷︸
One-Particle Terms

+U
∑

i

ni↑ni↓ + HV︸︷︷︸
Nonlocal Terms

(3.3.19)

H̃ = Ht + Ũ
∑

i

ni↑ni↓ (3.3.20)

Assuming a distance-dependent density-density interaction, i.e.

HV =
1

2

∑

i ̸=j
σσ′

V|Ri−Rj |niσnjσ′ (3.3.21)

and going through the same steps as above, one arrives at a more general version of
Eq.(3.3.15):

Ũ = U +

∂Ũ

(∑
i ̸=j,σσ′

V|Ri−Rj |
2 ⟨niσnjσ′⟩H̃

)

∂Ũ
(∑

i⟨ni↑ni↓⟩H̃
) (3.3.22)

As it can be quite tedious to obtain all real-space matrix elements Vij = V|Ri−Rj |, it
is useful to transform the whole equation to Fourier space. To that end, we transform
HV explicitly:

HV =
1

2

∑

i ̸=j,σσ′
V|Ri−Rj | c

†
iσciσc

†
jσ′cjσ′

=
1

N2

∑

k1k2
k3k4

1

2

∑

i ̸=j
σσ′

V|Ri−Rj | eik1Ri e−ik2Ri eik3Rj e−ik4Rj︸ ︷︷ ︸
ei(k1−k2)Ri+i(k3−k4)Rj

= ei(k1−k2+k3−k4)Ri ei(k3−k4)(Rj−Ri)

c†k1σ
ck2σ

c†k3σ′ck4σ′

We define δ = Rj − Ri as the possible vectors connecting two non-equal sites. The
double sum over sites can then be rewritten as

∑
i ̸=j . . . →

∑
i,δ . . ., and we obtain:

HV =
1

N2

∑

k1k2
k3k4

1

2

∑

σσ′

∑

iδ

V|δ| ei(k1−k2+k3−k4)Ri︸ ︷︷ ︸
i-sum: N ·δk2,k1+k3−k4

ei(k3−k4)δ c†k1σ
ck2σ

c†k3σ′ck4σ′

=
1

N

∑

k1k3k4

1

2

∑

σσ′

∑

δ

V|δ| e
i(k3−k4)δ c†k1σ

ck1+k3−k4σ
c†k3σ′ck4σ′
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Defining q = k3 − k4 and renaming (k1,k3) to (k,k′) leads to:

HV =
1

N

∑

q

(∑

δ

V|δ|

2
eiqδ

)

︸ ︷︷ ︸
F (q)

∑

σσ′

∑

kk′
c†kσck+qσc

†
k′σ′ck′−qσ′ (3.3.23)

With this, we can express the necessary expectation values in Eq.(3.3.22) in Fourier
space:

∑

i ̸=j
σσ′

V|Ri−Rj |

2
⟨niσnjσ′⟩H̃ =

1

N

∑

q

F (q)
∑

σσ′

∑

kk′
⟨c†kσck+qσc

†
k′σ′ck′−qσ′⟩H̃ (3.3.24)

The same steps are valid for the local Hubbard-interaction, although the prefactor
F (q) is simply one and only electrons with opposite spins interact:

∑

i

⟨ni↑ni↓⟩H̃ =
1

N

∑

q

∑

kk′
⟨c†k↑ck+q↑c

†
k′↓ck′−q↓⟩H̃ (3.3.25)

At this point, one should note the definition of the susceptibility for τ → 0, i.e. the
static structure factor:

χσσ′(q, τ → 0) = χσσ′(q) = − 1

N

∑

kk′
⟨c†kσck+qσc

†
k′σ′ck′−qσ′⟩ (3.3.26)

The expectation values above are then expressed as:

∑

i ̸=j
σσ′

V|Ri−Rj |

2
⟨niσnjσ′⟩H̃ = −

∑

q

F (q)
∑

σσ′
χσσ′(q) (3.3.27)

∑

i

⟨ni↑ni↓⟩H̃ = −
∑

q

χ↑↓(q) (3.3.28)

Inserting these expressions back into Eq.(3.3.22) yields:

Ũ = U +

∑
q F (q)

∑
σσ′ ∂Ũ (χσσ′(q))∑

q ∂Ũ (χ↑↓(q))
(3.3.29)

If we want to write this equation depending on the full q-dependent interaction V (q)
instead of only the nonlocal F (q), we can add and substract the missing, local part in
the numerator:

Ũ = U +

∑
q

∑
σσ′ V σσ′

(q)∂Ũ (χσσ′(q)) − U
∑

q ∂Ũ (χ↑↓(q))∑
q ∂Ũ (χ↑↓(q))

(3.3.30)
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The spin-indices in V σσ′
(q) are due to the constraint that local interactions occur only

with opposing spins. The second term in the numerator cancels with the denominator
and the first U in the equation, and the final result is:

Ũ =

∑
q

∑
σσ′ V σσ′

(q) ∂Ũ (χσσ′(q))∑
q ∂Ũ (χ↑↓(q))

(3.3.31)

In summary, if the static structure factor (i.e. static charge-charge correlator) χσσ′(q)
of the Hubbard model is known, this result provides a recipe for downfolding an arbi-
trary density-density interaction V σσ′

(q) onto a renormalized, purely local interaction
Ũ .
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4. Numerical Methods and Approximations

Here, the necessary numerical and computational methods are discussed. The De-
terminantal Quantum Monte Carlo (DQMC) algorithm will be the biggest focus, as
it was used extensively and subtle implementations have been done. The Dynami-
cal Cluster Approximation (DCA) and the algorithm of the CT-AUX solver will be
summarized in a shorter fashion due to them having been used without further, new
implementations. We also introduce the dual fermion perturbation theory which is at
the center of the last project.

4.1. Determinantal QMC

The Determinantal Quantum Monte Carlo algorithm was initially proposed by Hirsch
[23]. Shortly after, it has been applied to the Hubbard model on a two-dimensional
lattice [64] and to gain insights on its pairing interaction vertices [65], and has since
been developed and applied extensively. We mainly follow the first Hirsch paper [23]
and the introduction in [32].

4.1.1. Classical Monte Carlo

First, we introduce the general idea of Monte Carlo system by considering an important
classical system known as the Ising-Model [66]:

H = −J
∑

⟨i,j⟩

Sz
i S

z
j (4.1.1)

The spins Sz
i = ±1 are classical variables, and we restrict ourselves to the next-

neighbor interaction case denoted by the sum over ⟨i, j⟩. A positive coupling strength,
J > 0, favors a ferromagnetic alignment of spin, while J < 0 favors (if the lattice is not
frustrated) an antiferromagnetic Néel state where neighboring spins are antiparallel.
In contrast to the Heisenberg model, which is no longer a classical problem, the Ising
Hamiltonian does not flip any spins, which makes it diagonal in real space. Theoreti-
cally, in such a case, one could evaluate the partition function Z = Tr(e−βH) directly.
However, the number of possible configurations that need to be summed over scales
exponentially, i.e. 2N for N spins. For example, a 20x20 square lattice (i.e. N = 400)
already has more than 2.58 · 10120 possible configurations.
It is for this reason that it makes sense to consider the fact that some configurations

are more important than others, which leads to the idea of importance sampling [67]
for the partition function. A widely used method for implementing said importance
sampling is the Metropolis algorithm [68], which ideally generates a set of the most
likely configurations.
In our case of the classical Ising model, the probability of finding a given configu-

ration C of the spins (e.g. C ≡ | ↑, ↑, . . . , ↓, ↑⟩) with the energy E(C) is given by the
Boltzmann factor p(C) ∝ exp(−βE(C)), with β = 1/kBT being the inverse tempera-
ture. One starts with a random intitial configuration C, then go through a loop over
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4.1 Determinantal QMC

all spins, while attempting to flip them. After each individual flip (which generates
a new configuration C ′ with the energy E(C ′)), an acceptance ratio r′ is calculated
from the energy difference ∆E = E(C ′)− E(C):

r′ =
p(C ′)

p(C)
= exp(−β∆E) (4.1.2)

In the case ∆E < 0, C ′ is accepted as the new configuration as it is energetically
favored. If ∆E > 0, C ′ is accepted only with a probability r′, which mimicks thermal
fluctuations that allow a system to temporarily go to energetically unfavorable states.
Indeed, for T → 0, i.e. β → ∞, r′ goes to zero, suppressing any fluctuations.

It should be noted that the choice of the acceptance ratio is not unique; Instead of
r′, there are also choices such as the heat bath algorithm, where the ratio r is defined
as:

r =
r′

1 + r′
(4.1.3)

However, for efficiency reasons, it is rarely used, as the choice r′ above generally allows
more fluctuations, which leads to a broader sampling with the same computational
resources.

When starting the algorithm with an initial configuration, one usually defines a
number of sweeps where no measurements are taken, in order to let the system move to
the relevant area within the configuration space first. This process is known as warming
up or thermalizing the system. Furthermore, in order to avoid autocorrelation effects
between two distinct measurements, it is helpful to perform a few sweeps without
measurements between the two. With this, assuming that the sample configurations
are independent, thermodynamic averages ⟨A⟩ of an observable A are obtained simply
by averaging the Nmeas measurements Ai:

⟨A⟩ ≈ Ā =
1

Nmeas

Nmeas∑

i=1

Ai (4.1.4)

For independent Ai, the central limit theorem [47] becomes valid, and statistical errors
can be estimated as:

δA =

√
⟨A2⟩ − ⟨A⟩2

Nmeas
(4.1.5)

In practice, for the error estimation, as measuring ⟨A2⟩ for Eq.(4.1.5) can be quite
tedious in a quantum system, one can instead also group the individual measurements
into a number of distinct averages (often called bins), and apply resampling methods
such as the Jackknife method [69].
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4.1.2. DQMC Algorithm

We start with a general Hubbard Hamiltonian H in the grand canonical ensemble that
we wish to solve via a Monte Carlo approach:

H =
∑

ij
σ

tijc
†
iσcjσ + U

∑

i

ni↑ni↓ − µ
∑

i

ni (4.1.6)

As in previous chapters, ni = ni↑+ni↓ denotes the total occupation of a site. tij are the
hopping matrix elements and on-site energies, U the strength of the local Hubbard
interaction and µ denotes the chemical potential. Compared to the classical Ising
model above, in quantum systems, the indiviual terms in H (e.g. the hopping and
the U -terms) do not commute with each other, leading to fundamental correlations
and indistinguishability of the particles. As such, one must first rewrite the partition
function, Z = Tr(e−βH), in a way where approaches such as the Metropolis algorithm
can be used.

To that end, we start with the Suzuki-Trotter decomposition [70] for exponentials of
non-commuting operators A,B:

ex(A+B) = exAexB +O[x2[A,B]] (4.1.7)

Its meaning is that, if the prefactor x is small, exponentials of non-commuting op-
erators can be separated up to a reasonable accuracy. Since β in the exponential
appearing in Z need not be small, we write it as β = ∆τL, and invoke the decompo-
sition afterwards:

e−βH = e−β(K+V ) =
(
e∆τ(K+V )

)L
=
(
e∆τKe∆τV

)L
+O[(∆τ)2U ] (4.1.8)

Here, we split up H = K + V , with K containing all terms which are bilinear in
the operators, while V contains the quartic part (i.e. the Hubbard interaction). The
commutator in the error term then becomes [K,V ] = U . With the naming of ∆τ , the
analogy to the path integral formalism is visible, although we do not take the limit
of ∆τ → 0 explicitly. Rather, we work with discrete imaginary time slices from 0
to β and choose L large enough (i.e. ∆τ small enough) to provide a good accuracy.
Typically [32], one should choose at least ∆τ =

√
0.125/U .

The next step is to rewrite the interaction term. For U = 0, where only terms
which are bilinear in creation/annihilation operators appear, evaluating the partition
function Z = Tr(e−βH) would be reduced to a rather simple diagonalization problem.
For quartic terms, it becomes much more tedious, which is why they will be cast into a
bilinear form, at the cost of adding additional degrees of freedom. With the definitions
n = n↑+n↓ and m = n↑−n↓ for the total occupation and magnetization, and the fact
that n2σ = nσ = 0, 1 for fermions, the individual interaction terms for each site (the
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4.1 Determinantal QMC

index is omitted here) can be written as squares of operators:

n↑n↓ = −m
2

2
+
n

2
(4.1.9)

n↑n↓ =
n2

2
− n

2
(4.1.10)

With this, consider the following Gaussian integral:

e
A2

2 =
√
2π

∫ ∞

−∞
dx e−

x2

2
−xA (4.1.11)

As A only appears linearly on the right hand side, this integral gives a general idea
on how to express squares of operators in a linear way, at the cost of evaluating the
additional x-integral. Instead of an integral over a continuous variable x, it is also
possible to do a sum over discrete Ising variables s = ±1, and use Eq.(4.1.9) to rewrite
the exponential of the interaction term in the following way:

e−∆τ Un↑n↓ =
1

2
e−∆τ U

2
n
∑

s=±1

e−sλm

=
1

2

∑

s=±1

∏

σ=↑,↓
e−(σsλ+∆τ U

2
nσ) (4.1.12)

It should be noted that this equation is used for the repulsive model (i.e. U > 0).
Although not used throughout our work, for the attractive model (U < 0), one makes
use of Eq.(4.1.10) to obtain:

e−∆τ |U |n↑n↓ =
1

2

∑

s=±1

∏

σ=↑,↓
e(sλ+∆τ U

2 )(nσ− 1
2) (4.1.13)

In both cases, the constant λ is given by:

coshλ = e∆τ
|U|
2 (4.1.14)

Instead of the on-site interaction, depending on whether U > 0 or U < 0, we now have
either the magnetization or the charge coupled to fluctuating Ising fields. Applying
this transformation to the interaction term of the N lattice sites and L time-slices
leads to a new expression for the partition function:

Z =

(
1

2

)NL

Tr{s} Tr
1∏

l=L

∏

σ=↑,↓
e−∆τ

∑
ij c

†
iσKij cjσ e−∆τ

∑
i c

†
iσV

σ
i (l) ciσ (4.1.15)

The additional trace, denoted by Tr{s}, is a sum over all possible configurations of
the N × L auxiliary Ising-spins si(l) = ±1. It should also be noted that the product
over time slices runs from the last to the first, i.e. from L to 1. Depending on the

38



4 NUMERICAL METHODS AND APPROXIMATIONS

implementation used (e.g. QUEST [41]), the time discretization can also be chosen to
go from 0 to (L − 1)∆τ . Kij contain the elements of the hopping matrix K, e.g. for
hopping between nearest neighbours, they read as:

[K]ij = Kij =

{
−t (i, j) are nearest neighbours,

0 otherwise
(4.1.16)

V σ
i (l) are elements of a N × N diagonal matrix Vσ(l) containing the dependency on

the Ising-spins for each time slice:

[Vσ(l)]i = V σ
i (l) =

1

∆τ
λσsi(l) +

(
µ− U

2

)
(4.1.17)

While we skip the details here and refer back to [32], the important part is that the
exponentials of a bilinear form of fermionic operators can be traced out explicitly.
With the definition

Bσ
l ≡ e−∆τK e−∆τV σ(l) (4.1.18)

we can write:

Z =

(
1

2

)NL

Tr{s}
∏

σ

det
[
1+ Bσ

LB
σ
L−1 . . .B

σ
1

]
(4.1.19)

We further define

Oσ({s}) ≡ 1+ Bσ
LB

σ
L−1 . . .B

σ
1 (4.1.20)

and arrive at the final expression for the partition function:

Z = Tr{s}

[(
1

2

)NL

detO↑({s}) detO↓({s})
]

︸ ︷︷ ︸
≡ρ({s})

(4.1.21)

In summary, we expressed Z as a trace over Ising-spins of a product of determinants.
ρ({s}) defines an effective density operator which could be used as a weight for the
Monte Carlo importance sampling. However, aside from special cases, the product of
(fermionic) determinants is not positive definite, leading to the known sign problem
which limits the applicability of many Quantum Monte Carlo methods for fermions.
For a fixed configuration of the Ising-spins, C ≡ {s}, the statistical weight p(C) =

detO↑(C) detO↓(C) and with the definition of S(C) = sgn(p(C)), the sign problem is
treated by rewriting average quantities of an observable A as follows:

⟨A⟩p =
∑

C p(C)A(C)∑
C p(C)

=

∑
C |p(C)|S(C)A(C)∑

C |p(C)|S(C)

=
[
∑

C |p(C)|S(C)A(C)] / [
∑

C |p(C)|]
[
∑

C |p(C)|S(C)] / [
∑

C |p(C)|] =
⟨SA⟩|p|
⟨S⟩|p|

(4.1.22)
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In short, the absolute value of the statistical weight can still be used for the sampling,
but one pays the price of dividing measured values by the average sign, which, if it
is not ⟨S⟩ ≃ 1, significantly deteriorates the accuracy. It is thus necessary to stretch
simulation time on a scale of ⟨S⟩−2 to obtain a similar quality. The sign is known to
deteriorate exponentially, i.e. ⟨S⟩ ∼ e−βNγ with γ depending on the filling and the
Hubbard-U .

With the basics understood, actual measurements during the simulation will be
discussed next.

4.1.3. Measurements

We start out with equal -time correlators for two operators A and B, which, following
the derivation of the final expression for the partition function, can be expressed as:

⟨AB⟩ = 1

Z Tr{s} Tr

[
AB

∏

lσ

e−∆τK e−∆τV σ(l)

]
(4.1.23)

For one specific configuration oft the Ising-fields {s}, the correlator is:

⟨AB⟩{s} =
1

ρ({s}) Tr

[
AB

∏

lσ

e−∆τK e−∆τV σ(l)

]
(4.1.24)

With these expressions, it is straightforward to see that:

⟨AB⟩ = 1

Z Tr{s}⟨AB⟩{s} ρ({s}) (4.1.25)

In short, average values ⟨AB⟩ are obtained by sampling over the specific field config-
urations {s} and weighting them by ρ({s}). The single-particle, equal-time Green’s
function plays a special role, as it is crucial [32] for the simulation itself:

⟨ciσc
†
jσ⟩{s} =

[
(1+ Bσ

LB
σ
L−1 . . .B

σ
1 )

−1
]
ij
=
[
(Oσ({s}))−1

]
ij

(4.1.26)

One should note that, in many QMC methods, the Green’s function is defined with a
positive sign, compared to e.g. the standard Matsubara definition.
The time dependency of an operator a is given in the Heisenberg-picture for the

imaginary time:

a(l) = a(τ) = eτH a e−τH with τ ≡ l∆τ (4.1.27)

The equal-time Green’s function such as in Eq.(4.1.26) has a time-slice dependence,

i.e. ⟨ciσ(l)c
†
jσ(l)⟩{s} has a dependency on l, and they become approximately equal only

after a longer runtime. For generic l, the equal-time correlator is:

gσ(l) = ⟨ciσ(l)c
†
jσ(l)⟩{s} = [1+ Aσ(l)]−1

with Aσ(l) = Bσ
l−1B

σ
l−2 . . .B

σ
1B

σ
L . . .B

σ
l

(4.1.28)
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The time-indices of the equal-time Green’s function can be shifted to adjacent time-
slices by multiplying with the B-matrices and their inverse from the left or right,
respectively. For example, gσ(l + 1) can be obtained from gσ(l) by:

gσ(l + 1) = Bσ
l g

σ(l) [Bσ
l ]

−1 (4.1.29)

Using Eq.(4.1.29) is much faster than calculating all gσ(l) from scratch for each con-
figuration, but can usually only be done a limited number of times before rounding
errors accumulate. Shifting only one of the l-indices yields the unequal -time Green’s
functions, which are not essential to the simulation itself, but lead to many important
observables. For two time-indices with l1 > l2, the unequal time Green’s function is
obtained via:

Gσ
ij(l1, l2) = ⟨ciσ(l1)c

†
jσ(l2)⟩{s} =

[
Bσ
l1B

σ
l1−1 . . .B

σ
l2+1g

σ(l2 + 1)
]
ij

(4.1.30)

It is important to note that, due to the Hubbard-Stratonovich transformation, Wick’s
theorem holds for a fixed configuration of Ising-fields. From this, all higher-order
correlators (with or without time-dependencies) of interest can be obtained, e.g.:

⟨c†i1ci2c
†
i3
ci4⟩{s} = ⟨c†i1ci2⟩{s}⟨c

†
i3
ci4⟩{s} + ⟨c†i1ci4⟩{s}⟨ci2c

†
i3
⟩{s} (4.1.31)

Specific examples and more details relevant for our work are discussed in the chapter
where numerical developments have been done within the QUEST-code.
Lastly, we note that the determinants in Eq.(4.1.21) need not be evaluated explicitly

to obtain an acceptance ratio such as in Eq.(4.1.2)). Let us assume a configuration {s}
where we flip one of the Ising-spins for one specific site and time slice (i, l), yielding
a new configuration {s′}. With the Metropolis algorithm, the acceptance ratio is the
ratio between the two statistical weights:

r′ =
ρ({s′})
ρ({s}) =

detO↑({s′}) detO↓({s′})
detO↑({s}) detO↓({s}) = R↑R↓ (4.1.32)

with Rσ =
detOσ({s′})
detOσ({s}) (4.1.33)

Omitting the details here, the important part is that Rσ, for an Ising spin-flip at (i, l),
can be expressed through the equal-time Green’s function during the simulation:

Rσ = 1 + (1− gσii(l))
(
e−2λσsi(l) − 1

)
(4.1.34)

With this, we have collected all basic ingredients necessary to run a simulation.
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4.2. Dual Fermion Perturbation Theory

Throughout the attached papers and in the last chapter, we use the DQMC approach
discussed above to obtain data of a chosen reference system, which in turn is used
to describe a more complex problem as accurately as possible. Generally, the sim-
plest choice of a reference system is a non-interacting Hamiltonian, which is justified
through the validity of Wick’s theorem, allowing the straightforward evaluation of
many-particle Green’s functions. Methods such as the local density approximation
within the density functional theory [71] consider an interacting, homogeneous elec-
tron gas as a reference. Further below, we also discuss the Dynamical Mean Field
Theory (DMFT) [72, 73], which maps a lattice problem onto an interacting impurity
problem coupled to a fermionic bath.

Here, based on the lecture notes in [74], we go through the basics of a more general
approach which, based on the dual fermion path integral formalism [33], allows us
to choose any reference system we deem appropriate. In the following, it is assumed
that the reader is familiar with the path integral and action formalism. Extensive
introductions on these topics can be found in [75, 76].

To be more specific, the system of interest is a doped Hubbard model which contains
hopping terms between both nearest neighbours and next nearest neighbours:

Hα = −
∑

ij
σ

tαijc
†
iσcjσ + U

∑

i

(
ni↑ −

1

2

)(
ni↓ −

1

2

)
(4.2.1)

The interaction term is written in a way that a chemical potential of µ = 0 corresponds
to half-filling of the system. The factor α, which can be either 0 or 1, determines
whether next nearest neighbor hoppings and a shift in µ is present in tαij :

tαij =





t (i, j) are nearest neighbours,

αt′ (i, j) are next nearest neighbors,

αµ i = j,

0 otherwise

(4.2.2)

At the interesting regions within the doped square lattice Hubbard model, where d-
wave superconductivity is expected, i.e. at U/t ≈ 8 and a temperature at kBT/t ≈
0.1, the fermionic sign problem discussed earlier in the DQMC section renders any
reasonable simulation impossible [77]. In addition, the exact influence of t′, which
makes the problem even more complicated, is still an unresolved issue [78, 79, 80].

In order to tackle this problem, we make use of the fact that, on a bipartite lattice
(e.g. a square lattice treated in this work), there is no sign problem for t′ = 0 at half
filling (i.e. for α = 0). Thus, it is possible to obtain data on H0 with a very good
accuracy, making it a very good reference system compared to the non-interacting case
as it already contains strong local and nonlocal correlations. From this starting point,
the t′- and µ-terms are treated perturbatively.
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4 NUMERICAL METHODS AND APPROXIMATIONS

With an action Sα which corresponds to the problem Hα, the partition function Zα

of a fermionic lattice can be expressed as a functional field integral over Grassmann
variables (c∗, c):

Zα =

∫
D[c∗, c]e−Sα[c∗,c] (4.2.3)

Thermodynamic expectation values with respect to Hα can also be expressed as func-
tional integrals:

⟨. . .⟩α =
1

Zα

∫
D[c∗, c] . . . e−Sα[c∗,c] (4.2.4)

For a periodic lattice with N × N lattice sites, which will be used to represent an
infinite lattice, and with the combined index for lattice site, imaginary time and spin
|1⟩ = |i1, τ1, σ1⟩, the action reads as:

Sα[c
∗, c] = −

∑

12

c∗1(Gα)
−1
12 c2 +

1

4

∑

1234

U1234c
∗
1c

∗
2c4c3 (4.2.5)

Gα is the bare Green’s function with respect to Hα. It can be calculated by diagonal-
izing the non-interacting Hα (i.e. U = 0), and then applying Eq.(2.3.8) or Eq.(2.3.9)
for τ - or iωn-space, respectively. Since non-interacting Hamiltonians on periodic lat-
tices are diagonalized through a Fourier transform, Gα can be obtained in real space
afterwards through inverse Fourier transform.
We define the perturbation matrix t̃ as the difference between the inverses of the

bare Green’s functions for α = 0, 1:

t̃ = G−1
0 − G−1

1 (4.2.6)

With t̃, a connection between the actions S1 and S0 can be expressed as:

S1[c
∗, c] = S0[c

∗, c] +
∑

12

c∗1t̃12c2 (4.2.7)

The next step is the transformation from strongly interacting fermions (c∗, c) to dual
fermions (d∗, d) which are weakly correlated. The idea is that weakly correlated sys-
tems can be treated perturbatively with good accuracy. The new Grassmann variables
come from the following Hubbard-Stratonovich transformation:

e−c∗1 t̃12c2 = Zt

∫
D[d∗, d] ed

∗
1 t̃

−1
12 d2 + d∗1d

∗
1c1 + c∗1d1 (4.2.8)

In this notation, a summation over repeated indices is assumed. Furthermore, we
have Zt = det[−t̃] and t̃−1

12 ≡ (t̃−1)12. Applying this transformation on the partition
function yields:

Z = Z0Zt

∫
D[d∗, d, c∗, c] ed

∗
1 t̃

−1
12 d2

〈
ed

∗
1c1+c∗1d1

〉
0

(4.2.9)
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4.2 Dual Fermion Perturbation Theory

The Grassmann fields (c∗, c) can now be integrated out, and it can be shown [81] that
the expectation value in Eq.(4.2.9) can be expressed as:

〈
ed

∗
1c1 + ec

∗
1d1

〉
0
= exp

[ ∞∑

n=1

(−1)n

(n!)2
γ
(2n)
1...n,n′...1′ d

∗
1 . . . d

∗
ndn′ . . . d1′

]
(4.2.10)

The γ-terms are defined by connected correlators with respect to the reference system
S0:

γ
(2n)
1...n,n′...1′ = (−1)n⟨c1 . . . cnc∗n′ . . . c∗1′⟩0c (4.2.11)

The first term (n = 1) in Eq.(4.2.11) simply corresponds to the Green’s function of
the reference system, i.e. g12 = −⟨c1c∗2⟩0. Aside from the bare Green’s function G0,
the functions of the reference system S0 are denoted by small letters. With a given g,
and by looking at Eq.(4.2.9) again, one can find the bare Green’s function of the dual
fermions:

G̃0
12 =

(
t̃−1 − g

)−1

12
(4.2.12)

For n = 2, the γ-terms correspond to two-particle interactions among the dual fermions,
whose corresponding, connected vertex reads as:

γ1234 = ⟨c1c2c∗3c∗4⟩0 − ⟨c1c∗4⟩0⟨c2c∗3⟩0 + ⟨c1c∗3⟩0⟨c2c∗4⟩0 (4.2.13)

Within the two-particle approximation, the action of the dual fermions S̃ can then be
expressed as:

S̃[d∗, d] = −
∑

12

d∗1

(
G̃0
)−1

12
d2 +

1

4

∑

1234

γ1234d
∗
1d

∗
2d4d3 (4.2.14)

It should be noted that the sign and order of operators in the two-particle term is
chosen to be consistent with Eq.(4.2.5).
Next, we discuss how obtain a dual self-energy with the help of Monte Carlo methods

such as the DQMC algorithm. The first step is to perform a simple run of the reference
system in order to obtain the reference Green’s function g. With g and the perturbation
matrix t̃, the bare dual Green’s function G̃0 can be built. Then, a second QMC run is
started. As a reminder, within DQMC, the Hubbard interaction is decoupled through
a Hubbard-Stratonovich transformation (see Eq.(4.1.12)) which introduces discrete
Ising-variables {s}. Within this framework, the first order correction for the dual
self-energy Σ̃(1) can be expressed as:

Σ̃
(1)
12 =

1

NMC

∑

{s}

∑

34

γd1324 ({s}) G̃0
43 (4.2.15)

The sum
∑

{s} should be understood as a sum over all measurements during the Monte
Carlo simulation, with NMC being the total number of measurements. The density
vertex γs (with spin indices written explicitly now) reads as:

γd1234 = γ↑↑↑↑1234 + γ↑↑↓↓1234 (4.2.16)
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4 NUMERICAL METHODS AND APPROXIMATIONS

Similarly to direct measurements of higher-order correlators in a DQMC simulation,
the γ-terms are also obtained through the validity of the Wick-theorem for a fixed
configuration {s}:

γ1234 ({s}) = ⟨c1c2c∗3c∗4⟩{s} = ⟨c1c∗4⟩{s}⟨c2c∗3⟩{s} − ⟨c1c∗3⟩{s}⟨c2c∗4⟩{s} (4.2.17)

A connection between the real and dual Green’s functions (G and G̃, respectively) can
be found by performing a variation on the logarithm of the partition function, lnZ
(see Eq.(4.2.9)), with respect to the elements of the perturbation matrix t̃ [82]:

G12 =
δ(lnZ)

δt̃21
= −t̃−1

12 + t̃−1
13 G̃34 t̃

−1
42 (4.2.18)

If the dual self-energy Σ̃ is known, and with the help of the Dyson equation, i.e.
G̃−1 = (G̃0)−1 − Σ̃, this expression can be rewritten as:

G12 =

[(
g + Σ̃

)−1
− t̃

]−1

12

(4.2.19)

With this, we have a full recipe on how to obtain an approximate Green’s function G
(in real space) of a doped Hubbard model which includes t′. However, for larger system
sizes, the effort necessary to compute the sum

∑
34 . . . in Eq.(4.2.15) quickly becomes

a problem. To that end, one can make use of the fact that for periodic lattices, both
G̃0 and Σ̃ (after QMC summation) are translationally invariant, and Fourier transform
the above equations.
We start with the transformed bare dual Green’s function:

G̃0
k =

(
t̃−1
k − gk

)−1
(4.2.20)

k ≡ (k, ωn) is a combined index which includes the possible k-vectors and Matsubara
frequencies ωn.
In real space, after measuring a Green’s function g12({s}) = −⟨c1c∗2⟩{s}, the discon-

nected part of the vertex in Eq.(4.2.13) can be included by substracting the Green’s
function g from the reference run:

g̃12({s}) = g12({s})− g12 (4.2.21)

In k-space, this expression reads as:

g̃kk′({s}) = gkk′({s})− gkδkk′ (4.2.22)

It should be noted that, for a specific configuration of {s}, the Green’s function g12({s})
is not translationally invariant, and hence the change of indices (1, 2) → (k, k′). The
Green’s function g from the reference run is both translationally invariant and has the
fermionic symmetries in τ -space, which is why it transforms to gkδkk′ .
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4.2 Dual Fermion Perturbation Theory

Taking into consideration that the bare dual Green’s function also has all symmetries
(and thus transforms as G̃0

12 → G̃0
kδkk′) and that the same holds for the dual self-energy

after QMC-summation, Eq.(4.2.15) can be expressed in k-space:

Σ̃
↑(1)
k =

(−1)

NMC (βN)2

∑

{s}

∑

k′

[
g̃↑↑kkg̃

↑↑
k′k′ + g̃↑↑kkg̃

↓↓
k′k′ − g̃↑↑kk′ g̃

↑↑
k′k

]
G̃0

k′ (4.2.23)

The equation for the spin-down component Σ̃
↓(1)
k is the same as above, but with flipped

spins. In paramagnetic systems, one can average over the spins to reduce the Monte
Carlo noise.
The real Green’s function in k-space is obtained similarly to Eq.(4.2.19):

Gk =

[(
gk + Σ̃k

)−1
− t̃k

]−1

(4.2.24)

The computational advantage of working in k-space is that in Eq.(4.2.23), there is only
one sum over k′ instead of the sums

∑
34... in real space. Furthermore, objects like the

perturbation matrix t̃ are very simple to express analytically in k-space. The price one
has to pay is that the Green’s functions g({s}) need to be Fourier transformed after
every measurement during the Monte Carlo run. While this may be tedious for larger
systems, it still saves a large amount of computation time.
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4.3. DMFT and DCA

In this section, two more methods of obtaining approximate solutions of the Hubbard
model are discussed. We start with the widely used Dynamical Mean-Field Theory
(DMFT). A detailed introduction and a review can be found in [83] and [84], respec-
tively. For our purposes, consider again the problem of a general one-band Hubbard
model, with the chemical potential µ included in the one-particle terms:

H =
∑

ij
σ

tijc
†
iσcjσ + U

∑

i

ni↑ni↓ (4.3.1)

As a reminder, after obtaining the dispersion εk through Fourier transform (and as-
suming spin symmetry), the k- and frequency-dependent Green’s function can be
expressed through the self-energy Σ(k, iωn), i.e.:

G(k, iωn) =
1

iωn − (εk − µ)− Σ(k, iωn)
(4.3.2)

The local Green’s function in real space, i.e. Gii(iωn), plays an important role within
the DMFT cycle, and reads as:

Gii(iωn) =
∑

k

G(k, iωn) =
∑

k

1

iωn − (εk − µ)− Σ(k, iωn)
(4.3.3)

While the one-dimensional case (D = 1) is the only one that can be solved exactly [85],
considerations in the D → ∞ limit were the starting point of the DMFT which can be
applied to the physically interesting cases with D = 2, 3. Specifically, the findings that
the self-energy has no spatial fluctuations for D → ∞, i.e. Σ = Σ(iωn) only depends
on the frequency, and that other problems such as the Falicov-Kimball model on a
lattice can be mapped to an atomic problem within a dynamic field [86], led to the
idea of mapping the Hubbard model to an Anderson impurity problem.

The Anderson impurity model was introduced [87] as a description of magnetic im-
purities embedded in metals. For a single impurity within one band, the Hamiltonian
reads as:

H =
∑

kσ

εkc
†
kσckσ +

∑

σ

εd,σd
†
σdσ + Ud†↑d↑d

†
↓d↓ +

∑

k,σ

Vkσ

(
d†σckσ + c†kσdσ

)
(4.3.4)

The first term corresponds to a band with a dispersion εk, while d
(†)
σ annihilates (cre-

ates) an electron on the impurity with an on-site energy εd,σ. As the impurity is sup-
posed to describe strongly localized orbitals, a local Hubbard interaction is assumed.
Lastly, the terms with the prefactor Vkσ describe a hopping of electrons between the
impurity and the band. Assuming a chemical potential µ and zero orbital energy for
the impurity, the non-interacting impurity Green’s function G0

d,σ can be expressed
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4.3 DMFT and DCA

through the hybridization function ∆σ(iωn):

∆σ(iωn) =
∑

k

|Vkσ|2
iωn − εk

(4.3.5)

G0
d,σ = (iωn + µ−∆σ(iωn))

−1 (4.3.6)

In the interacting case, the impurity Green’s function also contains a self-energy
Σd(iωn).

The DMFT maps the Hubbard model onto such an impurity problem in a way
that the full (interacting) impurity Green’s function Gd,σ(iωn) coincides with the local
lattice Green’s function Gii(iωn), which is exact for D → ∞. One starts with a
guess for the impurity self-energy Σd(iωn) (e.g. zero) and makes the approximation
Σ(k, iωn) ≈ Σd(iωn), from which the local lattice Green’s function Gii,σ(iωn) can be
calculated. Then, a new hybridization function (which acts as a dynamical mean field)
is obtained via:

∆σ(iωn) = iωn + µ−G−1
ii,σ − Σd(iωn) (4.3.7)

An impurity model with the new ∆σ(iωn) as its hybridization function is then solved
for a new impurity Green’s function Gd and thus, a new impurity self-energy Σd via
the Dyson-equation:

Σd(iωn) = (G0
d)

−1(iωn)− (Gd)
−1(iωn) (4.3.8)

Σd can then again be used to build a new local lattice Green’s function Gii(iωn), which
restarts the cycle. This process is repeated until Σd(iωn) is converged.

While the DMFT provided insight to many complicated problems, fully neglecting
the spatial dependencies often becomes very inaccurate, especially for novel materi-
als and models which are two-dimensional. Methods such as the Dynamical Cluster
Approximation (DCA) [35, 88] tackle this restriction by systematically introducing a
weak k-dependency by, as the name suggests, mapping the problem onto a cluster of
variable size instead of a single impurity. Here, we introduce the basics, following the
notation of the summary found in [89].

Instead of neglecting all k-dependencies, the Brillouin zone is divided intoNc equally
sized patches which have a coarse-grained cluster momentum K at their center. The
patches are described by the following function:

ϕK(k) =

{
1 if k within the patch of K

0 else
(4.3.9)

The basic idea is that the actual lattice self-energy depends only weakly on k and can
be described by a cluster self-energy which depends on a small number of discrete K:

Σ(k, iωn) ≈ Σc(K, iωn) (4.3.10)

48



4 NUMERICAL METHODS AND APPROXIMATIONS

We further introduce a coarse-grained Green’s function Ḡ which is obtained by tak-
ing the lattice Green’s function G(k, iωn) and averaging out the k-dependence not
contained in the cluster:

Ḡ(K, iωn) =
Nc

N

∑

k

ϕK(k)G(k, iωn) =
Nc

N

∑

k

ϕK(k)
1

iωn − (εk − µ)− ΣDCA(k, iωn)

(4.3.11)

The self-energy ΣDCA(k, iωn) can be expressed through its cluster counterpart, using
the patch function ϕK(k) to extend its dependency from K to all k:

ΣDCA(k, iωn) =
∑

K

ϕK(k) Σc(K, iωn) (4.3.12)

From Ḡ and Σc, a non-interacting cluster Green’s function can be built:

G0
c =

[
Ḡ−1(K, iωn) + Σc(K, iωn)

]−1
(4.3.13)

With this G0
c , and assuming a Hubbard interaction with the strength U , a new cluster

problem is built and solved with a method of choice. Once a new cluster Green’s
function Gc has been obtained, a new cluster self-energy follows as:

Σc(K, iωn) = (G0
c)

−1(K, iωn)− (Gc)
−1(K, iωn) (4.3.14)

From here, similarly to the DMFT, the cycle is restarted until the self-energy is con-
verged. Indeed, one can easily recover the DMFT by setting Nc = 1 which is the same
as neglecting the k-dependence. Although not used here, it should be noted that it is
also possible to obtain self-energies which are smooth instead of constant within the
patches, through interpolation schemes like the DCA+-method [90].
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4.4. CT-AUX

Within the DMFT and DCA formalism discussed in the previous section, an inter-
acting impurity or cluster problem needs to be solved explicitly. Within the action
formalism, after obtaining a non-interacting impurity or cluster Green’s function G0,
and assuming a Hubbard interaction with the strength U , the action S and partition
function Z of the model can be expressed as:

S[ϕ∗, ϕ] =−
∫ β

0

∫ β

0
dτ dτ ′

∑

ij
σ

ϕ∗iσ(τ)G
0
ij,σ(τ − τ ′)ϕjσ(τ

′)

+

∫ β

0
dτ
∑

i

Uϕ∗i↑(τ)ϕi↑(τ)ϕ
∗
i↓(τ)ϕi↓(τ) (4.4.1)

Z =

∫
D[ϕ∗, ϕ] e−S[ϕ∗,ϕ] (4.4.2)

While methods which are very similar to the idea of the DQMC (see Ch.(4.1.2))
are available as impurity solvers [91], more recent developments were focused on so-
called continuous-time Monte Carlo approaches [92] which do not suffer from the
systematic error stemming from the Trotter discretization of the imaginary time. Thus,
extrapolations of the discrete time steps, i.e. ∆τ → 0, are not necessary. Specifically,
we discuss the CT-AUX solver developed by the Gull group. The main paper [93]
discusses the derivation for a single impurity model and explains generalizations at
the end, while the short summary in [89] provides a derivation for clusters. Notation-
wise, we will follow the latter.
Going back to a Hamiltonian formulation, the problem can be written as H = H0+

V , with H0 containing the one-particle and Hubbard interaction terms, respectively.
Following [94], by introducing a nonzero K, the partition function can be expressed
as:

Z = Tr
(
e−βH

)
= e−K Tr

(
e−βH0 Tτ exp

[
−
∫ β

0
dτ (V (τ)−K/β)

])
(4.4.3)

After expanding the time-ordered exponential into powers of K/β − V , the following
auxiliary field decomposition is applied:

1− βU

K

∑

i

[
ni↑ni↓ −

1

2
(ni↑ + ni↓)

]
=

1

2Nc

∑

i

∑

si=±1

eγsi(ni↑−ni↓) (4.4.4)

Nc denotes the number of cluster sites, while γ is defined by cosh(γ) = 1+UβNc/2K.
The partition function then reads as:

Z =

∞∑

n=0

∑

si...sn=±1

∫ β

0
dτ1 . . .

∫ β

τn−1

dτn

(
K

2βNc

)n

Zn({x, τ, s}n) (4.4.5)
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For the expansion order n with auxiliary Ising spins s1 . . . sn, the term Zn is:

Zn({x, τ, s}n) = Z0

∏

σ

detN−1
σ ({x, τ, s}n) (4.4.6)

{x, τ, s}n denotes a specific configuration of n vertices with cluster site x, imaginary
time τ and Ising spin s. With G0

σ being the bare cluster Green’s function, Nσ is a n×n
matrix with the entries defined as follows:

[N−1
σ ]ij =

(
eγ(−1)σsi

)
δij − G0

σ(xi, τi;xj , τj) (4.4.7)

In summary, the product of determinants of matrices Nσ defines the statistical weight
of a configuration {x, τ, s}n. Z can then be sampled by randomly creating or removing
Ising spins s at random cluster sites x and imaginary times τ . Although we do not
discuss the details here, it should be noted that measurements can be done in a similar
fashion as in the DQMC algorithm, since the auxiliary field decoupling here also leads
to the validity of Wick’s theorem.
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5. Nonlocal Exchange Interactions in Strongly Correlated
Electron Systems

5.1. Scope of the work and Statement of Contributions

In the first publication, we discuss the effects of extending the Hubbard model by
a ferromagnetic Heisenberg term which represents the nonlocal exchange interaction
(see Ch.(2.6)). Said exchange interactions were usually neglected due to the smallness
of the respective integrals in three-dimensional solids, but as there is no reason to
believe this translates to novel, two-dimensional materials, we thought it worthwhile
to revisit the problem of a Hubbard-Heisenberg Hamiltonian on a square lattice.

Due to the complexity of the the problem, we applied the variational mapping
discussed in Ch.(3.3.1) as a new approximation. After benchmarking on an exactly
solvable 4-site model which illustrates that this method is more adequate than static
mean-field theory, we applied it on a periodic, half-filled square lattice with the help
of Determinantal QMC. The results show that our new method predicts a continuous
transition of the sign of the spin-spin correlation between adjacent sites (i.e. antifer-
romagnetic vs. ferromagnetic ground state), where static mean-field theory wrongly
predicts a first-order phase transition.
The calculations and substantial parts of the manuscript were done by me. After

a few revisions between Malte Schüler and me, we revised the text a few more times
with Tim Wehling and Gerd Czycholl before submitting it to Physical Review B.

5.2. Actual Paper

Starting on the next page, we present the paper as published [36] in Physical Review
B, on the 26th June 2020.
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We study the influence of ferromagnetic nonlocal exchange on correlated electrons in terms of an SU(2)-
Hubbard-Heisenberg model and address the interplay of on-site interaction induced local moment formation
and the competition of ferromagnetic direct and antiferromagnetic kinetic exchange interactions. In order to
simulate thermodynamic properties of the system in a way that largely accounts for the on-site interaction driven
correlations in the system, we advance the correlated variational scheme introduced in [M. Schüler et al., Phys.
Rev. Lett. 111, 036601 (2013)] to account for explicitly symmetry broken electronic phases by introducing an
auxiliary magnetic field. After benchmarking the method against exact solutions of a finite system, we study the
SU(2) Hubbard-Heisenberg model on a square lattice. We obtain the U -J finite temperature phase diagram
of a SU(2)-Hubbard-Heisenberg model within the correlated variational approach and compare it to static
mean-field theory. While the generalized variational principle and static mean-field theory yield transitions from
dominant ferromagnetic to antiferromagnetic correlations in similar regions of the phase diagram, we find that
the nature of the associated phase transitions differs between the two approaches. The fluctuations accounted for
in the generalized variational approach render the transitions continuous, while static mean-field theory predicts
discontinuous transitions between ferro- and antiferromagnetically ordered states.

DOI: 10.1103/PhysRevB.101.235165

I. INTRODUCTION

One of the most intensively studied and most fundamen-
tal models for the description of correlated electrons on a
crystal lattice is the Hubbard model [1–5]. The central point
of this model is to neglect all interactions aside from the
local Coulomb repulsion between two electrons occupying
the same lattice site. While the approximation of purely local
interaction can pose a drastic simplification, the model is
still capable of describing a wide range of phenomena from
Mott-Hubbard metal-insulator transitions to unconventional
superconductivity. This is why the model became a key
for understanding the competition between itinerancy and
localization due to interactions. Several recently emerging
quantum materials challenged the Hubbard model paradigm
and realize correlated electron physics likely governed by
more complex interaction patterns.

First, in low-dimensional and insulating systems, the ne-
glected nonlocal Coulomb interactions play a significant role
due to reduced screening, and the Hubbard model can fail
to provide an adequate description. It is well known by now
that nonlocal Coulomb repulsion in the form of so-called
density-density terms can drive the system towards a charge
density wave (CDW) [6–8], effectively screen the local in-
teraction [9], influence possibly existing tendencies towards
superconductivity [10–12], and lead to a renormalization of
Fermi velocities [13,14].

In systems like twisted bilayer graphene [15,16] or other
twisted 2D materials [17], general four fermion interactions
are likely steering the low-energy electrons [18] due to the
intricate real space patterns of the low-energy electronic
Wannier functions. Currently, very little is known about the

effects of general nonlocal four fermion interaction terms on
electronic correlation phenomena. Among these are effects
of, e.g., correlated hopping terms and importantly nonlocal
exchange interactions J.

Traditionally, J has been neglected mostly based on the
smallness of the direct exchange integral (J ∼ 1/40 eV for
3d electrons) in comparison to the on-site repulsion (U ∼
10 eV [1]). However, this argumentation can be misleading.
Generally, in the strong coupling case with U � t exceeding
the hopping t by far, J competes against the kinetic exchange
given by −4t2/U , which can be orders of magnitude smaller
than the original U . As such, it is plausible that a small
J is sufficient to push the system towards a ferromagnetic
instability. So far, various studies [19–23], came to different
conclusions, and we believe it is worth to revisit this issue with
novel methods. Additionally, for novel, synthetic quantum
materials like twisted bilayer graphene, where the electron
correlations emerge beyond the atomic scale, it is very unclear
why any estimates made for 3d-electron materials should
transfer to this case.

In this paper, we advance a theoretical approach to account
for interaction terms beyond the on-site Hubbard paradigm.
We consider the explicit example of the Hubbard-Heisenberg
model, which supplements the Hubbard model with nonlocal
exchange terms, and analyze the interplay of on-site repulsion
and nonlocal exchange effects. This problem has so-far been
addressed with different approaches: First, SU(N ) general-
izations of the Hubbard-Heisenberg model have been studied
in the large-N limit [24–26]. Secondly, the important SU(2)-
case has been studied in terms of static Hartree-Fock mean-
field theory (MFT) [27,28]. Calculations in the framework of
the dynamical mean-field theory (DMFT) [23,29], which are
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exact in infinite dimensions, yield a phase diagram similar to
the one we present in this work. Here, we develop a varia-
tional approach to study the impact of quantum and thermal
fluctuations on the interplay of local moment formation with
ferromagnetic and antiferromagnetic spin correlations in the
SU(2) Hubbard-Heisenberg model. In infinite dimensions, our
method indeed coincides with the DMFT approach. However,
within our approach, there is no systematical error linked to
the dimension of the system, which makes it more suitable for
application on low-dimensional materials.

The paper is structured as follows. In Sec. II A, we intro-
duce the Hubbard-Heisenberg model. Section II B explains
the generalization of the variational approach from Ref. [9]
to account for explicitly symmetry broken phases and nonlo-
cal exchange interactions: we map the Hubbard-Heisenberg
Hamiltonian to an auxiliary Hamiltonian, which includes a
renormalized Hubbard interaction and allows for breaking of
the SU(2) spin symmetry by including an effective, external
magnetic field in z direction. In Sec. II C, we then give
the computational details of the simulations of this auxiliary
system performed with determinantal quantum Monte Carlo
(DQMC).

In Sec. III A, we compare the exact solution of a four-site
Hubbard-Heisenberg cluster to approximate solutions from
the variational approach developed here and to MFT for
benchmarking purposes. Section III B discusses the phase di-
agram and thermodynamic properties of the SU(2) Hubbard-
Heisenberg model on a square lattice. The phase diagrams
obtained with the generalized variational principle and MFT
are qualitatively similar. We find, however, that the fluctua-
tions accounted for in the generalized variational approach
render the transitions between ferro- and antiferromagneti-
cally correlated states continuous, while MFT predicts dis-
continuous transitions. Furthermore, we illustrate and discuss
the nonmonotonous influence of a small, direct exchange, on
correlation functions such as the double occupancy.

II. METHODS

A. The Model Hamiltonian

Consider an extended Hubbard model for electrons on a
lattice which includes nonlocal interactions:

H =
∑
i, j,σ

ti jc
†
iσ c jσ + U

∑
i

ni↑ni↓ + 1

2

∑
i �= j,σ,σ ′

Vi jniσ n jσ ′

− 1

2

∑
i �= j

Ji j �Si · �S j . (1)

Here, c†
iσ and ciσ denote the creation and annihilation oper-

ators for an electron in a Wannier state on site i with the
spin σ . The ti j contain the hopping matrix elements and the
on-site energies. U is the on-site interaction strength, while Vi j

and Ji j are the nonlocal Coulomb repulsion and the exchange
interaction, respectively. niσ = c†

iσ ciσ denotes the occupation
number operator, while �Si represents the spin operator.

In previous papers [9,30], it was shown that the nonlocal
Coulomb repulsion can be included in an effective Hubbard
model with local interactions only, by renormalizing the
on-site repulsion. While this mapping is an approximation,

especially regarding the charge correlations, it works well for
describing the spin dynamics since the V term couples to the
charge degrees of freedom. The nonlocal exchange, which
we focus on, however, couples directly to the spin degrees
of freedom. Thus, in this work, we assume that the nonlocal
repulsion has already been absorbed into an effective Hubbard
U and neglect the V terms. We restrict ourselves to a one-band
model with only next-neighbor hopping and interactions on a
square lattice, which corresponds to the following Hubbard-
Heisenberg-Hamiltonian:

H = −t
∑

〈i, j〉,σ
(c†

iσ c jσ + H.c.) + U
∑

i

ni↑ni↓ − J
∑
〈i, j〉

�Si · �S j

(2)

Here, the 〈i, j〉 denote pairs of nearest-neighbor sites.

B. The variational principle

Our goal is to obtain an approximation to thermodynamic
properties of the system defined in Eq. (2) by mapping it onto
a simpler auxiliary system which is easier to handle. More
precisely, we want to describe the properties of H by mapping
it onto an effective Hamiltonian H̃ :

H̃ = −t
∑

〈i, j〉,σ
(c†

iσ c jσ + H.c.) + Ũ
∑

i

ni↑ni↓ − B̃
∑

i

Sz
i .

(3)

The effective, magnetic field B̃ has been introduced in order
to implement ferromagnetic correlations, which stem from
the Heisenberg-term in H and cannot be captured in the
framework of a simple half-filled Hubbard model. While we
intend to use the effective model in Eq. (3) as a variational
ansatz, it should be noted that this reduction becomes exact in
the limit of infinite dimensions since a mean-field decoupling
can be applied to the Heisenberg-term. Such a model has been
studied within DMFT before [23]. Keeping a renormalized
on-site interaction Ũ allows this auxiliary system to capture
correlations which go beyond Hartree-Fock theory. As shown
in Appendix A, setting Ũ = 0 is indeed equivalent to a mean-
field description. A rationale behind introducing the auxiliary
magnetic field B̃ is the following: the Hubbard model with
on-site interactions has different low-energy states close to
the ground state. The auxiliary field B̃ lowers those with
desirable spin polarization in energy to achieve an optimized
description of the full system.

For the mapping of the Hubbard Heisenberg model,
Eq. (2), to the auxiliary Hubbard model in an external
magnetic field, Eq. (3), we make use of the Peierls-Feynman-
Bogoliubov variational principle [31–33]. (Ũ , B̃) are
variational parameters which are chosen so that the density
operator ρH̃ of the auxiliary system H̃ approximates the real
density operator ρH as good as possible. In order to do so,
we minimize the following expression with respect to the
parameters (Ũ , B̃):

�H � �̃ = 〈H − H̃〉H̃ + �H̃ , (4)
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Here, �H = − 1
β

ln ZH denotes the grand canonical potential1

of the original Hamiltonian H with ZH = Tr(e−βH ) being the
partition function while �H̃ is the grand canonical potential
of the auxiliary system. 〈A〉H̃ = 1

ZH̃
Tr(Ae−βH̃ ) expresses the

expectation value of an operator A evaluated with the ther-
modynamic density operator of the effective Hamiltonian H̃ .
Evaluating the expression for �̃ in Eq. (4) leads to

�̃ = (U − Ũ )
∑

i

〈ni↑ni↓〉H̃ − J
∑
〈i, j〉

〈�Si · �S j〉H̃

+ B̃
∑

i

〈Sz
i 〉H̃ + �H̃ . (5)

C. Quantum Monte Carlo: computational details

We solve the effective Hamiltonian H̃ for different (Ũ , B̃)
on a square lattice by performing determinantal quantum
Monte Carlo (DQMC) [34] simulations with the quantum
electron simulation toolbox (QUEST) code [35]. The raw data
obtained from the simulation are available in Ref. [36]. We
restrict our calculations to the half-filled case for which no
sign problem exists even for B̃ �= 0. The temperature for all
simulations presented in this work is set to βt = 10, which
means that for a square lattice, the thermal energy is of the
order of 1/40 of the free system bandwidth. This temperature
is cold enough to observe correlations and to capture the
interesting phase transitions, particularly the metal-insulator
transition [37]. In order to deal with finite size effects, we
performed calculations for different system sizes (i.e., 4 × 4,
6 × 6, 8 × 8, 10 × 10, and 12 × 12) with periodic boundary
conditions and extrapolate to the N → ∞ limit as described
in Ref. [30].

In order to achieve good qualitative results, a rough esti-
mate is to choose a discretization �τ ∼ √

0.125/U for the
Trotter-Suzuki decomposition [38]. For U = 6, which is the
highest value that we use for the mapping, this leads to
�τ ≈ 0.144. In order to minimize the remaining Trotter error,
instead of simulating the system only at �τ = 0.1, we also
simulate �τ = 0.2. This allows for an extrapolation �τ →
0, since the Trotter error is known to scale with O(�τ 2).
In Appendix B, we provide an example which justifies the
extrapolation with only two data points.

For each data point for (Ũ , B̃) with 28 data points Ũ/t =
0–6 and 48 data points for B̃/t = 0–4, the simulation is run
with 10 000 warmup sweeps and 30 000 measurement sweeps.
In order to significantly reduce the Monte Carlo noise, we
smooth the data with a two-dimensional Savitzky-Golay filter,
as further explained in Appendix C 1.

While the double occupancies and the spin-related expec-
tation values appearing in Eq. (5) can be directly measured
within DQMC, determining the grand canonical potential �H̃
of the effective system requires a coupling constant integra-
tion. Since

−∂�H̃

∂B̃
=

∑
i

〈
Sz

i

〉
H̃ ,

∂�H̃

∂Ũ
=

∑
i

〈ni↑ni↓〉H̃ .

1Free energy in the canonical case.

FIG. 1. Spin-spin correlation between next neighbors on a four-
site model. The 4t2/U line is where the transition is expected ana-
lytically in the strong-U limit. (a) Exact diagonalization. (b) Mean-
field treatment which allows ferromagnetic and antiferromagnetic
ordering. (c) Variational approach.

�H̃ can be determined (up to a constant) by integrating with
respect to (Ũ , B̃):

�H̃ (Ũ , B̃) =
∑

i

∫ Ũ

0
dU ′〈ni↑ni↓〉H̃ (U ′, 0)

−
∑

i

∫ B̃

0
dB′〈Sz

i

〉
H̃ (Ũ , B′) + �H̃ (0, 0). (6)

The constant �H̃ (0, 0) corresponds to the grand canonical
potential of a tight-binding model, which may be evaluated
analytically. However, this constant is not relevant when
searching for the minima of �̃.

III. RESULTS

A. Benchmarking: four-site model

To assess merit and shortcomings of the variational method
suggested, here, we perform benchmark calculations for a
system which can also be solved exactly. In the following, we
compare solutions of the Hubbard-Heisenberg Hamiltonian,
Eq. (2), on a four-site cluster obtained with exact diagonaliza-
tion, the Hartree-Fock approximation and with the generalized
variational principle explained in Sec. II B.

We treat the system at half filling by setting the chemical
potential to μ = U/2. Figure 1 then shows the total spin-
spin correlation between next neighbors 〈�Si · �S j〉 obtained by
the three different approaches: exact diagonalization, a spin-
unrestricted mean-field treatment which allows for both fer-
romagnetic and antiferromagnetic solutions (see Appendix A)
and the variational approach which uses the effective Hamil-
tonian H̃ [Eq. (3)]. Before analyzing the data, it is important to
note that for the strong-coupling case (U � t), the behavior of
the system is known, as the Hubbard model becomes equiv-
alent to a Heisenberg model [39] with an antiferromagnetic
kinetic exchange coupling −4t2/U between nearest-neighbor
spins. In our case, the kinetic exchange competes with the
ferromagnetic direct exchange J and one obtains

H
U�t≈ −

(
J − 4t2

U

) ∑
〈i, j〉

�Si · �S j .

From this, it is easy to see that the nearest-neighbor spin-spin
correlations should change sign at J = 4t2/U in the large-U
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FIG. 2. Double occupancy on a four-site model. (a) Exact diag-
onalization. (b) Hartree-Fock mean-field treatment which allows fer-
romagnetic and antiferromagnetic ordering. (c) Variational approach.

limit. A 4t2/U line is plotted as a dashed, black curve inside
the pictures.

The exact solution in Fig. 1(a) shows continuous transitions
from positive to negative nearest-neighbor spin-spin correla-
tions. As expected, antiferromagnetic correlations dominate
where J is small, while a large J leads to ferromagnetic
correlations. One should keep in mind, however, that the
finite size of the system prohibits actual antiferromagnetic or
ferromagnetic ordering in the exact solution. This differs from
the other approximative cases where symmetry breaking is
explicitly allowed. The MFT treatment in Fig. 1(b) correctly
predicts a competition between direct and kinetic exchange in
the strong-U limit, however fails to capture the correct order
of the transition as the system undergoes a first-order phase
transition from the Néel to the ferromagnetic state (and vice
versa), which does not occur in the exact solution.

The spin-spin correlations as calculated with the varia-
tional approach [Fig. 1(c)] are in much closer agreement with
the exact solution [Fig. 1(a)] than the MFT results [Fig. 1(b)].
It should be noted, that, similarly to the mean-field result,
a small step (i.e., a first-order transition) is still visible for
intermediate U , which is an artifact of the method itself. This
problem is, however, much less severe than in the mean-field
treatment. In the U = 0 case, the variational approach and the
MFT become equivalent. Both yield the same result in this
case, as it must be.

The double occupancy, as obtained from the exact solution,
MFT and the variational approach, is shown in Fig. 2. The
transitions seen in the spin-spin correlation functions manifest
themselves also in the U -J dependence of the double occupan-
cies. In the exact solution, it is visible that both the Hubbard
U and the direct exchange J , by themselves, tend to reduce
the double occupancy, and thus localize the electrons. How-
ever, kinetic (antiferromagnetic) and direct(ferromagnetic) ex-
change can cancel each other, which leads to nonmonotonous
behavior when both interactions are present.

This can be seen more clearly from the lineplots of
the spin-spin correlation function and the double occupancy
shown in Fig. 3. For both values of U , the variational approach
approximates the exact solution much closer than the MFT
treatment. One important thing to consider is the spin-spin
correlation for a strong Hubbard U [Fig. 3(b)]. For small J ,
MFT describes the antiferromagnetic correlations by explic-
itly going into a Néel state, which leads to a value of 〈�Si ·
�S j〉 = − 1

4 for spin − 1
2 fermions (i.e., electrons). However,

FIG. 3. Correlation functions for two different, fixed values U ,
depending on J . The black line shows the exact solution. The
red dotted line stems from the mean-field solution, while the blue
dashed lines come from our variational approach. [(a) and (b)] Next-
neighbor spin-spin correlation. [(c) and (d)] Double occupancy.

antiferromagnetic correlations are, as shown in the plot, much
stronger. Since the auxiliary system H̃ is a correlated problem
due to the on-site interaction Ũ , it is capable of capturing such
behavior.

B. Hubbard-Heisenberg model on the square lattice

In the following, we study the spin-spin correlation func-
tions and the double occupancies of the Hubbard-Heisenberg
model on the square lattice obtained in MFT and with the
generalized variational approach.

Figure 4(a) shows the nearest-neighbor spin-spin correla-
tion function, depending on U and J obtained from MFT.
Qualitatively, it behaves similarly to the mean-field solution
of the four-site model, where the transition from dominantly
antiferromagnetic to ferromagnetic spin-correlations are con-
tinuous for small U , while a discontinuity appears with in-
creasing J for larger U � 3. The transition does not occur

FIG. 4. Spin-spin correlation of the Hubbard-Heisenberg model
between next neighbors on a half-filled square lattice, obtained
from extrapolated data (N → ∞) at βt = 10. The 4t2/U line is
where the transition is expected analytically in the strong-U limit.
(a) Hartree-Fock mean-field treatment which allows ferromagnetic
and antiferromagnetic ordering. (b) Variational approach.
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FIG. 5. Double occupancy of the Hubbard-Heisenberg model on
a half-filled square lattice, obtained from extrapolated data (N → ∞)
at βt = 10. (a) Hartree-Fock mean-field treatment which allows fer-
romagnetic and antiferromagnetic ordering. (b) Variational approach.

at the 4t2/U line in the parameter regime of U < 6 shown,
here. At stronger on-site repulsion, U > 7 MFT does however
recover the transition at J ≈ 4t2/U as expected in the strong
coupling limit (see Appendix A).

Figure 4(b) shows the U and J dependence of the spin-spin
correlation function, obtained from the variational principle.
The spin-spin correlation functions obtained within mean-
field theory and with the variational principle are similar re-
garding the global shape of predominantly ferromagnetically
and antiferromagnetically correlated regions. Differences oc-
cur however at a quantitative level. First, in the variational
principle, the crossover point 〈�Si · �S j〉 = 0 from antiferro-
to ferromagnetic correlations approaches the strong-coupling
expectation of J = 4t2/U already at much smaller on-site
interaction U/t ≈ 3 than in the MFT case. Furthermore, the
J-induced crossover from predominant antiferromagnetic to
ferromagnetic spin correlations is smoother than in MFT.
While several smaller steps are still appearing in the spin-spin
correlation function calculated with the variational principle,
we find that these steps are within our estimated errors [see
Appendix C 3).

Furthermore, a step is still visible even at U = 0, where
our results should coincide with the MFT. Since there is no
systematic Trotter error for U = 0, this clearly hints that the
steps stem from finite size effects which remain even after
extrapolating to N → ∞. This leads us to the conclusion that,
within our variational framework, the transition into the area
with ferromagnetic correlations with increasing J is smooth.

Figure 5 shows the double occupancy in MFT (a) and
within the variational framework (b) depending on U and J .
Qualitatively, as is the case for the spin-spin correlations, both
results are roughly similar. However, the transition between
states with different expectation values of the double occu-
pancies is smooth within the variational approach, whereas
MFT gives again a discrete step for U/t � 3. Notably, as
illustrated in a line plot in Fig. 6, the influence of J on the
double occupancy is nonmonotonous, which we also observed
for the four-site cluster (see Fig. 2). While both the J and the U
terms in H support the formation of local magnetic moments
and thus reduce the double occupancy, the interplay between
the two can lead to a higher value. At U/t = 3 in Fig. 6, where
the Mott-Heisenberg picture (competition between direct ex-
change J and kinetic exchange −4t2/U ) is not appropriate,

FIG. 6. Double occupancy of the Hubbard-Heisenberg model as
function of nearest-neighbor Heisenberg exchange J at a fixed U/t =
3. The shaded, grey area is meant to mark uncertainties resulting
from finite size effects in the DQMC data.

this can be understood as a competition between Heisenberg-
type ferromagnetism and Slater-type antiferromagnetism. A J
which is of the order of the hopping amplitude t can lead to
a nonnegligible difference in the double occupancy and other
correlation functions.

Qualitatively, our phase diagrams look similar to what is
known from DMFT calculations [23,29]. This stems from
the fact that, in infinite dimensions, and assuming that the
local interaction remains unchanged (Ũ = U ), the effective
Hamiltonian H̃ corresponds to the DMFT problem. The spa-
tial correlations neglected in DMFT (and taken into account
in this work) lead to quantitative differences only. However,
the accuracy of the variational approach presented here does
not systematically depend on the system dimension, which
makes it more suitable for application on low-dimensional
problems. Additionally, allowing renormalization of the local
interaction allows the discussion of screening effects. Thus
our work complements what is known from DMFT by pro-
viding improvements which are necessary for describing low-
dimensional materials.

IV. CONCLUSIONS AND OUTLOOK

In this work, we investigated the properties of a Hubbard-
Heisenberg model, which interpolates between many mecha-
nisms for magnetism, i.e., the Slater, Stoner, and Heisenberg
picture. For the realistic SU(2) case, we presented the U -J
phase diagram for a half-filled square lattice which goes
beyond static mean-field theory, by employing a Hubbard
model with broken spin symmetry as an effective Hamil-
tonian through the use of the Feynman-Peierls-Bogoliubov
variational principle. While both interactions present in the
system lead to the formation of local magnetic moments,
the interplay between the two (e.g., the competition between
Slater-type antiferromagnetism and Heisenberg-type ferro-
magnetism) can lead to nonmonotonous behavior in properties
such as the double occupancy. Compared to the discrete
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transitions between areas with dominant antiferromagnetic
and ferromagnetic correlations, obtained within the Hartree-
Fock mean-field treatment, the variational approach leads to
continuous transitions. While direct Monte Carlo simulations
of the lattices are strongly restricted due to the sign prob-
lem, other approaches (e.g., dynamical mean-field theory,
dynamical cluster approximations, cluster dynamical mean-
field approaches) where the problem is less severe may allow
the investigation of doped systems.
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APPENDIX A: MEAN-FIELD SOLUTIONS

The mean-field solutions for the four-site model and the
square lattice can in principle be obtained by the decoupling
of the interaction terms in the original Hamiltonian [Eq. (2)].
Here, however, we use the variational principle (which leads
to a completely analogous solution) by employing a noninter-
acting, effective Hamiltonian H̃ which allows both for ferro-
and antiferromagnetism through two effective fields:

H̃ = −t
∑

〈i, j〉,σ
(a†

iσ b jσ + H.c.) − B̃1

∑
i

(
Sz

ia + Sz
ib

)

− B̃2

∑
i

(
Sz

ia − Sz
ib

)
. (A1)

Notably, the staggered magnetic field with the magnitude
B̃2 breaks translational symmetry due to the induced Néel
order. Hence, the original square lattice is divided into two
sublattices, leading to two distinct fermionic operators for
the respective sublattices. The parameters (B̃1, B̃2) are chosen
variationally for each set of original (U, J).

We can solve the effective, noninteracting Hamiltonian
analytically through simple fourier transform of the fermionic
operators and find (with the lattice constant set to a = 1) the
following four bands:

εσ
1,2(�k) = − B̃1σ

2
±

√(
B̃2

2

)2

+
(

4t cos

(
kx√

2

)
cos

(
ky√

2

))
.

From this, all relevant expectation values can be computed
exactly, either directly through the derivatives of the grand
potential or through Wick factorization. If we then write
out the variational equation [Eq. (4)] explicitly, we obtain
the following expression which needs to be minimized with
respect to (B̃1, B̃2):

�̃ = U
∑

i

〈
na

i↑na
i↓ + nb

i↑nb
i↓

〉
H̃

− J
∑
〈i, j〉

〈�Sa
i · �Sb

j

〉
H̃
,

+ B̃1

∑
i

〈
Sz

ia + Sz
ib

〉
H̃ + B̃2

∑
i

〈
Sz

ia − Sz
ib

〉
H̃ + �H̃ .

(A2)

FIG. 7. Mean-field solutions for a half filled square lattice.
(a) Next-neighbor spin-spin correlation with the 4t2/U line. (b) Dou-
ble occupancy.

As mentioned above, employing a noninteracting effective
H̃ within the variational framework is completely analogous
to performing a decoupling of H which allows for ferro-
and antiferromagnetic solutions. Figure 7 shows, again, the
spin-spin correlation and double occupancy, for a greater
parameter range than in Sec. III. The transition between Néel
and ferromagnetic order, which is analytically expected at the
J = 4t2/U line in the strong-U regime, can be seen clearly.

APPENDIX B: TROTTER EXTRAPOLATION

In this section, we provide an example in order to justify
the Trotter extrapolation which was performed with only two
data points (�τ = 0.1 and 0.2). The error is known to scale
with O(�τ 2). Consider again the exactly solvable four-site
model which was treated in Sec. III A, for the specific case
of J = 0, i.e. a four-site Hubbard model at half filling. In
order to compare to the exact results obtained from exact
diagonalization, we simulated the model within DQMC
at four different Trotter discretizations. The simulations
are performed with 15 000 warmup sweeps and 30 000
measurement sweeps for U = 0–8, at 80 equidistant data
points. Furthermore, the obtained data are smoothed with
a Savitzky-Golay filter using third order polynomials and a
window length of w = 7 data points.

Figure 8(a) shows the double occupancy of the model de-
pending on U , obtained from ED, DQMC for varying Trotter
steps. The systematic error which depends on �τ is clearly

FIG. 8. (a) Double occupancy of a four-site Hubbard model at
half filling, obtained from ED, DQMC for a set of Trotter steps.
(b) Total error in the double occupancy after extrapolation �τ → 0.
One extrapolation was performed with the two data points used
throughout this work, the other included all Trotter steps from (a).
The temperature is set to βt = 10
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visible. Figure 8(b) shows the error in the double occupancy
after extrapolating �τ → 0 for two different sets of �τ . The
red curve is obtained by extrapolating only with the two data
points used throughout this work, the green one includes all
points. After extrapolating, the systematic error is diminished
in both cases, and only the statistical noise remains, which
is visible as the extrapolated curves oscillate slightly around
0. Using additional Trotter steps in the extrapolation merely
leads to a reduced statistical noise due to a higher number
of samples, which justifies our extrapolation with two points
only.

APPENDIX C: ERROR ESTIMATION

The calculations in this work are prone to a variety of
different error sources, which need to be addressed separately.
First, we discuss the variational principle itself, where the
exact benchmarking data provide some insight. Secondly, we
turn our attention to the results obtained from DQMC, i.e., the
statistical error, the finite size extrapolation, and the integra-
tion errors which occur when computing the free energy.

1. Systematic and statistical errors of DQMC

The most obvious error source when using Monte Carlo
methods is the statistical error due to a finite number of sam-
plings. As mentioned before, we carried out simulations on an
equidistant 48 × 48 grid for Ũ/t = 0–10 and B̃/t = 0–4, with
10 000 warmup and 30 000 measurement sweeps. The error
can be drastically reduced by making use of an appropriate
filter. Similarly to another work [40] done in our group which
also relies on DQMC, we make use of a two-dimensional
Savitzky-Golay filter [41] which, in a box width of wŨ and
wB̃, fits a two-dimensional polynomial of the form

p(Ũ , B̃) =
NM∑
mn

cnmŨ nB̃m

to the data. The polynomials are of third order, and
box widths are both set to w = 1.0. Additionally, data,
which is close to the original starting point (Ũ0, B̃0), are
given additional weight through a tricubic weighting func-
tion (1 − d3)3, where the distance d is defined as d =
max{|Ũ − Ũ0|/wŨ , |B̃ − B̃0|/wB̃}.

Another important error source to address is the integration
procedure [see Eq. (6)] when computing the grand potential
�H̃ of the effective system. While the remaining statistical
errors tend to cancel itself out when integrating, the remaining
Trotter error might be magnified again.

In order to estimate the errors of the whole mapping pro-
cedure, we set H = H̃ , mapping the effective Hamiltonian to
itself, (U, B) → (Ũ , B̃). Obviously, in the absence of errors,
the parameters (U, B) should not change. Figure 9 shows both
the absolute errors of (Ũ , B̃) and the correlation functions
(i.e., the double occupancy and the spin-spin correlation)
which are necessary for the mapping.

2. Finite size error of DQMC

As mentioned above, we carried out simulations of the
Hamiltonian in Eq. (3) on a square lattice with periodic bound-

FIG. 9. Absolute errors which stem from the integration proce-
dure and the remaining Trotter error. (a) Double occupancy. (b) Spin-
spin correlation. (c) On-site interaction. (d) Magnetic field.

ary conditions, with system sizes of L = 4, 6, 8, 10, and 12
lattice sites in one direction. The data is then extrapolated to
N → ∞ by plotting it against 1/N2 (with N = L2 being the
total number of lattice sites) and fitting a line.

In order to assess the errors which remain after the extrap-
olation, it should be noted that finite size effects will be the
strongest when the system is free of interactions, i.e., Ũ = 0,
since the Hubbard-U generally tends to localize the electrons.
Furthermore, in this case, the error from the Trotter decompo-
sition is nonexistent since there is no interaction which needs
to be decoupled. The noninteracting case, where the finite size
error is the most severe, can be solved analytically, which
allows us to compare our data to the exact solution.

FIG. 10. (a) Analytical (black line) and extrapolated (blue,
dashed line) grand potential � of H̃ with Ũ = 0. (b) Magnetization,
computed as the derivative of � with respect to B̃. (c) Double
occupancy. (d) Next-neighbor spin-spin correlation.

235165-7
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FIG. 11. Functional �̃, along the line connecting the two min-
ima at (Ũ , B̃)1 ≈ (1.11, 0.34) and (Ũ , B̃)2 ≈ (1.02, 0.88), for fixed
(U, J ) = (2.0, 0.9525).

Figure 10(a) shows the exact grand potential (per lattice
site) of H̃ on a half-filled square lattice and the grand potential

obtained by integrating over the smoothed and extrapolated
DQMC data. Qualitatively, they are in very good agreement.
However, when computing observables like the magnetization
[Fig. 10(b)] by calculating the derivatives, the small, remain-
ing oscillations become clearly visible.

3. Error estimation at the steps

While there are clear hints that the steps are an artifact
which stems from remaining finite size effects, we addition-
ally demonstrate that the steps are within our estimated error
bars. As a representative example, we pick the step which is
visible in Fig. 4(b) at U/t ≈ 2.0 and J/t ≈ 0.95. The step
itself stems from the existence of two minima in the functional
�̃, which are located at (Ũ , B̃)1 ≈ (1.11, 0.34) and (Ũ , B̃)2 ≈
(1.02, 0.88).

Figure 11 shows a line plot of the functional �̃ in the
(Ũ , B̃) plane along the line connecting two minima. The
potential barrier between the minima has a height of h�̃ <

0.0002. However, we estimate that the error for �̃ is on a scale
��̃ ∼ 0.05, which is clearly larger than the barrier height.
Thus the transition is smooth within our error bars.
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6 CHARGE CORRELATION, DOUBLON-HOLON BINDING AND
SCREENING IN THE DOPED HUBBARD MODEL

6. Charge correlation, doublon-holon binding and screening in
the doped Hubbard model

6.1. Scope of the work and Statement of Contributions

In the Hubbard model, the competition between kinetic and Coulomb interaction en-
ergy lead to a complicated phase diagram. For the doped square lattice, we investigate
the spatial distribution of the electrons and find an emergence of exciton complexes
such as two empty sites bound to a doubly occupied site. We discuss this in detail for
a 4x4 periodic lattice (solved via Determinantal QMC) and with results from exact
diagonalization of smaller clusters, which both lead to similar results.

In the second part, through the variational approach discussed in Ch.(3.3.2), we
investigate how such excitations affect the screening of nonlocal Coulomb interactions.
To that end, we make use of the DQMC scheme and the Dynamical Cluster approx-
imation to solve the Hubbard model for a large parameter grid of interactions and
fillings. Both methods yield the result that the screening increases when hole-doping
away from half filling, which implies that, when downfolding a complex structure to
simple Hubbard models, doping-dependent interactions are necessary for an accurate
description.
The DCA and DQMC calculations both for the first and second part and the nec-

essary implementations explained in Ch.(6.3) have been done by me, while Guglielmo
Nicola Gigante provided the results from Exact Diagonalization shown in the first
part. Malte Schüler gave general input on how to deal with the screening problem
considered in the second part. The text itself is mostly written by Erik van Loon and
me, with a few revisions done together with Tim Wehling and Malte Schüler.

6.2. Actual Paper

Starting on the next page, we show the paper as presented on arXiv [38], on the 09th
September 2024.
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Electronic correlations arise from the competition between the electrons’ kinetic and Coulomb
interaction energy and give rise to a rich phase diagram and many emergent quasiparticles. The
binding of doubly-occupied and empty sites into a doublon-holon exciton is an example of this in the
Hubbard model. Unlike traditional excitons in semiconductors, in the Hubbard model it is the kinetic
energy which provides the binding energy. Upon doping, we find the emergence of exciton complexes,
such as a holon-doublon-holon trion. The appearance of these low-lying collective excitations make
screening more effective in the doped system. As a result, Hubbard-based modelling of correlated
materials should use different values of U for the doped system and the insulating parent compound,
which we illustrate using the cuprates as an example.

I. INTRODUCTION

Although the Coulomb interaction between electrons
is fundamentally repulsive, its final effect can be attrac-
tive and bound many-electron quasiparticles and phase
transitions resulting from the Coulomb interaction are
at the heart of condensed matter physics. In mag-
netism, the combination of the Coulomb interaction and
the antisymmetry of the wavefunction generates the ex-
change interactions responsible for magnetic phases [1].
In semiconductors, working with valence band holes
changes the sign of the Coulomb interaction and ex-
plains the binding of excitons and more complex emer-
gent quasiparticles such as trions [2]. The spatial struc-
ture of the Coulomb interaction leads to charge-density
waves [3, 4] and Wigner crystallization [5], where a non-
uniform ground state minimizes the Coulomb energy. On
the other hand, the dynamic structure of the phonon-
screened Coulomb interaction leads to the effective at-
traction between Cooper pairs in BCS superconductiv-
ity [6]. Finally, for unconventional superconductors, it is
postulated that collective electronic excitations take over
the role of phonons and provide the pairing glue [7].

The essential elements of several Coulomb-driven
emergent phenomena show up in the Hubbard model [8–
10] and its extensions, for example metal-insulator tran-
sitions [11], magnetism [12–14], charge-density waves [15]
and unconventional superconductivity [16]. Although
the model is generically hard to solve [17], there has
been tremendous numerical progress in recent years [16,
18, 19], especially when it comes to the determination
of ground state properties of the square lattice Hub-
bard model. It has an antiferromagnetic ground state
at zero temperature and half-filling (one electron per
site), which is destroyed by Mermin-Wagner fluctuations
at T > 0 [14], but with very strong antiferromagnetic
correlations still present.

This antiferromagnetic ground state at half-filling
forms a starting point for understanding the effect of
doping. If the repulsive interaction U is large, doping
introduces holes into an antiferromagnetic background,
while double occupancy remains forbidden. One of the
insights coming from the t-J model [20] is that these
holes can propagate as pairs of empty sites (holon-pairs)
without disturbing the antiferromagnetic ordering. This
pair binding has been suggested as a possible mechanism
for unconventional superconductivity. When U is similar
to the bandwidth, double occupancy is suppressed but
not completely forbidden (e.g., 5% double occupancy at
U/t = 8, half-filling and low temperature [21]) and the t-
J approximation is no longer valid. The presence of dou-
blons (doubly occupied sites) and their possible contribu-
tion to binding should now be considered. Do doublons
repel or attract holons? This question of doublon-holon
binding becomes more important as doping increases,
since more and more holons are present in the ground
state. Apart from doublon-holon pairs, it is even possi-
ble to form higher-order exciton complexes.

With hole doping, the empty sites also tend to or-
der spatially, e.g., in the form of stripes [22, 23]. The
Hubbard interaction is not sensitive to the spatial struc-
ture of the holons, so it must be the kinetic energy that
drives this ordering. At the same time, the appearance
of these phases with non-homogeneous electron density
raises questions about the applicability of the Hubbard
model, i.e., the neglect of nonlocal Coulomb interactions.
For a non-uniform ordered phase, these explicitly con-
tribute to the total energy. Zheng et al. [23] estimate
an energy difference of 0.01t between vertical stripes and
uniform superconducting states in the Hubbard model,
and hole densities that differ by roughly 0.1 electron/site.
With ∆E ≈ V ∆ni ∆nj , and given that V ≈ 2t in the
cuprates [24], the potential energy difference between
charge-ordered and uniform phases due to the nonlocal
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FIG. 1. Spatial charge correlations in the Hubbard model,
DQMC on a 4 × 4 periodic cluster at βt = 2. (a-b) Density-
density, (c-d) doublon-doublon, (e-f) hole-hole (g-h) doublon-
hole. Plots for intermediate values, i.e. U/t = 2, 4, 6 are
provided in the Appendix (Fig 6).

Coulomb interaction has the same order of magnitude
and cannot simply be ignored. This has motivated the
study of the effect of nonlocal interactions on charge or-
dering [25–27] and superconductivity [28–30].

The impact of nonlocal Coulomb interactions can al-
ready be assessed based on knowledge of the correla-
tion functions in the Hubbard model, using a variational
principle [31]. Essentially, the charge correlations of the
Hubbard model show how the nonlocal Coulomb inter-
actions effectively screens the Hubbard interaction. This
approach has been applied extensively to half-filled sys-
tems [31–34], but the doped case has received less atten-
tion until now, due to the numerical difficulty caused by
the Monte Carlo sign problem.

Here, we study the charge fluctuations in the doped
Hubbard model using Quantum Monte Carlo. First, we
quantify the presence of charge correlations as a func-
tion of doping and interaction strength. Then, we pro-
ceed with the spatial correlation between doublons and
holes, to investigate if there are signs of exciton bind-
ing at the four-particle level. We focus on the regime up
to U ≤ W , where doublons are sufficiently present and
where Quantum Monte Carlo studies of the doped system
are numerically feasible. Finally, we study how screen-

ing is affected by doping, and the implications for the
doping-dependence of the effective local interaction [31]
in correlated materials modelling.

II. SOLVING THE HUBBARD MODEL

We consider the Hubbard model on the square lattice,
in the grand canonical ensemble, i.e.,

HHub = −t
∑

⟨i,j⟩,σ

(
c†iσcjσ + h.c.

)
+U

∑

i

ni↑ni↓−µ
∑

i

ni.

(1)

Here, c
(†)
iσ denotes the annihilation (creation) operator for

an electron on site i with spin σ, niσ is the correspond-
ing occupation number operator, ni = ni↑ + ni↓ the to-
tal occupation number. The physical parameters are the
nearest-neighbor hopping t, the on-site or Hubbard in-
teraction U and the chemical potential µ. We consider
the hole-doped case, i.e., ⟨ni⟩ ≤ 1 and µ ≤ µ1/2 = U/2.

We study this model at finite temperature using Quan-
tum Monte Carlo simulations, namely the Determinan-
tal Quantum Monte Carlo method [35] (DQMC) as im-
plemented in the QUEST code [36] and the Dynami-
cal Cluster Approximation [37] (DCA) using a CT-AUX
solver [38], see Appendix A for further details. The size
of the simulation cell is an important limitation for both
methods, but since the finite size effects are handled in
different ways, both methods are complementary. We re-
strict ourselves to a 4x4 periodic square lattice within
DQMC due to the severity of the Monte Carlo sign prob-
lem, and to an 8-site and 16-site dynamical cluster within
DCA. The charge-correlation functions of interest can be
obtained directly from the respective clusters.

For both methods, raw Monte Carlo data is obtained
on a dense grid in (U -µ) space, and is then smoothed by a
Savitzky-Golay filter [39]. This filter mitigates the prob-
lem with noise when numerically evaluating derivatives,
as needed later for the determination of effective Hub-
bard interactions. To facilitate the comparison between
different values of U , the data is mapped from µ to ⟨n⟩
in the figures. More details about the computations can
be found in the Appendix B, which also contains Exact
Diagonalization results obtained using EDLib [40] as a
reference.

III. CHARGE FLUCTUATIONS

Figure 1(a-b) shows the density-density correlation〈
n0nR⃗

〉
and the double occupancy (i.e., R⃗ = 0). Both

increase with ⟨n⟩, as expected. The main effect of U is
to suppress the double occupancy, while the other charge
correlation functions are weakly enhanced: with fewer
doubly occupied sites, there are also fewer empty sites,
so the instantaneous charge distribution is more homo-

geneous. Comparing the different values of R⃗ (colored
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lines) shows that the nearest-neighbor correlation func-
tion is always smaller than the ones further away. Avoid-
ing charges on neighboring sites allows for more hopping
processes and therefore lowers the kinetic energy.

Knowing that there are doubly-occupied sites, we
continue with their spatial distribution. Figure 1(c-d)
shows that doublons repel each other, since the doublon-
doublon correlation function is smaller for neighboring
sites than for sites further apart. This effect is already
present at U = 0, where ⟨DiDj⟩ = ⟨niσnjσ⟩2. Even with
the overall suppression of the number of doubly occupied
sites by U , doublons still repel and are unlikely to sit on
neighboring sites, since that is bad for the kinetic energy.
Similarly, Figure 1(e-f) shows that holons are less likely
to occupy neighboring sites. In both cases, by increasing
U , the charge localizes and correlations beyond nearest
neighbor are weakly dependent on distance.

On the other hand, doublons and holons are more
likely to occupy neighboring sites, as shown in Fig. 1(g-
h). Again, this effect is already present at U = 0, but
it is enhanced by U , especially for ⟨n⟩ > 0.7. In a
real-space strong-coupling picture, putting doublons and
holons next to each other maximizes the kinetic energy
gain. In other words, virtual hopping of one electron
to a neighboring site is the main mechanism creating
doublons in a doped antiferromagnet (see Figure 2), and
the kinetic energy provides the binding for this doublon-
holon exciton. Of the spatial correlation functions con-
sidered here, the doublon-holon binding is by far the
strongest effect.

IV. VARIATIONAL APPROACH TO
NONLOCAL COULOMB INTERACTIONS

Going beyond the Hubbard approximation, two-
dimensional materials have nonlocal Coulomb interac-
tions of substantial magnitude, and these directly affect
the charge-correlation function. Here, we consider the ex-
tended Hubbard model with nearest-neighbor Coulomb
interaction V ,

HeHub = HHub + V
∑

⟨i,j⟩
ninj

Note that it is also possible to write the nonlocal inter-
action in terms of fluctuations away from half-filling, i.e.,
V
∑

⟨i,j⟩(ni − 1)(nj − 1). This formulation is equivalent

up to shifts in the chemical potential and total energy,
and can simplify pictorial arguments substantially.

Using the Peierls-Feynman-Bogoliubov Variational
principle [41–43], it is possible to map [31] the extended
Hubbard model onto a regular Hubbard model with mod-
ified parameters Ũ , µ̃, which are variational and should
be chosen so that the density operator of the effective
Hamiltonian H̃ approximates the real density operator
as well as possible, as illustrated in Fig. 2.

Although Quantum Monte Carlo works in the grand
canonical ensemble, one usually adjusts the chemical po-

FIG. 2. Extended Hubbard model can be mapped onto an
effective model with local interactions only. The value of Ũ ,
given by Eq. (2) is based on the excitations in the model.
In the antiferromagnetic ground state in the atomic limit,
at half-filling the basic excitation is the creation of a holon-
doublon exciton, while the formation of holon-doublon-holon
trions is possible in the doped system.
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FIG. 3. Screening factor α and the Ũ -derivatives of the double
occupancy and the next-neighbor density-density correlation
vs. filling ⟨ni⟩ at βt = 2, for different Ũ . For the square
lattice, DCA and DQMC lead to qualitatively similar results.
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FIG. 4. Screening factor α for different inverse temperatures
β: βt = 2 (full), βt = 3 (dashed) and βt = 4 (dotted), ob-
tained using 8-Site Cluster (DCA).

tential to obtain a desired filling. Thus, for the varia-
tional approach, we choose µ̃ as a function of Ũ in order
to obtain a fixed filling (⟨ni⟩H̃ = const.), and Ũ remains
as the sole variational parameter. Then, the effective
local interaction Ũ is given by [31, 44]:

Ũ = U − α(Ũ), V (2)

α(Ũ) = −Z
2

∂Ũ ⟨ninj⟩H̃
∂Ũ ⟨ni↑n↓⟩H̃

. (3)

α is the screening factor which determines how strongly
the nonlocal Coulomb interaction effectively changes the
local one. It is the central quantity in the variational
approach and only depends on the properties of the ef-
fective Hubbard model, so it can be extracted from the
available Quantum Monte Carlo data.

The interpretation of the renormalized Hubbard inter-
action is that it relates the cost of creating a doublon-
holon excitation in both models, taking into account the
spatial correlation between them. The value of Ũ is
chosen so that the “typical” doublon excitation has the
same cost as in the extended Hubbard model Eq. (IV).

At half filling and strong coupling, Ũ = U − V [31],
i.e. α = 1, corresponding to a strongly bound nearest-
neighbor doublon-holon exciton, as shown in Fig. 2. Pre-
vious studies have shown [44] that α < 1 at smaller U
and half-filling, since the doublon-holon pair is more de-
localized, as is also visible in Fig. 1(g-h).

For the doped system, Figure 3 shows the Ũ -derivatives
that make up the numerator and denominator of Eq. (3)
as well as the screening factor α. The behaviour is qual-
itatively similar in DQMC and 8-site and 16-site DCA,
showing that the observed mechanisms are robust with

respect to finite-size errors. Importantly, the screening
factor α increases when doping the system away from
half-filling, and α > 1 for a large range of filling at the
largest shown value of U .
In order to gain a physical understanding of the ob-

served increase in screening upon doping, we go back to
the atomic limit, as shown in Fig. 2. Whereas half-filling
has the nearest-neighbor doublon-holon exciton forming
from a uniform background as the elementary excitation
(α = 1), the doped system already has holes present
in the ground state, so the created doublon-holon pair
can bind to an existing holon and form a holon-doublon-
holon trion. This costs energy U −2V , which is less than
U − V for a normal exciton, and which would lead to
α ≈ 2 if it was the only relevant process. The observed
α is an indicator of the relative statistical importance of
holon-doublon excitons (α = 1) and higher-order holon-
doublon exciton complexes (α = 2 for the trion). As
the system is doped away from half-filling, the number of
holes present in the ground state increases, and therefore
also the probability of forming the compound quasiparti-
cles, as visible in Fig 3. The presence of these lower-lying
excitations explains why the additional presence of holes
leads to a more effective screening process. At very strong
doping, this picture of a uniform antiferromagnetic back-
ground eventually breaks down, and we would expect α
to decrease again since in the limit ⟨n⟩ → 0 there are no
electrons to do the screening.
Since the variational principle is based on the free

energy, the screening factor α depends on temperature
via the correlation functions entering Eq. (3). The
temperature-dependence of the double occupancy has
been studied in detail [21, 32, 45, 46]. In α, this leads
to visible differences between T = t/2 and T = t/3, but
smaller differences going to T = t/4, as shown in the
DCA results of Figure 4. Thus, while the numerical sign
problem prohibits us from performing Monte Carlo sim-
ulations of the doped model at low temperature, it is rea-
sonable to assume that the effect of increased screening
when doping the system away from half filling remains
also at lower temperature. As a complementary method,
we have performed exact diagonalization calculations at
T = 0, as shown in the Appendix.

V. CONCLUSIONS AND OUTLOOK

In conclusion, the presence of holes in the doped
Hubbard model makes spatial charge correlations om-
nipresent, even at strong coupling. One of the main ef-
fects is the binding of doublon-holon excitons on neigh-
boring sites, an effective non-local interaction between
charged particles that arises from the kinetic energy in
the Hubbard model. In terms of screening, the doped
Hubbard model has an additional screening process in the
form of holon-doublon-holon coupling, due to the holes in
the antiferromagnetic background. This leads to screen-
ing factors α > 1 in the mapping to an effective Hubbard
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model, and thus to lower effective interactions.

Concretely, it means that a lower value of U should be
used to model the doped cuprates than to model their
half-filled parent compounds, if the modelling is done
at the level of the Hubbard model, i.e., with non-local
Coulomb interactions integrated out. Estimates of t, U
and V for the cuprates [24] in a downfolded one-band
model give a local interaction U/t ≈ 10, while V ≈ U/4.
At half-filling, this value of U/t is large enough to put the
system in the strong coupling limit with α ≈ 1, leading to
an effective local interaction Ũ/t = (U − V )/t = 7.5. If,
however, as our data suggests, it is possible that α ≈ 1.5
for the doped case due to additional trionic screening
channel, then the appropriate interaction for Hubbard
model studies of the doped system would instead be
roughly Ũ/t ≈ 6.25, which is a substantial reduction.
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Appendix A: Computational details

In order to obtain the screening factor α(Ũ) (see Fig

3 4), we solved the Hubbard Hamiltonian H̃(HHub),

Eq. (1), on an equidistant 41x41 data grid (Ũ/t ∈ [0, 8],
µ̃/t ∈ [−8, 0]) for a temperature of βt = 2 within two
different approaches: Determinantal Quantum Monte
Carlo (DQMC) and the Dynamical Cluster approxima-
tion (DCA).

FIG. 5. DQMC, QUEST code: Result for the double occu-
pancy ⟨ni↑ni↓⟩ with error bars for different numbers of mea-
surement sweeps.
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FIG. 6. Spatial charge correlations (same as in Fig 1, but
for U/t = 2, 4, 6) in the Hubbard model, DQMC on a 4 × 4
periodic cluster at βt = 2.

a. DQMC

The DQMC simulations have been performed with
the QUEST code [36] on a 4x4 periodic lattice. The
systematic error from the Trotter-Suzuki decomposition
(O(∆τ2)) can be minimized by choosing an appropriately

small Trotter step (∆τ ∼
√
0.125/Ũ) [47]. For the high-

est value of Ũ/t = 8 considered here, this estimate would
lead to ∆τ ∼ 0.125. In order to keep the systematic error
at a minimum, we choose ∆τ = 0.05 for the big simula-
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tions from which α is obtained, and ∆τ = 0.02 for the
calculations of the four-particle correlators.

For each data point, the simulation is run with 10000
warmup sweeps and 30000 measurement sweeps. Since
the system thermalizes quickly at the temperature con-
sidered, rather short simulations already yield appropri-
ate results. As an example, Fig. 5 shows, for a specific
data point, that the correlation functions (here: the dou-
ble occupancy) obtained from 30000 measurement sweeps
are within error bars of simulations which are 5 times
longer. Thus, for the purpose of evaluating accurate
derivatives, a dense parameter grid combined with filter-
ing is the more important aspect compared to the simu-
lation time within QUEST.

b. DCA

For the DCA approach, we use the CT-AUX code of
Ref. [38]. Here, we find the necessary correlation func-
tions by solving dynamical clusters with 8 and 16 sites.
The simulations were performed in a timed manner, i.e.
25 minutes runtime (8 CPUs) for each data point and it-
eration step respectively. Within the self-consistency cy-
cle, we allow for up to 8 iterations, which is, at the given
temperature, more than sufficient. Fig. 8 illustrates for
a single data point (8-site cluster), at 2 k-points, how
the Matsubara Green’s function behaves from iteration
to iteration. The top left and right plots show the spin-
averaged Gσ

k(τ) after iteration steps N , while the bottom
pictures show the difference in the Green’s function be-
tween iterations. In this case, already at 2 steps within
the cycle, further iterations no longer cause significant
changes.

c. Filtering and Interpolation

The central quantity presented within this work, the
screening factor α(Ũ), depends on derivatives of Ũ -
dependent correlation functions. Such derivatives are dif-
ficult to obtain from noisy data, which is inherent in any
Monte Carlo method. As such, proper filtering of our
data is necessary.

Here, similar to previous works [33, 34], we make use
of a two-dimensional Savitzky-Golay filter [39] which, in
a box width of wŨ and wm̃u, fits a two-dimensional poly-
nomial of the following form to the data:

p
(
Ũ , µ̃

)
=

NM∑

nm

cnmŨ
nµ̃m

The polynomials are of third order, and the box widths
are set to w = 1.5 for the DQMC and the 8-site DCA
data, while it is set to w = 2.0 for the 16-site DCA
data due to higher noise. Additionally, data which is

close to the original starting point (Ũ0, µ̃0), is given
additional weight through a tricubic weighting func-
tion (1 − d3)3 where the distance d is defined as d =

max
{
|Ũ − Ũ0|/wŨ , |µ̃− µ̃0|/wµ̃

}
.

After filtering the data, we use two-dimensional cubic
interpolation to extend our parameter grid from 41x41
to 401x401, which makes it more convenient to evaluate
derivatives.

Within the derivation for Eq.(3), we chose µ̃ as a func-

tion of Ũ in order to obtain a fixed filling, i.e. ⟨ni⟩H̃ =
const.. As such, as the last step before evaluating deriva-
tives of correlation functions and thus, α(Ũ), we use the
fillings ⟨ni⟩ obtained from the simulations to transform
the µ̃-axis to an ⟨ni⟩-axis.

Appendix B: Exact Diagonalization

To verify our numerical results, we have also performed
exact diagonalization (ED) simulations of a 4 × 2 rib-
bon with periodic boundary conditions in both directions
(i.e., a donut), using EDLib [40]. We extract the rele-
vant correlation functions from the ground state wave-
functions in a particular sectors (N↑, N↓). The Exact
Diagonalization is complementary to the QMC in several
ways, it is performed at T = 0 directly and with fixed
particle number, instead of the grand canonical ensemble
used in QMC. It is sign-problem free and can be done at
any U . On the other hand, the scaling of the compu-
tational effort with system size is much worse than in
QMC.

Figure 9 shows the results of the ED, which can be
compared with Fig. 1. Note that the 4×2 geometry with
periodic boundary conditions in both directions leads to a

difference between the R⃗ = (0, 1) and R⃗ = (1, 0) correla-
tion functions, since hopping along the short direction is
enhanced. Thus, to optimize the kinetic energy, doublon-
holon excitons preferentially align along this axis. In this
way, the broken rotational symmetry of the system ac-
tually provides strong evidence for the kinetic energy as
the mechanism for the binding. A similar mechanism has
been discussed in t− J-bilayers [48].

Apart from the special R⃗ = (0, 1) in the 4 × 2 clus-
ter, the results at U/t = 8 are qualitatively similar and
even quantitatively close to Fig. 1, even though there is
a difference in cluster size and statistical ensemble. This
shows that generic mechanisms of the Hubbard model
are responsible for these effects. In ED, we can also in-
crease U further, to U/t = 16. The density-dependence
of the curves does not change, but the overall magnitude
of the doublon correlators decreases substantially due to
the decrease in the number of doublons. This shows that
the U/t = 8 QMC results in the main text already give
a good impression of what happens at strong coupling.
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6.3 Implementations in the QUEST code

6.3. Implementations in the QUEST code

In the paper, static correlators such as e.g. ⟨ni↑ni↓nj↑nj↓⟩ have been evaluated within
the DQMC scheme. In order to measure such four-particle correlators, a few modifica-
tions were necessary in the QUEST-code (unmodified version is found in [41]), which
are discussed in detail here.
The first step in measuring higher-order correlators within the DQMC algorithm is

doing the Wick-factorization, as Wick’s theorem is valid (see Ch.(4.1.2)) for a fixed
configuration of auxiliary Ising-fields. The factorizations of all necessary correlators
are provided in Ch.(2.2.3).
Static properties are measured through the subroutines in the DQMC Phy0-

module. The only necessary changes are thus in the dqmc phy0.F90-file in the
SRC-folder of QUEST. First, indices for all variables that are measured with their full
(i, j)-dependency must be declared at the top in the following way:

narrays defines the number of variables, and the last three indices are for the four-
particle correlators. Notation-wise, the names DODO, DOHO, HOHO stand for
the doublon-doublon, doublon-holon and holon-holon correlators, respectively.

The next change is in the definition of the custom type Phy0, which contains
pointers to all static measurements. Entries must be made as follows:

In the DQMC Phy0 Init-subroutine, all variables must be initialized:
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6.3 Implementations in the QUEST code

In the subroutine DQMC Phy0 Free, which deallocates used space at the end of
the program, additional entries are made:

QUEST groups the averages from a set number of measurements in bins. The
routine DQMC Phy0 Avg performs the averaging within a bin, which must also be
done for our four-particle correlators:

At the end of the DQMC Phy0 Print-subroutine, which prints the output, the
following additional calls are made at the end:

DQMC Phy0 GetErr estimates the error by applying the Jackknife-algorithm on
the binned results. The additional calls are:
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Finally, in theDQMC Phy0 Meas-subroutine, the actual measurements are done.
First, all observables are initialized to zero:

Then, the Wick-factorized (see Ch.(2.2.3)) correlators need to be coded up:
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Since the final, averaged result is translationally invariant, QUEST saves the mea-
surement depending on distinct distance classes d = |Ri − Rj | instead of the full
(i, j)-dependence. As such, the measurements are normalized by the number of lattice
vectors leading to a specific distance (S%F(i) in the next picture). Afterwards, the
measurements are put into the correct bin. We add the respective statements for the
new correlators:
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Although not used in the paper, the code will also compute the Fourier transform
and Eigenmodes of all correlators. In order to print them in the output, DQMC
Phy0 PrintFT needs additional statements:

The QUEST library can then be compiled as usual. The standard geom-binary
(for usage, see the original documentation on [41]) will now yield additional entries
in the output file. Assuming a periodic 4x4 square lattice, which has six inequivalent
distances between sites, the new entries read as:

75



6.3 Implementations in the QUEST code

From this, the results in the paper have been obtained. As mentioned above, the
Fourier transforms are also available.
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7. Overcoming the fermionic QMC sign problem through
Dual Fermion Perturbation Theory

In Ch.(4.1.2), where the Determinantal Quantum Monte Carlo method is introduced,
it is mentioned that the determinants which constitute the statistical weights are not
positive definite, leading to the famous fermionic sign problem which strongly restricts
the applicability of all fermionic QMC methods. The absolute values of the statistical
weights are still taken for measurements, but one has to divide them by the average
sign ⟨S⟩, quickly rendering simulations impossible once it starts deviating strongly
from ⟨S⟩ ≃ 1. Aside from specific points such as the particle-hole symmetric, half-
filled Hubbard model where ⟨S⟩ = 1, the sign deteriorates exponentially with the
inverse temperature β, the interaction strength U and the number of lattice sites N .
Adding a hopping t′ between next-nearest neighbours makes the problem even worse.
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−8 −6 −4 −2 0
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0.3

0.9

Average Sign, DQMC, 4x4 Periodic Lattice

Figure 7.0.1: Average Sign (DQMC) of the square lattice Hubbard model (t′ = 0) for
three temperatures on a (U, µ)-grid: ⟨S⟩ > 0.9 (green), ⟨S⟩ = 0.9 . . . 0.3
(gray), ⟨S⟩ < 0.3 (red).

From the DQMC data obtained in Ch.(6), Fig.(7.0.1) shows a contour plot of how the
average sign changes when cooling the system. In the green area of the parameter space
where ⟨S⟩ > 0.9, simulations can be done without problems. The gray area marks
a crossover where the sign falls down to ⟨S⟩ = 0.3, making simulations increasingly
difficult but, depending on the system size, not necessarily impossible. Within the red
area, simulations become exceedingly difficult even for the rather small 4x4-lattice,
and almost impossible for larger systems. Unfortunately, the interesting area with
strong coupling and a filling of ⟨ni⟩ ≈ 0.75 . . . 0.95 electrons per lattice site, where
d-wave superconductivity is suspected, always lies in the red zone unless we stay at
very high temperatures. In order to study these areas of the parameter space, new

77



methods are necessary.
In Ch.(4.2), we introduced a Dual Fermion Perturbation theory which allows for an

arbitrary choice of a reference system from where a perturbation of choice is developed.
In the results presented later in this chapter, we choose the half-filled Hubbard model,
which does not suffer from the sign problem, and can thus be solved very accurately
even for large U , as the reference point. Illustrated by Fig.(7.0.2), both a next-nearest
neighbor hopping t′ and a shift in chemical potential µ is taken as the perturbation.

µ0
t

µ

t
t ′

vs.

U /t = 8
Reference
System

Real
System

Mott-Slater-
Insulator

Correlated
Metal

Figure 7.0.2: Half-filled Reference System vs. Real, doped System with t′ which is
developed perturbatively.

It should be noted that any point in the green area (and the gray area, with a bit
of additional effort) in Fig.(7.0.1) can serve as a proper starting point. Indeed, it is a
long-term goal to verify findings in the red area by arriving at the same solution from
multiple sides within the parameter space.
In this chapter, we present a FORTRAN-implementation which realizes this Dual

Fermion approach efficiently by making use of the QUEST-library [41] for the DQMC
simulations.
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7.1. Time-Dependent measurements in QUEST

Before discussing our own implementations, it is necessary to understand how the
default QUEST [41] performs time-dependent measurements. Within the standard
ggeom-program in the package (ggeom.F90-file), after initializing, warming up and
setting a configuration of auxiliary fields, measurements are done as follows:

As a reminder, for a fixed set of fields, the Green’s function gσij(l, l
′) = +⟨ciσ(l)c

†
jσ(l

′)⟩
(the positive sign is common QMC convention) is neither translationally invariant nor
does it have the fermionic symmetry in the imaginary time, and thus depends on two
time slice indices (l, l′) with the time discretization τ = 0 . . . (L − 1)∆τ . If the input
parameter is set as nOrth = 1, DQMC Gtau LoadA will compute the Green’s
functions for all possible combinations of (l, l′) and lattice sites (i, j). As such, the
size of the A-matrix (N lattice sites and L time slices) is N2 × L2.
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DQMC TDM1 Meas, which is found in the dqmc tdm1.F90-file and obtains
measurements from the A-matrix, contains a complicated double loop over time in-
dices:

For nOrth = 1, the incrementing and decrementing of indices does not occur
since A already contains everything, and only the top part is relevant. Specifically,
DQMC Gtau DumpA will load a subblock of (it,i0), which corresponds to (l, l′),
and the respective Green’s function can then be accessed via the pointers upt0,up0t. . .
. The notation is as follows:

• upt0(i,j) ⇔ g↑i,j(l, l
′) ⇔ ⟨ci↑(l)c

†
j↑(l

′)⟩

• up0t(i,j) ⇔ g↑i,j(l
′, l) ⇔ ⟨ci↑(l′)c

†
j↑(l)⟩

• up00(i,j) ⇔ g↑i,j(l
′, l′) ⇔ ⟨ci↑(l′)c

†
j↑(l

′)⟩

• uptt(i,j) ⇔ g↑i,j(l, l) ⇔ ⟨ci↑(l)c
†
j↑(l)⟩

Of course, the same notation applies to the spin-down Green’s function (e.g. dnt0
instead of upt0). Before we discuss what happens for nOrth ̸= 1, we take a look
at how Green’s functions are computed in DQMC TDM1 Compute. Generally, if
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the full (l, l′)-dependence is available, there are two contributions to the final Green’s
function which depends on time differences only. Assuming l > l′, one could take the
current g↑(l, l′) (upt0) and put it into the (l − l′)’th time index of the final result.
However, −g↑(l′, l) (-up0t) also gives a contribution when shifting the time index by β
(i.e. by L). −g↑(l′, l) is saved into the (L− (l− l′))’th time slice. For l < l′, the same
argument holds, but the other way around. Before computing anything, depending on
l− l′, the subroutine defines the correct time slots at the top. If l = l′, only +upt0 is
taken as a contribution:

After some overhead, the Spin-Up Green’s function can then be measured as:

The prefactor 2 and the factor-variable ensure correct normalization. Although we
are only interested in the Green’s function, it should be noted that the measurements
of two-particle correlators works by Wick-factorization. A simple example is the Spin-
XX correlator ⟨Sx

i (τ)S
x
j (0)⟩, with Sx

i = c†i↑ci↓ + c†i↓ci↑. Setting l′ = 0 for readability,
the correlator factorizes into:

⟨Sx
i (l)S

x
j (0)⟩ = −

(
⟨cj↑(0)c

†
i↑(l)⟩⟨ci↓(l)c

†
j↓(0)⟩+ ⟨cj↓(0)c

†
i↓(l)⟩⟨ci↑(l)c

†
j↑(0)⟩

)

≡ − (up0t(j,i) * dnt0(i,j) + dn0t(j,i) * upt0(i,j))

In the program, this translates to:

81



7.1 Time-Dependent measurements in QUEST

Now, we take a look at what happens when nOrth ̸= 1. Then, the calculation
of the Green’s function from scratch only occurs for a subset of (l, l′)-indices. From
there, in order to obtain the whole time-dependency, the index l is shifted through all
possibilities via the B-matrices (see Eq.(4.1.29)).

For the extreme case of nOrth = L, only one exact Green’s function is evaluated
at the random time slice used for equal-time measurements. We can keep track of the
index-shifts by printing them every time the Green’s function is computed (i.e. right
before every call of DQMC TDM1 Compute). The output for L = 20 would be:

The Green’s function at the time slice l, l′ = 2, which was picked randomly, serves as
a starting point, and l is shifted through all possible values. Choosing nOrth = L/2
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instead of L leads to 2× 2 = 4 starting points from which indices are shifted. For our
example above, nOrth = 10, and the output reads as:

This benefit of these groupings it that shifting time indices with the B-matrices is
considerably faster than evaluating all Green’s functions from scratch. Also, the size of
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7.1 Time-Dependent measurements in QUEST

the A-matrix is kept low, which saves memory space. It should be noted that, although
this scheme is enough to collect contributions for the final Green’s function, it does
not give the full (l, l′)-dependence that we need for the Dual Fermion method unless
nOrth = 1. Only the time index it is shifted through all possibilities through the
subroutine DQMC change gtau time, by passing the arguments TPLUS or TMI-
NUS. However, the subroutine also accepts ZPLUS and ZMINUS as an arguments
for shifting i0, which could be implemented in a later version of our package.
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7.2. Implementations for the Dual-Fermion Approach

In [95], the current version of a FORTRAN-package which was developed in this thesis
is available. Its purpose is to make use of the QUEST library in order to realize the
Dual Fermion Perturbation Theory discussed in Ch.(4.2) (hence, the naming DFPT )
via the DQMC method. We do not give a full code documentation here, but rather
discuss the relevant parts and give an introduction on how to use it. Furthermore, a
few first results are provided, and necessary future implementations are explained.

7.2.1. Compilation

Compiling the programs can be done simply by running make in the top folder. Before
that, in the Makefile, the compilers (both sequential and MPI) need to be defined:

Also, a LAPACK-library (e.g. OpenBLAS [96]), FFTW [97], QUEST and the stan-
dard C++ library need to be specified:

After the compilation, two binaries (build ref and dfpt mpi), which are explained
in the following subchapters, can be found in the bin-folder.
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7.2.2. Building the Reference System

The first step for realizing the Dual Fermion method is to obtain the Green’s func-
tion of the system which we choose as a reference (denoted by small g in Ch.(4.2)).
This can already be done with the standard ggeom-program of QUEST. Indeed, the
program build ref which we provide is just a simplified version. More specifically,
the time-dependent measurements are done with the DFPT Meas Ref G instead of
DQMC TDM1 Meas:

The only difference is that DFPT Meas Ref G computes the Green’s function
only, while DQMC TDM1 Meas also (unnecessarily) measures all other time de-
pendent properties. An additional call to DFPT Print Ref G saves the Green’s
function (Spin-Up, Spin-Down and the average) in the format used afterwards into
the files GF up ref.txt, GF dn ref.txt and GF av ref.txt. For the purpose of
sanity checking between the first and second run, a few simulation parameters are also
saved in ref params.txt. Aside from this, the program is only a faster version of
ggeom and has exactly the same usage (we refer here to the original documentation),
and the standard outputs are also kept for debugging purposes.
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7.2.3. Second Run - Perturbation Theory

After an initial build ref -run with the desired parameters, the dfpt mpi-program
reads in the generated reference Green’s functions and perturbation and does a second
QMC run with the aim of obtaining the (k- and frequency-dependent) first-order dual
self-energy Σ̃(1)(k, iωn).

The perturbation (µ, t′) can be set in the file pert params.txt which, together
with the reference Green’s functions, should be in the folder where the program is run:

Figure 7.2.1: Input file pert params.txt for the dfpt mpi-program.

We will first discuss the following part in the initialization block:

Figure 7.2.2: Initialization block in dfpt mpi.F90.

DFPT Read Ref G reads in the reference Green’s functions gd(τ), which are
saved depending on distinct distances d = |Ri − Rj |. For example, on a periodic
4x4 lattice, only six distinct d exist. Using the translational invariance of g, the full
gij(τ) is obtained through DFPT Extend Ref G ij, which makes use of the fact
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that QUEST already has a matrix d(i, j) which gives the correct index for each pair
of lattice sites:

Figure 7.2.3: Snippet from the subroutine DFPT Extend Ref G ij in
dfpt tools.f90.

Afterwards, with the subroutine DFPT Extend Ref G ttp, the fermionic sym-
metry in the imaginary time is used to obtain the full gij(l, l

′) from gij(τ), where (l, l
′)

are time slices within the discretization of the DQMC algorithm. With N lattice sites
and L time slices, gij(l, l

′) is saved as a two-dimensional array with the dimension
(N ×L,N ×L) where the two indices (i, l) correspond to one combined index i+ l ·N :
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Figure 7.2.4: Snippet from the subroutine DFPT Extend Ref G ttp in
dfpt tools.f90.

For later use, the program also obtains gkk′(τ) through spatial Fourier transform in
GF R to K. With these ingredients collected, and after reading in the perturbation
parameters, the next important step is to build the bare dual Green’s function G̃0

in k = (k, iωn)-space. In order to avoid divisions by very small numbers or zero, we
rewrite Eq.(4.2.20):

G̃0
k =

(
t̃−1
k − gk

)−1
= t̃k

(
1− t̃k gk

)−1

In (k, iωn)-space in a periodic system, the perturbation matrix t̃k (assuming hoppings
and shifts in the chemical potential as the perturbation) can be expressed generally
as the difference in perturbed and unperturbed dispersions (ε0k and ε1k, respectively).
Eq.(4.2.6) then reads as:

t̃k = G−1
0 (k, iωn)− G−1

1 (k, iωn) = (iωn − εk0)−
(
iωn − ε1k

)
= ε1k − ε0k (7.2.1)

For the periodic square lattice, with (t′, µ) as the perturbation, we use the dispersion
evaluated in Eq.(2.4.10)) and obtain:

t̃k = −µ− 4t′ cos(kx) cos(ky)

With these considerations in mind, G̃0
k(iωn) is built by calling theDFPT build dual G0-

subroutine:
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Figure 7.2.5: Snippet 1 from the subroutine DFPT build dual G0 in
dfpt tools.f90: Transformation of gk(τ) to gk(iωn).

Figure 7.2.6: Snippet 2 from the subroutine DFPT build dual G0 in
dfpt tools.f90: Building the bare dual Green’s function G̃0

k(iωn)
for a periodic square lattice.
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First, the subroutine obtains gk(iωn) through the nfourier-function, which uses a
natural spline interpolation and an analytical expression of the integral in Eq.(2.3.6)
to get the transformation τ → iωn. Afterwards, G̃0

k(iωn) is built with the same
(N × L)-indexing as the reference Green’s function.

Now, the loops with the Monte Carlo sweeps start as usual, with the difference that
instead of either DQMC TDM1 Meas or DFPT Meas Ref G, another subrou-
tine names DFPT Meas Dual Sigma is called:

Figure 7.2.7: Inside the Monte Carlo loop in dfpt mpi.f90.

As the name suggests, DFPT Meas Dual Sigma obtains the dual self-energy
Σ̃(k, iωn) for each measurement step in the loop. For now, the subroutine works only
for the input parameter nOrth = 1, which means that in each measurement step, the
full gij(l, l

′) is obtained from scratch. g̃ij(l, l
′) is then obtained by substracting the

reference g. The double loop over time indices then looks like:
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Figure 7.2.8: Snippet 1 from the subroutine DFPT Meas Dual Sigma in
dfpt tools.f90: Measurement of g̃ij(l, l

′) and Fourier transform.
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We already add the prefactor zf = exp[i(τ0 + τ1)π/β](∆τ)
2 here to ensure correct

normalization. FFT6D performs the Fourier transform from g̃ij(l, l
′) to g̃kk′(iωn, iω

′
n)

which, for a two-dimensional lattice, is a six-dimensional transformation. The FFTW
library offers a general, multidimensional complex Fourier transform, which we access
in the following way:

Figure 7.2.9: Subroutine FFT6D in dfpt tools.f90: Interface to the FFTW-library.

Once g̃kk′(iωn, iω
′
n) is available, we can evaluate the first-order dual self-energy

according to Eq.(4.2.23) (again, with the combined index k = (k, iωn)):

Σ̃
↑(1)
k =

(−1)

NMC (βN)2

∑

{s}

∑

k′

[
g̃↑kkg̃

↑
k′k′ + g̃↑kkg̃

↓
k′k′ − g̃↑kk′ g̃

↑
k′k

]
G̃0

k′

For the paramagnetic case, the evaluation can be simplified by evaluating the Hartree-
and Fock-part separately. We define H (= const.) and Fk (k-dependent) as:

H =
∑

k′

(
g̃↑k′k′ + g̃↓k′k′

)
G̃0

k′ (7.2.2)

Fk =
∑

k′

(
g̃↑kk′ g̃

↑
k′k + g̃↓kk′ g̃

↓
k′k

)
G̃0

k′ (7.2.3)
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Then, the spin-averaged self-energy reads as:

Σ̃
(1)
k = − 1

2NMC (βN)2

∑

{s}

[(
g̃↑kk + g̃↓kk

)
·H − Fk

]
(7.2.4)

In the code, this corresponds to:

Figure 7.2.10: Snippet 2 from the subroutine DFPT Meas Dual Sigma in

dfpt tools.f90: Evaluation of Σ̃
(1)
k

After finishing the Monte Carlo loop, the result is normalized by the number of mea-
surement sweeps and MPI processes used. The first MPI rank then callsDFPT Get Lattice G
to obtain the actual lattice Green’s function from the dual self-energy, and saves it for
all k-points via the subroutine DFPT Write Lattice G:

Figure 7.2.11: After the Monte Carlo loop in dfpt mpi.f90: Obtain the lattice Green’s
function and save the results.

Inside DFPT Get Lattice G, we can see how Eq.(4.2.24) translates into the code:
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Figure 7.2.12: Snippet from DFPT Get Lattice G in dfpt tools.f90: Evaluation

of Gk from the reference Green’s function and Σ̃
(1)
k .
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7.2.4. Parallelization

The dfpt mpi-program is compiled by the MPI-compiler defined in the top Makefile,
and can thus be run through the mpirun-command. Since we are only interested in
taking as many independent measurements as possible, the parallelization becomes
trivial, and the independent MPI ranks do not need complicated communication.

After the variable declarations in dfpt mpi.f90, the MPI initialization block follows:

Figure 7.2.13: MPI Initialization block in dfpt mpi.f90.

After the basic initializations, we give a new seed for random number generation to
each process:

Figure 7.2.14: New seeds for each MPI rank, in dfpt mpi.f90.

Once all MPI ranks independently finished their Monte Carlo loop, the measured
dual self-energies are collected into one rank:
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Figure 7.2.15: Collecting Σ̃
(1)
k in one rank, in dfpt mpi.f90.

The master rank obtains and saves the lattice Green’s function, and a simple call
to MPI FINALIZE ends the program.

97



7.2 Implementations for the Dual-Fermion Approach

7.2.5. Examples

Here, some first results obtained from our code are shown. On a periodic 4x4-lattice,
there are only six distinct k-points for which we show how the first-order approximation
behaves. For all line-plots, the reference system (build ref -program) was built with
10000 warm-up and 100000 measurement sweeps, while the second run with dfpt mpi
was done with 10000 warm-up and 250 measurement sweeps with 4 MPI ranks, i.e.
1000 measurement sweeps after warm-up.

For Figs.(7.2.16,7.2.17), U/t = 5.56 was chosen in order to be able to compare
to [74]. In Fig.(7.2.16), where the perturbation is only in µ, the average sign of a
direct simulation is still on the scale of ≈ 0.5, so exact data can still be obtained
easily for a 4x4 lattice. The comparison shows that, despite only doing a first-order
approximation of the dual self-energy, the change in the Green’s function is captured
very well. Fig.(7.2.17) shows a small t′-perturbation. What both have in common
is that the imaginary parts of the Green’s function are pushed down at the Γ-point
k = (0, 0) and the point k = (π/2, 0) which is closest to it, while the functions at
the M -point k = (π, π) and k = (π, π/2) increase through the perturbation. For k =
(π/2, π/2) and k = (π, 0), the imaginary part is, aside from the low-frequency region,
barely affected. For the real part, the opposite is true: At the X-point k = (π, 0)
and k = (π/2, π/2), the change is the largest, as they obtain a iωn-dependence only
through the perturbation.

With Figs.(7.2.18,7.2.19), we provide two more, similar plots for U = 5.6, two
temperatures βt = 5, 10 and a perturbation both in (µ, t′) [98]. The effects of the
perturbation are very similar to the previously discussed plots, although the βt = 10-
case which has twice the number of time-slices gives a better resolution. Additionally,
our results show that there is a strong temperature-dependence for the two k-points
close to the Fermi-surface, i.e. k = (π, 0) and (π/2, π/2).

Fig.(7.2.20) shows, for a 16x16 periodic square lattice, a result for the spectral
function at the first Matsubara frequency. One can see the formation of a pseudo-
gap at k = (π, 0) and the so-called Fermi-arcs at k = (π/2, π/2) which are a generic
feature of the electronic structure in doped cuprates [99]. Direct QMC approaches
are not possible with these parameters due to the severity of the sign problem. After
improving our implementation further, the aim is to study even larger doped systems.
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Figure 7.2.16: Green’s functions Gk(iωn) for a periodic 4x4 lattice. The perturbation
is µ/t = −1, which corresponds to ≈ 5 percent hole doping.
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Figure 7.2.17: Green’s functions Gk(iωn) for a periodic 4x4 lattice. The perturbation
is t′/t = −0.1.
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Figure 7.2.18: Green’s functions Gk(iωn) for a periodic 4x4 lattice, at βt = 5. The
perturbation is (µ/t = −0.9, t′/t = −0.3).
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7.2 Implementations for the Dual-Fermion Approach
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Figure 7.2.19: Green’s functions Gk(iωn) for a periodic 4x4 lattice, at βt = 10. The
perturbation is (µ/t = −0.9, t′/t = −0.3).
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7 OVERCOMING THE FERMIONIC QMC SIGN PROBLEM THROUGH
DUAL FERMION PERTURBATION THEORY
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Figure 7.2.20: Imaginary part of the Green’s function on the first Matsubara frequency
in a doped 16x16 Hubbard model at ≈ 15% hole doping.
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7.3 Open Problems

7.3. Open Problems

While the program in its current stage is already sufficient to obtain data on a square
lattice, there is a large room for improvement and further implementations.

For example, as shown in the explanations of the code, the dispersion of the square
lattice has been put manually at the points where the perturbation matrix t̃ has been
built. In order to deal with general lattices, t̃ should be built in a general fashion
through QUEST-internal parameters. The subroutine DQMC Gtau GetG0 in the
DQMC Gtau-module could be used to obtain the non-interacting Green’s functions
with and without the perturbation, and t̃ could be obtained through the definition
t̃ = G−1

0 −G−1
1 .

Furthermore, dfpt mpi currently only works with the input parameter nOrth = 1,
which means that after each Monte Carlo sweep, the full Green’s function gij(l, l

′)
for all pairs of time slices (l, l′) is calculated from scratch. While this provides good
accuracy and a working example, one could probably achieve a significant increase
in speed by allowing nOrth ̸= 1. As explained earlier, this leads to the Green’s
function being built from scratch only for a few, specific (l, l′). In the unaltered QUEST
program, one of the time slice indices is shifted through all possibilities through the
subroutineDQMC change gtau time with the argumentsTPLUS andTMINUS.
Since the subroutine also accepts ZPLUS and ZMINUS as arguments, which shift
the other time-index, one could come up with an efficient scheme to obtain the full
matrix gij(l, l

′) only from a few, exact Green’s functions.
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8 CONCLUSIONS AND FUTURE OUTLOOK

8. Conclusions and Future Outlook

In this thesis, three projects have been presented. They all share the aim of improv-
ing Hubbard-type modelling of strongly correlated electron systems, which becomes
increasingly more complex with the emergence of novel, two-dimensional quantum
materials that require an accurate description.

In the first project, through the Peierls-Feynman-Bogoliubov variational principle,
an approach has been developed which allows the description of an extended Hubbard
model including nonlocal exchange interactions. The basis is a Hubbard model with
an effective local interaction and a broken spin-symmetry. Merit and demerit are dis-
cussed, and it was shown that the method captures important transitions in magnetic
correlation functions more accurately than standard mean-field methods. Specifically,
on a square lattice, a continuous transition of the sign of nearest-neighbor spin-spin
correlators is predicted, while a standard Hartree-Fock approach wrongly predicts a
first-order phase transition.
The second work discusses spatial charge correlations and screening in the doped

Hubbard model on a square lattice. The measurement of complicated four-particle
correlators has been implemented into a Monte Carlo scheme, and it was shown how
doubly-occupied and empty sites are distributed spatially. Surprisingly, the findings
show that in the doped case, empty and doubly-occupied sites tend to stick together.
Data from Exact Diagonalization implies that this finding holds for the strong-coupling
case, although a binding of holes is the common expectation. Together with additional
Dynamical Cluster calculations, the available data was also used to obtain information
about the doped extended Hubbard model with nonlocal repulsion. Through the
variational scheme, we find an effective, purely local Hubbard interaction, and thus
discuss how the nonlocal terms effectively lead to screening of the local one. Hole-
doping the system away from half-filling leads to an increase of the screening, which
reduces the interaction strength. This doping-dependence should be taken into account
when attempting to downfold a complex structure onto a Hubbard-type model.
The last project is a contribution towards the solution of the long-standing sign

problem which prohibits Monte Carlo simulation of Hubbard-like and other models
in many interesting parameter spaces, especially the areas where superconductivity
is suspected. To that end, a dual-fermion method which allows for arbitrary choices
of reference systems from where a perturbation is developed has been implemented
through a Determinantal Quantum Monte Carlo code (QUEST). A few Green’s func-
tions which would be difficult to obtain through direct approaches are shown. While
the current version of the code is restricted to periodic square lattice and a (t′, µ)-
perturbation, possible ways of generalizing and optimizations are discussed.
With the new approaches presented in this thesis, the aim for the future is that,

by including nonlocal interactions and circumventing the Monte Carlo sign problem,
calculations which are currently not feasible become possible both for multi-band
models and a wide range of geometries. This could lead to accurate descriptions
of many highly complex materials.
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durchgehende Unterstützung war ein großer Beitrag zum Abschluss dieser Arbeit.

106



B DECLARATION

B. Declaration

107



C. Publications

During the time as a doctorate student:

• Nonlocal exchange interactions in strongly correlated electron systems
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Edin Kapetanović, César A. Rodŕıguez-Rosario, Thomas Frauenheim
Europhysics Letters, 116, 60015, 16 February 2017

108

https://arxiv.org/abs/2409.05640v1


D CONFERENCE CONTRIBUTIONS

D. Conference Contributions

• Talk: P3: Many-body approaches to realistic quantum impurity models and
Coulomb engineering ; Christina Steinke, Edin Kapetanović, Niklas Witt, Bin
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Forschungszentrums Jülich. Reihe Modeling and Simulation. Forschungszentrum
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F. List of changes/Liste der Änderungen

Abseits der nicht explizit aufgelisteten Korrekturen von kleineren Rechtschreib- und
Grammatikfehlern wurden folgende, redaktionelle Änderungen/Korrekturen im Ver-
gleich zur bewerteten Version dieser Arbeit vorgenommen:

• Hinzufügen dieser Seite

• Aktualisierung des Frontblattes: Disputationsdatum und Prüfungskommission

• Seite 103, Fig.(7.2.20): Korrektur des Labels von ”4x4 Periodic” zu ”16x16
Periodic”

• Ergänzung des fehlenden arXiV-Links in Referenz [38]
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