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Zusammenfassung

Ein beträchtlicher Teil der experimentellen Forschung an Röntgen-Freie-Elektronen-Lasern (XFELs) widmet

sich der Erforschung von kurzlebigen, extremen Materiezuständen, die oft durch Laser erzeugt werden. Diese

Zustände, wie hochionisierte Plasmen und Hochdruckzustände ähnlich dem Inneren von Planeten, existieren

nur für Nanosekunden oder kürzer. Dennoch spielen ihre Eigenschaften entscheidende Rollen unter anderem in

der Entwicklung von Planeten und der Zündung von Trägheitsfusion. Ein umfassendes Verständnis dieser ex-

tremen Zustände erfordert Kenntnisse aller thermodynamischen Parameter, wobei sich die Temperaturmessung

als besonders anspruchsvolle Aufgabe herausgestellt hat.

Diese Arbeit beschreibt, wie hochauflösende inelastische Röntgenstreuung (IXS) an XFELs als Diagnose

für die Temperaturmessung kurzlebiger transienter Zustände etabliert wird. Der erste Abschnitt präsentiert

die Ergebnisse der Inbetriebnahme des IXS-Aufbaus am High Energy Density (HED) wissenschaftlichen In-

strument am European XFEL, begleitet von einer statischen Machbarkeitsmessung der Temperatur in Diamant

unter Verwendung von detailed balance der Phononen.

Anschließend erforscht die Arbeit die Anpassung des detailed balance-Prinzips für dynamisch getriebene

Proben. In einem Experiment wird ein Laser mit hoher Wiederholungsrate eingesetzt, um Eisen in einen tran-

sienten Zustand bei erhöhten Temperaturen zu versetzen.

Schließlich werden experimentelle Daten präsentiert, bei denen hochauflösende inelastische Röntgenstreuung

zur Messung der Doppler-Verbreiterung verwendet wird und so Temperaturinformationen durch die Maxwell-

Boltzmann-Geschwindigkeitsverteilung zugänglich werden. Die Ergebnisse zeigen die Temperaturentwicklung

der Ionen in einer Goldfolie nach Anregung mit einem ultrakurzen Laserpuls und ermöglichen Schlussfolgerun-

gen über den Elektron-Ion-Kopplungsparameter. Diese Arbeit trägt zur Weiterentwicklung von IXS als Diag-

nosetechnik bei, um die komplexen Temperaturdynamiken kurzlebiger Zustände zu erfassen, die in intensiven

Laser-Festkörper-Wechselwirkungen auftreten.
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Abstract

A significant portion of experimental research conducted at X-ray Free-Electron Lasers (XFELs) is dedicated

to the exploration of transient and extreme states of matter, often generated by lasers. These states, such as

highly ionized plasmas and high-pressure matter similar to planetary interiors, exist only for nanoseconds or

less. Yet, their properties play crucial roles amongst others in planetary evolution and inertial confinement

fusion (ICF) target ignition. A comprehensive understanding of these extreme states requires knowledge of all

thermodynamic parameters, with temperature measurement emerging as a particularly challenging task.

This thesis describes endeavors to establish high-resolution inelastic X-ray scattering (IXS) at XFELs as a

diagnostic tool for the temperature measurement of short-lived transient states. The initial section presents the

commissioning results of the IXS setup at the High Energy Density (HED) scientific instrument at the European

XFEL, accompanied by a static proof-of-principle temperature measurement in diamond utilizing the detailed

balance of phonons.

Subsequently, the thesis explores the adaptation of the detailed balance technique to dynamically driven

samples. In a high-repetition rate experiment, a laser is employed to excite iron to a short-lived state at elevated

temperatures.

Finally, experimental data is presented wherein high-resolution IXS is utilized to measure Doppler broad-

ening, providing temperature information through the Maxwell-Boltzmann velocity distribution. The results

showcase the temperature evolution of the ions in a gold foil following excitation with an ultra-short laser pulse,

enabling conclusions about the electron-ion coupling parameter. This work contributes to the advancement of

IXS as a diagnostic tool for unraveling the complex temperature dynamics of transient states created in intense

laser-solid interactions.

vii



viii

viii



Eidesstattliche Versicherung /

Declaration on oath

Hiermit versichere ich an Eides statt, die vorliegende Dissertationsschrift selbst verfasst und keine anderen als

die angegebenen Hilfsmittel und Quellen benutzt zu haben.

Hamburg, den 13.12.2023 Unterschrift:

ix



x

x



Acknowledgements

I extend my heartfelt gratitude to all those who have been part of my journey over the past five years, culminating

in the completion of this thesis. Foremost, I am deeply indebted to my supervisor at the European XFEL, Ulf

Zastrau. He took me under his guidance at a time when my knowledge of HED science was barely existing,

and his mentorship has been instrumental in my growth over the years. I express sincere appreciation for his

unwavering support, trust, patience, and motivation.

I am thankful to Nina Rohringer for her interest and support in this project, even though most of the work

happened some distance away.

Special thanks go to Karen Appel and Thomas Preston for their patient responses to my numerous questions,

consistent support during beamtimes and setup work, and the many insightful conversations within the wooden

halls of XTOB.

I express my gratitude to Bob Nagler and Thomas White for their generous invitation to participate in their

experiments, providing access to valuable data that contributed significantly to this work.

I would like to acknowledge our external collaborators Gianluca Gregori, Justin Wark, Oliver Karnbach,

Emma McBride, Ben Ofori-Okai, and Adrien Descamps for their invaluable input, advise, and support during

our experiments at the HED instrument.

Further, I would like to thank Motoaki Nakatsutsumi, Jan-Patrick Schwinkendorf, and Hauke Höppner for
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Chapter 1

Introduction

This thesis details the endeavors undertaken over the past five years to develop and establish high-resolution

inelastic X-ray scattering (IXS) as a diagnostic tool for transient matter states at X-ray Free-Electron Lasers

(XFELs), with a particular emphasis on using IXS to measure temperature in warm dense matter states.

Warm dense matter states exist at the boundary between solid-state matter and plasmas, characterized by

thermal energy levels high enough to match electric binding energies in solids, resulting in temporary losses

of atomic order [1]. Despite being uncommon in our everyday experience, warm dense matter is a prevalent

state throughout the universe, found inside planets and influencing their geological behavior, such as Earth’s

dynamo effect [2]. Further occurrences on Earth, besides meteor impacts [3,4], are mostly artificially generated

for research and technology.

Warm dense matter is produced in the interaction of intense lasers or particle beams with solid matter [5–

7]. It therefore appears during basic research experiments, production of new materials [8–10], and industrial

welding [11,12]. Another important occurrence in research and technology is during the compression of inertial

confinement fusion (ICF) targets [13] for future energy production.

A complete characterization of a warm dense matter state requires knowledge of its density, pressure, tem-

perature, and ionisation state. Obtaining all these parameters allows the formulation of an equation of state

(EOS) for the measured conditions [14,15]. As most experiments are unable to measure all parameters simulta-

neously, the missing values are often taken from tabulated EOS values. Most of the times, the tables themselves

are only interpolated from known conditions and not measured for every point. This is a strong motivation

to conduct accurate measurements at points within the interpolated regions to obtain more reliable material

parameters from EOS tables.

As the methods employed in laboratories to produce warm dense matter states result in short-lived, rapidly

changing systems usually in a small volume, the diagnostics are not trivial. Most electronics lack the temporal

resolution to keep pace with the evolution of the produced states, optical methods are usually only surface
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2 Chapter 1. Introduction

sensitive, and the small volumes allow only low emission yields. Never mind physically attaching a probe to

the target volume.

Of these four thermodynamic quantities, the easiest measurement to perform is probably to probe the density.

It can be done with any bulk structure probe, usually x-ray, neutron, or electron diffraction, which simultane-

ously informs about whether the material is still solid or already molten [16–19]. For the short-lived, transient

warm dense matter states produced in laboratory experiments, the recently available ultrafast x-ray [20] and

electron probes [21, 22] are a great diagnostic tool. The intense femtosecond pulses almost take a still frame

image of the ion positions, which yields an unmatched temporal resolution in dynamic systems.

For the measurement of pressure in high-energy laser experiments, velocity interferometer system for any

reflector (VISAR) [23–25] has become the standard method. It requires that the rear surface of the sample is

capable of reflecting a laser into an interferometer. The movement of the surface at shock breakout produces

changes in interference due to the Doppler effect. This can be used to calculate the surface velocity and can be

related to the pressure inside the systems via the Rankine-Hugoniot equations [26, 27].

The ionisation state of the sample system can be determined from x-ray emission spectroscopy, if the photon

energy is above an absorption edge and thus excites fluorescent radiation, or if an ionic transition is excited

resonantly.

Lastly, the temperature comprises a parameter very difficult to measure. In high-temperature (keV) plasma

studies, streaked optical pyrometry (SOP) is usually employed to determine the temperature. SOP collects the

thermal emission of the sample with a spectrometer coupled to a streak camera or colour-filtered diode array to

determine its black body temperature. This method works well for hot and/or long existing contained plasmas

but fails due to lacking time resolution of the electronics below the nanosecond time scale. Additionally, the

signal level drastically drops when the temperature is lower at only some eV, which is the case for warm dense

matter, as the emissivity of the sample given by the Stefan-Boltzmann law scales with T 4 [28, 29]. Also,

the method is only sensitive to optical radiation emitted by the surface and contains no information about the

volumetric conditions.

Starting from the other end of the temperature range, a method often used in solid-state physics to determine

temperature is the Debye-Waller effect in the intensity of a x-ray diffraction signal. As the order inside a crys-

talline material diminishes due to rising thermal motion of the atoms, the intensity of the crystalline diffraction

line drops. This change of intensity relates the materials temperature to its Debye-temperature [30, 31]. Us-

ing this method requires the knowledge of the Debye-temperature, which unfortunately changes with pressure

and temperature itself [32, 33]. In addition, the diffraction intensity is also dependent on the micro structure

of the sample, which can change in unpredictable ways when a shock wave passes through the material [34].

This makes the method even more unreliable in laser shock experiments. Lastly, it completely fails for non

crystalline samples or when the sample reaches melt conditions.

The work presented in this thesis follows the approach of using inelastic x-ray scattering from bound elec-
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1.1. Structure of this Thesis 3

trons, co-moving with the atoms, to determine the samples temperature. This can be achieved by two different

techniques. First is collective scattering from phonons in crystalline solids or ion acoustic modes in amorphous

materials [35, 36]. X-ray photons scattering from these collective modes can gain or lose energy, typically on

the few meV scale. Spectrally resolving the scattered radiation gives rise to Stokes and anti-Stokes peaks, which

correspond to the creation and annihilation of a phonon, respectively [37, 38]. The intensity ratio of these two

features is a direct measurement of the temperature via the detailed balance principle [39]. This measurement

can yield additional information about the sample system, like speed of sound or thermal diffusivity, too.

The second approach to measure temperature with IXS is to go to higher momentum transfers into the

non-collective regime and measure the Doppler broadening of the individual atomic motion [40]. If the sample

system follows a Maxwell-Boltzmann distribution, the measurement of the velocity distribution is directly con-

nected to a temperature. The spectral broadening due to the thermal motion for warm dense matter states lies

similarly to the phonons and ion acoustic modes in the tens of meV range.

Both methods therefore require a spectrometer with high resolving power to measure this effect. As typical

x-ray energies are on the order of keV, a spectral bandwidth of ∆E/E = 10−5 or better is required. This means for

all common x-ray sources that monochromatisation to a high degree is necessary. So is the typical bandwidth

of an undulator source on the order of 10−2. As the inelastic scattering process itself occurs with a small

probability, the measurement requires a huge photon flux from the source. Together with the precise timing

requirements due to the short-lived nature of laser generated states, XFELs are the only suitable x-ray source

for this kind of measurements. Their highly brilliant x-ray pulses can deliver ∼ 1012 photons within only a few

tens fs [41]. With monochromatisation and low scattering cross section, they represent the only possibility to

obtain an IXS signal from highly transient systems.

1.1 Structure of this Thesis

The main part of this thesis begins with an introduction to the theory behind the concepts touched upon within

this work. It starts in chapter two with the interaction of high-power and high-energy lasers with solids as a way

to generate warm dense matter states in the laboratory. It follows a brief overview of XFELs, their radiation

generation and properties as a well suited tool to diagnose these transient laser generated states. Next is the

theory dynamical diffraction and high-resolution inelastic x-ray scattering and how it can be applied as a probe

for warm dense matter states, especially as a temperature diagnostic. The chapter is closed by a description

of the technical realization of a high-resolution IXS instrument and a general overview of the two scientific

instruments used in this thesis.

Next, the third chapter will briefly summarise the geophysical relevance of iron and motivate its use as a

sample material in high-pressured experiments.

The fourth chapter will present and discuss the experiments conducted within the scope of this work. First,

3



4 Chapter 1. Introduction

the characterization of the IXS setup at the high energy density (HED) instrument and a demonstration of

its capability to measure temperature lead by Gianluca Gregori (Univ. Oxford, UK) and Ulf Zastrau (European

XFEL, GER) in collaboration with Emma McBride (SLAC, Univ. Belfast, UK) and Thomas White (Univ. Reno,

NV, US) and others. Second, an experiment to investigate laser excited iron, lead by Gianluca Gregory, Oliver

Karnbach (Univ. Oxford, UK), and myself. And third, two experiments to study the electron-ion equilibration

rate in warm dense matter, lead by Bob Nagler (SLAC, CA, US) and Thomas White (Univ. Reno, NV, US).

The final chapter gives a summary of the performed work and outlines possible future experiments using

high-resolution IXS to explore transient laser generated states at XFELs.

4



Chapter 2

Theoretical Concepts

This chapter introduces some of the concepts behind the physical processes covered by this work. It starts with

the interaction of powerful laser pulses with solids, differentiating between ultra-short pulses of fs duration and

longer pulses on the ns scale.

The next section treats the theory of x-ray scattering with a focus on the inelastic scattering process from

phonons. It is followed by an introduction on how inelastic x-ray scattering can be used to measure ion temper-

ature, both in the collective and non-collective regime.

The final section deals with the theoretical and technical aspects of the components necessary to perform

high-resolution inelastic x-ray scattering experiments on transient states. It starts with free-electron lasers as a

suitable x-ray source, goes over the used x-ray optics like monochromators and focusing devices, and ends with

the x-ray detector built into the spectrometer.

2.1 Laser driven extreme states

Laser technology has made great advances since its invention in 1960 [42]. Today, pulsed lasers have been

shown to be a reliable tool to generate extreme states of matter in the laboratory. Developments for ever higher

pulse energy have lead to the availability of ns pulses with MJ energy capable of generating Gbar pressure

states [43] and nuclear fusion conditions [44].

With the invention of chirped pulse amplification [45], it became possible to generate energetic laser pulses

on fs timescales (cf. also Nobel prize in physics 2018). Peak power levels of 10 PW are possible [46] and

100 TW can be delivered to experiments at a repetition rate of 10 Hz [47]. This section will give a brief in-

troduction on how such intense lasers interact with matter. For simplicity and technical reasons, we assume

all laser-solid interactions to occur in vacuum. A more detailed foundation can be read e.g. in books by Gib-

bon [48], Fortov [49], and Drake [50].

5



6 Chapter 2. Theoretical Concepts

2.1.1 Femtosecond laser drive

The interactions of intense lasers with matter have in common, that atoms are rapidly ionised by the strong

electric fields. Then, the free electrons are accelerated in the light field. The energy the electrons attain depends

on the intensity and determines further physical processes.

Ionisation can happen in several different ways. On the lower end of the intensity scale (> 1010 W
cm2 ) is

multi-photon absorption. Here, a single electron absorbs enough photons before it relaxes back into its ground

state that the gained energy surpasses the ionisation energy Eion. Including above-threshold ionisation [51], the

final electron energy E f is expressed as

E f = (n+ s) h̄ω −Eion, (2.1)

where n is the number of photon needed for multi photon ionisation, s the remaining energy, ω the light

circular frequency, and h̄ the reduced Planck constant (and consequently, h̄ω being the photon energy of a

single photon).

At higher intensities (> 1014 W
cm2 ), the model for the laser-matter interaction is changed from a multi photon

picture to the description of the interaction between the electric fields of the laser pulse and the Coulomb

field of the atom, respectively. Here, the laser disturbs the electric binding of the electrons to the nucleus by

distorting the atomic binding potential so strongly, that electrons can tunnel through the potential barrier (tunnel

ionisation) or in case of even stronger fields just straight up leave the atom (over-barrier ionisation). As optical

wavelengths are large compared with an atom, the disturbance to the binding potential can be approximated by

a linear term. The modified Coulomb potential is

V (x) =−Ze2

x
− eεx. (2.2)

Over-barrier ionisation occurs, when the modifying field reaches a critical value

εcrit =
E2

ion
4Ze3 . (2.3)

With this expression as the laser peak field strength, the corresponding intensity is given by

I ≃ 4×109
(

Eion

[eV ]

)4

Z−2
[

W
cm2

]
. (2.4)

The ionisation rates for tunneling can be obtained through quantum mechanical calculations [52]. In dense

systems like a solid, collision ionisation will play an important role after enough initial free electrons are created

6



2.1. Laser driven extreme states 7

Figure 2.1: Calculated total ionisation rate (blue, solid) with separated multi photon (red, dotted) and tunnel

ionisation (black, dash-dotted) components for different laser intensities under 400 nm irradiation. The cor-

responding Keldysh parameter (green, dashed) is shown, too. For γ ≈ 1.5, the ionisation rates are of similar

strength. Figure from Pan et al. [53].

by the laser field.

To determine which of the described models is the applicable process to describe intense laser photo-

ionisation, one can calculate the so-called Keldysh parameter γ

γ = ω

√
2Eion

IL
∼

√
Eion

Up
Up =

e2E2
L

4meω2 . (2.5)

Here, Up is called the ponderomotive potential and gives the average energy an electron obtains in the

oscillating electric field of the laser. When γ >> 1, multi photon ionisation is the dominant process, with

γ << 1 tunnel and over-barrier ionisation. As an example, for polymethylmethacrylate (PMMA), multi photon

and tunnel ionisation rate are equal at γ ≈ 1.5 [53] (Fig. 2.1).

Due to the multiple absorption events, after a few laser cycles a plasma will emerge at the surface of an

irradiated solid with a plasma frequency ωp

7



8 Chapter 2. Theoretical Concepts

ωp =

√
4πnee2

me
, (2.6)

with free-electron density ne, elementary charge e, and electron mass me. The only free parameter here is

the free-electron density ne. Inverse plasma frequencies in a solid density plasma are in the sub-femtosecond

range, meaning an electron can react on these time scales (cf. also Nobel prize in physics 2023).

Hydrodynamic expansion happens of the timescale of sound speed (of order km/s or few tens of picometer

(pm) in 50 fs), due to its ultra-short (fs) duration, the laser pulse will interact with this solid density surface

plasma before huge repositioning of the ions can happen. This results in the lasers electric filed forming a

standing wave in front of the plasma with a small penetration into it, the skin depth,

ls =
c

ωp
. (2.7)

Note that for highly relativistic intensities exceeding 1018 W/cm2 (resulting in the kinetic energy of the

electrons being a multiple of their rest mass), a relativistic correction becomes necessary, and in case of a high

collisionality, likewise corrections to the above formula can be made.

Electron - ion equilibration

The interaction with an intense ultra-short laser pulse leaves a solid target in a strong non-equilibrium: Through

a variety of absorption mechanism a population of hot electrons is generated at the interaction site while the

bulk remains unaffected. These hot electrons rapidly thermalise the electron system around the heating spot

through electron-electron collisions [54, 55]. This process typically happens in solids on scales smaller 1 ps.

The thermalised electrons diffuse into the bulk of the material along the thermal gradient. While moving,

the hot electron bath loses energy due to electron phonon coupling. This process can be described by a two-

temperature model [56] (TTM), which is a system of coupled partial differential equations for both the electron

and ion subsystem

Ce
∂Te

∂ t
= ∇(Ke∇Te)−gei(Te −Ti)+Se(t) (2.8)

Ci
∂Ti

∂ t
= ∇(Ki∇Ti)+gei(Te −Ti). (2.9)

Here, Ce and Ci are the specific heat capacities of electrons and ions, Ke and Ki the thermal conductivities,

and Se(t) the heat source (laser pulse). gei is coupling constant that governs the heat transfer from the electron

system to the ions due to the temperature difference. This occurs within a few ps for most materials (Fig. 2.2).

After the electrons and ions are thermalised within the diffusion range of the electrons, heat transport over the

lattice distributes the energy to further parts of the bulk.

8



2.1. Laser driven extreme states 9

Figure 2.2: Generic temperature evolution after short pulse laser interaction in the two-temperature model with

a constant coupling parameter. The electron system (blue) absorbs the laser energy and thermalises within a few

hundred fs. Through collisions and electron-phonon coupling, the electrons lose energy to the ion system (red)

until both systems reach thermal equilibrium. This occurs on a ps timescale.

In this thesis, experiments which use fs laser pulses to heat electrons and then measure the ion temperature

evolution, and data interpretation using a (modified) two-temperature model, are discussed in chapter 4.3.

2.1.2 Nanosecond laser drive

When an intense laser pulse interacts with an absorbing surface for a longer time than fs, the high energy input

begins to vaporise atoms from the surface, which is called ablation. If the intensity is even higher, this gas

in front of the surface is ionised into a plasma cloud, which has less density further away from the surface

(i.e., a density gradient). The laser is then no longer absorbed at the targets surface, but somewhere within the

ablation plasma. The exact location is determined by the plasma critical density, meaning the density of the

electrons corresponds to a plasma frequency ωp which matches the laser light frequency. Further out, at lower

density, electrons are too slow to follow the laser light oscillations and light can penetrate. Beyond the critical

plasma density, electrons can follow the oscillations of the laser light and shield it. The density at the critical

point is typically 10-100 times lower than the solid density of the target. Via electron thermal conduction, the

continuously impinging laser energy is conducted through the plasma to the solid target.

At the ablation front, the energy from the plasma cloud heats up the solid density target, which vaporises

and feeds into the plasma. The material moves through the plasma to the critical point and then escapes further

into the surrounding vacuum. The pressure from the plasma acts onto the target and pushes a pressure wave into

9
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Figure 2.3: Sketch of the 1-dimensional interaction of an intense long pulse laser with a solid target. After

the first interaction, the laser ionises the ablated material into a plasma. From then on, the laser is absorbed

within the plasma, which transports the energy to the sample. At the ablation front, the target is heated enough

to vaporise and feed into the plasma. Through the pressure of the plasma, a shock wave is sustained inside the

solid target. A schematic profile of density ρ (blue), pressure p (purple), and temperature T (red) is also shown.

Figure adapted from Fortov [49].

the solid (Fig 2.3).

Under a simplistic view neglecting non-linear effects in the absorption and light reflection by the plasma,

the maximum reachable pressure is given by

pmax = I
2
3 ρ

1
3

c . (2.10)

Here, I is the laser intensity and ρc the critical density. It is also apparent, that in this simple model the pres-

sure is not hugely dependant on any material parameters. Laser shock experiments are therefore a good method

to obtain comparable data from different materials with the same setup, in contrast to impact or detonation

experiments.

Resonant absorption of the laser should be avoided, as a huge number of hot electrons can be generated

which penetrate the target and preheat it before the shock wave arrives. The temperature of these electrons can

be estimated [57, 58] to be

TH = 14
(

I
[

1016 W
cm2

]
λ

2[µm]

) 1
3
[keV ], (2.11)

10



2.1. Laser driven extreme states 11

where I is the laser intensity and λ its wavelength. Many high-power lasers are operated in the infrared

regime, where according to Eq. 2.11 a larger number of hot electrons are generated compared to visible wave-

lengths. Therefore, many shock lasers are frequency doubled or even tripled [59] to preserve the initial target

conditions.

Another reason to go to shorter wavelengths/higher frequencies is the necessary laser energy to reach a

certain pressure inside the target. This energy is related to the pressure and wavelength of the laser [60]

E ∼ p6
λ

11. (2.12)

This is one reason why inertial confinement fusion experiments have switched their focus to indirectly driven

targets, where the ablation is done through x-rays produced by irradiating a hohlraum around the target with the

drive laser [13, 61].

11
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2.2 Inelastic x-ray scattering

Non-resonant inelastic x-ray scattering (IXS) is a great tool to investigate the properties of condensed matter,

liquids and plasmas. Especially at low energy transfers, it can be used to investigate phonons [35, 62] or col-

lective modes [35, 63]. At higher energy transfers it can be connected to the dielectric function of the electron

system. Here, I will give a short introduction to describe the theory for IXS as far as it is applicable to the

data analysis in the thesis. A more complete derivation can be found in common textbooks, e.g. Squires [64],

Schülke [65], Attwood [66], or Schwabl [67], or review articles like Burkel [68] and Sinha [69].

A multi-particle system of scattering non-relativistic electrons without spin contributions can be described

by a Hamiltonian which consists of a part describing the electronic system H0 and a part describing the interac-

tion with an electromagnetic field Hint , H = H0 +Hint . Neglecting photon creation and annihilation processes,

the first order Hamiltonian reads

H = ∑
i

V (⃗ri) + ∑
i

P⃗2
i

2m
+

e2

2mc2 ∑
i

A⃗(⃗r) · A⃗(⃗r). (2.13)

Here, the first sum goes over the potential field at the position r⃗ of the ith electron. The second sum

contains the kinetic energy of the scattering particles with mass m and momentum P⃗. Finally, the third sum,

Hint , describes the scattering interaction between particles and electromagnetic wave where e is the elemental

charge, c the speed of light, and A⃗ the vector potential. The vector potential expressed with photon creation (a†)

and annihilation (a) operators takes the form

A⃗(⃗r) = L−3/2
∑
k⃗α

c

√
h̄

ωk

(⃗
εα a†

k,α e−i⃗k·⃗r + ε⃗α ak,α ei⃗k·⃗r
)
, (2.14)

where L3 is a normalized volume with periodic boundaries, k the wave vector and α the polarization states

with corresponding polarization vectors εα . The allowed photon states in this volume are wave vectors of the

form 2π

L (x,y,z) with integer values. The number of allowed wave vectors going into the solid angle dΩ with

polarization state α and energy between E ′ and dE ′ is then

ν⃗kα
= k⃗′2dΩ

L3

(2π)3
1
h̄c

. (2.15)

The flux φ of incoming photons per unit area and time is

φ =
c

L3 . (2.16)

12



2.2. Inelastic x-ray scattering 13

A parameter often used to describe scattering processes is the differential cross section, which is the current

of photons scattered into a solid angle element. For a scattering process from a photon (⃗k,α) and state | n⟩ to a

photon (⃗k′,β ) and state | m⟩, the transition probability per unit time is given by the transition matrix element W .

With this, the differential cross section becomes

(
dσ

dΩ

)
=

1
φdΩ

dΩ

∑
k⃗′

W⃗kαn→⃗k′βm. (2.17)

The transition matrix element is obtained from Fermi’s golden rule [70, 71]

dΩ

∑
k⃗′

W⃗kαn→⃗k′βm =
2π

h̄
ν⃗k′β

∣∣⟨⃗k′βm | Hint | k⃗αn⟩
∣∣2. (2.18)

Inserting Hint from (Eq. 2.13) and the thermal average of the initial states and summing over all possible

final states yields the partial differential cross section, the differential cross section per unit energy or double

differential scattering cross section (DDSCS):

(
d2σ

dΩdE ′

)
k⃗α→⃗k′β

=
k′

k

(
e2

mc2

)2

| ε
∗
α · εβ | S(⃗q,ω). (2.19)

Here, q⃗ = k⃗ − k⃗′ is the momentum transfer and S(⃗q,ω) is called the dynamical structure factor, as it is

explicitly dependant on the structure. For an energy transfer h̄ω = En −Em, it can be written as

S(⃗q,ω) = ∑
nm

∑
i j

pn⟨n | e−i⃗q·⃗ri | m⟩⟨m | ei⃗q·⃗r j | n⟩δ (En −Em + h̄ω), (2.20)

where pn is the probability of the initial state | n⟩ and δ the Kronecker delta. Integrating this expression over

ω for a fixed incident energy and assuming small energy transfers yields the differential cross section

(
dσ

dΩ

)
=

(
e2

mc2

)2

| ε
∗
α · εβ |2 S(⃗q) =

3
8π

σT | ε
∗
α · εβ |2 S(⃗q), (2.21)

where σT is the Thomson cross section [72, 73].

2.2.1 Collective and non-collective scattering

In a classical approach [74], the differential cross section for multiple scatterer can be expressed as

(
dσ

dΩ

)
= ⟨
∣∣∑

j

e2
j

m jc2 ei⃗q·⃗r j
∣∣2⟩ | ε

∗
α · εβ |2, (2.22)

13



14 Chapter 2. Theoretical Concepts

with ⟨⟩ indicating the average over all positions r⃗ j. The possible values for the position are on the order

of typical length scales a in the system, like the Wigner-Seitz radius. If qa ≪ 1, than all exponential terms

within the sum can be taken as unity. Therefore, the resulting intensity of the scattered radiation scales with the

number of scatterers squared times the strength of a single scatterer. This behaviour is typically called collective

or coherent scattering.

lim
qa→0

(
dσ

dΩ

)
=
∣∣∑

j

e2
j

m jc2

∣∣2 | ε
∗
α · εβ |2= Z2

(
e2

mc2

)2

| ε
∗
α · εβ |2 . (2.23)

On the opposite, if qa ≫ 1, then ei⃗q·⃗r j can assume a wide range of values, which average to zero. Thus, the

intensity only scales with the number of scatterers. This is referred to as non-collective or incoherent scattering.

lim
qa→∞

(
dσ

dΩ

)
= ∑

j

(
e2

j

m jc2

)2

| ε
∗
α · εβ |2= Z

(
e2

mc2

)2

| ε
∗
α · εβ |2 . (2.24)

In a more descriptive picture, since small units of q correspond to large scales λ ∗ ∼ q−1 contributing to the

scattering, only the long-range collective motion of groups of electrons (electron density waves) are probed, and

motions between individual electrons do not contribute to the signal. Likewise, for large values of q, only the

very small length scales corresponding to distances between individual electrons make a difference in scattering

strength, and whatever is happening on larger scales is not contributing.

Experimentally, in the context of hard x-rays of 5−15 keV and solids, collective scattering (small q) occurs

in the forward direction at scattering angles of a few 10s of degrees, while in back-scattering (close to 180◦

scattering angle) non-collective scattering occurs. In between these two cases, the regimes transition into each

other and the process cannot be described cleanly be the one or the other model alone.

2.2.2 Inelastic x-ray scattering from phonons

At low energy transfers, vibrational modes of the lattice become a domineering contribution to the structure

factor. With the adiabatic approximation [75], where the electron density instantaneously follows ionic motions,

the electron density ρ of a crystal can be written as

ρ (⃗q) = ∑
l

e−i⃗q·R⃗l

(
∑
i(l)

e−i⃗q·(⃗ri−R⃗l)

)
= Z f (⃗q)∑

l
e−i⃗q·R⃗l , (2.25)

where the first part sums over all l atoms in the lattice and the second sum goes over all electrons of the lth-

atom at position R⃗l , Z the number of electrons and f (⃗q) the atomic form factor, defined as the Fourier transform

of the atomic charge distribution ρ (⃗r)

14



2.2. Inelastic x-ray scattering 15

f (⃗q) =
∫

ρ (⃗r)ei⃗q·⃗rd⃗r. (2.26)

Under the assumption of a simple lattice containing only one species of atoms and a single atom per unit

cell, the one-phonon structure factor [69] becomes

S(⃗q,ω) =
Z
h̄

f 2(⃗q)e−2W V
(2π)3

[
∑
G⃗

δ (⃗q− G⃗)

]
δ (ω)+Z2 f 2(⃗q)e−2W V

(2π)3

×∑
q⃗0 j⃗

1
2mωq⃗0 j⃗

| q⃗ · e⃗(⃗q0 j⃗) |2 {⟨n⃗q0 j⃗⟩δ (ω +ωq⃗0 j⃗)+ ⟨n⃗q0 j⃗ +1⟩δ (ω −ωq⃗0 j⃗)}

×∑
G⃗

δ (⃗q± q⃗0 − G⃗).

(2.27)

Here, the first term gives the purely elastic scattering with the unit cell volume V and the Debye-Waller

factor e−2W = e−⟨(⃗q·⃗ul(t))2⟩, which gives the average displacement u⃗l(t) of the atoms. The second term gives the

inelastic contribution from one phonon, which can either be created or annihilated. e⃗(⃗q0 j⃗) is the eigenvector of

the phonon, q⃗0 its momentum, j⃗ the polarization branch, and ωq⃗0 j⃗ the corresponding angular frequency. ⟨n⃗q0 j⃗⟩

is the Bose-Einstein occupation factor and is given by

⟨n⃗q0 j⃗⟩=
1

e
h̄ωq⃗0 j⃗β −1

, β =
1

kBT
, (2.28)

where kB is the Boltzmann constant and T the temperature.

2.2.3 Temperature from detailed balance

From the last obtained result (Eq. 2.27) it can be seen that the inelastic scattering response from phonons is

directly dependant on the Bose-Einstein occupation factor and therefore the temperature. A model independent

measurement of the temperature can be performed by comparing the intensities of the Stokes (energy loss) and

anti-Stokes (energy gain) lines in the spectrum of the scattered photons (Fig. 2.29):

I(−ω)

I(ω)
=

⟨n⃗q0 j⃗ +1⟩
⟨n⃗q0 j⃗⟩

=
−⟨n(−ω)⟩
⟨n(ω)⟩

= e
h̄ω

kBT . (2.29)

As the scattered off phonons are a collective motion of particles, it poses the criteria to be in the coherent

scattering regime to detect this signal. For typical x-ray energies in the keV-range, this implies a forward

scattering geometry with low momentum transfers. In addition to the temperature measurement, for some

systems a highly resolved spectrum (showing the position and width of the spectrally resolved features) allows

the determination of more material properties like the speed of sound from cs =ω/q from the phonon separation

from the quasi-elastic line and the thermal diffusivity DT = FWHM/2q2 from the width of the quasi-elastic

line.

15



16 Chapter 2. Theoretical Concepts

Figure 2.4: Simplified response from inelastic phonon scattering. The scattering spectrum consists of the quasi-

elastic line (green) at zero energy transfer and two lines symmetric around it corresponding to phonon creation

(red, Stokes) and annihilation (blue, anti-Stokes). The temperature can be determined via detailed balance from

the intensity ratio of Stokes and anti-Stokes lines. Measuring this spectrum can also yield additional information

about simple systems like the speed of sound cs, thermal diffusivity DT , and sound attenuation coefficient Γ.

2.2.4 Temperature from non-collective scattering

The light emitted by a moving particle is either shifted to lower or higher frequencies for an observer, depending

on the direction of movement. A higher frequency is observed when moving towards the observer, a lower

frequency when moving away. This modified frequency f is given by the Doppler shift [76]

f = f0

(
1+

v
c

)
, (2.30)

where v is the relative velocity of the particle to the observer and c the speed of light. The velocities are on

the order of the speed of sound inside the material, meaning km/s in most solids. Therefore, it is not necessary

to use relativistic formalism. Looking at an ensemble of particles emitting monochromatic light in thermal

movement, the observed light will be broadened by higher and lower frequencies due to the random distribution

of movement directions.

At high temperatures, as they exist after laser excitation of a solid, the atoms within the material can be

assumed to follow the Maxwell-Boltzmann velocity distribution [77–79], as long as we deal only with one

species of atoms and the laser energy is low enough to neglect relativistic effects

f (v)d3v =
(

m
2πkBT

) 3
2

e−
mv2

2kBT d3v, (2.31)
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2.2. Inelastic x-ray scattering 17

where m is the particle mass, temperature T [K], the Boltzmann constant kB, and velocity v. Rearranging

Eq. 2.30 for v and inserting it into the velocity distribution yields a Gaussian profile with a FWHM value ∆ f of

∆ f =

√
8kBT ln2

mc2 f0. (2.32)

As the particles are not emitting the x-rays but scattering them, the Doppler shift applies twice. The mea-

sured temperature in eV is therefore given by

T [eV ] =
1
4

mc2

8 ln2

(
∆E
E0

)2

, (2.33)

where ∆E is the change to the nominal photon energy E0. In contrast to the phonon measurement, the signal

here originates from individual atoms moving independently from each other. Thus, it is necessary to measure

in the non-collective regime. For kev-range x-rays, this implies a backscattering geometry at high momentum

transfers.

17
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2.3 Instrumentation

2.3.1 X-ray free-electron laser

Because of their short wavelength and deep penetration into high density matter, x-rays are a very good tool

for diagnosing solid-density targets. There exist a variety of sources for x-ray radiation, all of them imprinting

their own characteristics onto the generated x-rays. Due to the ultra-fast timescales of the plasma processes

investigated in the scope of this work, only sources generating x-rays of a similar short duration make for a

good diagnostic tool. Therefore, all experiments were conducted at an XFEL. Here, a short introduction to the

working principles of an XFEL will be given, as well as an overview of the radiation properties generated by

the self-amplification of spontaneous emission process (SASE, [80] and hard x-ray self-seeding (HXRSS, [81]).

A more detailed introduction to FEL theory is given by Saldin et al. [82] or Freund & Antonsen [83], while an

introduction to the more technical aspects can be found e.g. in Jaeschke et al. [84] and Schmüser et al. [85].

Principles of XFELs

In a FEL, radiation is generated by free electrons, which travel in vacuum while passing through a periodic

sequence of magnets, called an undulator (Fig. 2.5). Assume, the individual magnets all posses the same size

and strength and are perfectly parallel to the electron beam axis with a periodicity of λu. The vertical magnetic

field at the centre between the magnets is then given by

B⃗ =−B0 sin(kuz)⃗ey, (2.34)

where ku =
2π

λu
, z the position along the longitudinal axis of the undulator, and e⃗y is a unit vector in vertical

direction. Passing through this field, electrons go into a transverse motion in a plane parallel to the magnets due

to the Lorentz force. This can be described by two coupled differential equations

∂ 2

∂ t2 x =
e

γme
By

∂

∂ t
z,

∂ 2

∂ t2 z =− e
γme

By
∂

∂ t
x. (2.35)

Here, e is the electron charge and me the electron mass. γ is the Lorentz factor

γ =
1√

1− v2

c2

=
1√

1−β 2
(2.36)

where v is the velocity and c the speed of light. In first approximation, ∂

∂ t z can be assumed to be constant

due to the electrons very high initial velocity along the longitudinal axis z, which is also much larger than the
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2.3. Instrumentation 19

velocity along the deflection axis. With the initial conditions x(0) = 0 and ∂

∂ t x = eB0
γmeku

, the resulting trajectory

for an electron in the undulator field becomes

x(z) =
K

βγku
sinkuz. (2.37)

K is called the undulator parameter, which is defined as

K =
eB0λu

2πmec
. (2.38)

If the reduction of the longitudinal velocity is included, the equations of motions are

x(t) =
K

γku
sinωut, z(t) = v̄zt −

K2

8γ2ku
sin2ωut, (2.39)

with ωu = β̄cku being the undulator frequency and v̄ = c(1− 2+K2

4γ2 ) the average velocity. In the reference

frame of an electron moving along the longitudinal axis of the undulator, the electron performs an oscillation

along the transverse axis. Due to this oscillatory motion, an electron passing through the undulator emits an

electromagnetic wave, whose power is given by the Larmor formula [74, 86]

P =
e2

6πε0c3

(
∂

∂ t
v
)2

, (2.40)

where ε0 is the vacuum permittivity. With the equation of motion (Eq. 2.39) and neglecting the longitudinal

oscillation, this results in the total radiation power in the first harmonic from a single electron in the reference

frame of the moving electron

Ptot =
e2cγ2K2k2

u

12πε0

(
1+ K2

2

)2 . (2.41)

As the power is invariant under Lorentz transformation, this is equal to the radiation power in the rest frame.

The electrons basically behave like an oscillating electric dipole moving at relativistic speed. Therefore, in the

laboratory frame, the emitted light is concentrated into a narrow cone. Transformed into the laboratory frame,

the radiation wavelength as a function of the emission angle θ with respect to the undulator axis arriving is

given by

λlab(θ) =
λu

2γ2

(
1+

K2

2
+ γ

2
θ

2
)
. (2.42)
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This is the wavelength emitted by every undulator at 3rd generation light sources. To reach higher peak

brightness, all electrons within a bunch would ideally emit coherently in phase so the intensity scales with the

number of electrons squared, I = N2Isingle. With around 109 electrons per bunch, this composes a significant

increase in intensity.

Unfortunately, it is practically impossible to confine this many electrons within the span of an x-ray wave-

length to emit as a single entity. Also, as an optical resonator for x-rays has not yet been realised [87], XFELs

operate in a single-pass amplifier mode, meaning the pulse passes the amplifier just once. These so-called

high-gain FELs solve this problem through the process of microbunching.

During the microbunching process, the generated radiation interacts back with the electrons. Electrons gain

or lose energy depending on their position in respect to the light wave. This results in a modification of their

oscillation trajectory and through this a change to the longitudinal velocity v̄z. Through increasing feedback,

the electrons will be concentrated in thin slices shorter than the form giving wavelength. Electrons in each of

these slices emit light like one single particle, leading to an even stronger radiation field modulating the micro

bunching (Fig. 2.5).

For a sustainable energy transfer within the undulator, the time difference between light wave and electrons

in half an undulator period needs to satisfy the condition

c∆t = λ/2, ∆t =
(

1
v̄z

− 1
c

)
λu

2
. (2.43)

The wavelength fulfilling this condition is in good approximation the same as the one for spontaneous

undulator radiation (Eq. 2.42). Therefore, this radiation can serve as a seed for FEL amplification, together with

its odd higher harmonics. For even harmonics, there is no sustained energy transfer.

Radiation properties

For XFELs, no (frequency-multiplied) optical lasers are available to seed the amplifications process with sub-

nm wavelengths. Though, it is possible to amplify the spontaneous undulator radiation, as seen in the previous

section (see 2.3.1). This method is called self-amplification of spontaneous emission (SASE) [80, 88]. It has

the disadvantage, that every amplification process starts from noise. Within a single pass through the undulator,

multiple modes that fit the FEL bandwidth will be amplified and no light pulse will look exactly like any other.

X-ray pulses produced by the SASE process typically have a bandwidth of 20-40 eV in the keV photon energy

range.

In the same manner as the spectral composition, the total pulse energy and relative intensities of singular

modes underlies stochastic fluctuations. A SASE-FEL can produce powerful pulses in the low-keV regime.

Average pulse energies of 3 mJ at 8 keV, corresponding to 2.3×1012 photons per pulse, have been demonstrated.
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Figure 2.5: SASE process in an undulator. An electron bunch passes through the undulator from left to right.

In the beginning, only spontaneous radiation is emitted from the randomly distributed electron cloud. As the

passage progresses, the electrons are influenced by the radiation and microbunching starts to emerge. In satu-

ration the complete electron bunch possesses a microbunched structure where each slice emits in phase. The

radiation field grows exponentially.

The pulse duration of the x-rays is determined by the fraction of the electron bunch contributing to the

lasing. Pulse durations in the range 10-50 fs are typical, durations below 1 fs could be measured [89].

The dominant mode of an FEL pulse after the undulator is usually the Gaussian T EM00 mode, as it has the

best overlap with the electron bunch and therefore undergoes the highest amplification. Consequently, the pulses

exhibit a high degree of transversal coherence. In contrast, there is no temporal coherence over the duration of

the SASE pulse due to the presence of multiple amplified modes.

As many applications, like the high-resolution IXS techniques discussed above, require higher spectral

resolution, monochromators are necessary to reduce the bandwidth of SASE pulses. Unfortunately, this greatly

reduces the number of photons available at the experiment, so solutions have been found to increase the spectral

density of the photons in a smaller bandwidth.

One already implemented method at operating XFELs is self-seeding [81,90]. For hard x-ray self-seeding (HXRSS),

the undulator section needs to be split in two. In the first section, an x-ray pulse is generated through the normal

SASE process. Then, the x-ray pulse is send through a monochromator that cuts out the part of the spectrum

containing the desired photon energy. Meanwhile, the electron bunch gets diverted by a magnetic chicane. This

first has the effect of protecting the monochromator from the GeV electron beam and second that it gives a vari-

able delay to the electrons compared to the x-ray pulse while destroying any present microbunching. The light

pulse passes through the monochromator, now showing an almost rectangular cut-out in the spectrum around
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the requested photon energy. This modified pulse is followed by a temporal beating at the missing photon en-

ergy. The delayed electrons are overlapped with the beating, which now serves as a seed in the second undulator

section.

The so obtained x-ray pulses usually posses only one, sometimes two, modes that get amplified with a

resulting bandwidth on the order of 1 eV with a small SASE background. HXRSS pulses are usually weaker

than SASE pulses due to the smaller available amplification length in the undulator. Nevertheless, the amount

of photons at the requested photon energy is higher in the single seeded mode than in all but the brightest SASE

pulses from the same undulator. Therefore, HXRSS is a good tool for experiments which require a narrow

bandwidth, as it produces on average a higher spectral brightness than SASE. The weak SASE background can

be cleaned with a monochromator which transmits a similar bandwidth to the seeded mode.

2.3.2 X-ray optics

All the experiments presented here in the scope of this work require an XFEL and specific set of x-ray optics to

work properly. This optics set includes monochromators [2.3.2] to control the x-ray bandwidth, focusing optics

[2.3.2] for controlling the x-ray beam size, x-ray analysers [2.3.2] to characterize the x-ray radiation after the

target interaction and lastly, x-ray detectors [2.3.2] for collecting the gained information. In this section, the

general working principles of these devices will be briefly explained. The explicit details of the used setups will

be discussed later in the experiment chapter 4.

Monochromators

The x-ray pulses generated by the SASE process [80] in the undulators typically have an energy bandwidth

∆E/E ≈ 10−3 [91], which is much wider than the intended meV resolution for photon energies in the keV

range. Thus, for techniques requiring eV or below energy resolution, it becomes necessary to reduce the in-

cident bandwidth. In the hard x-ray regime, crystal monochromators are mainly used for this purpose. These

crystals work by Bragg reflecting a selection of photon energies out of an incoming beam. To preserve the low

divergence and coherence properties of an FEL beam and also to deal with the high incident heat load, large

perfect crystals are required for this purpose. For large perfect crystals, the weak scattering approximation of

the kinematical scattering theory [92] fails, as multiple-scattering events can no longer be neglected. Instead,

the so called dynamical diffraction theory [92–94] is used to describe the interaction. A detailed discussion can

be found e.g. in the text books by Als-Nielsen & McMorrow [95], Authier [96], or, for the special case of high

energy resolution, Shvyd’ko [97]. A brief introduction to the case of symmetric Bragg reflection, where the

surface is parallel to the lattice planes, based on the approach by Ewald [93] be given here.
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Dynamical diffraction theory. In the kinematical theory of diffraction, the amplitude of the scattered ra-

diation is build up from the scattering of a single electron, an atom, the crystal unit cell and the crystal lattice.

This all happens under the assumption, that the intensity of the x-rays is uniform over the depth of the crystal.

The dynamical theory takes into account, that at each lattice plane a fraction of the intensity is refracted into

the exiting wave and that there is a chance for multiple scattering events, where the x-rays are reflected in the

direction of the incoming wave within the crystal. It then enables the calculation of the reflected intensity as a

function of incident photon energy, angle, polarization, etc.

Consider a plane, linearly polarized electromagnetic wave

ε⃗ (⃗r, t) = ε⃗ini exp [i(K⃗0 · r⃗−ωt)] (2.44)

where | K⃗0 |= 2π

λ
= E

h̄ω
is the wave vector in vacuum and ω = E

h̄ the radiation frequency. The spatial electric

field D⃗ (⃗r) excited by this wave within the crystal is obtained by assuming the crystal to be a medium with a

periodic dielectric constant and solving Maxwell’s equations for it

[−∇
2 −K2]D⃗ (⃗r) = K2

χ (⃗r)D⃗ (⃗r). (2.45)

The crystal susceptibility χ (⃗r) can be expressed as a series over the reciprocal lattice vectors G⃗ as

χ (⃗r) = ∑
G

χG exp(iG⃗ · r⃗), (2.46)

where the individual components χG are given by

χG =− reFG

πV
λ

2 (2.47)

with the classical electron radius re, unit cell volume V , and unit cell structure factor FG. The structure

factor of the crystal unit cell is given by

FG = ∑
n

fn(G⃗)eiG⃗·⃗rn−Wn(G⃗), (2.48)

where fn(G⃗ are the atomic form factors and Wn(G⃗) the Debye-Waller factors. The reciprocal lattice vector

G⃗ is formed from a set of base vectors of the crystal lattice

G⃗ = hb⃗1 + kb⃗2 + lb⃗3. (2.49)
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The integer number h, k, and l are called Miller indices [98] and denote a set of lattice plane normal to G⃗

with interplanar spacing

dG =
2π

| G⃗ |
. (2.50)

The solution to Maxwell’s equation (Eq.2.45) under these periodic conditions are Bloch waves [75] of the

form

D⃗ (⃗r) = ∑
G

D⃗G eik⃗G⃗r, k⃗G = k⃗0 + G⃗. (2.51)

Inserting this solution (Eq.2.51) into the wave equation (Eq.2.45) yields the fundamental equations of the

dynamical diffraction theory, a system of linear equations for the plane wave components:

D⃗G =
K2

k⃗G
2 −K2(1+χ0)

∑
G′ ̸=G

χG−G′ D⃗G′ . (2.52)

Their solutions gives the radiation field inside the crystal. Because the χG−G′ coefficients are small, the only

significant contributions to DG are when the pre-factor is also small, leading to the so-called excitation condition

kG ≈ K | 1+
χ0

2
|, (2.53)

meaning only wave vectors of this magnitude are excited. As the condition from (Eq 2.51) also needs to

be fulfilled, possible wave vectors are restricted to those, where the momentum transfer from k⃗0 is equal to

a reciprocal lattice vector G⃗. Momentum- and energy conservation post requirements for the vacuum-crystal

interface, which leads to an adjustment to the outgoing in-vacuum wave vector

K⃗G = K⃗0 + G⃗+∆Ge⃗z, ∆G = ξ −ξG, (2.54)

where ξ ,ξG are wave vector corrections due to the vacuum-crystal interface applied along the inward point-

ing surface normal unit vector e⃗z. The additional momentum transfer ∆G can be rewritten as

∆G = K(−γG ±
√

γ2
G −αG), (2.55)

with the parameters as follows

γ0 =
K⃗0⃗ez

k
, (2.56)
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γG =
(K⃗0 + G⃗)⃗ez

K
, (2.57)

αG =
2K⃗0G⃗+ G⃗2

K2 . (2.58)

A useful step is the redefinition of these parameters in terms of angles:

γ0 = cosθG sinηG cosφG + sinθG cosηG, (2.59)

γG = cosθG sinηG cosφG + sinθG cosηG −αG
K
G

cosηG, (2.60)

αG =
G
K
(

G
K

−2sinθG). (2.61)

These parameters are defined by the angles of the incoming beam, where θG is the glancing angle, the angle

between K⃗0 and and the reflecting plane. It can take values between 0 and π

2 . φG is the azimuthal angle of

incidence, the angle between the (K⃗0, G⃗) plane and the lattice plane, and take values from 0 to 2π . ηG is the

asymmetry angle of the crystal, the angle between the surface normal and the reflection planes. The combination

of these parameters gives the asymmetry parameter

bG =
γ0

γG
. (2.62)

This parameter indicates how far off the symmetric case regarding the surface normal incoming and outgoing

wave vectors are. In the case of symmetric Bragg reflections, it holds to very good approximation that bG =−1.

To solve the system of equations, the electric field can be separated in two orthogonal linearly polarized

components normal to k⃗G, usually called π and σ

D⃗G = Dπ
Gπ⃗ +Dσ

Gσ⃗ , (2.63)

where

σ⃗G =
k⃗G × k⃗0

| k⃗G × k⃗0 |
, π⃗G =

k⃗G × σ⃗0

| k⃗G |
. (2.64)
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After the polarization separation, the fundamental equations (Eq. 2.52) can be rewritten as

∑
G′,s′

Jss′
GG′ Ds′

G′ − (2γG
ξ

K
+

ξ 2

K2 )D
s
G = 0, (2.65)

Jss′
GG′ = χG−G′Pss′

GG′ −αGδ
ss′
GG′ , (2.66)

Pss′
GG′ = (⃗sG⃗s′G). (2.67)

Here, s indicates the two polarization directions, Jss′
GG′ is the scattering matrix of rank 2n with the polarization

factor Pss′
GG′ and Kronecker delta δ . Due to the small size of ξ , the quadratic term can be neglected in most cases;

they only play a role for tiny grazing incidence angles. Then, the system of equations in ξ (Eq. 2.65) forms

2n equation for the plane wave components Ds
G. The non-trivial solution for the total filed inside the crystal is

given by the sum over the wave fields D⃗ν (⃗r) for each eigenvector

D⃗ (⃗r) = ∑
G

ei(K⃗0+G⃗)·⃗r D⃗G(z), (2.68)

D⃗G(z) = ∑
ν

Λν D⃗G(ν) eiξν z. (2.69)

The Λν coefficients may be obtained from the boundary conditions of the field inside the crystal. From (Eq.

2.44) it is clear, that the initial field entering the crystal is D⃗0(z f ront) = ε⃗ini. In the Bragg geometry, the radiation

is reflected out of the crystal through the front surface and there is no wave exiting the back side of the crystal,

leading to the secondary boundary condition D⃗G(zrear) = 0.

The electric fields are usually not measured in an experiment. Instead, the reflectivity of a crystal is the

typically used parameter. It is the ratio of the radiation fluxes between the incoming and outgoing beams. The

flux density given by the Poynting vector can be obtained from the wave field, as | DG |2 is proportional to the

Poynting vector for plane waves. In case of asymmetric reflections, the size of incoming and outgoing beam

changes by the asymmetry factor bG. This results in the reflectivity R of the crystal in Bragg reflection

R =
1

| bG |
| D⃗G(z f ront) |2

| ε⃗ini |2
. (2.70)

Multiple reflections can get complicated to calculate quickly due to the number of equations involved.

In the following, the simple case of two-beam diffraction shall be used to derive some relevant results for
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the high-resolution applications. Two-beams in this case means that the incoming x-rays excite two response

waves inside the crystal, one transmitted further into the crystal and one getting Bragg-reflected. The system of

fundamental equations (Eq. 2.65) then consists of four equations, two for each polarization. The polarization

factor P becomes P = 1 for the σ -component and P = cos2θ for the π-component. As the general expression

for the reflectivity takes a complicated form, it makes sense to look at the case relevant for the monochromators

used within the scope of this work. One assumption is thick crystals, meaning that the penetration depth of the

x-rays le is much smaller than the crystal thickness l. Next, photo-absorption shall be neglected. Also, none of

the monochromators used in this work operate at particularly shallow incident angles, so the quadratic ξ -term

can also be neglected. The penetration length is then given by

le(y) = le(0)ℑ(
1√

y2 −1
) (2.71)

with the extinction length le(0)

le(0) =

√
γ0 | γG |

K | PχG |
(2.72)

and the reduced deviation parameter y

y =
αb+χ0(1−b)

2 | PχG |
√

| b |
. (2.73)

The reflectivity of this thick crystal with no absorption is given by

R =
∣∣∣− y ±

√
y2 −1

∣∣∣2. (2.74)

It is a function of only the reduced deviation parameter (Eq. 2.73) and shows a region of total reflection for

−1 ≤ y ≤ 1. When photo-absorption is included in the calculations, this region is no longer total reflective.

To make the theory easily applicable, the deviation parameter α (Eq. 2.61) can be rewritten in respect to

real physical parameters [99]:

α =
2λ

dG(T )

[
λ

2dG(T )
− sinθ

]
, (2.75)

α = 4
EG(t)

E

[
EG(T )

E
− sinθ

]
, (2.76)

where EG = hc
2dG

is the Bragg energy. These expressions take also into account, that the distance dG between

the atomic planes is dependent on the temperature T. The width of the region of total reflection in terms of α is

given by
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Figure 2.6: The reflectivity R of a thick crystal in Bragg geometry with no absorption as a function of the

reduced deviation parameter y. Note the region of total reflection.

∆α = 4
| P |√
| b |

, (2.77)

witch the centre αc at

αc = χ
′
0 (1−

1
b
), (2.78)

with χ ′
0 being the real part of the crystal susceptibility. The size of the width is typically on the order ∼ 10−6.

So small changes in photon energy or crystal temperature can lead to drastic changes in reflectivity. α can also

be rewritten in terms of the incidence angle θ and the angle θB as defined by Bragg’s law λ = 2dG sinθB

α = 4sinθB [sinθB − sinθ ] , (2.79)

or, for small deviations | θB −θ |≪ 1,

α = 2(θB −θ)sin2θB. (2.80)

For x-rays with wavelength λ at an incidence angle θ = θB, the deviation parameter is α = 0. This only

coincides with the centre of the total reflection region in the kinematic approximation, where multi-scattering
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events and refraction at the crystal-vacuum boundary are neglected. According to (Eq. 2.46), αc can be rewritten

in terms of wavelength

αc =−2w(s)
G

(
λc

2dG

)2(
1− 1

b

)
, w(s)

G =−2χ
′
0

d2
G

λ 2 , (2.81)

with the asymmetry factor b becoming

b =
cosθc sinη cosφc + sinθc cosη

cosθc sinη cosφc − sinθc cosη
. (2.82)

This gives in combination with (Eq. 2.75) a modified version of Bragg’s law

2dG sinθc = λc(1+wG), wG = w(s)
G

b−1
2b

, (2.83)

w(s)
G being the symmetric scattering case defined in (Eq. 2.81, b = −1). In Bragg scattering geometry, the

correction wG is always positive, shifting the centre of the total reflection region to higher angles θc (higher

photon energies Ec) than Bragg’s law. Above it was shown, that total reflection does not only occur at a singular

point, but in a region. From (Eq. 2.46, 2.73, 2.75) it is possible to obtain the wavelength borders of the region

of total reflection at incidence angle θc

2dG sinθc = λ±(1+wG ± εG

2
), εG =

ε
(s)
G√
| b |

, ε
(s)
G =

4red2
G

πV
| PFG |, (2.84)

with the total reflection regions width εG = λ−−λ+
λ

= ∆λ

λ
= ∆E

E , which is the relative spectral width of the

reflection. εG = ε
(s)
G for the symmetric reflection. The relative spectral width is almost constant over a wide

spectral range, only the anomalous scattering corrections f ′ in FG are photon-energy dependent (Fig. 2.7).

These changes are very small, e.g. only permille over half a keV in silicon 14.4 keV [100]. For the most part,

the central wavelength of the region of total reflection changes nearly linearly, which changes when the angles

approaches 90◦, where it can be modeled with a quadratic dependence

λc =
2dG

1+w(s)
G

(
1− 1

2

(
π

2
−θ

)2
)
. (2.85)

Due to this quadratic behaviour, the photon energy undergoes only very small changes for variations in

the incidence angle when approaching backscattering geometries. With (Eq.2.48), the relative spectral width
∆λ

λ
= ε

(s)
G reads in first approximation

∆λ

λ
=

4 | P | red2
G

πV

∣∣∣∑
n

f (0)n (G⃗) exp
(

iG⃗ · r⃗n −2π
2 ⟨v2

G⟩
d2

G

)
. (2.86)
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Figure 2.7: General behaviour of a symmetric Bragg reflection in (λ ,θ )-space. The red dashed line shows

the trend according to the kinematic Bragg law, ending at a wavelength of twice the lattice constant at 90◦

incidence angle. The solid blue line shows the same behaviour for the modified Bragg law, reaching a maximum

wavelength of (2dG)/
(

1+w(s)
G

)
. The area of the line represents the relative spectral width ∆λ

λ
, which is

constant over the region.
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It becomes apparent again, that the relative spectral width is independent of incident angle and photon

energy. It does however depend on the crystal, in the form of the interplanar distance and scattering vector,

atomic properties with the atomic form factor (Eq. 2.26), and the temperature in the form of the Debye-Waller

factor. Thus, ∆E
E gets narrower, if the interplanar distance gets smaller or the Bragg energy EG = hc

2dG
gets larger.

As it was shown that the relative spectral width is almost constant over the (λ ,θ )-space, this means that in terms

of absolute values the narrowest bandwidth is achieved for the low photon energies near 90◦ incidence. As an

example, some values for the silicon monochromators used in this work are shown in table 2.1.

hkl E (keV) ∆θ(µrad) ∆θ/θ ∆E(meV) ∆E/E

111

3 117.44 1.6×10−4 402 1.3×10−4

7.494 36.318 1.4×10−4 995 1.3×10−4

10.896 24.295 1.3×10−4 1435 1.3×10−4

533

3 - - - -

7.494 83.227 5.5×10−6 30 4.0×10−6

10.896 3.76 5.0×10−6 43 4.0×10−6

931

3 - - - -

7.494 - - - -

10.896 27.264 1.8×10−5 10 9.8×10−7

Table 2.1: Overview of Bragg reflections (and their higher orders) of monochromators at the three major photon

energies used in this thesis. All reflections are calculated for the σ -polarization in silicon crystals. Calculations

were done using X0h [101, 102].

For the symmetric Bragg case, the relative width can be related to the extinction length (Eq. 2.72)

ε
(s)
G =

dG

πle(0)
=

1
πNe

, (2.87)

with Ne being the number of planes until the extinction length. In conclusion, the more atomic planes

contribute, the narrower the reflection. Contrary to the x-ray wavelength, there is no simple general analytical

expression for the angular borders of the incident angle for the zone of total reflection at a fixed wavelength. If

the angle of incidence is not very close to normal incidence, the angular width can be given by

∆θ = ∆θ
(s) 1√

| b |
, ∆θ

(s) =
2
∣∣PχG

∣∣
sin2θc

, (2.88)
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Figure 2.8: Left: two identical crystals reflecting in (+,-) geometry. The two crystals reflect the beam in

opposite directions so the exiting beam passes in the same direction as the incoming beam. Right: two identical

crystals reflecting in (+,+) geometry. As both crystals deflect in the same direction, the original beam pointing

is not kept.

where ∆θ (s) again denotes the symmetric case. The angular acceptance of the reflections is known as the

Darwin width. Neglecting the small modification to Bragg’s law, this expression can be recast as

∆θ
(s) = ∆ε

(s) tanθc. (2.89)

As seen in table 2.1, the angular acceptance of the reflection grows with the tangent of the Bragg angle and

is largest in the backscattering geometry, where (Eq. 2.89) is actually no longer valid. The strong backscattering

case will not be discussed here, as it is of no concern for the conducted experiments.

Monochromator geometry In a system of multiple Bragg crystals with large distances and angles between

the crystals, the single crystals can be treated independently. This means that the radiation scattered from one

crystal impinges on the next and no longer interacts with the first one. The total reflectivity of the system is then

the product of all single crystal reflectivities,

Ri,..., j = R j (⃗q j,out , q⃗0,in + ...+ q⃗ j−1,out) · ... ·Ri(⃗qi,out , q⃗0,in), (2.90)

where R is the reflectivity as a function of incoming and outgoing wave-vectors q⃗. Two identical Bragg

crystals can be arranged to reflect either in the so called (+,+) or (+,-) geometry (Fig. 2.8).

In the (+,-) configuration, the acceptance angle of the second crystal θ2,in is given by

θ2,in = π −Ψ+θ1,out , (2.91)

where θ1,out is the exit angle from the first crystal and Ψ the relative angle between the Bragg planes of the

crystals , so 0 for parallel Bragg planes. For the central wavelength λc follows
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θ2,c,in = π −Ψ+θ1,c,out . (2.92)

The combination of the two equations 2.91 and 2.92 yields the reflection condition for the (+,-) geometry,

θ2,in −θ2,c,in = θ1,out −θ1,c,out (2.93)

From the results of the previous paragraph (Eq. 2.83) it is possible to obtain an expression for the angle

between the reflection planes where transmission occurs

Ψ = π +
w(s)

2

(
1
b2

−b1

)
tanθc,1. (2.94)

This means that for symmetric reflection geometries (b2 = 1
b1

) the planes have to be exactly anti-parallel

for the optimal transmission. As the angular acceptance of crystals is quite small, fine mechanical precision

is needed to align two crystals in such a geometry. Alternatively, so called channel-cut crystals are employed,

where the reflecting surfaces are cut out off the same monolith to assure the parallelism between the planes is as

good as possible. In perfect alignment, the reflection regions of the two crystals exactly overlap and they fully

transmit over their complete total reflection regions.

While, as visible in (Fig. 2.8), the (+,-) configuration conserves the beam pointing, it introduces an offset to

the x-ray beam position. In beamlines that operate with and without monochromators like HED, it is of great

advantage to have the x-ray beam always arrive at the same position. For these cases, a (+,-,-,+) four crystal

geometry can be used to preserve the beam pointing without offset.

Monochromators at HED The HED instrument has two silicon monochromators, which both use different

symmetric Bragg reflections. First, is a four-bounce quasi channel-cut Si (111) monochromator [103] in (+,-,-

,+) geometry. It is distributed over two vacuum chambers, the first containing a set of crystals reflecting the

beam up, the second one down. This monochromator can be cryogenically cooled to 70 K to reduce the effects

of thermal expansion under irradiation by the intense x-rays and serves primarily to clean the SASE background

from a seeded beam or as a pre-monochromator for the following high-resolution monochromator. It reduces

the bandwidth to ∆E
E ∼ 1.3×10−4 or ca. 1 eV.

The second monochromator in a third vacuum chamber employs a Si (533) channel-cut crystal, which was

manufactured by the x-ray optics group of the Friedrich-Schiller University Jena. Its channel width of 106 mm

is adapted to the Si (111) pre-monochromator to compensate the vertical offset imposed by the first crystal set

of the Si (111) pre-monochromator at a photon energy of 7.49 keV at the corresponding Bragg angle of 87.9◦.

Ensuring a zero offset to the nominal beamline has the advantage that the following beamline and diagnostics, as
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well as laser optics in the experimental chamber, require no re-alignment when switching forth and back between

the regular beam to the monochromatised beam. Using this Si(111)-Si(533) monochromator, the energy width

of the incident beam would be reduced to a value of 30.8 meV or a bandwidth ∆E / E of 4×10−6. Offline

measurements with a double crystal diffractometer showed a broadening smaller than 10 % of the theoretical

rocking curve width [104].

The (533) reflection was chosen because it yields the necessary resolution while having no lower order

reflections. This is particularly important when using the setup to study warm-dense matter states, as the plasma

emission itself could add strongly to the noise on the IXS signal. For example, when using the Si (444) reflection

at an XFEL photon energy of 7.912 keV the scattering setup will also transmit via the Si (111) reflection at a

quarter of the photon energy, 1.978 keV, which is emitted from the ablation plasma.

The Si (533) channel-cut crystal was cut from a monolithic ingot. The reflecting surfaces are oriented

inward-facing and were sawn with a diamond blade and subsequently polished with SiC of decreasing grain

size. Afterwards, the crystal was etched in a mixture of hydrofluoric acid, acetic acid, and nitric acid for

20 minutes. To increase the flatness of the surfaces, the crystal was polished a second time with 38 µm SiC,

followed by the same etching process. Despite this, optical wavefront measurements yield a surface roughness

with a root-mean-square (RMS) value of ∼ 5 µm and a peak-to-valley (PV) value of ∼ 20 µm. In comparison,

the Si (111) crystals of the first monochromator stage are more easily accessible and were highly polished, which

is technically possible because the crystals are separated in a quasi channel-cut, and have a RMS roughness of

order 30 nm with a PV value on the order of 200 nm. Nevertheless, the two reflections from the Si (533) crystal

preserve the spatial profile of the beam, most likely due to the high Bragg angle of ∼ 88◦.

One of the main goals of the high-resolution IXS setup is to study extreme states of matter generated by

optical drive lasers. The HIBEF user consortium has contributed two high-power lasers to the HED scientific

instrument [47,105,106] which run at a maximum repetition rate of 10 Hz. Because of this, the monochromator

was designed to be able to perform at this repetition rate. Higher pulse rates would be a rare case for these

experiments, as, even at f = 4.5MHz, the extreme state will have disappeared before the next pulse arrives

after f−1 = 220ns. At 10 Hz, the time between two pulses is sufficient to dissipate the heat deposited by the

X-ray pulse at the location of the first reflection into the crystal bulk and support structures. Therefore, there

is no loss of intensity between pulses due to expansion of the lattice spacing at the first reflection and the

Darwin curves overlap at 10 Hz. In 2022, a Si (931) channel-cut was added to the vacuum chamber of the high-

resolution monochromator. It operates at photon energies around 10.896 keV at a Bragg angle of ∼ 88◦ and the

crystal length is again adapted to the offset generated by the first Si (111) crystal set. This cut yields a spectral

bandwidth of 11 meV or ∆E
E ∼ 1×10−6

Repeated measurements of the beam’s spatial profile at different locations along the beam propagation have

yielded a vertical divergence, which is the dispersive direction of the monochromators, of ≤ 1µrad for this

collimated beam. Thus, a further reduction of the divergence by asymmetric reflections, often necessary on
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high-resolution monochromators at synchrotron radiation sources, where the divergence can be of the order of

the crystal rocking curve, is not required for this setup.

Pulse duration considerations Short electromagnetic pulses, like the ones from a XFEL, require a contri-

bution from many different frequencies. Thus, the strong monochromatisation of a FEL pulse may lead to an

increase of the pulse duration. A measurement at European XFEL using electron beam techniques yielded a

duration strictly shorter than 50 fs for a 7 keV SASE pulse, but more likely on the order of 15 fs [107, 108]. In

order to find a minimum to the monochromatised pulse duration, we first model the XFEL pulse as a Gaussian

resulting from an chirped electron beam. In this case, a 1.83 eV bandwidth corresponds to a pulse duration

of 1 fs. Therefore, an FEL pulse monochromatised with a bandwidth of 30.5 meV FWHM would correspond

to a duration of about 60 fs. Any chirp present would only increase the pulse duration. Using the previous

assumption that the FEL pulse duration is shorter than 50 fs, we thus conclude that during experiments using

high-resolution monochromators, the FEL pulse duration is determined by the bandwidth of the monochroma-

tor. The resulting pulse length of 60 fs, though longer than the SASE pulses, does not impose limitations for any

experiments described in this thesis. Albeit, it will become relevant for the study of ultrafast electron dynamics

before the thermalization of the electron system in fs-laser experiments.

X-ray focusing optics

For the combination with optical drivers, the x-ray spot on sample should considerably smaller than the optical

focus. This way, only pumped sample material is probed by the x-rays without creating an undesired background

from unexcited material. The x-rays exit the undulators of an FEL with a divergence in the µrad range. After

the transport through long beamlines, e.g. almost 1 km at European XFEL, the beam diameter can easily reach

several hundred µm at the experiment. This is too large for many laser drivers, which may require focal spots

less than 10 µm large to reach the experimentally required intensity - not to speak of x-ray heating experiments

which require very tight foci. So it is necessary to be able to focus the x-ray beam down to spot sizes in the

range of 20−< 1 µm.

Nowadays, there exist a number of ways to focus x-ray beams: Kirkpatrick-Baez mirrors [109], multilay-

ers [110], capillaries [111], zone plates [112, 113], and waveguides [114]. However, the experiments presented

in this work use compound refractive lenses (CRLs), initially pioneered by B. Lengeler in the 1990s and later

commercially manufactured by RXoptics [115]. CRLs work by refracting the x-ray beam, similar to optical

lenses. For x-rays, the index of refraction n for x-rays can be expressed as

n = 1−δ + iβ , (2.95)

where δ composes the refractive part and β is part of the absorption coefficient µ = 4πβ/λ . The refractive
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component is typically small, on the order of 10−6 and competes with absorption. The ideal material for lenses

therefore posses a high refraction component together with low absorption. Beryllium has been found to be

a good candidate for this purpose. The problem of the low refraction can be solved by adding many lenses

together (hence the name compound). The focal length f of a stack containing identical lenses in the thin lens

approximation (the length of the lens stack being small compared to the focal length) is then given by

f =
R

2Nδ
, (2.96)

with R being the lenses radius of curvature and N the number of lenses. For photon energies in the keV

range, lens stacks with 10-100 lenses and radii between 5 and 0.5 µm can reach focal spot sizes between 20 and

0.2 µm FWHM.

Analyser crystals

To transform the scattered x-rays from the sample into a usable signal, spherical diced crystal analysers [116–

118] are used. As the analysers need to distinguish meV-level differences in the signal, they need to be cut

from similarly perfect crystals as the monochromator. The analyser crystals are usually cut to the same crystal

plane as the monochromator to ease the matching of photon energies. Also, the analysers should cover a high

angular acceptance to collect as much scattered radiation as possible. As shown in the previous section about

monochromators, a backscattering geometry is ideal for this.

For the experiments discussed in this work, circular silicon wafers of 10 cm diameter were cut with a saw to

produce a grid of ∼ 10000 small square crystalites with an edge length of 1.6 mm. These dices were glued to

a concave substrate to obtain a spherical curvature, a 1 m curvature radius in our case. Afterwards, the surfaces

are etched away to remove any residual strain within the dices. The result is a spherical mirror composed of

many individual strain-less perfect crystals that focuses the reflection from each dice to the same point. Every

individual dice is a plane crystal that spectrally disperses the x-rays impinging onto it (Fig. 2.9). The dimension

of each dice in the dispersive direction determines the width of the spectral window.

It is crucial to align the distances of source, crystal and detector properly, so that all dices are illuminated

by the same range of Bragg angles, and that the reflection from all dices superimpose on the detector.

X-ray detectors

The final component to conduct hr-IXS experiment is a suitable x-ray sensitive are detector, in order to measure

the x-rays after being reflected and spectrally dispersed by the analyser crystal. The two detector types used

for IXS in the later presented experiments are both 2-dimensional area pixel detectors, ePix100 [119] and

JUNGFRAU [120,121]. An ePix100 detector has 768 × 704 pixels and a pixel size of 50 µm. The JUNGFRAU
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Figure 2.9: Left: photo of a Si (533) diced analyser with 10 cm diameter and 1 m radius of curvature. The

top shows some damage in form of missing dices. Right: The sample emits x-rays in all directions. X-rays

hitting an individual dice do so at different angles depending on the position. As the Bragg condition needs to

be satisfied, different photon energies are reflected to distinct locations.

detector has eight modules 256 × 256 pixels arranged in a two by four rectangle and a pixel size of 75 µm. A

specialised version for spectroscopy applications with a pixel size of 25×225 µm has since become available.

Having the same amount of pixels per area but a three times smaller pixel pitch in one direction, it is ideal

for experiments which require high sampling in one direction, and are not sensitive to the sampling in the

perpendicular direction.

Both detectors are charge integrating with a silicon sensor, meaning that the charge an x-ray photon gener-

ates in each pixel is recorded. This implies that there is no minimum photon energy and that a photon doesn’t

need to be absorbed in a single pixel to be detected. Instead, the energy can be distributed over several pixels.

Both detectors are able to continuously read out and transmit their data to the subsequent electronics and IT

pipelines at rates exceeding 10 Hz. As laser driver and monochromator limit the repetition rate of the experi-

ments to 10 Hz, there are no problems with the speed of the electronic readout.

Spectrometer geometry

For the detector to deliver usable data, it needs to be arranged in a specific position relative to analyser crystal

and sample position. The spectrometers used in this work all employ Rowland-circle geometries [122–125].

Here, sample, analyser and detector are all positioned on a circle with a diameter equal to the bending radius of

the analyser crystal. Sample and detector are placed on one side of the circle, facing the analyser on the opposite

side. The distance s between sample and detector is determined through the Bragg angle of the probed photon

energy

s = Rsin2θ , (2.97)

37



38 Chapter 2. Theoretical Concepts

Figure 2.10: Spectrometer in Rowland circle geometry. Sample and detector sit on the left side, the analyser

on the right. Radiation emitted by the sample is collected by the analyser. Through the spherical curvature, all

dices on the Rowland circle are hit under the same angle, which leads to a superposition of all the dices spectra

on the detector. As it is challenging to align sample, detector, and all dices on a perfect circle with sub-mm

precision, the intrinsic resolution may broadened in an experiment. Figure adapted from Huotari et al. [124].

where R is the radius of curvature of the analyser equal to the circle diameter and θ the Bragg angle. With

this geometry and the curved placement of the dices on the analyser, the detector sees a superposition of the

images from individual dices. As every individual dice is dispersive, the image on the detector is magnified by

a factor of two. In this 2-dimensional image, one direction spatially images the sample, the other encodes the

spectral information from the scattered radiation (Fig. 2.10). The dispersion along the spectral axis is given by

∆E
∆x

=
E

2R tan(Θ)
. (2.98)

In the ideal case, the resolution of this spectrometer is only defined by the Darwin width ∆θD of the reflection

(Eq. 2.89

∆E
E

=
∆θD

tanθ
. (2.99)

This is commonly called the intrinsic resolution of the spectrometer. The resolution can be impaired by

broadening from several sources. First, the real source of the scattered radiation is no point source but a cylinder
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stretching along the sample thickness t with an circumference equal to the x-ray focus spot size a. Therefore,

the analysers see an effective source size se f f

se f f = t sin(θ)+acos(θ). (2.100)

The broadening due to the finite source size is then given by

∆E
E

=
se f f

R tanθ
. (2.101)

Next, the detectors cannot resolve two photons, if their spectral separation after the dispersion through the

analysers is smaller than the size of a pixel. This pixel broadening is equal to the dispersion over one pixel

length and can be expressed as

∆E
E

=
p

2R tanθ
, (2.102)

where p is the dimension of a quadratic pixel. Lastly, there is a spectral broadening due to the fact that not

all components can be perfectly aligned on the Rowland circle. For spherical bend crystal analysers, only the

centre lies on the Rowland circle, as the circle has a diameter equal to the radius. So, all dices are no longer hit

under the same angle, leading to a broadening of the spectrum. This effect is called Johann error and can be

estimated [126] to be

∆E
E

=
∆θJ

tanθ
, (2.103)

where ∆θJ is weighted average over the distributions of Bragg angles over the analyser dimension. It can be

approximated through

∆θJ =

(
A

Rsin(θ−α)

)2

8tan(θ −α)
, (2.104)

where A is the radius of the analyser and α the asymmetry angle of the reflection. The Johann error can be

bypassed in exact backscattering or with the use of Johansson crystal analysers. For these crystals the reflecting

planes are not parallel to the surface. Instead, the surfaces follow a sphere with diameter R, while the crystal

planes are aligned to a sphere with radius R. As these crystals are very difficult to produce, they are not widely

used and were not employed in this work.

All experiments conducted in the scope of this work use three diced analysers simultaneously in order

to collect more scattered photons. One analyser always sits above the x-ray beam axis, the other two are
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Figure 2.11: Acceptance of momentum transfers for the on-(blue) and off-axis (red) analysers. The dashed

lines show the same for the case of masked analysers. The relative blurring of the central momentum transfer

vector due to the dimensions of the analysers is shown by the dotted lines. Figure from Wollenweber et al. [127]

symmetrically offset to both sides. These two analysers observe the target under a different scattering angle

Θe f f than the on-axis analyser

Θe f f = arccos(cos(Θ)cos(φ)), (2.105)

where Θ is the on-axis scattering angle and φ the angle to the beam axis. As the analyser have a finite spatial

extension, they do not only collect photons at one momentum transfer but an ensemble of scattering vectors.

A visualisation of this effect is shown in Fig. 2.11 for the standard setup for forward scattering at the HED

instrument.

2.3.3 Scientific instruments

As an example for a general setup of a FEL experiment station, I will give a brief overview of the High Energy

Density scientific instrument at the European XFEL. Details of the very similar MEC instrument at the Linac

Coherent Light Source (LCLS) can be found in the report by Nagler et al. [128].
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Figure 2.12: A sketch of the beamline from the undulator source leading up to the HED instrument including

most beamline elements. The x-ray beam is generated in the undulators on the right. Figure from Zastrau et

al. [131].

The High Energy Density scientific instrument

The HED scientific instrument is one of two endstations at the hard X-ray SASE2 undulator of the European

XFEL [41, 129, 130]. It is designed to probe extreme states of matter with various X-ray methods. A general

overview of the HED instrument is given by Zastrau et al. [131]. This section shall give a brief overview of the

SASE2 beamline and HED instrument, beginning at the radiation source. An overview of the installations is

shown in figures 2.12 and 2.13.

The beamline spans over two subsequent tunnels, XTD1 and XTD6, and has an overall length of ca. 1 km.

The complete beamline is operated under UHV conditions. At the beginning, x-rays are generated in the hard

X-ray SASE 2 undulator of the European XFEL [130,132]. The undulator system has a length of roughly 175 m

and contains two electron chicanes and diamond monochromators for self-seeding. It is driven by an electron

accelerator, which accelerates electron macro-bunches at a base rate of 10 Hz. Each of the macro-bunches can

contain between 1 and 2700 electron bunches separated by a minimum time of 220 ns or 4.5 MHz, which are

distributed between the experiments at European XFEL. Usually, the machine is operated at a repetition rate of

2.25 MHz. An x-ray gas monitor (XGM) measures the x-ray pulse energy behind the undulators, another one is

located towards the end of the tunnel, close to the experiments and downstream of all tunnel optics [133]. At

several locations along the beamline, fluorescing screens out of doped diamond or YAG can be inserted into the

beam to monitor the spatial profile with cameras [134].

Located 230 m behind the undulator exit is a set of CRLs (CRL1) which can either focus directly on target,

create an intermediary focus before the target location or collimate the beam. Following this is a pair of hori-

zontal offset mirrors to suppress higher harmonics of the fundamental photon energy of the undulators. After

these mirrors exists the HIgh REsolution hard X-ray single-shot (HIREX) spectrometer [135], which can spec-

trally resolve single x-ray pulses. A third mirror shifts the x-ray beam between HED and the Materials Imaging

and Dynamics (MID) instrument [136], whereas MID lies directly in line and HED requires the insertion of

the third mirror to deflect the beam south by 1.3µrad. Further downstream, ca. 850 m after the undulators and

120 m upstream of the experimental area, the previously discussed monochromators are situated. A second set

of CRLs (CRL2) is located behind the monochromators, which can focus the beam down to a minimal size of
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Figure 2.13: A model of the HED experimental hutch and and the optics hutch in front of it. The x-rays enter

from the right. Figure from Zastrau et al. [131].

∼ 15 µm at target location. The final element in the tunnel is a pulse picker to only let certain x-ray pulses pass

for shot-on-demand experiments. This way, the undulator system with all electron feedbacks can still operate at

nominal repetition rate, which is necessary for a stable operation of the FEL.

Leaving the tunnels and entering the experimental hall are the optics and experimental hutches of the HED

instrument (Fig. 2.13). The optics hutch contains amongst others slits to cut off beam halos, another set of

CRLs (CRL3) 9 m in front of the target, which can focus the beam below 10 µm at target location [137], and

the photon arrival monitor. At the photon arrival monitor, a leakage of the fs-driving lasers at HED [47, 138]

can be coupled with the x-rays to monitor timing on fs-scale while conducting an experiment.

In the experimental hutch, a differential pumping section connects the UHV beamline to the HV interaction

chamber 1 (IC1), which is typically kept at a vacuum level of 10−5 mbar to enable compatibility with high-

intensity and high-power laser experiments. IC1 has a size of of ∼ 2.5m×1.5m×15m and its floor consist of

an optical breadboard 30 cm below the x-ray beam level. In addition, one of the walls holds a set of circular

vertical rails with sleds that can rotate around the chamber centre. IC1 can contain a variety of experimental

setups, one of which is the IXS setup. Behind IC1 is room for a secondary interaction chamber, IC2, which is

specialised for experiments with diamond-anvil cells and laser shocks [139].
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Iron in Earth’s Interior

By mass, iron is the most abundant element on Earth. It constitutes about 80 % of Earth’s core and is the 4th

most common element in Earth’s crust [140]. The core consists of two parts. A molten outer core and a solid

inner core. The molten outer core, starting at 2870 km depth, consists of iron alloyed with ∼10 % of lighter

elements by weight [141]. Second, beginning at 5125 km depth, the solid inner core contains ∼80 % iron,

∼10 % nickel, and some light element impurities [142]. Some conditions within the core, like density, can be

inferred in-situ by seismological measurements. Others, like temperature, are usually interpolated from known

conditions. In the outer core, pressures reach from 135 GPa at the core mantle boundary (CMB) to 330 GPa at

the inner core boundary, where the iron-nickel composition has a density of ∼ 12.6 g
cm3 .

The understanding of the properties of iron under core condition enables detailed modelling of Earth’s

behaviour and comprehension of geophysical effects like the dynamo effect [2] generating Earth’s magnetic

field. This magnetic field enabled the evolution of complex life on the planets surface by deflecting the ionizing

stellar wind. In addition, it allows the validation of planetary formation and evolution models and the prediction

of properties of Earth-like exoplanets. At the moment, the geodynamo is thought to originate from fluid motion

inside the liquid outer core. Heat flow deep inside the planet therefore plays an important role not only for the

geodynamo but also for the cooling rate of the planet, inner core growth and at some point volcanism [143].

Despite extensive studies into high pressure state of iron for more than five decades, some properties and

conditions at Earth’s core are still unknown and disputed. Probably the most important unmeasured ther-

modynamic parameter is the temperature. Its exact determination is a still ongoing process, attempted with

static and dynamic compression experiments [144, 145]. These experiments and numerous simulations were

able to impose boundaries on the temperature value at the inner core boundary, putting it in the region of

6230±500K [144].

Following the temperature, the crystal structure and melting line of iron under Earth’s core conditions are

still unknown. The observed anisotropy for sound waves propagating along the rotation axis or equatorial
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plane could be explained by different crystal structures at high pressure and temperature [146]. Though recent

experimental results seem to confirm the stability of the high pressure iron hcp phase [147] and a melt line

slightly above estimated core temperatures [145], but inside the error bar [144].

Iron containing compounds are also a constituent of Earth’s mantle. Their chemical and physical properties

therefore influence the behaviour of a major part of Earth [148–150]. Current experiment schemes regularly

measure density and crystallographic state by x-ray diffraction and electronic spin state by emission spec-

troscopy, but the temperature is inferred from equation of state data or from simulations. For example, Kaa et

al. [149] use finite-element analysis to calculate their sample’s temperature response to the absorption of the

x-ray pulses during a pulse-train of European XFEL. An example about their temperature estimates is shown

in Fig. 3.1 (left). Here, and in many other experiments, accurate temperature measurements using methods as

presented in this thesis could therefore put experimental results on more solid grounds and help clarify many

open questions about our home planet.

It is in this context that I designed the experiment presented in chapter 4.2. The goal of the experiment

was to extend the previously demonstrated IXS temperature measurement (see chapter 4.1) to a dynamically

driven sample. In this experiment, we used a laser to compress and heat an iron sample to conditions of high

pressure and temperature, in order to have a relevant sample to demonstrate the temperature measurement on a

dynamically driven sample.

Inelastic x-ray scattering in the meV range have been performed on high pressure hcp-iron samples in di-

amond anvil cells (DAC) to gain a more detailed understanding of vibrational, elastic, and thermodynamic

properties. The measurement of the phonon density of states (Fig. 3.1 right) [151] in DAC allowed the determi-

nation of amongst others vibrational heat capacity and entropy as well as the Debye temperature.

The phonon density of states of iron at ambient pressure and for a pressure equivalent to the Earth’s outer

core (153 GPa) is shown (Fig. 3.1(right)). It can be seen that phonons modes exist between 20-40 meV at

ambient pressure, whereas they move to higher energies with pressure, as density and consequently sound speed

increases. Therefore, inelastic x-ray scattering from acoustic phonon modes in iron requires a energy resolution

of a few 10s of meV. At room temperature (300 K ∼ 25 meV) these modes are only weakly populated, while at

temperatures ∼ 1000 K they will contribute significantly. Experimental results are presented in chapter 4.2 of

this thesis.

Besides these fundamental reasons in basic science, there are a multitude of reasons to be found in ap-

plied sciences and technological applications to investigate the behavior of iron and iron-bearing compounds

at conditions of high temperature, pressure, and its dynamic behavior in non-equilibrium on short time scales.

These range from industrial applications which optimize the laser-cutting of steel with femtosecond lasers, to

impact science, explosive conditions, stress-strain of steel in ground and space applications, and synthesis of

new materials under high pressure-temperature conditions, to name a few.
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Figure 3.1: Left: Simulation of the x-ray heating cycle of iron carbonate within each train of x-ray pulses at

2.2 MHz (red line) and 455 kHz (blue line). Figure from Kaa et al. [149]. Right: Hcp-iron phonon densities

of state. High-pressure states were generated inside a diamond anvil cell. The white circles are measurement

results from nuclear resonant inelastic x-ray scattering (NRIXS), their errors indicated by the grey bars. The

black dotted line shows a simulation result. Pressures of 153 GPa are reached within Earth’s outer core. As the

lattice compresses under high pressure, the phonon modes shift to higher frequencies. Figure modified after

Mao et al. [151].
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Chapter 4

Experiments

This chapter contains the analysis of the experimental data that was obtained within the span of this thesis.

In particular, the presented data was collected during the following experiments: European XFEL HED 2191,

HED 2656, LCLS MEC LV2518, and MEC LY2720.

4.1 Resolving low-frequency structural dynamics in static systems

The HED scientific instrument at the European XFEL entered user operation in May 2019. The aim of this very

first experiment, referred to as HED 2191 ”Resolving low-frequency structural dynamics at the HED scientific

instrument”, was to show the ability to resolve low frequency structural dynamics in solids and to prove that

the platform, which we designed, can indeed perform an accurate temperature measurement. In particular, we

first wanted to show that the combination of monochromator and diced analyser crystals can reach the design

resolution. Previous measurements with an x-ray tube proved that the quality of the monochromator crystal

is very good and thus can provide the necessary resolution [104]. One remaining question was whether this

channel-cut crystal can sustain long-term FEL exposure without heating up too much and as a consequence

loosing transmission. As a next step, we planned to show that we can distinguish between two well defined

temperatures of a target material only from the analysis of the IXS signal. I have helped to prepare and setup

the experiment, and participated in the control room shift during the experiment. Afterwards, I did the data

analysis. The results of this beamtime have been published in peer-reviewed journals: Wollenweber et al. [127]

and Descamps et al. [152].

4.1.1 Instrument resolution at HED with Si (533)

In this first part I will introduce the IXS setup at HED (European XFEL) and give an overview of the activities

we did to characterize the IXS spectrometer.
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Figure 4.1: Schematic view of the high-resolution IXS setup at HED. X-ray pulses are generated in the SASE

undulators on the left. Afterwards, the beam is collimated by a set of CRLs. The collimated beam passes a

two-bounce Si (111) pre-monochromator to reduce the bandwidth and heat load impinging onto the subsequent

Si (533) high-resolution monochromator. Then, the monochromatised beam is focused to a few µm spot at the

target location by another set of CRLs. In the target chamber, the scattered radiation is collected by spherical

diced Si (533) analyser crystals and focused on the detector above the target. Together, target, analysers, and

detector form a Rowland circle of 1 m diameter. Figure from Wollenweber et al. [127].

Experimental Setup

The setup implemented at HED is conceptually based on the successful design used at the LCLS as described

by McBride et al. [153]. A scheme of all important elements is shown in figure 4.1.

For this experiment, the XFEL was operated in single bunch SASE mode at a repetition rate of 10 Hz with

a photon energy centred at E = 7.49 keV and a bandwidth of roughly ∆E = 20 eV. The average pulse energy

was 1 mJ, measured right after the source. The beam was collimated with CRL1 (see 2.3.3) and propagated

to the monochromators. The Si (111) monochromator was operated at room temperature. We decided against

the option to cool the crystal to cryogenic temperatures, as heat load effects are insignificant with single bunch

operation (1 x-ray pulse every 100 ms), and cryogenic cooling introduces vibrations into the mechanical setup

which translate into x-ray pointing jitter.

After passing through the monochromators, the beam was focused with CRL3 to a size of ca. 20 µm at

the target location. All targets were mounted inside the Interaction Chamber 1 (IC1) at the nominal centre of

rotation of the vertical rails, which holds the analysers. An ePix100 x-ray area detector was mounted 8 cm above

the target to complete the Rowland circle geometry (see 2.3.2).

As the instrumentation was never used before this experiment, the first step was to show the resolving capa-

bilities and with it the baseline for future measurements. The resolving power was measured by observing the

x-ray scattering from a selection of amorphous solids. In particular, multiple Polymethylmethacrylat (PMMA)
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(Goodfellows, Ltd) and amorphous SiO2 samples of various thicknesses were used. The resolving power of our

setup is too low to resolve the low-energy and strongly dampened modes of these materials, so only a quasi-

elastic peak is visible in the scattering signal. This peak gives us an accurate measure of the achievable spectral

resolution.

Diced-analyser alignment

Before the experiment, all three diced analyser crystals and the x-ray area detector were pre-aligned, first by

measuring the distances of the Rowland circle to an accuracy of ¡ 0.5 cm with a paper ruler. Then, an optical

laser positioned at the sample location was used to aim the optical reflection from the analysers onto the detector.

This method does not guarantee that the analysers are aligned at the optimal Bragg angle and focusing distance.

To increase the quality of scattering signal, an outer ring of ca. 1 cm width was installed and masked with

aluminium foil on all three analysers, as some of the analysers’ dices are missing or damaged along the edges

which could result in stray reflections an undefined signal strengths. This measure has the additional benefit

of reducing the Johann-error [122] of the spectrometer but leads to a slight signal decrease due to the reduced

solid-angle coverage.

The analyser crystal acts like a spherical concave mirror and needs to be focused correctly to produce a sharp

1:2 image. Defocusing will result in a poor overlap of the spectra from each individual dice and this in turn

will degrade the spectral resolution (2.3.2). For the optimization of the analysers focusing, the SASE beam was

used instead of the monochromatized beam, as this gives the highest number of photons for quick alignment.

As a result of the spectral width of the SASE pulses, a multitude of photon energies falls on the analysers and

their whole spectral window is illuminated. The expected image on the detector in this case consists of three

squares of width 3.2 mm, one for each analyser. All images of all dices overlap when these three squares have

sharp corners and a minimum extension.

First, the foci of all three analyser crystals were separated to allow the analysis of the signals of individual

analysers, as some of them were initially overlapping as a result of the optical pre-alignment. To find the best

focus, the common detector and each individual analyser crystal were scanned along the focus direction at a

step size of 1 mm, while being exposed to x-rays scattered from a 100 µm SiO2 sample at the target location.

Here, the parameter to optimize was the edge sharpness of the square reflections of the analysers. The focus of

the central analyser is shown exemplary in figure 4.2 on the left side. The right side shows projections along

the detector axes, where y is the dispersive direction of the setup. In disagreement with expectations, the size

of the focus of 3.16× 3.16mm2 shown here is slightly smaller than the expected 3.3× 3.3mm2 from design

calculations. A likely explanation for this is a misalignment of the Rowland circle to compromise between all

three analysers because of mechanical limitations, which leads to a small demagnification of the image on the

detector. At the same time, the focus shows a very good agreement with the square shape of the dices. As the
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Figure 4.2: Left: Focus of the central analyser after optimisation of all three analysers and sample stage

position. Right: The projections show a very good agreement with a square shape, which is sign for the high

quality of the diced analysers. Albeit, the size is slightly smaller than expected, which is an indicator of flawed

alignment.

focus is a superposition of the reflection of all dices, this shows the high quality of the analyser crystals. Both

of the other analysers show a similar picture.

Following the successful SASE alignment, the monochromators were added into the x-ray beam. To achieve

the widest spectral window, the Bragg angle of the high-resolution monochromator was adjusted until the posi-

tion of the narrow bandwidth quasi-elastically scattered line was roughly in the middle of the formerly observed

SASE squares. During the whole experiment, the left analyser consistently showed the weakest scattering sig-

nal, most likely due to some support structure in the vacuum chamber shadowing the crystal.

Data treatment

With the high-resolution monochromator in the beam the scattering signal on the detector gets quite weak,

reaching from thick, elastically scattering samples with some 10s photons per shot to less than 1 photon per

shot on average for very thin and/or only inelastically scattering samples. The detection of these single photon

events can easily be done via algorithms for every single detector image. It can benefit from the fact that

photons of similar photon energy create roughly the same amount of charge and thus analogue-to-digital-unit

(ADU) counts inside the detector pixels. Thus, a histogram of the detector counts (Fig. 4.3) will have a peak

at the amount of charge a single 7.5 keV-photon will generate. A strong elastically scattering sample will even

have a small peak at twice that value, where two photons hit the same pixel. For this work, the charge at the

centre of the first peak ±20% will count as a single hit. The largest peak of the histogram is at zero, as most
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Figure 4.3: A histogram generated from 1099 background corrected images of an ePix100 detector from x-rays

at 7.5 keV hitting a 50 µm PMMA sample. Most pixels on average are not hit by a photon and thus receive no

charge, which produces the large peak at 0. From around 25 to 100 ADU exists an almost uniform distribution

of generated charge, as single photons spread their energy over multiple pixels. After 100 ADU, the number

of counts slightly rises. This corresponds to photons depositing most of their energy in a single pixel. 7.5 keV

photons are unable to generate more charge than the cut-off at around 130 ADU.

pixels won’t get hit by any photons and therefore have zero charge, except a small amount of readout noise.

The area between those peaks shows a continuous distribution of generated charge. These are produced, when

a photon doesn’t generate the corresponding charge in a single pixel but distributes it over multiple pixels. The

lower boundary for the detection of multi-pixel hits is set by the width of a Gaussian fitted to the readout noise

peak.

Hence, the simplest form of a single-photon detection algorithm checks every pixel for its charge value. If it

is within the previously mentioned charge band around the first peak, it counts as a single photon hit. When the

algorithm detects a lower charge level, it sums up the charges of the surrounding pixels. If the result falls within

the ±20% band, it again will count as a single photon hit, identifying it as a single photon hitting multiple

neighboring pixels. Accounting for for double hits can be neglected due to their rarity. Going over every pixel

and saving the hit positions for every detector image will yield the spectral distribution without any noise floor

(background-free signal). An example of elastic scattering from a 250 µm SiO2 target is shown in figure 4.4.

The brightest spots indicate positions where more than ten photons hit the same pixel, down to single photon

hits barely visible above the background. As each analyser images a radiation cone emitted by the sample, the
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Figure 4.4: Quasi-elastic scattering signal from 250 µm SiO2 after single photon counting from 960 individual

detector images. The foci of all three analysers can clearly be seen in the top of the image. Both the left and the

right analysers’ foci are tilted by 9◦, due to their position on the Rowland circle.

individual images show a curvature in the direction of the energy dispersive axis. Additionally, the spectra from

the off-centre analysers are tilted by 9.4◦ due to their position on the Rowland circle.

To get an undistorted lineout from all scattered photons, curvature and tilt need to be corrected. For this I

fitted a circle through the positions of the scattered photons on the 2D detector, weighted by intensity. Then the

origin of the Cartesian coordinate grid, corresponding to the pixel array of the detector, is moved to the centre

of the circle and transformed to polar coordinates. In the next step, the extrema of radius and polar angle are

used to define a new Cartesian coordinate grid with the origin moved to the original circle centre. The original

image is mapped to this new coordinate grid to correct the tilt of the outer analysers. This process can then be

applied to the individual analysers images to correct the curvature.

52



4.1. Resolving low-frequency structural dynamics in static systems 53

Photon energy and dispersion

At the time of the experiment, the options at the HED instrument for measuring the absolute photon energy

(e.g. spectrometers or calibration of monochromators) were still very limited. Unfortunately, the dispersion of

the setup changes rapidly with the absolute photon energy. Possible transmittable photon energies are limited

by design and pre-alignment of the setup, but there was still some leeway around the design photon energy

of 7.494 keV. Therefore, the offset between the higher beam of the pre-monochromator and lower beam of

the high-resolution monochromator, together with the known dimensions of the channel-cut crystal, were used

to calculate the photon energy. The images of the x-ray beam were recorded on a YAG screen, which sits

roughly 80 m behind the monochromators. An overlay of images with the x-ray beam after the Si(111) pre-

monochromator and after the Si(533) high-resolution monochromator is shown in figure 4.5.

It is mechanically impossible to measure both beams at the same time, but the images were taken within a

time span of approximately five minutes. Therefore, disturbances like a shift of the photon energy due to a drift

of the linac electron energy are unlikely. The centre of mass of the average image of each beam was taken as a

basis for the calculations. With this method, the x-ray wavelength λ is given by

λ = 2d cos

(
arctan

(
∆x
l

)
2

)
, (4.1)

where d is the interplanar spacing of the Si (533) crystal, ∆x is the offset between incoming and outgo-

ing beam of the high-resolution monochromator, and l the distance between the two channel-cut surfaces.

Entering an offset of ∆x = 7.96± 0.2mm from the measured centres of mass, l = 106± 0.01mm, and d =

1.656446Å [154] into this formula yields a photon energy of E = 7490.2±0.2eV at a Bragg angle of 87.85±

0.05◦. The source of the errors is the uncertainty of the centre of mass position due to fluctuations of the FEL

beam spot shape, intensity, and spatial jitter. For the determination of the spectrometer dispersion, the same

calculation was done for measurements with slightly different Bragg angles of the high-resolution monochro-

mator and hence slightly different photon energies. These calculated energy changes were correlated with the

changing position of the quasi-elastic line on the detector. A selection of these steps is shown in figure 4.6.

Here, the shift of the quasi-elastic line relative to the zero position where the actual measurements were

done, indicated by the central red line, is clearly visible. Two linear regressions yield values of 5.4 eV per motor

step and 704 pixel per motor step, resulting in a spectrometer dispersion of

7.7±0.5 meV
pixel or 0.15 meV

µm . (4.2)

Again, the error is stemming from beam instabilities but also motor backlash. If this dispersion value is taken

and the photon energy calculated after equation 2.98 with a perfect Rowland circle diameter of 1 m, the resulting
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Figure 4.5: Overlay of pre-monochromator and high-resolution monochromator beams on a YAG screen. Each

beam is averaged over approximately 2000 shots. The values of the pre-monochromator beam were divided by

ten to keep the intensities comparable.
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Figure 4.6: Signal from the central analyser crystal for different positions of the Bragg angle of the high-

resolution monochromator channel-cut crystal. The outer red lines indicate the outline of the SASE squares.

Modified after Wollenweber et al. [127].
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photon energy is 7490.95 eV. This deviates from the previously stated 7490.2 eV, which yields a slightly lower

dispersion of only 0.141meV/µm. This value is at the outer edge of the given error interval of 6 %. The errors

stated here solely stem from the uncertainty on the recorded beam positions. Further contributions could result

for example from Rowland circle mismatches and inaccuracies of the analysers banding radii.

Spectrometer resolution

With the photon energy and dispersion of the setup known, it is possible to translate the pixel positions of the

detector images into an absolute energy shift. The full width at half maximum (FWHM) value of the peaks

is used here as a measurement parameter to judge the spectral resolution. A theoretical limit to the resolution

is given by the convolution of the Darwin curves of the monochromator and analyser crystals. This value is

42.8 meV for a photon energy of 7490.4 eV. If one assumes a Gaussian distribution of all factors constituting to

the resolution, the result is 44 meV after including pixel and source broadening [Table 4.1]. This result agrees

with the best measured resolution from a 50 µm PMMA target (Fig. 4.7). The measured data is subjected to the

Poisson counting error, indicated via the error bars. To retrieve the fwhm value of the spectral peak, the data

was fitted with a Voigt profile. For the fitting the Python extension lmfit [155] was used.

Contribution ∆E (meV)

incident bandwidth 30

analyser 30

pixel size 7

source size 7

Total 44

Table 4.1: A collection of all factors contributing to the resolution. All factors are assumed to contribute with

a Gaussian shape. The overall resolution is taken as the convolution of all contributing factors

Since the diced analysers are a 1:2 imaging optic, the size of the scattering source can degrade the spectral

resolution if it is larger than 1 pixel on the detector. To experimentally study the impact of source broadening

on the spectral resolution, PMMA targets with thicknesses of 50, 500, and 1100 µm were used. It can be seen,

that the width of the quasi-elastic peak correlates with the thickness of the sample (Fig. 4.8). Since the diced

analysers are at an angle to the target, the effective target thickness te f f each analyser sees is given by

te f f = t · sin(θe f f )+ f · cos(θe f f ). (4.3)
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Figure 4.7: Spectrum from 50 µm PMMA from the middle analyser summed over 8500 XFEL pulses (black

dots). The error indicated is the Poisson counting error. This is the highest resolution spectrum obtained during

the characterization. The data points are fitted with a Voigt profile (red line). The position of the fwhm line of

44 meV is marked.

Here, t is the actual thickness, f the X-ray focus width on target, and θe f f the effective scattering angle as

defined earlier (Equation 2.105). This geometrical effect also explains why the two outer analysers generally

have a worse resolution than the central analyser, as they see a broader source and consequently collect radiation

from different source points. With the existing setup, target thicknesses below this value do not suffer from

a decreased resolution. The observed values agree with results obtained previously with a similar setup at

LCLS [153].

4.1.2 Proof of concept: Phonons in diamond

This section will describe the results obtained from a single crystal diamond target (supplier: Applied Diamond,

Inc.). The aim of this measurements was to proof the capability to actually measure an inelastic signal and

then accurately measure its temperature. A single crystal diamond was chosen as the target, as it exhibits no

quasielastic scattering component which could hamper the inelastic measurement (in a perfect crystal, the only

defects are at the surfaces). Also, due to the high sound speed in diamond, the phonons are quite distinct and

farther away from the elastic line than in most solids, which will make it easier to resolve. The first series of

measurements was done at room temperature, the second series with a resistive heater set to 500 K.

The diamond had a thickness of 250 µm, which is half the attenuation length at the used photon energy.
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Figure 4.8: Target thickness and x-ray focus width strongly influence the energy resolution of the setup [Equa-

tion 4.3], because the analysers collect radiation from a larger area. The outer analysers (yellow and blue) show

a lower resolution due to this source broadening. The resolution here is given as the FWHM of a pseudo-Voigt

fit of the data. A theoretical limit of 42.8 meV is given to the resolution from the convolution of the Darwin

widths of the monochromator and analyser crystals (dotted red line). Figure from Wollenweber et al. [127]

It was chosen as a compromise to get as much scattering as possible from a thick sample and at the same

time keeping the source broadening effects as small as possible. Its surface was parallel to the (010) plane.

It was rotated by 4.3◦ to hit the analysers at 8◦ along the (001) direction. The diamond was mounted to a

resistive heater to accurately define and apply a constant temperature. As the 500 K chosen for the heated spectra

is above the melting point of PMMA, amorphous 250 µmSiO2 was used instead to determine the instrument

function (Fig. 4.9). The set temperature on the resistive heater was measured to be 503K ± 8K with a type K

thermocouple (Accuglass).

The spectra obtained from the diamond clearly resolve two distinct peaks left and right from the elastic line.

An eventual quasielastic contribution from impurities or defects within the crystal is not visible. It is either

absent or weaker than the blue shifted photon peak. For the heated case, the blue-shifted peak becomes more

distinct and the amplitude ratio of Stokes and anti-Stokes line shrinks (Fig. 4.10).

The intensity distribution scattered from the diamond can be fitted with the instrument function convoluted

with sum of three Lorentzian peaks, accounting for red- and blue-shifted as well as quasielastic scattering.

Leaving amplitude, width, and position of the contributing Lorentzians as free parameters, the resulting fits for

all three analysers in both the hot and the cold case obtain a temperature from detailed balance that agrees with

the set temperatures within the error bar, the largest difference being 8 %. The obtained phonon energies agree

well with literature values [152, 156–158].
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Figure 4.9: Comparison of the quasi-elastic scattering from an amorphous material (SiO2, left) and a single

crystal (diamond, right). The quasielastic scattering from the SiO2 is centred around the elastic line (red) at zero

energy transfer. The diamond shows no scattering here. Instead, an intense line of red shifted photons and a

weaker line of blue shifted phonons are visible.

4.1.3 Summary

In this experiment we demonstrated the capabilities of the IXS platform at HED. For thin samples of 50 µm

thickness or less near-theoretical resolution could be reached from quasielastically scattering samples. For

thicker samples source broadening starts to play a role, as expected. A 10 Hz operation at the rate of the bunch

trains at EuXFEL poses no problems, while multiple bunches per train do not contribute to the signal due to

the x-ray induced heating and consequent loss of transmission in the channel cut monochromator. We further

demonstrated that the setup can resolve phonons in single crystal diamond. These measurements could be used

to accurately determine the temperature of the diamond via detailed balance of the Stokes and anti-Stokes lines

at room temperature and at 500 K, set by a static resistive heater.
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Figure 4.10: Top: cold diamond spectra for all three analysers. The two peaks for blue- and red-shifted photons

are clearly resolved in the data points (blue). The fit (black) to determine the temperature was obtained from

data points between the dashed vertical lines. These lines correspond to the edge positions of the SASE square.

Bottom: Same as top. For the heated data points (red), the blue-shifted peak becomes more pronounced as

the phonon occupation within the crystal rises. In both cases the measured temperature agrees with the set

temperature within the error bars. Figure from Descamps et al. [152].
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4.2 Transient Phenomena: Shocked Pulsed laser-heating of Iron

The next step after having demonstrated the static temperature measurement shown in the last chapter 4.1 is

to transfer the measurement method to dynamically driven matter and the choice of a scientifically relevant

target material. This was proposed in the HED proposal 2656, titled ’The transient response of solids under

impulsive excitation’. As the scientific case of the proposal was split into an x-ray only and a part which uses

an optical laser drive, I will concentrate here on the laser part of the experiment, as it was my main focus. The

organisation of the x-ray only part was mainly done by Oliver Karnbach and the results are summarised in his

PhD thesis [159]. My contributions to the experiment, of which I was the main proposer, were the following:

Before the experiment, I was actively involved in the planning of the experiment and performed simulations

to judge the feasibility. I worked on the mechanical setup of the x-ray diagnostic and optical setup inside the

target chamber. I helped with the beam transport and characterization of the 1030 nm pp-laser, which had not

been used before at HED. During the experiment, I worked shifts in the control room and performed work on

the beamline as well as online analysis. After the experiment, I analysed the data.

4.2.1 Setup

The basic x-ray setup for this experiment is similar to the previously described setup for the spectrometer

calibration (see chapter 4.1.1). However, since this new experiment aims to measure the temperature in a

dynamically excited sample, a drive laser needs to be added to the setup.

The aim of the proposal was to increase the temperature, density and pressure of an iron sample by a shock

wave. In order to drive a shock wave with a laser into a solid, a high energy laser pulse is required (see 2.1.2).

Though, at the time of this experiment the dedicated laser at HED for this kind of experiments, the 100 J-class

DiPOLE-100X nanosecond laser system [105, 160], was not yet operational. Instead, the 1030 nm stage of the

SASE2 pump-probe laser [138] was the only laser with comparably long pulses and significant pulse energy

available. Unfortunately, this laser is only able to deliver 40 mJ pulses of roughly 400 ps length, whereas ideally

these type of shock wave experiments require up to 100 J with ns pulses, provided from May 2023 by the

DiPOLE-100X laser.

To judge whether the much weaker pp-laser system would still be able to drive the samples into an scien-

tifically relevant state, and if the induced transient changes would be detectable with the existing Si (533) x-ray

diagnostics, I performed simulations with the MULTI hydrodynamics code [161]. The thickness of the iron foil

was chosen to be 3.5 µm. This thickness corresponds to the photo-absorption length of iron at 7.5 keV photon

energy and therefore provides the highest scattering signal, as it balances photo-absorption of the incoming

photons and re-absorption of the scattered photons. The simulations used the equations-of-state (EOS) from the

SESAME database (Los Alamos National Laboratory). Additionally, I made the assumption that about half of

the initial laser pulse energy will be lost during its beam transport, so that only 20 mJ will impinge on the target.
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Repeated measurements performed during the pp-laser setup yielded 27 mJ at focus position, which validated

the assumption as reasonable.

Multiple simulations for different focal sizes were done, ranging from 10 µm fwhm to 50 µm, resulting

in different laser intensities. For the final experiment, I opted to go for a 25 µm full-width-at-half-maximum

(FWHM) focal spot, as the simulations predict that we would reach a reasonably high pressure and temperature

state under these conditions (see Fig. 4.11) and at the same time would be easier to technically achieve within

the given time constraint. It is also spatially large enough to provide some leeway concerning spatial overlap

with the x-ray beam. Our goal was to follow the temporal evolution around 400 ps after the end of the laser

pulse, where the simulation predicts an almost steady state over the complete length of the target except the

ablation plasma (0.8 ps, light blue line in Fig. 4.11). This way, the scattered signal should mostly originate

from a narrow temperature region, as the ablation plasma has a much lower density than the bulk target and thus

contributes less to the signal.

The x-ray setup of the experiment inside the target chamber is similar to the one used in the previous

section (Fig. 4.1). The DCAs are mounted to the vertical rails and form together with a detector above the

sample a Rowland circle of 1 m diameter. The scattering angle of the DCAs was set to 23◦, corresponding to

a momentum transfer of q = 1.52Å−1. X-ray area detectors downstream of the sample were used to collect

additional diffraction data, which informs about the crystallographic structure, density, and potential melting

of the sample. Before the sample, a HAPG von-Hamos spectrometer [162] was mounted in backscattering

geometry, which was mainly used in the x-ray only part of the experiment. Instead of the ePix100 detectors

used in the previous experiment, this experiment used only Jungfrau detectors for all x-ray diagnostics. The

laser was focused onto the sample with an angle of ca. 10◦ to the x-ray axis with a lens of 750 mm focal

distance (Fig. 4.12 , 4.13), resulting in a measured spot size of ∼ 22 µm FWHM.

Contrary to the previous chapter, this experiment did not use SASE beam, instead the FEL was operated

in self-seeded mode. Though the total number of photons is lower in this operation mode, due to the higher

spectral density more photons should be transmitted over the monochromators, leading to a higher total scat-

tering signal. The x-rays were focused down with the CRLs in the HED optics hutch to a size of ∼ 15 µm

fwhm. Unfortunately, there was a problem with the Si (111) pre-monochromator at the time of the experiment:

The cryogenic cooling of the crystal, meant to thermally stabilize the crystal under x-ray heat load, lead to an

oscillating movement of the crystal and as a consequence a moving x-ray beam along both the horizontal and

vertical axes (Fig. 4.14). This movement of the beam on the order of several hundred µm would have made

it impossible to achieve spatial overlap between x-rays and laser at the focus point. This meant that we were

unable to use the four-bounce monochromator scheme introduced in the last chapter and needed to improvise.

As a solution, we angled the x-ray beam upwards with the last turning mirror of the beamline 460 m in front

of the monochromators to directly go over the Si (533) high-resolution monochromator. This action lead to a

vertical offset of several mm at the sample position between the x-ray beam with and without monochromator.
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Figure 4.11: MULTI simulation of the pp-laser interaction with a 3.5 µm iron foil. The simulation assumes

20 mJ of laser energy impinging on the target within a 400 ps pulse with a Gaussian profile focused to a 25 µm

fwhm spot. The colour scale on the right side of all graphs gives the time of the simulation in 200 ps steps. The

x-axes indicate the position inside the foil, with the laser coming in from the right side. The y-axes on the left

show the respective scales for the simulation parameters. Top left: mass density, top right: pressure, bottom

left: sound speed and bottom right: ion temperature.
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Figure 4.12: Schematic view of the experimental setup inside the vacuum chamber. The x-ray beam is depicted

by the dotted blue line and enters from the left side. The laser path is shown in red. In the centre of the

chamber is the sample scanner with the target frame (green box). Above the target sits the detector for the

DCAs, which are situated 1 m after the sample at a scattering angle of 23◦. Multiple detectors are mounted

behind the sample at beam height to capture diffraction signals. Upstream of the sample is a HAPG backward

scattering spectrometer mainly used in the x-ray only part of the experiment.

The pulse energy of the seeded beam, including the SASE pedestal, was around 200 µJ.

Due to these challenges during alignment, an additional unscheduled downtime of the accelerator and nec-

essary time for the tuning of self-seeding, we eventually acquired a significant delay in the actual data taking.

Additionally, we settled at a 2‰ higher photon energy than planned, 7501 eV instead of 7490 eV. This en-

ergy was measured by the HAPG-spectrometer, which is absolutely calibrated with emission lines. This small

deviation, unrecognized during the experiment and only discovered during the subsequent data analysis, lead

to a substantial change in the energy dispersion on the detector: According the dispersion equation Eq. 2.98,

the resulting dispersion was now 0.244 meV /µm, about 60% larger than the 0.15 meV/µm in the diamond

experiment.

Unfortunately, there exists no dedicated tool to measure the pulse-to-pulse arrival time between x-rays and

the 1030 nm pump-probe laser. Instead, we used a photo diode connected to an oscilloscope to look at the optical

transmission of the widened laser beam through a YAG crystal. Due to the x-ray induced opacity change, the

optical transmission drops if both pulses arrive at the same time. As the signal-to-noise ratio was atrocious,

we had to average the diode signal over 100 shots. This way, we defined ’time zero’ at the point where the

x-rays arrive at the theoretical laser intensity maximum. The laser experts on shift judged this method to have a

precision no better than 400 ps. We managed to measure IXS spectra at two time delays, 300 and 450 ps after
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Figure 4.13: Photos of the IC1 vacuum chamber with the setup for experiment 2656. In the centre of the

chamber is the sample scanner (labelled in the right image), which holds the target frames. Above and slightly

upstream of the target is the detector for the DCAs. Below this detector sits the crystal for the HAPG spectrom-

eter, its detector sits below the ceiling (labelled on the left). Located on the downstream side of the target are

the DCAs, as well as detectors for diffraction (right photo). The focusing lens for the optical laser is covered by

aluminium foil upstream of the target. The objective downstream of the target is for focus imaging (left photo).
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Figure 4.14: Beam pointing jitter introduced by monochromator. The points show the centre of mass of the

x-ray beam on a YAG screen at the end of the SASE2 tunnel after passing through the Si (111) monochromator.

Beam jitter due to the cryogenic cooling is clearly visible. The pixel differences of 25 horizontal and 23 vertical

correspond to 0.55 mm and 0.7 mm movements.

the laser maximum, which were selected based on the hydrodynamics simulations.

The sample foils were bought from Goodfellow Cambridge Ltd. (304-839-07) and had a size of 50 ×50mm

at a thickness of 4 µm, which is close to the absorption length of iron at 7.5 keV and therefore the ideal choice

for balancing the scattering signal against photo absorption. Also, for samples this thin, source broadening

is negligible, as shown in the previous section, and the resolution is solely determined by the spectrometer

resolution and the incident x-ray bandwidth. As we would need several hundred shots to obtain a sufficient

amount of photons for a spectrum at each time delay, we chose a supporting frame with large windows to

enable so called fly scans. Fly scans enable fast scans of the target while maintaining sufficient space between

laser shots to not hit already excited material again without constant manual adjustments. For these scans, the

x-ray beam starts blocked by a fast pulse picker. Then the sample motor starts accelerating up to a certain speed.

When the motor is in constant motion, the pulse picker opens up and x-rays and laser start hitting the sample

at a rate of 10 Hz. Before the motor decelerates at the end of a row, the x-rays are blocked again and the laser

switched off. The motor stops, changes row and can directly start the next series in opposite direction. The

foils were glued to frames, which could be inserted in the HED fast sample scanner, with an organic polymer

adhesive (nail polish) (Fig. 4.15).

4.2.2 Results

As mentioned, the accidentally 2‰ higher photon energy in this experiment results in a higher dispersion and

thus, a lower energy resolution. We measured a FWHM value of ∼ 100 meV from a 50 µm PMMA sample,
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Figure 4.15: Frame for the sample scanner with 4 µm iron foil targets. The strip on the right side holds a

number of calibration targets for diffraction and elastic scattering.

which is more than twice worse than previously obtained. A resolution of about 75 meV can be explained by

the higher dispersion and thus, a worse resolution per pixel. The remaining 25 meV most likely result from

defocusing of the analysers and detector by not placing both accurately in Rowland circle geometry. A distance

mismatch of only 1.3 mm is already sufficient to explain the discrepancy with spreading from a point focus.

All other contributing factors to the instrument function like the intrinsic crystal resolution, Johann-error, and

source broadening are negligible.

With this resolution it is impossible to accurately measure phonons, as there is no discrete separation of

the phonon peaks from the quasielastic scattering. This is a large problem, as the samples were polycrystalline

foils, not single crystals without quasielastic contribution to the scattering like the diamond in the proof-of-

principle experiment. It can be seen for a room temperature iron spectrum (Fig. 4.16) of the central analyser,

that a certain asymmetry towards the red-shifted photon side exists. Each contributing factor can be fitted

with a Voigt-profile, Stokes and anti-Stokes lines, as well as the quasielastic scattering to form in sum the

measured spectrum. As quasielastic and inelastic scattering are not clearly distinguishable, it becomes difficult

to constrain the individual profiles. To ease the task by reducing the free parameters, I set the width of all three

Voigt profiles equal to the width of the elastic scattering from the PMMA, as the instrument function is the

minimum achievable resolution and all features of the spectrum are naturally narrower.

Without further constraints, the temperature from detailed balance from several cold iron spectra we took

throughout the beamtime comes out to be on average 392K ±24K with a mean phonon energy of 44.5meV ±
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Figure 4.16: Area normalized spectra of room temperature PMMA and iron from the central analyser. The

PMMA (grey) shows only quasielastic scattering symmetric around the incident photon energy. In contrast,

the iron spectrum (black) exhibits a clear shift to the side of the red-shifted photons, indicating the presence

of phonons, which are located at around 38 meV. The coloured lines are the result of a fit to show possible

contributions of the red- and blue-shifted parts as well as the quasielastic scattering. The fine structure of the

peaks results as an artifact from the sub-pixel shifting routine used to correct the curvature of the scattered

signal.

3.5meV . As no phonons can exist above the Debye-frequency, I fixed the the phonon energy, but not the zero

position, to 38 meV [163], which yields a slightly lower temperature of 380K ± 27K. I have used the Python

library lmfit [155] for all fit tasks in this section. All fits have in common, that they show a very strong inelastic

and almost no quasielastic scattering contribution. As the samples were no single crystals, but some off-the-

shelf polycrystalline foils, we expected a significant quasielastic contribution. The inability to see this in the

best fits results most likely from the bad resolution. All fits show an almost one-to-one correlation between the

amplitude of the inelastic and quasielastic features. The presence of homogeneous rings in the diffraction data

and absence of isolated Bragg spots is a clear indication for a polycrystalline sample with many small crystals

in the x-ray focus.

From the diffraction data it became also clear, that we were unable to compress our samples at the chosen

delay times (Fig 4.17). I have used the program Dioptas [164] for the angle calibration with a CeO2 diffraction

standard. Both 110 diffraction lines are slightly shifted to about 0.1◦ lower Bragg angles, which indicates a

longer bond distance. This change corresponds to a density of around 7.78 g/cm3, which indicates a temperature

around 600 K [165, 166]. Under compression, it should naturally become shorter. The observed behaviour
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Figure 4.17: Peak-normalized diffraction data from ambient (blue) and excited (red and green) iron from the

110 reflection. Contrary to expectations, the excited peaks are slightly shifted to lower Bragg angles, indicating

only heating, whereas compression of the material would have shifted to higher angles.

results most likely from a slight expansion due to laser heating. This is also visible in the fact, that the excited

peaks posses a lower photon count and higher diffuse background, which is explained by the Debye-Waller

effect. As the diffraction lines are still visible and no liquid diffraction is observed, the iron sample was not

molten in the volume that was probed by the x-ray pulse at the two measured time delays.

There are two likely reasons we didn’t see any compression. First, it could be that the timing procedure

between x-ray and optical laser wasn’t accurate enough and our measurement took place (at least for some of

the acquired data sets) after shock breakout in already heated and expanding matter. Second, that the homo-

geneously compressed state predicted by the 1D MULTI simulation simply doesn’t exist in the real world. To

crosscheck the simulation results, my colleague Victorien Bouffetier set up new simulations with the FLASH

code [167–170], in a two-dimensional geometry which can give insights into spatial variations of the shock

wave. These simulations show a behaviour not captured by the 1D code: While similar peak pressures are

reached, this is only the case for centre of the laser spot. The shock dissipates energy to the lateral sides within

the same time span it needs to travel through the foils thickness. Due to the small focus needed to reach the peak

pressure and the Gaussian shape of the beam, the pressure drops towards the sides is steep. With a beam jitter

of the order of half the x-ray focus spot diameter, which unfortunately regularly occurred at HED, the probed

pressure roughly halves. An additional factor is spatial and temporal misalignment between laser and x-rays

due to drifts while raster-scanning the targets. Most likely, all these factors contributed, and as a result we did
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Figure 4.18: 2D simulation for the pressure distribution with the FLASH code at 500 ps delay with the same

parameters as the 1d simulation (Fig. 4.11). The laser comes from the left side. Lineouts were taken at 5 µm

steps from the centre of the laser spot. Peak pressure and progression of the shock wave rapidly decline towards

the sides due to the small Gaussian focus spot of the laser.

not detect the expected compressed states.

As I had to sum all runs from the delayed shots to get a reasonable signal for the diffraction, spatial mis-

alignment seems a good explanation for location and shape of the 450 ps peak in the diffraction data (Fig. 4.17),

which lies between the 300 ps and the cold peak and is wider than both, a sum of different hot and cold states.

During the experiment we observed a rapid decline of the signal during the 450 ps scans on the online preview

in run 293, after which we redid the spatial alignment procedure. A closer analysis of the scans revealed a

systematic error to our measurements. During the fly scans, the position of the foil changes along the x-ray axis

(Fig. 4.19). This has a profound effect on the scattering signal, as these shifts translate to a one-to-one shift

along the energy axis. If approximated with a single Gaussian, the signal shifts almost linearly with the vertical

motor position. A linear fit yields a slope of 2.5 µm/mm height change, indicating a 0.14◦ tilt of the target frame

within its holder (or of the foil relative to the target frame). This means, that all shots from a single 3 mm high

target window can be added together without broadening the spectra too much, however several windows could

be added together only after applying a correction factor. Much more important is the fact that this shift applies

to the spatial overlap between x-rays and optical laser, too. It doesn’t affect the power distribution within the

laser pulse that much, as the shifts are well below the Rayleigh length of 1.5/mm. Instead, the important fact

is that x-rays and laser are not propagating co-linearly but at an angle of ∼ 10◦. Changing from one window to
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Figure 4.19: Investigation of the effect of the fly scans on the measurement. Left: the position of the central

analyser signal on the detector changes for each DAQ run, which correspond to a single window on the target

frame (black line, left axis). The red line indicate the position of the motor which shifts the target frame

vertically and the blue line gives the horizontal shift (both right axis). Right: Correlation between vertical target

position change and shift of the scattering signal for the first x-value.

the next offsets the centres of laser and x-ray focus by more than 10 % of the x-ray focus diameter. This means

that each target window provided a different ensemble of states for the x-rays to probe, even without accounting

for beam jitter. Over the duration of the scans, this shifted the overlap from the well aligned centres to probing

almost cold material.

The diffraction data gives some information about what to expect from the inelastic scattering spectra. First,

we observe that the iron is heated but not molten. This implies, that the intensity ratio of red- and blue-shifted

photons is somewhere between 4.436 at room temperature and 1.276 at irons melting point at 1812 K. Due to

Debye-Waller effect, the intensity of the quasielastic scattering should rise with temperature, too. Second, the

material is not compressed but on the contrary ever so slightly expanded, so the phonon energies should be at

around the same position as for the cold material, and not further out as one would expect in a compressed state

with higher speed of sound.

This is indeed what we observe in the measured excited spectra. All loose the asymmetry present in the cold

spectra while preserving similar widths at the base. Of course, the inability to separate inelastic and quasielastic

features poses an even bigger problem for the symmetric spectra then it was for the asymmetric cold spectra.

The symmetry can either be produced by a rising blue shifted or quasielastic feature, as both are a resulted of

the heated material. Therefore, minuscule differences in shape strongly influence the fits necessary to obtain an

accurate temperature (Fig. 4.20).

Using detailed balance becomes imprecise for higher temperatures, as the changes of the intensity ratio

between the red- and blue-shifted feature become increasingly smaller: Whereas the ratio changes by a factor

of 3.16 for the 1500 K jump from room temperature to melting point, the jump to 3300 K only changes the ratio
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Figure 4.20: Two apparently similar excited spectra (left) come to a very different result with the same fitting

procedure (middle, right) due to a lack of constraints on the ratio of quasielastic to inelastic scattering.

by 0.13. Keeping widths and phonon restrictions the same as for the cold data fits, the mean temperatures come

out to be 6000K ±3300K for the 300 ps delay and 5800K ±5000K for 450 ps delay. These values exclude the

roughly 50 % of data points, where the amplitude ratio of the best fit comes out to be an even one, indicating

a unrealistically high temperature. Introducing an additional constraint by fitting all three analysers to a single

intensity ratio within one run (a reasonable assumption as they should all measure the same temperature) doesn’t

change these numbers in a noticeable way.

In the IXS spectra we could see a clear asymmetry for cold iron, which is not present for the laser-heated

shots. It is quite pronounced in the upper part of the spectrum, produced by the absence of blue shifted and

lower levels of quasielastic photons. The average width at 70 % peak height changes from 78 meV ±12meV in

the cold iron to 113meV ±7meV (300 ps) or 106meV ±4meV (450 ps) in the heated material. This is a change

of 45 % at 300 ps delay (35 % at 450 ps). In comparison the difference at the base (20 % peak height) is only

12 % for 300 ps delay and 5 % for 450 ps (Fig. 4.21).

Also, the heated spectra posses a higher number of photons per shot due to the increased diffuse scattering

from the Debye-Waller effect. In later runs at 450 ps delay the number of photons per shot decreases due to the

runoff in spatial overlap and approaches the level of the cold iron.

Because of these two effects we can conclude that we indeed observe transient laser-heated iron in our IXS

signal, but we can’t reasonably extract a temperature value via detailed balance. This IXS data is in agreement

with x-ray diffraction which suggests a temperature below the melting point.
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Figure 4.21: Left: comparison of a cold spectrum (blue) with heated ones at 300 ps (blue) and 450 ps (green)

delay. Widths are roughly the same at the base but differ higher on the peak. Right: width at 70 % peak max-

imum versus the shot normalized photons in a spectrum. The excited spectra have a higher photon count than

the cold spectra and are wider at the top of the peak. Both observations are indicators for a higher temperature.

The late shots (yellow) get increasingly closer to the cold data due to loss of spatial overlap.

4.2.3 Summary

We performed an experiment on laser-excited iron in which we accomplished several goals which go beyond

the achievements during the earlier diamond proof-of-principle experiment:

• we operated the setup in self-seeding mode rather than SASE which improves the amount of photons on

the sample

• we replaced single crystal diamond by a thin polycrystalline Fe foil which is a material of higher scientific

relevance

• we excited iron with a pulsed laser rather than heating it with a static heater which requires spatial and

temporal overlap

• we raster-scanned several 1000 destructive exposures on individual samples rather than collecting data

from one static sample position, which required sample preparation and specific motion control and trig-

gering

• we fielded x-ray diffraction as additional diagnostic, which required mechanical setup and calibration

This added complexity in this first pump-probe experiment resulted also in a few setbacks:

• the spectral resolution was not sufficient for an accurate temperature measurement via detailed balance,

due to a multitude of technical challenges with the experimental setup. The lack of a clear separation of the
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quasielastic line and the inelastic scattering introduces too much arbitrariness for meaningful temperature

measurement.

• we were unable to probe the expected laser-driven shock compression of iron. The low laser energy

forced us to use a very tight focus, which introduced spatial overlap issues with the x-rays and a highly

transient shock wave with strong lateral gradients.

• the mounting of the targets foils and the translation of the foils by the sample scanner motors was not

precise enough to maintain overlap between pump and probe when scanning over several centimetres

range.

• the very low x-ray photon count after the high-resolution monochromator and absence of dedicated timing

tool led to timing errors comparable to the travelling time of the shock wave through the foil, making

accurate timing of specific states increasingly difficult.
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4.3 Electron - ion equilibration in metals

In contrast to the previously described experiments, the following experiment is not connected to high pres-

sure science with the goal to infer material parameters from temperature and phonon scattering. Instead, the

experiments presented in this section are about the interaction of an ultra-short pulse laser with solids. The two

experiments in this chapter were conducted at the MEC instrument at LCLS. The first was LV2518 in October

2020, the second one was LY2720 in June 2022. Principal investigators for both experiments were Bob Nagler

(SLAC, MEC, Stanford) and Thomas White (University of Nevada, Reno). Both experiments had the same goal

of following the ion temperature evolution in a solid in the first few ps after a short pulse laser excitation. Both

experiments had almost identical setups and the second one can be seen as a repetition/extension of the first

campaign, which became necessary due to some difficulties. For LV2518, I could only participate remotely due

to the Covid-19 pandemic and did some online analysis. For LY2720 I participated in all shifts in the control

room and did online analysis. Afterwards, I analysed data from both experiments.

4.3.1 Experimental setup

The primary x-ray setup for these two experiments is similar to the previous experiments, with the main differ-

ence being that the IXS signal is collected in the non-collective regime (Fig. 4.3.1). This means for a photon

energy of 7.492 keV, that the analysers are placed in a backscattering geometry, at a scattering angle of ∼ 170◦.

This corresponds to a momentum transfer of q = 7.56Å−1.

They are the same crystals which were used in the earlier described experiments, borrowed from the HED

group at European XFEL as part of our collaboration. The detector, an ePix100, sits a few centimetres above the

target, the same configuration as in the previous experiments. Another difference is, that the monochromator

consisted of two channel-cut Si (533) monochromators placed inside the target chamber just 1 m in front of the

sample position. The focusing CRLs are just 4 m upstream of the interaction point. They focus the beam down to

a size of ∼ 10 µm at sample position. This implies that the monochromator crystals are hit by an already focused

and quite divergent x-ray beam. Nevertheless, the Si (533) is forgiving enough that no effect on the resolution

due to the divergent impinging beam could be observed from the quasi-elastic scattering. But we observed

the evolution of x-ray damage on the monochromator crystals during the experiment and had to change spots

from time to time. Additional x-ray diagnostics exist in the form of ePix10k [171] behind the sample holder to

collect the diffraction signal from the targets. Next, a HAPG von-Hamos type spectrometer [172] was placed

in a close to backscattering geometry without cutting into the DCA beam path to collect IXS signal at larger

energy transfers to get information on electronic features within the samples. X-ray diodes were employed to

measure the intensity of the beam after the monochromators.

For the experiments, the MEC short pulse laser [128, 173] was used. It was frequency doubled by a non-

linear crystal placed within the target chamber to 400 nm and afterwards had a pulse energy of ∼ 1mJ within
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Figure 4.22: Schematic top view of the experimental setup inside the interaction chamber at MEC for the

experiments lv2518 and ly2720. The 7.492 keV x-rays enter from the left. Inside the vacuum chamber they

pass a 4-bounce Si (533) monochromator before interacting with the target. Three DCAs collect scattered

radiation at an angle of ∼ 170◦ and focus it onto an ePix100 detector above the target, forming a Rowland circle

geometry. An additional ePix10k area detector sits behind the sample mount to collect diffraction signal. The

x-ray Thomson scattering spectrometer (XRTS) was also placed in a backscattering geometry as a diagnostic

for electronic features. A 800 nm is guided into the chamber, where it gets frequency doubled to 400 nm. It is

then focused onto the sample at an angle of ∼ 10◦ to the x-ray beam.
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Figure 4.23: Sample holder for LY2720. On the left side is a collection of alignment and calibration targets.

The three centre samples contain 50 nm thin copper targets on a 360× 360 µm nickel grid. The frame on the

right side is an already shot gold foil target.

a duration of ∼ 40 f s. It was focused onto the sample at an angle of ∼ 10◦ relative to the x-rays. The optical

leakage behind the sample was used to diagnose pulse energies and image the focus spot for each individual shot.

The focus size was on the order of 100 µm FWHM, slightly changing with the laser pulse energy. The energy

within the focus could be adjusted via the pump-laser energy and an iris. An absolutely calibrated equivalent-

plane monitor was used to determine the laser pulse energy. The timing between x-rays and the optical laser

was monitored with the MEC timing tool and semi-regularly checked at the sample position. The accuracy of

the timing obtained from the timing tool, with the addition of some leeway to account for differences at the

interaction point and the timing tool, comes out to be ±300 f s.

The samples were planar metal foils of only 50 nm thickness produced by Luxel. They had an area of

roughly 4 × 4cm and were supported by a square nickel grid with a side length of 320 µm (Fig 4.23), the nickel

wires possessing a diameter of 40 µm. We used targets made out of gold, silver, titanium, and copper. To get

a reasonable data rate of 1 Hz, we used a fly scan to raster the sample grids. As the synchronization was not

precise enough, we decided to limit this kind of scans to two lines at once before realigning to the nickel grid.

During the experiment, we took time delay series for gold at two different laser fluence levels, silver, titanium,

and copper in the range from 0 to 50 ps delay.

4.3.2 Data treatment and errors

During the experiment we quickly realized that the motion of the sample stage could not be perfectly synchro-

nized with the grid spacing of the supporting mesh of the foils. Therefore, some laser and/or x-ray pulses only

hit the grid and not the intended foil location next to it, producing nickel diffraction lines in case of the x-rays.

After noticing these events, we quickly stopped the motion and adjusted the spatial overlap with the mesh. But

77



78 Chapter 4. Experiments

Figure 4.24: Images from the laser focus diagnostics. The nominal position of the x-rays as measured with a

YAG screen is marked by the red dot. The left and middle images both show example events filtered out in the

data analysis. Left: the x-rays probe too far from the laser maximum. Middle: both laser and x-rays hit the

mesh structure supporting the foil. In both, empty grid space to the left and on the top can be seen where the

laser hit before. Right: the middle image after the application of Otsu-thresholding. The green dot indicate the

centre of mass of the largest object. These images were used to separate good and bad hits.

the nickel diffraction does not account for unwanted laser hits. For a good shot, the focus monitor should show a

circular laser focus in the centre of the foil and far away from the support mesh, which covers the much smaller

x-ray focus close to its centre. If the laser hits the grid or far away from the x-ray spot, the fluence level in the

probed region is lower than we expect, leading to less heating. To obtain a meaningful data set from similar

conditions, these misses need to be filtered out.

To separate all bad events from good hits, I used the images from the laser focus spot diagnostic, which

images the laser focus and the area around it (Fig. 4.24). To classify the the events, I applied an Otsu-filter [174]

to the images. This assigns either the ’background’ or ’foreground’ property to each pixel, thereby producing

a binary image. In these binary images I then selected the largest object, which should be the laser focus in

the correct grid space. Multiple objects are possible for example, if the halo of the laser focus leaks through

previously shot grid spaces. I posed two criteria for the largest object to count the event as a good hit and take

it into further data processing. First, a good focus in free space should be circular or at least elliptic, leading to

the criteria of an eccentricity of 0.35 or smaller. If the laser gets too close to the mesh, this requirement will

be violated. Next, to ensure spatial overlap between laser and x-rays and that roughly the same conditions are

probed, the area around the nominal x-ray spot should consist out of ’foreground’ pixels by more than 85 %.

This also filters out events where the x-ray spot is close to a mesh line, which could potentially produce strong

nickel diffraction.

After the shots were sorted according to the optical diagnostic, the analysis on the IXS data can begin. All

events passing the test were processed by the single photon counting algorithm and had their curvature corrected
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Figure 4.25: Combined spectra of all three analysers for three different time delays. Left: laser off, middle:

4 ps, and right: 35 ps. The cold spectrum has a FWHM close to the resolution limit of the setup, matching the

width obtained from a thin PMMA sample. The other two time steps are both wider due to the heating. The

black lines indicate a fit with a Voigt profile. The error bars show the Poisson counting error.

according to the procedure described for the 2191 experiment 4.1.1. As the signal level was very low (around

1 photon per shot for gold down to less than 0.2 for titanium) and the number of shots limited by measurement

time and target costs, the signal of all three analysers was added together into a single spectrum before further

analysis. As all three analysers were situated directly next to each other the deviations due to the different

scattering vector of the outer analysers compared to the central analyser are small.

The correct offset to align the spectral axes of all analysers for further processing was determined from the

cold gold spectra, where the individual analysers had enough signal to form a complete spectrum in reasonable

time. This was possible due to a diffraction ring covering the analysers, which lead to a ∼ 15 times higher

photon count.

Heated ions and atoms in the gold will introduce a Doppler broadening in the scattered signal, as explained

earlier 2.30. The narrow scattering from the cold gold was used as the standard to compare the temperature

broadening against. To calculate this broadening, first the cold data was fitted with a Voigt profile using lmfit.

For the heated curves, we assume that the broadening is Gaussian stemming from the velocity distributions of

the ions. They were fitted with a Voigt profile too. The fits kept the Lorentzian part of the cold data fixed and

took the Gaussian contribution as an unknown broadening convoluted with the Gaussian part of the cold fit

(Fig. 4.25).

To assign a number to the ion temperature of the system, the width obtained from the fits is inserted into the

equation for Doppler-broadening (Eq. 2.30)

Ti =
1
4

mic2

8ln2

(
∆E
E0

)2

. (4.4)

The next step is to estimate the errors on these values which were obtained by fitting. For that, I employed

the module emcee [175] embedded into lmfit, which can use Markov chain Monte Carlo methods to estimate

the probability function of parameters that agree with the given data set. Starting from the maximum likelihood
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Figure 4.26: The maximum likelihood fit (black curve) to the data points calculated with the Python module

SciPy. The module Emcee was used explore the parameter space of this fit. 100 randomly drawn samples out

of 485000 are displayed here (orange curves). The errors of the fit parameters were taken from the 2σ range of

these probability distributions, which is the area inside the white circles.

fit, it explores parameter space around it. I let 1000 walkers run a 10000 step chain and a ’burn-in’ of the first

300 steps to discard the information about the starting values and let the walkers explore the parameter space.

From these chains I sampled every 20th value (Fig. 4.26).

The resulting posterior probability distributions look all very similar to the one shown in the example image

(Fig. 4.27). The symmetry of the two-dimensional projections off the diagonal indicates little correlations

between the parameters. For the errors, I chose the 2σ range given by the posterior probability distribution.

As the width is dependant on the broadening as well as the Lorentzian and Gaussian parts from the cold data,

I propagated these errors to first obtain an error on the widths and then again to yield a final error on the ion

temperature.

4.3.3 Ion temperature evolution in laser-pumped gold

During the LY2720 experiment we were able to measure excited gold at various time delays for two different

fluence bands. The lower fluence is centred at 1.75 J/cm2 ± 0.55J/cm2, the higher at 4.63J/cm2 ± 1.05J/cm2.

Through the data analysis method described above (see 4.3.2) it is possible to obtain a direct measurement of

the evolution of the ion temperature in the system. As the penetration of optical laser into the gold is only about

∼ 16nm [177], the energy transport within the sample mainly happens through ballistic electrons and electron-
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Figure 4.27: Visualization of the parameter space explored with emcee, generated with the Python module cor-

ner.py [176]. It shows the one (on the diagonal) and two dimensional (off diagonal) projections of the parameters

probability distributions for a Voigt profile with the parameters: amplitude, centre, and sigma (broadening in

addition to cold data). log(f) is the logarithm of the likelihood function. The blue lines indicate the position of

the best fit parameters.
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Figure 4.28: Ion temperature evolution of gold after excitation with an average fluence of 1.75J/cm2 (red

points). The dashed vertical line indicates the melting point. The solid lines represent calculated two-

temperature models with different equilibration rates. The unit for the coupling parameter is 1017 W
m3K .

electron collisions. Once the hot electron gas reaches thermal equilibrium, the electrons begin to diffuse into the

bulk along the temperature gradient. While this process occurs, the hot electrons are losing energy to the ionic

system and become cooler. The rate of this energy transfer is governed by the electron-ion coupling parameter

gei and is well described by the two-temperature model (Eq. 2.8). As the electrons reach thermal equilibrium

with the local lattice, the energy transport to distant and still cold parts of the bulk is determined by the lattice

heat conductivity.

We can see this behaviour occur in the data point (Figs. 4.28, 4.29). Starting with the cold system, the ion

temperature in both cases slowly begins to rise and then transitions into an area of faster heating before settling

onto a final value in thermal equilibrium with the electron system. As can be seen from the disagreement

between the measured data point and the lines according to calculated models, a simple two-temperature model

with a single constant electron-ion coupling parameter gei is insufficient to properly describe the observed

temperature evolution. Low values for the coupling constant fit well to the temperatures measured at early times

< 4ps but fail to reach thermal equilibrium fast enough to obey the data. In contrast, high values for g heat the

system to quickly. The temperature models shown here were calculated with code based on the python module

NTMpy [178]. For the calculations I used tabulated values at 300 K for the lattice heat capacity Ci [179], thermal

conductivity K and electron specific heat constant Ae [180].

Due to the detailed analysis of the x-ray diffraction data performed by the group of T. White and the MEC
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Figure 4.29: Ion temperature evolution of gold after excitation with an average fluence of 4.63J/cm2 (red

points). The dashed vertical line indicates the melting point. The solid lines represent calculated two-

temperature models with different equilibration rates. The unit for the coupling parameter is 1017 W
m3K
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team, we could find that the moment where the disagreement between the calculated two-temperature model and

data points becomes significant with the melting of the material, as seen by the disappearance of the diffraction

lines due to the solid-liquid phase transition. For the lower fluence, melting occurs at around 6 ps, for the higher

fluence around 3.8 ps.

Thus, we can demonstrate that a constant electron-ion coupling parameter fits well to the temperature evo-

lution up until the melting point. After the phase transition, the evolution of the system can again be described

with a constant coupling parameter, which is around 10 times higher (0.8×1017 versus8×1017 W
m3K for the low

fluence and 1.3×1017 versus11×1017 W
m3K for the high fluence). Note that the coupling parameters are higher

for the larger laser fluence. This indicates a dependence of the coupling parameter on the initial temperature

of the electron bath after laser excitation, as measured by Mo et al. [181] with ultrafast electron diffraction and

predicted by several theoretical models [182, 183]. Medvedev and Milov [183] additionally propose an almost

linear dependence of the coupling parameter on the ion temperature, painting the overall picture that assuming a

constant coupling even before melting is a simplified picture, as both electron and ion temperatures are quickly

evolving. Therefore, a dynamic electron- and ion temperature dependent coupling parameter gei is probably

what is happening, while our measurements are not precise enough to distinguish these dynamic changes from

a constant value. The discontinuity at melting could also exist for a dynamically changing parameter when the

coupling to the phonons in a solid changes to acoustic modes in the melt. A more accurate measurement is

needed to determine these fine nuances. Also, a simultaneous measurement of the electron temperature will

give a much more complete view of the overall process then just half of it as discussed here. Though we

placed a spectrometer for this electron temperature measurement, the scattered signal was simply too weak for

a reasonable analysis.

Finally, we have to consider on more aspect about the setup: As the analyser crystals were sitting above

or very close to the x-ray axis, the measurement is sensitive to Doppler shifts along this axis. With the target

foils at normal incidence and the laser at an angle of ∼ 10◦ to the x-rays, this then coincides with the preferred

direction for expansion of the samples due to heating. So latest from melting onwards, there is likely a compo-

nent to the measured velocities stemming from the movement of the expanding target - and not from Doppler

broadening. Unfortunately, we can not distinguish between this contributions within the measurement and will

need additional measurements like VISAR or supporting simulations to quantify the expansion component.

4.3.4 Ion temperature evolution in other materials

As mentioned at the beginning of this section, we did not only perform the measurements on gold but also other

metals, namely silver, titanium, and copper. With atomic numbers Z of 47, 22, and 29, the scattering cross

section and thus the signal on the detector is correspondingly lower than in the case of gold, as it scales with Z.

In fact, running the same analysis scripts as for the gold yields no conclusive results for copper and titanium,
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Figure 4.30: Measured ion temperature versus time delay for silver. Shown are the data points (red) and two

calculated models for the temperature evolution. One with constant equilibration rate (cyan) and one dynamic

(black).

as the signal-to-noise ratio is too low to fit curves to the data points. A comprehensive study would require much

more samples and shots than we had available. However, an analysis for silver was possible (Fig. 4.30), though

we only have data for one fluence band centred at 1.77±0.45 J
cm2 and a smaller number of time delays due to

limited amounts of samples and increased number of shots necessary per data point to produce a sufficiently

meaningful spectrum. Silver seems to show a temperature evolution similar to gold. A low gei fits the first

data points, but raises the temperature too slow to fit the later points. A potential melting after 5 ps with

corresponding jump in the coupling constant similar to gold can be imagined but is as off now unconfirmed by

diffraction.

4.3.5 Summary

For the first time, we were able to directly observe the temporal evolution of the bulk ion temperature in laser-

excited warm dense gold using inelastic x-ray scattering. We achieved this with sub-picosecond time resolution.

From the data we could infer a several times higher electron-ion equilibration rate in the heated material than

for the cold sample. This strong increase in the coupling parameter seems to correspond with the melting of

the gold. In addition, we could observe that higher laser pulse energies used for the excitation result in a higher
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equilibration rate. The same measurements were also attempted for silver, which displays a similar temporal

evolution to gold.
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Chapter 5

Conclusion and Outlook

5.1 Conclusion

The scope of this thesis was to develop and establish high-resolution inelastic x-ray scattering as a probe for

temperature in warm dense matter states. A Si (533) monochromator together with diced analyzer crystals of

the same cut form the core elements of the high-resolution inelastic scattering setup at the HED instrument

at European XFEL, following similar user-provided instrumentation used at the MEC instrument at LCLS.

In a proof-of-principle experiment it was shown that this spectrometer at HED performs very close to design

values [127]. In addition, inelastic scattering from diamond at two different static temperatures confirmed the

capabilities of the setup to determine temperature from collective inelastic scattering via detailed balance of the

Stokes and anti-Stokes lines connected to phonon excitation and de-excitation.

After this successful demonstration, the technique was pushed to fulfill its design purpose in a new experi-

ment, where the static sample was replaced with a dynamically excited target. Due to its geophysical relevance

and abundance, solid-density iron was chosen. This experiment employed for the first time self-seeding of the

XFEL in combination with the high-resolution spectrometer setup. Though we were unable to perform the

experiment to its original goals, during this experiment and the succeeding data analysis we gained valuable

knowledge and identified several challenges when performing this kind of experiment.

We successfully managed to operate the setup in self-seeded mode for the first time and also performed the

very first experiment at the HED instrument employing the 1030 nm branch of the pp-laser. We obtained several

thousand inelastically scattered photons from dynamically excited iron by raster-scanning a foil target with high

repetition rate. The spectra from these photons show a clear difference to the scattering from the target without

laser-excitation, which is validated by diffraction data obtained during the same campaign.

In two experiments at the MEC instrument at the LCLS we managed for the first time to successfully

perform a direct measurement of the ion temperature in a dynamically evolving system. High-resolution IXS in

87



88 Chapter 5. Conclusion and Outlook

the non-collective regime was used to follow the ion temperature evolution of warm dense gold after excitation

with fs-laser pulses. The experiments followed the temperature evolution in gold with picosecond time steps

from room temperature to thermal equilibrium at 3 eV (6 eV, depending on laser fluence) after around 10 ps.

The obtained data imposes boundaries to the value of the electron-ion coupling parameter gei and thus supports

the validation or dismissal of theories describing the energy transfer in solids after the excitation with ultra-short

pulsed lasers.

The technical developments and scientific experiments performed within the scope of this work demonstrate

that high-resolution IXS experiments on laser driven states of matter to directly measure temperature or obtain

material constants in compressed matter still pose a significant experimental challenge, even ten years after the

first pioneering experiment at LCLS.

Nevertheless, when successfully performed, the data from these experiments opens up ways into previ-

ously unobtainable data sets. With the present setups, detailed characterization of dynamically created warm

dense matter state in pressure, density and temperature will be possible, either for planetary interior science or

fundamental laser-matter interaction.

5.2 Outlook

Of course, the above described experiments are only a snapshot of technical capabilities and scientific inter-

est. Already at the time of writing this thesis, thoughts are put into new experiments and how to push the

instrumentation further. What follows is a brief overview of some of these developments.

5.2.1 DiPOLE-100X Laser

New experimental opportunities are opened up by the commissioning of the DiPOLE-100X laser system at

the HED instrument. In contrast to the pp-laser used in the iron experiment, it was designed to perform high

repetition rate dynamic compression experiments. With a demonstrated performance of > 100 J per pulse at a

rate of 10 Hz and a selection of phase plates, it is able to create homogeneous high-pressure states from ablation

pressure in an area of a few hundred micrometres size. Thus, most of the issues we had in the iron experiment

with spatial overlap, lateral gradients, homogeneity and walk-off between pump and probe will be eliminated.

This laser also possesses another great advantage over the existing high-power lasers at XFELs as it has a

significantly higher shot rate. This property is especially suited for photon hungry experiments like the high-

resolution IXS, where hundreds of shots are required for a single data point. This is of particular relevance when

low-Z elements are involved, as is the case for many planetary compositions in gas or ice giants. DiPOLE-100X

will enable IXS measurements for these laboratory astrophysics experiments within a realistic time duration so

they become feasible inside a standard experiment slot. The system has also shown an unprecedented pulse
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energy stability in first diffraction experiments, therefore providing very similar conditions on each shot, which

increases the comparability of the data.

Planning for inelastic scattering experiments with both eV and meV resolutions by the user community is

ongoing. They are expected to be scheduled in 2024/25.

5.2.2 Non-collective scattering from shocked samples

As discussed earlier, VISAR (see 1) is the default option in dynamic compression experiments to determine

pressure via the surface particle speed at breakout. This method has several disadvantages, in that it is only

a measurement of the surface particle velocity, not the bulk and relies on optical back reflection, giving a

high reflectivity as a prerequisite. At high pressures it can also fail as materials become opaque. In contrast,

measuring particle velocities via x-ray scattering is a bulk measurement. A shock wave will produce a shift of

the bulk velocity inside the compressed material. If the correct geometry is chosen, this shift is large enough

to be easily detectable with the high-resolution spectrometers presented in this work. As an example, a shock

wave moving towards the detector will produce a shift of 50 meV in perfect backscattering for the x-rays for

7.5 keV photons and a particle velocity of 1000 m/s [184].

The shock wave will also increase the temperature in the compressed material. This will show itself in the

Maxwell-Boltzmann distribution of the ions moving with the reference frame of the imparted particle velocity.

This Doppler broadening due to temperature can be detected with the same setup, as demonstrated in the LY2720

experiment (see 4.3). An experiment to perform these measurements at MEC is proposed by B. Nagler (SLAC,

CA, US) and T. White (Univ. Reno, NV, US).

5.2.3 Even Higher Spectral Resolution

The hr (high-resolution) IXS setups presented in the experiment section of this work all employ Si (533)

channel-cut monochromators and diced analyzers crystals. As demonstrated above, the spectral resolution

of this system is restricted to slightly above 40 meV. Any future collective scattering experiment therefore will

need to study materials with phonon energy occupations around or above this value. Unfortunately, many solids

under normal conditions have lower energy phonon modes, which will only become visible, if the sample is

pressured enough to extend the phonon modes outside of the instrument function peak. Experiments which do

not put the sample under considerable pressure (which would result in a very high sound speed), like the gold

experiment discussed above, are consequently unfeasible in the collective scattering regime.

A first step in this direction was taken by the user group around E. McBride and A. Descamps (Univ.

Belfast, UK) in the HED experiment 3071, ”Investigation of “Phonon Hardening” in ultrafast optically-pumped

gold using high-resolution inelastic X-ray scattering”, from November 2022, for which I was the local contact

– the liaison scientist between the users and the facility.
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Figure 5.1: Quasi-elastic scattering from 50 µm PMMA while using Si (931) monochromator and analyzers

measured during the HED experiment 3071. The FWHM value of the fit is 25 meV.

The experiment employed a Si (931) channel-cut monochromator with corresponding diced analyzer crystals

at a photon energy of 10.896 keV to achieve a spectral resolution of ∼25 meV (Fig. 5.1). With this, or even

better resolution at different crystal cuts, it becomes possible to study the materials with low frequency phonon

modes - not limited to temperature measurements via detailed balance of the Stokes/anti-Stokes lines but also

for a wider pool of effects concerning phonons or acoustic modes in dynamically excited matter, for which

established hr-IXS setups at 3rd and 4th generation light sources lack the temporal resolution. In addition, the

x-ray pulses need to contain a sufficient number of photons within the short time interval when the transient

state exists, not only to measure noise but also an IXS signal.

5.2.4 X-ray Photon Correlation Spectroscopy

Lastly, x-ray photon correlation spectroscopy (XPCS) was recently proposed by G. Gregori (Univ. Oxford,

UK). It could become a technique to determine temperature in dynamically excited matter states. In XPCS

the coherence property of the FEL radiation is used to generate a speckle pattern on an area detector in the

far-field. Changes in the structure of the sample will produce a change in the speckle pattern. Calculating the

intensity auto-correlation function between these states enables conclusions on the motion of the atoms and

thus, possibly temperature. XPCS is itself is already a well established method at XFELs, but mainly used with

slower dynamics. The challenge for this technique will be whether it is possible to achieve the necessary spatial

and temporal resolution.
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Abrahams, “3D Electron Diffraction: The Nanocrystallography Revolution,” ACS Central Science, vol. 5,

pp. 1315–1329, July 2019.

[20] H. N. Chapman, A. Barty, M. J. Bogan, S. Boutet, M. Frank, S. P. Hau-Riege, S. Marchesini, B. W.

Woods, S. Bajt, W. H. Benner, R. A. London, E. Plönjes, M. Kuhlmann, R. Treusch, S. Düsterer,
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D. Kostin, Y. Kot, A. Kotarba, T. Kozak, V. Kozak, R. Kramert, M. Krasilnikov, A. Krasnov, B. Krause,

L. Kravchuk, O. Krebs, R. Kretschmer, J. Kreutzkamp, O. Kröplin, K. Krzysik, G. Kube, H. Kuehn,
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F. Dallari, S. Funk, E. Galtier, M. Gauthier, S. Göde, J. B. Kim, H. J. Lee, B. K. Ofori-Okai, M. Oliver,

106



Bibliography 107

A. Rigby, C. Schoenwaelder, P. Sun, T. Tschentscher, B. B. L. Witte, U. Zastrau, G. Gregori, B. Nagler,

J. Hastings, S. H. Glenzer, and G. Monaco, “Setup for meV-resolution inelastic X-ray scattering mea-

surements and X-ray diffraction at the Matter in Extreme Conditions endstation at the Linac Coherent

Light Source,” Review of Scientific Instruments, vol. 89, p. 10F104, oct 2018.

[154] D. Windisch and P. Becker, “Silicon lattice parameters as an absolute scale of length for high precision

measurements of fundamental constants,” physica status solidi (a), vol. 118, pp. 379–388, apr 1990.

[155] M. Newville, T. Stensitzki, D. B. Allen, and A. Ingargiola, “LMFIT: Non-Linear Least-Square Mini-

mization and Curve-Fitting for Python,” 2014.

[156] J. L. Warren, J. L. Yarnell, G. Dolling, and R. A. Cowley, “Lattice Dynamics of Diamond,” Physical

Review, vol. 158, pp. 805–808, jun 1967.

[157] E. Burkel, ed., Inelastic Scattering. Springer Berlin Heidelberg, 1991.
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E. Gentry, H. Rein, Hennadii Madan, I. Czekala, NeutralKaon, J. Matthews, J. Tocknell, K. Barbary, ,

Marlon, R. Prechelt, S. M. C. Hair, and S. Hoyer, “dfm/corner.py: corner v2.2.2rc3,” 2023.

[177] P. B. Johnson and R. W. Christy, “Optical Constants of the Noble Metals,” Physical Review B, vol. 6,

pp. 4370–4379, dec 1972.

[178] L. Alber, V. Scalera, V. Unikandanunni, D. Schick, and S. Bonetti, “NTMpy: An open source package

for solving coupled parabolic differential equations in the framework of the three-temperature model,”

Computer Physics Communications, vol. 265, p. 107990, aug 2021.

[179] A. M. James and M. P. Lord, Macmillan’s chemical and physical data. Macmillan, 1992.

[180] D. E. Gray, ed., American Institute of Physics Hanbook. McGraw-Hill, 3rd ed., 1972.

[181] M. Z. Mo, Z. Chen, R. K. Li, M. Dunning, B. B. L. Witte, J. K. Baldwin, L. B. Fletcher, J. B. Kim, A. Ng,

R. Redmer, A. H. Reid, P. Shekhar, X. Z. Shen, M. Shen, K. Sokolowski-Tinten, Y. Y. Tsui, Y. Q. Wang,

Q. Zheng, X. J. Wang, and S. H. Glenzer, “Heterogeneous to homogeneous melting transition visualized

with ultrafast electron diffraction,” Science, vol. 360, pp. 1451–1455, jun 2018.

[182] Z. Lin, L. V. Zhigilei, and V. Celli, “Electron-phonon coupling and electron heat capacity of metals under

conditions of strong electron-phonon nonequilibrium,” Physical Review B, vol. 77, feb 2008.

[183] N. Medvedev and I. Milov, “Electron-phonon coupling in metals at high electronic temperatures,” Phys-

ical Review B, vol. 102, aug 2020.

[184] O. Karnbach, P. G. Heighway, D. McGonegle, R. E. Rudd, G. Gregori, and J. S. Wark, “Molecular

dynamics simulations of inelastic x-ray scattering from shocked copper,” Journal of Applied Physics,

vol. 130, p. 125901, sep 2021.

109


	Introduction
	Structure of this Thesis

	Theoretical Concepts
	Laser driven extreme states
	Femtosecond laser drive
	Electron - ion equilibration

	Nanosecond laser drive

	Inelastic x-ray scattering
	Collective and non-collective scattering
	Inelastic x-ray scattering from phonons
	Temperature from detailed balance
	Temperature from non-collective scattering

	Instrumentation
	X-ray free-electron laser
	Principles of XFELs
	Radiation properties

	X-ray optics
	Monochromators
	Dynamical diffraction theory.  
	Monochromator geometry
	Monochromators at HED
	Pulse duration considerations  

	X-ray focusing optics
	Analyser crystals
	X-ray detectors
	Spectrometer geometry

	Scientific instruments
	The High Energy Density scientific instrument



	Iron in Earth's Interior
	Experiments
	Resolving low-frequency structural dynamics in static systems
	Instrument resolution at HED with Si (533)
	Experimental Setup
	Diced-analyser alignment
	Data treatment
	Photon energy and dispersion
	Spectrometer resolution

	Proof of concept: Phonons in diamond
	Summary

	Transient Phenomena: Shocked Pulsed laser-heating of Iron
	Setup
	Results
	Summary

	Electron - ion equilibration in metals
	Experimental setup
	Data treatment and errors
	Ion temperature evolution in laser-pumped gold
	Ion temperature evolution in other materials
	Summary


	Conclusion and Outlook
	Conclusion
	Outlook
	DiPOLE-100X Laser
	Non-collective scattering from shocked samples
	Even Higher Spectral Resolution
	X-ray Photon Correlation Spectroscopy



