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Abstract

A two-color pump-probe experiment is essential for investigating complex chem-
ical reactions and electronic dynamics in quantum systems. To facilitate this at
the European X-ray Free Electron Laser (EuXFEL), a Magnetic Chicane (MC) was
installed between the undulators to deflect the electron beam; however, using only
the MC does generally not allow for zero and negative temporal delay between
the two pulses of different wavelengths. The X-ray Optical Delay Line (ODL) was
developed to provide tunable temporal delays (positive, zero, and negative) and
adjustable wavelengths in pump-probe experiments. The ODL consists of four flat
mirrors made of B4C (50 nm) on a Si substrate, designed to deflect the photon beam
and will be installed parallel to the Magnetic Chicane. The specifications of the
ODL, both from mechanical and optical perspectives, are detailed, supported by
wavefront propagation, ray tracing, and finite element analysis (FEA) simulations
to predict its performance.

The first mirror of the ODL features a fine motorized pitch rotation mecha-
nism, in addition to the fourth mirror, which includes motorized pitch, roll, and
vertical movements. COMSOL ray tracing simulations confirm that this motorized
movement is adequate for aligning the mirrors. The first mirror is water-cooled to
mitigate excessive heat and reduce spontaneous background radiation. The heat
load and mechanical structure causes a bump of 9.5 nm on the first mirror (M1),
based on simulations. The quality of the mirror surfaces was measured using a
Fizeau interferometer. The roughness was assessed before and after coating using
a White Light Interferometer. SRW (Synchrotron Radiation Workshop) wavefront
propagation simulations further demonstrated that the mirrors maintain excellent
quality, resulting in no degradation of the beam.

The European XFEL operates at a repetition rate of up to 4.5 MHz with fem-
tosecond pulse duration, presenting challenges for mirror durability under both
single-shot and multi-pulse conditions. The absorbed dose was calculated for single-
shot damage and determined that for higher pulse energies, users should open
some undulators upstream of the ODL to prevent damage. For multi-pulse con-
ditions, COMSOL heat transfer simulations assessed the accumulated temperature
over time.
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To address damage concerns, experiments were conducted at the SQS instrument
to investigate the damage thresholds. Results indicated that the fluence threshold
for single-shot damage of B4C (50 nm)/Si-substrate at 1 keV and a grazing angle of
9 mrad is 0.34 µJ/µm2, compared to 0.16 µJ/µm2 for uncoated silicon, highlighting
the advantages of B4C as a coating. The experiments covered grazing angles of 9, 15,
and 19 mrad, resulting in measuring an electron collision length of 8.6 nm, indicating
enhanced heat transport through the material and increased damage thresholds.
These findings offer critical insights for designing more resilient optical components
in XFEL facilities.

Additionally, Monte Carlo and COMSOL simulations were performed to estimate
the energy deposition depth and temperature profiles over time and depth within
the material. A safety diagram outlining safe operating parameters for future ODL
users was created, indicating operating limits based on photon energy and pulse
energy to guide decisions on opening undulators and prevent mirror damage.
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Zusammenfassung

Ein zweifarben Pump-Probe-Experiment ist für die Untersuchung komplexer
chemischer Reaktionen und Elektronendynamik in Quantensystemen unerlässlich.
Um dies am European XFEL zu ermöglichen, wurde eine magnetische Schikane
(MC) zwischen den Undulatoren installiert, um den Elektronenstrahl abzulenken;
die alleinige Verwendung der MC ermöglicht generell jedoch keine zeitliche Verzögerung
von Null zwischen den beiden Pulsen von unterschiedlicher Wellenlänge. Die X-ray
Optical Delay Line (ODL) wurde entwickelt, um abstimmbare zeitliche Verzögerun-
gen (positiv, null und negativ) und einstellbare Wellenlängen in Pump-Probe-Experimenten
zu ermöglichen. Die ODL besteht aus vier planen Spiegeln aus B4C (50 nm) auf
einem Si-Substrat, die den Photonenstrahl ablenken und parallel zu der magnetis-
chen Schikane installiert werden sollen. Die Spezifikationen der ODL, sowohl aus
mechanischer als auch aus optischer Sicht, werden detailliert beschrieben und durch
Simulationen der Wellenfrontausbreitung, Strahlverfolgung und Finite-Elemente-
Analyse (FEA) unterstützt, um seine Leistung vorherzusagen.

Der erste Spiegel des ODL verfügt über einen feinmotorisierten Mechanismus
für die Drehung um die Längsachse, während der vierte Spiegel motorisierte Bewe-
gungen für die Längsachse, die Querachse und die Hochachse aufweist. COMSOL-
Raytracing-Simulationen bestätigen, dass diese motorisierte Bewegung für die Aus-
richtung der Spiegel ausreichend ist. Der erste Spiegel ist wassergekühlt, um über-
mäßige Hitze zu vermeiden und die spontane Hintergrundstrahlung zu reduzieren.
Die Wärmebelastung und die mechanische Struktur verursachen auf dem ersten
Spiegel (M1) eine Erhebung von 9.5 nm, wie Simulationen ergaben. Die Qualität der
Spiegeloberflächen wurde mit einem Fizeau-Interferometer gemessen. Die Rauheit
wurde vor und nach der Beschichtung mit einem Weißlichtinterferometer gemessen.
SRW-Wellenfrontsimulationen zeigten außerdem, dass die Spiegel eine ausgezeich-
nete Qualität aufweisen und der Strahl dadurch nicht beeinträchtigt wird.

Der European XFEL arbeitet mit einer Repetitionsrate von bis zu 4.5 MHz
und einer Pulsdauer von Femtosekunden, was die Haltbarkeit der Spiegel sowohl
unter Einzel- als auch unten "Multipuls-Bedingungen" vor Herausforderungen stellt.
Wir berechneten die Energiedosis für Einzelschussschäden und stellten fest, dass
die Nutzer bei höheren Energien einige Undulatoren vor dem ODL öffnen soll-
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ten, um Schäden zu vermeiden. Für Multipuls-Bedingungen wurde mit COMSOL-
Wärmeübertragungssimulationen die akkumulierte Temperatur im Laufe der Zeit
bewertet.

Um den Bedenken hinsichtlich einer Beschädigung Rechnung zu tragen, führten
wir Experimente am SQS-Instrument durch, um die Schadensschwellen zu unter-
suchen. Die Ergebnisse zeigten, dass die Fluenzschwelle für die Beschädigung von
B4C (50 nm)/Si-sub bei 1 keV und einem Einfallswinkel von 9 mrad bei 0.34 µJ/µm2

liegt, verglichen mit 0.16 µJ/µm2 für unbeschichtetes Silizium, was die Vorteile von
B4C als Beschichtung unterstreicht. Bei den Experimenten wurden Einfallswinkel
von 9, 15 und 19 mrad erfasst, was zur Messung einer Elektronenkollisionslänge
von 8,6 nm führte, was auf einen verbesserten Wärmetransport durch das Mate-
rial und eine höhere Zerstörungsschwelle hinweist. Diese Ergebnisse liefern wichtige
Erkenntnisse für die Entwicklung widerstandsfähigerer optischer Komponenten in
XFEL-Anlagen.

Darüber hinaus wurden Monte-Carlo-Simulationen und COMSOL-Simulationen
durchgeführt, um die Tiefe des Energieeintrags und die Temperaturprofile über die
Zeit und die Tiefe im Material abzuschätzen. Es wurde ein Sicherheitsdiagramm mit
sicheren Betriebsparametern für künftige ODL-Benutzer erstellt, das Betriebsgren-
zen auf der Grundlage von Photonenenergie und Pulsenergie angibt, um Entschei-
dungen über das Öffnen von Undulatoren zu erleichtern und Spiegelschäden zu ver-
meiden.
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CHAPTER

1
Introduction

Understanding our environment and the materials around us is essential for im-
proving our quality of life. To achieve this, we rely on the field of physics, which helps
us explore the tiny building blocks of the universe, including atoms and molecules.
Many of these structures are too small to be seen with ordinary light, which is why
we need special types of light, like X-rays, that have much shorter wavelengths.
These X-rays can help us see and study things at the atomic level, such as viruses
and bacteria, and are crucial for various scientific fields, including medical research
and materials science [1].

The journey into X-ray science began with the discovery made by Wilhelm Con-
rad Röntgen in 1895. He found a new type of ray that could pass through solid
objects, including the human body, and he called them X-rays. Röntgen quickly
realized the potential of X-rays in medicine, famously taking the first X-ray image
of his wife’s hand shortly after his discovery. Since then, X-rays have been used
not only in medicine but also in many other areas of research. For instance, X-ray
diffraction helped scientists determine the structure of DNA just a few decades later
[2, 3].

Traditionally, X-rays were produced using X-ray tubes, which are quite ineffi-
cient, converting only 1% of electrical energy into X-ray photons. The rest is lost as
heat. However, a significant improvement came in the 1970s with the development
of synchrotron radiation. Synchrotrons are large circular accelerators that speed up
electrons to very high velocities using powerful magnets. As these electrons travel
in circles, they produce extremely bright light, particularly in the X-ray range. This
synchrotron light is millions of times brighter than that from a standard X-ray tube
and can be tuned to specific wavelengths, making it much more useful for research
[2, 3].

The evolution of X-ray sources continued with the invention of free electron lasers
(FELs). The first FEL was developed by John Madey in 1971, and it represented
a major step forward in X-ray technology. FELs can generate extremely short and
intense X-ray pulses, allowing scientists to capture "snapshots" of molecular struc-
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tures in a fraction of a second. This ability to take pictures faster than the processes
that can damage samples has transformed fields like structural biology. Fig. 1.1 il-
lustrates the progression of X-ray sources over the years, highlighting the increasing
brilliance of these technologies and their advancements [1, 2, 4–6].

Figure 1.1: Timeline of X-ray Sources.

There are several FEL facilities around the world, as shown in Fig. 1.2, which
emphasizes their distribution. One of the leading facilities in this area is the Euro-
pean XFEL, which produces X-ray flashes at an astonishing rate of 27,000 flashes per
second. These flashes are a billion times brighter than conventional X-ray sources,
providing unique opportunities for scientists to conduct cutting-edge research, par-
ticularly in understanding the structures of molecules.

A recent advancement in experimental techniques is the implementation of two-
color pump-probe experiments. This approach enables researchers to investigate
complex chemical reactions and material changes with remarkable precision. At
European XFEL, this capability is facilitated by the use of a magnetic chicane and
an Optical Delay Line (ODL) located between the undulator cells, which adjusts
the timing of the photon pulses. These tools provide two synchronized sources
with tunable temporal delays and adjustable wavelengths, opening up exciting new
opportunities for experiments and investigations.

In this thesis, we will explore the importance of the ODL and its configuration,
focusing on the challenges involved in aligning mirrors properly. Using simulations,
we will analyze how small misalignments in the mirrors can affect the quality of
the X-ray beam. Additionally, the materials chosen for the ODL mirrors will be
discussed, including the reasons for selecting silicon and boron carbide (B4C) as
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Figure 1.2: Free electron laser facilities in the world.

well as an explanation of how we manage the heat generated during operation.
A crucial aspect of this research is understanding how much energy the mirrors

can withstand without incurring damage. Given that the ODL mirrors are posi-
tioned very close to the X-ray source, they are exposed to intense light and can be
damaged if not properly managed.

By determining the damage thresholds for B4C coatings on silicon, we aim to
ensure that these optical elements can tolerate the intense conditions created by the
European XFEL.

Additionally, we will investigate a critical parameter known as electron colli-
sion length, which plays a significant role in our research. The electron system
can transport energy well beyond the initial absorption layer during femtosecond
pulse events. In order to design optical components that can withstand higher in-
stantaneous power and optimize scientific instruments for XFELs, it is necessary to
understand the fundamental processes that influence the damage threshold.

This thesis is structured as follows:

• Chapter 2 provides an overview of free electron lasers (FELs), detailing their
operational principles and advantages over synchrotron radiation. It also in-
troduces the European XFEL and its SQS scientific instrument, used in this
research.

• Chapter 3 elaborates on the ODL, discussing its capabilities, benefits, and
challenges, including alignment and durability. This chapter presents simula-
tions predicting the ODL stability and functionality under varying conditions.
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• Chapter 4 describes the damage experiments conducted to determine the
thresholds for materials similar to those used in the ODL, including a com-
parative analysis of substrates with and without coatings.

• Chapter 5 concludes the thesis by summarizing the research findings and
outlining future directions for the ODL, including its manufacturing and in-
stallation, along with potential experiments with using ODL, and additional
damage experiment to investigate electron collision length at varying photon
energies.

In summary, this research aims to enhance our understanding of the optical and
mechanical parameters vital for optimizing the ODL, as well as to identify the critical
parameter of electron collision range, which plays a significant role in determining
the damage threshold. We hope to improve experimental techniques and pave the
way for future discoveries.
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CHAPTER

2
Free Electron Lasers

2.1 Importance of Free Electron Lasers

Science relies on the determination of complex molecular structures in many
fields, including structural biology, materials science, and chemistry which requires
very bright X-ray sources. Traditional X-ray sources, such as medical X-ray tubes,
have limitations in brightness and coherence, making it difficult to investigate molec-
ular and atomic structures in detail. Particle accelerators, particularly electron ac-
celerators, have significantly increased the brightness of X-ray sources, however, a
major step forward has been achieved with the advent of free electron lasers (FELs).

Free electron lasers, which were first proposed by John Madey in 1971, pro-
duce high-intensity, coherent electromagnetic radiation using high-energy electrons
moving through magnetic structures [5]. Unlike conventional lasers that depend
on electronic transitions in atoms or molecules, FELs generate light across a broad
spectrum, from microwaves to X-rays, offering exceptional brightness and transverse
coherence. Additionally, FELs are capable of producing ultrashort pulses of X-ray
light, often on the order of femtoseconds, making it possible to capture dynamic
processes that occur on extremely short time scales. This unique combination of
brightness, transverse coherence, and ultrashort pulses makes FELs an invaluable
tool for investigating structural dynamics at the atomic and molecular levels.

X-ray free electron lasers (XFELs) represent a significant advance in the de-
velopment of X-ray sources, providing unique capabilities that are expanding the
boundaries of science. XFELs are distinguished by three extraordinary properties:

1. Extreme Peak Brightness: The peak brilliance of XFEL pulses is approxi-
mately 100 million to a billion times higher than synchrotron X-rays, providing a new
method for mapping atomic details and determining the composition of molecules.
Scientists utilize this exceptional brightness to create three-dimensional images of
viruses, cells, and nanomaterials, enabling groundbreaking discoveries in structural
biology and beyond. The European XFEL, for instance, facilitates studies ranging
from the mapping of virus structures to the exploration of processes occurring deep
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within planets [7–9].
2. Ultrashort Pulses: XFEL pulses are impressively short, lasting only a

few femtoseconds. These ultrafast temporal flashes allow researchers to capture
chemical reactions in real-time, observing the formation and breaking of chemical
bonds. Techniques such as "diffract-before-destroy" take advantage of these short
pulses to probe samples before they are destroyed, protecting the integrity of the
data and providing insights into dynamic processes at the atomic level [10, 11].

3. Transverse Coherence: The transverse coherence of XFEL pulses means
that the waves of the laser light are in phase and reinforce one another, enhancing the
quality and applicability of the radiation for experimental purposes. This coherence
enables the development of imaging methods with higher spatial resolution and
contrast sensitivity, as well as photon correlation spectroscopy methods for studying
the dynamic properties of soft matter and amorphous materials. High-resolution
imaging of single particles and nanomaterials, alongside the investigation of dynamic
processes, is evidence of the transformative potential of XFELs. However, compared
to conventional optical lasers, the longitudinal coherence of an X-ray SASE FEL is
relatively poor, due to its start-up process, which is driven by random electron
density fluctuations (shot noise) within the electron bunch [12, 13].

The operational XFEL facilities around the world, such as those in Germany
(European XFEL in Schenefeld and FLASH at DESY in Hamburg), in Italy (FERMI
at Elettra in Trieste), in the US (LCLS at SLAC in California), and in Japan
(SACLA at the RIKEN Harima Institute in Hyogo), emphasize the importance
and widespread adoption of this advanced technology throughout the world [1].
These facilities empower scientists to push the boundaries of knowledge, opening
new possibilities in our understanding of the microscopic and ultrafast processes in
the natural world.

2.2 Principle of Free Electron Lasers and SASE
Radiation

The X-ray radiation generation in a FEL facility begins with the creation of
electron bunches. Electrons are generated via the photoelectric effect: a cathode
is illuminated by an ultraviolet laser pulse, ejecting billions of electrons per laser
pulse. Each electron bunch is then accelerated to nearly the speed of light (v ≃
c) by high-frequency electromagnetic fields using a radiofrequency (RF) electron
gun. Due to their identical negative charges, electrons within a bunch repel each
other. To counteract this and maintain a compact longitudinal bunch structure,
strong accelerating fields are applied. Additionally, magnetic fields produced by
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solenoids (two coils surrounding the electron gun) provide transverse focusing of
the electrons, ensuring they remain tightly confined. Each dense bunch typically
contains approximately 109 electrons, and thousands of ultraviolet laser pulses per
second are converted into these dense electron bunches.

The electron bunches are then injected into a linear accelerator (LINAC), where
they are accelerated to high energies using radiofrequency (RF) cavities. This ac-
celeration process produces electron bunches with a mean energy Ee = γmc2 and
momentum p = γmv, where γ = 1√

1− v2
c2

is the Lorentz factor, m is the electron rest

mass, and c is the speed of light in vacuum. The electron energy typically ranges
from a few hundred MeV to several GeV, depending on the desired FEL wavelength.
For the European XFEL, the electron energy can reach up to 17.5 GeV [14]. Fig.
2.1 illustrates the basic components of an FEL, including the electron gun, linear
accelerator, and undulator.

Another component of the FEL system is the bunch compressor (BC), which
shortens the electron bunches to achieve ultra-short temporal durations and signifi-
cantly increases the peak current by exploiting the beam correlated energy spread.
BC systems are specifically developed for use within the linear accelerator tunnel
and are designed with an asymmetric four-dipole chicane configuration [15].

Figure 2.1: The fundamental components of a free electron laser: an electron gun,
a linear accelerator, and an undulator.

Following acceleration, the electron bunches are directed into an array of undu-
lators to generate X-ray pulses. An undulator is composed of a series of alternating
permanent magnets that create a periodic magnetic field. As the relativistic electron
bunches traverse this field, they undergo transverse oscillatory motion due to the
Lorentz force:
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F = dp
dt

= −e(v × B) (2.1)

where B is the magnetic field:

B = B0 sin(2πz/λu)ŷ (2.2)

here, λu is the undulator period, z is the axial coordinate, and B0 is the peak
undulator magnetic field strength [1, 5, 16].

The oscillatory motion induced by the undulator causes the electrons to emit
X-ray light in a process known as "spontaneous radiation". The on-axis wavelength
of the radiation is:

λ(θ = 0) = λu

2γ2 (1 + K2

2 ) (2.3)

where K = eB0λu

2πmc
is the undulator parameter.

The key difference between XFELs and synchrotrons lies in the microbunching
process (see Fig. 2.2) within the undulator section, which is approximately 200 m
long at the European XFEL, depending on the beamline.

Figure 2.2: The periodic arrangement of magnets in the undulator causes the
electron bunch to develop microbunching, with the distance between adjacent mi-
crobunches corresponds to the emitted wavelength, λ.

The electrons oscillate through the periodic magnetic field of the undulator
(blue line in Fig. 2.3), emitting an initial wave of radiation (radiated electric
field Ex), which interacts with the transverse component of the electron velocity
vx = Kc

γ
cos(2πz

λu
). This interaction introduces a feedback mechanism where the ra-

diated field alters the electron distribution.
The energy exchange between the electrons and the electric field is described as:

dEe

dt
= v · F (2.4)

For a co-propagating electromagnetic wave, the electric field can be expressed
as:
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Figure 2.3: The microbunching mechanism. As the electron beam travels along
the undulator in the z-direction, it oscillates transversely in the x-direction due to
the periodic magnetic field. This oscillation generates an electromagnetic wave Ex

(orange curve), which interacts with the transverse velocity vx of the electrons (blue
curve). The energy exchange between Ex and vx leads to phase alignment among
electrons, creating microbunches [1].

E = E0 cos(kz − ωt+ ϕ0)x̂ (2.5)

where E0 is the initial electric field amplitude, k = 2π/λ is the wave number of
the radiation field, ω = kc is the angular frequency, and ϕ0 is relative phase to the
electron oscillation. The rate of energy exchange is expressed as:

dEe

dt
= −ev · (E + v × B) = −ev · E (2.6)

where v·(v×B) is identically zero by vector theorem. Substituting the transverse
velocity (vx) and radiated field (Ex) terms, the energy exchange becomes:

dEe

dt
= −eE0Kc

γ
cos (kuz) · cos (kz − ωt+ ϕ0) (2.7)

Using the trigonometric expression cosA cosB = 1
2 [cos(A−B) + cos(A+B)],

this simplifies to:

dEe

dt
= −eE0Kc

2γ (cos(ψ) + cos(χ)) (2.8)

ψ = (k + ku)z − ωt+ ϕ0 (2.9)
χ = (k − ku)z − ωt+ ϕ0 (2.10)

The dynamics of this energy exchange are characterized by two phases, ψ and
χ. The ψ term varies slowly over many undulator periods, leading to a continuous
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unidirectional energy exchange, whereas the χ term varies rapidly.
The first term in Eq. 2.8 will provide a continuous energy transfer if cos(ψ) is

positive and remains constant along the entire undulator (i.e. independent of time),
with the optimum phase being ψ = 0 or ψ = ±n2π. The electrons move along the
undulator with an average longitudinal velocity z(t) = vzt and get

ψ = (k + ku)vzt− ωt+ ϕ0 = const (2.11)

or

dψ

dt
= (k + ku)vz − kc = 0 (2.12)

The condition ψ = const can only be fulfilled for a certain wavelength, which is
exactly the same as the light wavelength observed in undulator radiation. This fact
is the reason why spontaneous undulator radiation can serve as seed radiation in an
FEL (for the detailed calculation one can see Ref.[5]).

λres = λu

2γ2 (1 + K2

2 ) (2.13)

Depending on the relative phase of the electrons to the co-propagating wave,
some electrons gain energy from the radiation field while other electrons lose energy,
leading to their acceleration or deceleration. If Eq. 2.12 is satisfied, the energy
exchange oscillates rapidly according to cos(χ) around cos(ψ). In regions where
θ = ψ + π/2 falls within specific ranges, depending on their phase, electrons will
either gain or lose energy:

• −π < θ < 0: Electrons gain energy from the field.

• θ = 0: The average energy exchange is zero.

• 0 < θ < π: Electrons lose energy to the field.

Since the electron bunch is much longer than the radiation wavelength, all phases
θ are initially uniformly populated. This uniform distribution leads to a periodic
sequence of regions where electrons (on average) gain or lose energy along the bunch.
Despite the local energy exchange, the net energy transfer remains zero, as the
number of electrons gaining energy equals those losing energy.

As the electron bunch travels through the undulator, it develops a periodic en-
ergy modulation due to this energy exchange. After a certain undulator distance,
this energy modulation evolves into a density modulation as electrons shift their
longitudinal positions.

This energy modulation alters the resonance condition for θ = const, causing
a non-uniform phase shift dθ

dt
along the bunch. Consequently, the uniform phase
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distribution transforms into a non-uniform one. Thus electrons begin to develop a
reduced charge density in some axial positions and an increased charge density in
others. This process initiates microbunching within the larger electron bunch.

As the electrons travel further through the undulator, this microbunching inten-
sifies. Regions with higher electron density facilitate a stronger interaction with the
electromagnetic field, enhancing the net energy transfer. The electron bunch pro-
gressively loses its average energy, while the radiation intensity grows exponentially
along the undulator.

This feedback process amplifies the electron density modulation and the emitted
radiation power until saturation is reached, characterized by maximum peak power
and transverse coherence.

This mechanism, where lasing begins with spontaneous emission of undulator
radiation driven by random density fluctuations and transitions into exponential
growth of density modulation and transverse coherent radiation, is known as Self-
Amplified Spontaneous Emission (SASE) [1, 4, 5, 17, 18].

The evolution of radiation in a FEL can be summarized in three distinct regimes:
linear growth, exponential amplification, and saturation.

Linear Growth: In a short undulator, the emitted radiation is known as spon-
taneous radiation, and its power scales with Ne, the total number of electrons in the
bunch. For short distances, the radiated energy grows linearly with the undulator
length. This is the initial stage where the interaction between the electrons and the
radiated field is weak, and the electron density remains randomly distributed.

Exponential Amplification: As the electrons continue through the undulator,
their density modulation increases due to energy exchange between the radiated
electric field and electron. This phenomenon, known as microbunching, aligns more
electrons in phase with the emitted radiation, leading to coherent emission. The
radiated field grows proportionally to the number of participating electrons, Ne, and
the radiated power scales as N2

e , results in exponential growth. As illustrated in Fig.
2.4, the radiated power transitions from linear growth to exponential amplification.
During this stage, the initially random distribution of electrons becomes increasingly
organized into well-defined microbunches, with more electrons contributing to the
coherent emission.

Saturation: The process ends in the saturation regime, where the electron
bunch reaches maximum density modulation. At this point, the radiated power
and transverse coherence are at their highest levels. Further passage through the
undulator does not enhance the radiation.

In the end, the electrons are no longer needed and are captured by an "electron
dump". Bending magnets guide the electrons into a chamber beneath the tunnels,
where they enter tubes filled with graphite to safely absorb their remaining energy.
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Figure 2.4: Power gain curve for an XFEL. 1. No density modulation within the
electron bunch. 2. Emergence of density modulation and exponential growth of ra-
diated power 3. Saturation characterized by nearly full electron density modulation,
maximum radiated power, and full transverse coherence.

2.3 European XFEL

The European X-Ray Free Electron Laser (European XFEL) is an advanced X-
ray research facility commissioned in 2017. The facility is located underground and
extends over 3.4 kilometers (Fig. 2.5) [19, 20].

It starts with an electron injector made of cesium telluride (CsTe2) at DESY in
Bahrenfeld-Hamburg. This injector produces and injects electrons into a 1.7 km-
long linear accelerator with superconducting RF cavities, accelerating them to an
energy of up to 17.5 GeV. The use of superconducting acceleration elements de-
veloped at DESY allows for up to 27,000 repetitions per second. This increase in
energy is achieved through a sequential series of structures called cavities, made
of niobium (Nb), which becomes superconducting at ultra-low temperatures. The
European XFEL accelerator cavities are cooled to -271°C using liquid helium. Af-
terward, accelerated electrons are introduced into undulators and follow zigzag tra-
jectories, resulting in the emission of X-rays with wavelengths ranging from 0.05 nm
(SASE2) to 4.7 nm (SASE3) [22]. These X-rays travel through 1 km-long photon-
transport tunnels equipped with various X-ray optics elements, finally arriving at
the experimental hall of the European XFEL headquarters in Schenefeld. Here, the
experimental stations, laboratories, and administrative buildings are located.

During normal operation, the European XFEL generates up to 27,000 bunches
per second, significantly more than the 60 to 120 bunches produced by other XFELs.
The bunches are arranged into 10 trains per second, each containing 2,700 bunches,
with a time separation between bunches of 222 ns, which corresponds to a frequency
of 4.5 MHz [23]. Fig. 2.6 displays the pattern and timing of the bunch trains.
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Figure 2.5: Aerial view of the European XFEL[21].

Figure 2.6: X-ray pulse pattern of European XFEL.

The X-ray pulses produced by the European XFEL are shorter than those from
most other X-ray sources. The high pulse energy and femtosecond duration (10 -
100 fs) of the X-ray pulses, along with their coherence, provide entirely new research
opportunities, such as structural studies of individual biomolecules, which are not
feasible with current third-generation light sources [5]. During the past year, this
multinational and multidisciplinary facility delivered 4896 hours of accelerator time
for user experiments.
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2.3.1 SQS Beamline

The European XFEL operates three self-amplified spontaneous emission (SASE)
branches, designated as SASE1, SASE2, and SASE3. SASE1 and SASE2 provide
hard X-ray radiation, covering the range from approximately 3 keV to 25 keV, while
SASE3 produces soft X-rays at energies ranging from roughly 250 eV to 3 keV. Each
SASE is significantly longer than the saturation length, enabling special modes of
operation, such as self-seeding for the hard X-ray undulators and two-color opera-
tion at SASE3 [24–28]. Currently, the European XFEL possesses seven instruments
in its underground experimental hall: two for SASE1, two for SASE2, and three for
SASE3. Each instrument is optimized for specific experimental purposes and is per-
manently assigned to one of the facility’s beamlines to meet the unique requirements
of different experiments. One of the key instruments at SASE3 is the Small Quan-
tum Systems (SQS), which is dedicated to investigating fundamental light-matter
interactions on isolated species in the gas phase, including atoms, molecules, ions,
and nanoparticles in the soft X-ray regime.

Research at SQS primarily focuses on non-linear phenomena such as multiple
ionization and multi-photon processes, as well as time-resolved experiments following
dynamic processes on the femtosecond timescale. Coherent scattering techniques are
also employed to study larger systems, such as ions, clusters, nanoparticles, and large
biomolecules. The use of soft X-rays facilitates precise control of electronic subshell
excitations in atomic targets and enables site- or element-specific excitations in
molecular systems.

One notable kind of experiment conducted at SQS is the two-color pump-probe
experiment. In these setups, high-intensity X-ray pulses drive the system into highly
excited states or initiate non-linear X-ray processes, while synchronized optical laser
pulses manipulate electronic states and nuclear dynamics. Probing the interaction
of the X-ray FEL with the sample is achieved through either direct coherent X-
ray scattering to obtain structural information or through various spectroscopic
techniques based on electron, ion and fluorescence detection.

The SQS instrument specifications include a photon energy range from 250 eV
to 3000 eV, a tunable focus size between 1 and 3 µm, and a pulse duration of 25 fs
under normal operation. Polarization is currently horizontally linear, additionally,
linear horizontal, vertical or circular polarization will be operational following the
commissioning of APPLE-X undulators in 2025. The number of pulses per train is
adjustable, with up to 300 pulses at a repetition rate of 1.1 MHz.

The beam transport system at SQS allows for the use of either the direct beam
from the variable-gap SASE3 undulator or a reduced-bandwidth beam from the soft
X-ray grating (Fig. 2.7) [29]. A Kirkpatrick–Baez (KB) bendable high-polished
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mirror system ensures precise focusing, capable of reducing the beam to spot sizes
as small as 1 µm. Various diagnostic devices are installed both upstream and down-
stream of the interaction regions to monitor key FEL radiation properties, such as
pulse energy, pulse duration, arrival time, spectral distribution, and focal spot size,
ensuring precise control throughout experiments.

Figure 2.7: Beam transport layout for the SQS branch of the SASE3 beamline
(out of scale).

2.3.1.1 SQS Bendable Kirkpatrick–Baez (KB) Mirrors

One of the key optical components in the SQS instrument is the Kirkpatrick–Baez
(KB) mirror system, which can focus X-rays to very small spots, often down to the
micrometer scale. Since KB mirrors play a critical role in both our simulations
and experiments, and will be discussed further in subsequent chapters, we introduce
them briefly here.

A KB system consists of two crossed, elliptically shaped mirrors, as shown in Fig.
2.8. Each mirror surface is polished to an elliptical shape, designed with the first
focal point at the radiation source, such as the undulator exit, and the second focal
point at the sample position. Because manufacturing ellipsoidal surfaces with two
principal curvature planes is challenging, each mirror is curved only in one plane,
and the two are arranged perpendicular to each other [30].

The geometry of a KB mirror system is based on an elliptical shape, with the
ellipse described by the relation z2

a2 + x2

b2 = 1, as shown in Fig. 2.9. The dimensions
of the ellipse are defined in terms of the grazing incidence angle θ and the distances
p and q from the center of the mirror to the source point and the focal point,
respectively, where a = 1

2(p+ q) represents the semimajor axis, and b = [a2(1−e2)] 1
2

represents the semiminor axis. The eccentricity e is given by e = 1
22a[p2 + q2 −

2pq cos(π − 2θ)] 1
2 [32, 33].

The design parameters for each mirror (p, q, θ) are tailored to the specific beam-
line requirements or experimental application. The SQS KB mirror system consists
of two approximately 1-meter-long bendable mirrors, allowing for adjustments in
beam size and focal position. Both the VKB (vertically focusing Kirkpatrick–Baez)
and HKB (horizontally focusing Kirkpatrick–Baez) mirrors operate at a nominal
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Figure 2.8: Schematic of KB focusing geometry, illustrating a vertically focusing
(VKB) and horizontally focusing (HKB) KB mirror arrangement [31].

Figure 2.9: Elliptical mirror geometry, illustrating the semimajor axis a, semiminor
axis b, source-to-mirror distance p, focal length q, and grazing incidence angle θ.

grazing angle of 9 mrad. This angle provides reasonable geometric transmission and
high reflectivity for photon energies up to 3 keV, achieved with a B4C coating [29,
34].

For example, in the SQS instrument, the VKB mirror is configured for a source
distance p =432.7308 m, a focal length q =3 m. The HKB mirror, meanwhile, has
parameters of p =433.9308 m, q =1.8 m. These parameters are adopted for the
simulations described in the following chapters.
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CHAPTER

3
Optical Delay Line

3.1 Motivation and Pump-Probe Experiment

An essential technique for investigating electron and nuclear dynamics in quan-
tum systems is the pump-probe experiment. This method is vital for scientists
aiming to understand chemical reactions and how molecules work in complex ways.
Femtosecond pump-probe spectroscopy, whether in condensed matter, gas phase,
or liquid, has led to significant advancements in biology, chemistry, and materials
science [35–46].

In a typical pump-probe experiment, the first pulse acts as the pump, while the
second serves as the probe. Because of their differing energies and wavelengths, this
experiment is also known as a two-color experiment. The procedure begins with
an intense pump pulse that excites the system, promoting a molecule to a higher
energy state and thereby driving the system into a non-equilibrium state. This
excitation may involve transferring electrons from bonding to anti-bonding orbitals,
consequently weakening atomic bonds. The excited molecules can undergo various
subsequent processes, such as vibrations, relaxation, or dissociation. Scientists are
particularly interested in the events that occur after the pump pulse. The second
pulse, known as the probe, detects changes in the molecule electronic and nuclear
structure and dynamics resulting from the pump interaction. In these widely utilized
experiments, the pump pulse initiates a non-equilibrium process in the excited or
ground state of the system, while the delayed probe pulse keeps track of the time
evolution of system. By extending the pump-probe technique to subfemtosecond
timescales, we can probe the motion of valence electrons within quantum systems
[41, 45].

In many cases, the pump source is an optical laser, such as UV or IR, while the
probe is an X-ray source. This combination facilitates the understanding of complex
chemical phenomena in the condensed phase, particularly with the advancements
in high-intensity, commercially available, and tunable ultrafast laser systems [37].
Following photoexcitation with an optical pump pulse, X-ray absorption and emis-
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sion spectra of ultrafast photochemical processes can be measured. Additionally,
optical-pump X-ray-probe experiments allow for the measurement of coherently cou-
pled electronic and atomic motions, as well as ultrafast electron delocalization in
complex photochemical phenomena [36, 42, 43, 45–50].

However, a significant limitation of this approach is that femtosecond optical
and IR spectra are only sensitive to valence charge distributions at specific atomic
sites. Recent advancements in generating tunable, high-intensity, time-delayed, fem-
tosecond X-ray pulse pairs have been achieved at various XFEL facilities world-
wide. These technological innovations have made it possible to conduct X-ray-
pump X-ray-probe experiments that study nuclear and electronic dynamics at dif-
ferent atomic sites in small molecules, utilizing various electron ionization detection
schemes. Two-color X-ray photon correlation techniques have been applied to mea-
sure non-equilibrium structure correlations over short length scales in both solutions
and solids. When either the pump or probe pulse is tuned to X-ray wavelengths,
the interaction with highly localized core-level electrons is significantly enhanced,
making it possible to determine the density of electrons at specific atomic sites.
This technique is routinely applied to track photo-induced chemical and material
transitions on femtosecond timescales [35, 37, 40, 44, 51–53].

As an illustrative example, consider a halogenated polyethane (PE), denoted as
ICnH2nCl, consisting of a carbon chain with chlorine and iodine atoms attached (see
Fig. 3.1). The pump pulse can be tuned to approximately 630 eV to specifically
target the iodine atom, creating a core hole (3d) by removing an electron. At this
energy, the photoionization cross-section at the iodine site is over ten times higher
than the chlorine site [54–56].

Following ionization of the iodine atom, electronic relaxation occurs via Auger
decay, generating a positive charge at the iodine site. In cases of multi-photon
processes leading to multiple ionization, the positive charge accumulation at the
iodine site can be even higher. This buildup of positive charge triggers electron
rearrangement and charge transfer processes, which can be monitored by the probe
pulse.

The probe pulse, tuned to approximately 250 eV, enhances ionization at the
chlorine site. This adjustment modifies the local charge surrounding the chlorine
atom, affecting its electron binding energy (2p). By measuring the electrons emitted
from the chlorine atom at various time intervals, researchers can track the movement
of charge through the molecule, monitoring charge redistribution and electronic
rearrangements in response to the initial ionization.

The local charge at the chlorine site changes based on charge propagation during
the pump-probe delay, which is reflected in the variations in chlorine electron binding
energies. Monitoring electron emissions within energy ranges specific to the chlorine
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Figure 3.1: Structure of ICnH2nCl, showing selective ionization of iodine at 630 eV
and chlorine at 250 eV for charge dynamics studies based on Ref. [54–56].

atom enhances the probe site selectivity.
At longer timescales, molecular fragmentation can occur, enabling the examina-

tion of the resulting fragments and allowing the probe to investigate fragments con-
taining chlorine. The absorption of probe photons by these fragments may produce
effects distinct from those observed when photons are absorbed by the intact par-
ent molecule, including more pronounced secondary fragmentation. Consequently,
a two-color, time-dependent study can provide insights into both charge migration
and the dynamics of radiation damage propagation.

Given the high number of X-ray pulses—up to 27,000 per second—researchers
can capture a wealth of data. By correlating electron emissions with specific ion
fragments, they can gain deeper insights into molecular behavior. The experiment
is capable of measuring extremely short timescales (on the order of femtoseconds),
facilitating an understanding of how quickly information regarding changes prop-
agates through the molecule. Selectively exciting different regions of the molecule
allows for a detailed analysis of atomic interactions.

At the European XFEL, scientists aim to understand complex molecular in-
teractions and the energy distribution throughout a molecule post-excitation. To
facilitate this, modifications are made to the SASE3 undulator, including the instal-
lation of a Magnetic Chicane (MC), which deflects electrons, and an Optical Delay
Line (ODL), which deflects photons, to achieve two tunable wavelengths and enable
the X-ray pump X-ray probe technique. The high-intensity of XFEL pulses and high
repetition rate enable scientists to capture the sequence of events in ionization and
access the dynamics of this process by varying the time delay between the pump
and probe, and by adjusting the power of the MC. Additionally, by altering the
parameters of the undulators upstream and downstream of the MC and ODL, it is
possible to tune the wavelength for each pulse, allowing excitation at well-defined
atomic positions. The details of the ODL will be discussed further in this chapter.
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3.2 Optical Delay Line and its Specification
To facilitate a two-color pump-probe experiment, a Magnetic Chicane (MC) was

installed between the SASE3 undulators, consisting of 11 undulator cells upstream
and 10 cells downstream. Fig. 3.2 illustrates the structure of the magnetic chicane.

Figure 3.2: Magnetic chicane installed in SASE3, featuring four dipole magnets
(blue devices shown) that horizontally deflect the electron beam.

In this setup, electrons pass through the first undulator (U1), generating the
first wavelength of X-ray radiation (λ1). This X-ray radiation then travels along the
beamline while the electron bunches are deflected by the magnetic chicane, which
introduces a time delay between emissions. Subsequently, the bunches of electrons
enter the second undulator (U2), producing the second wavelength (λ2) (see Fig.
3.3a). This setup enables the generation of two wavelengths with different X-ray
energies.

By adjusting the magnetic chicane power, one can vary the deflection of the
electrons, creating a delay in their arrival at U2. This delay can reach several
picoseconds, depending on the energy of electrons. However, using only the magnetic
chicane does not allow for the simultaneous overlap of photon pulses from both
colors (zero time delay) or for obtaining photon pulses of color2 before those of
color1 (negative delay). This limitation led to the development of the Optical Delay
Line (ODL) (see Fig. 3.3b).

The ODL consists of four flat silicon mirrors coated with 50 nm of B4C, designed
to deflect photons. These mirrors will be positioned in the middle of the MC. In
this configuration, electrons first pass through the undulator (U1), where the first
color of X-ray radiation is generated. After exiting U1, both the electron beam
and the photon pulses of color1 travel together. As the electrons pass through the
MC, they are deflected horizontally by the first two dipole magnets, moving at least
3 mm away from the X-ray radiation. Simultaneously, the photon pulses of color1
are deflected vertically by the first two mirrors of the ODL and then redirected back
to the main path by the last two mirrors. This arrangement introduces a temporal
delay of 200 fs for the photon pulses of color1. By passing through the last two dipole
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(a) With magnetic chicane.

(b) With magnetic chicane and optical delay line.

Figure 3.3: Schematic illustration of a simple two-color FEL set-up with (a) mag-
netic chicane, (b) with magnetic chicane and optical delay line.

magnets of the MC, the electrons return to the main path, traveling alongside the
photon pulses of color1. If the temporal delay for the electrons reaching U2 is less
than 200 fs, they arrive earlier and generate the photon pulses of color2, resulting in
a negative delay. If the temporal delays of the MC and ODL are equal, both colors
will overlap. Conversely, if the temporal delay introduced by the MC exceeds 200 fs,
the first color will reach the end of the beamline before the second color, resulting
in a positive delay. Thus, the ODL allows for negative, zero, and positive delays. It
provides a fixed negative delay of 200 fs, while adjustments to the power of the MC
can modify the overall time delay.

Fig. 3.4 and Table 3.1 illustrate the orientation of the mirrors. Mirror1 (M1)
and mirror2 (M2) are separated by a gap of approximately 3 mm. The dimensions
of each mirror are 140 × 40 × 20 mm (length × width × thickness).

Parameter Value
Mirror physical length, L 140 mm
Distance (M1 to M2), d12 185 mm
Minimum optical path length 650 mm
Grazing incidence angle, θ 9 mrad
Gap, g 3.331 mm

Table 3.1: Specification of ODL.
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Figure 3.4: Optical delay line layout.

3.2.1 Time Delay

ODL mirrors cannot adjust the temporal delay between two wavelengths; they
provide only a fixed negative delay. The temporal delay induced by the ODL can
be determined by:

∆t = 2g
c(sin(2θ) − tan(2θ)) = 2g

c

(
1 − cos(2θ)

sin(2θ)

)
≈ 2g

c
θ (3.1)

Where c = 299, 792, 458 m/s is the speed of light. The temporal delay is calcu-
lated using the gap g = 3.331 mm between the mirrors and the grazing incidence
angle θ = 9 mrad indicated in Table 3.1. These values can be substituted into the
equation above as follows:

∆t ≈ 2 × 3.331 × 10−3

299, 792, 458 × 0.009 (3.2)

which results in a temporal delay of approximately 200 fs.
As previously described, the overall delay can be changed by adjusting the power

of MC. The maximum delay of the electron beam depends on its energy. The MC
displaces the electron beam horizontally, while the ODL is installed vertically to
displace the photon beam along the vertical axis.

When the ODL is inserted, a minimum displacement of the electron beam is
necessary to maintain a safety distance of at least 3 mm from the mechanical com-
ponents and mirrors, preventing damage to the electron beam [57]. To further
increase safety, an additional 2 mm of separation between the edge of the mirror
and the electron beam is recommended. This results in a total minimum safety dis-
tance of 5 mm between the optical beam and the electron beam. Consequently, the
clear apertures1 of the mirrors must be positioned very close to their physical edges.
The negative delay is less than 200 fs, ranging from -133 fs to 430 fs for 14 GeV, as
shown in Fig. 3.5b [56]. The solid blue line represents the delay achievable using the

1Clear aperture refers to the specific area on the mirror surface where the reflection of light
occurs.
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MC without the ODL inserted. The orange line represents the delay after the ODL
is inserted. Changing electron energies affects the maximum possible delay, while
the minimum remains constant. Therefore, at higher energies, the maximum delay
possible will be lower, while at lower energies, it will be higher (see Fig. 3.5a and
Fig. 3.5c) [54, 56]. The blue curve remains accessible even if the ODL is retracted,
but crossing the zero delay is not possible in this scenario.

3.2.2 Mechanical Specifications

Some motorized and manual adjustments for the ODL are implemented to achieve
precise alignment of the mirrors and ensure an aligned beam spot. Each mirror al-
lows for manual adjustments in all directions, while selected mirrors are equipped
with motorized controls. Due to space limitations within the ODL setup, it is not
feasible to have motorized movements for all mirrors, so we prioritize motorized
control where the need for precise adjustments is critical.

The initial alignment will be carried out in the lab, but if the mirrors become
misaligned during transportation or installation, the motorized adjustments allow
us to correct this during the commissioning period. Given the considerable dis-
tance between the mirrors and the experimental hall, even minor misalignments can
significantly shift the beam position. For this reason, achieving fine resolution in
movement and rotation is essential. The selection of the motorized adjustments
was decided by the availability of motors with specific resolutions and ranges in the
market. The mechanical group reviewed and suggested options with better reso-
lutions and ranges, which were then evaluated to determine whether they met the
alignment requirements of the system. In the following sections, we discuss whether
the resolution of these movements is adequate to maintain alignment throughout
the beamline.

Mirror M1 is equipped with a motorized fine pitch rotation, achieving a reso-
lution of 0.1 µrad and a repeatability of 0.2 µrad. Mirror M4 includes motors for
pitch and roll rotation, as well as vertical movement, with a resolution of 2 µrad
in pitch and roll, and 0.25 µm in vertical movement; its repeatability is 4 µrad in
pitch and roll, and 0.5 µm in vertical. The fine pitch adjustment on M1 is crucial
due to the significant distance of the ODL from the experimental hall, while M4
allows for coarser pitch rotations. It is only possible to manually align mirrors M2
and M3 independently. The ODL chamber is designed to support all degrees of
freedom, facilitating both manual and motorized adjustments in any direction. The
next section will explore the adequacy of these degrees of freedom and the mirror
movements. Table 3.2 lists the motorized movements.

A pre-alignment of the ODL will be conducted in the lab prior to its installation
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Figure 3.5: Time delay achievable at different energies.
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Movement Resolution Range
M1 - pitch rotation 0.1 µrad ± 50 mrad
M4 - pitch rotation 2 µrad ± 50 mrad
M4 - roll rotation 2 µrad ± 50 mrad
M4 - vertical movement 0.25 µm ± 2.5 mm
ODL - pitch rotation 1 µrad ± 12.5 mrad
ODL - roll rotation 4 µrad ± 12.5 mrad
ODL - vertical movement 1 µm ± 5 mm
ODL - horizontal movement 25 µm ± 12.5 mm

Table 3.2: Motorised degrees of freedom.

in the tunnel, utilizing autocollimators, laser trackers, or measuring arms for preci-
sion alignment. Diagnostic equipment will be employed for mirror alignment within
the ODL. YAG screens will be installed in front of mirrors M1, M2, and M4, as well
as after M4, allowing for step-by-step beam tracking and alignment of all mirrors.
A series of cameras will be positioned on the side of the chamber to monitor the
YAG screens, as discussed in the following sections.

For the mirror holding system, as shown in Fig. 3.6 and 3.8, a slot is designed
on each side of the mirrors to hold them. Additionally, the holders can be manu-
ally adjusted to micrometer precision in the vertical direction and to hundreds of
microradians in angular adjustments.

(a) M4 holder. (b) M2 holder.

Figure 3.6: Schematic of the mirror holding system, featuring two slots designed
for securing the mirrors. The left image shows the holder and mirror M4, which has
motorized motion for alignment adjustments: two rotations (pitch rotation axis:
perpendicular to the beam direction, roll axis: along the beam direction) and one
vertical movement. The center of rotation is at the center of the mirror surface. The
right image displays the holder and mirror M2. The holder components are shown
in orange. Mirrors M2 and M3 are positioned upside down and, since they are fixed,
do not have motorized movement. Diagram drawn by FMB-Berlin[58].
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The cooling system for the first mirror is integrated into the holding system,
consisting of a nickel-coated copper bar mounted 100 µm from the mirror, with the
gap filled with eutectic material (see Fig. 3.8 and Fig. 3.35).

Additionally, a B4C mask is installed upstream of the ODL to limit thermal
power from spontaneous radiation on M1 and to protect the mirror and mechanics.
This mask consists of two movable parts that allow the gap to be opened or closed.
Another B4C mask, which also holds a YAG screen, is located at the end of the
chamber.

The mechanical components will be manufactured by FMB-Berlin, with comple-
tion expected by the beginning of 2025.

Figure 3.7: ODL mechanical conceptual design. The X-ray beam enters from the
left side of the figure. Mirrors M2 and M3 are fixed. A B4C mask is installed up-
stream of the ODL to limit thermal power from spontaneous radiation impacting
M1, thereby protecting both the mirror surface and associated mechanical compo-
nents. Drawn by M.Planas, European XFEL.

3.3 Ray-Tracing Simulation

The first pulse (source S1) is produced by the last closed cells of the upstream
undulators (U1), while the second pulse (source S2) originates from the last down-
stream undulator cells (U2). Both pulses pass through the entire beamline, including
the KB mirrors, and are focused at the sample position of the SQS instrument [24,
29]. The SQS KB-mirrors are bendable and can be adjusted to various source dis-
tances. However, only one of the two sources can be efficiently focused at the sample
position. If we aim to tune KB-mirrors to image one of the two sources at one spe-
cific position, the image of the other one will be shifted to a different position in
the beam direction, thus practically increasing the beam spot of the image [56].
On the other hand, the ODL is approximately 500 meters away from the sample.
Thus, misalignment of a mirror in the ODL will significantly shift the focus spot.
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Figure 3.8: Drawing of the mirror mount for the ODL mirror. A YAG screen is
mounted in front of the mirror for future alignment and beam tracking purposes. A
cooled copper bar is attached to the side of the mirror to manage heat dissipation.
Drawn by M.Planas, European XFEL.

Additionally, this misalignment causes the focus spot from source S1 to move away
from its nominal position, raising concerns about its displacement.

We used ray-tracing simulations to track the beam path and assess how mirror
movements or rotations impact the beam position and size. Modeling in COMSOL
Ray Optics Module allows us to directly observe these effects, which is especially
useful given the complex beamline configuration that can be challenging to calculate
analytically.

The Ray Optics Module in COMSOL Multiphysics enables a ray-tracing ap-
proach that leverages Finite Element Method (FEM) implementations, commonly
used for engineering problems, which can also be applied to X-ray optics [59]. Com-
bining the Ray Optics Module with other modules in the COMSOL product suite
allows ray tracing within temperature gradients and deformed geometries, enabling
accurate structural-thermal-optical performance analysis within a single simulation
environment—an approach that would be highly complex to implement analytically.

COMSOL Ray Optics Module was chosen because it enables seamless integration
of the SQS KB mirrors, facilitating precise adjustments to their focusing parameters.
This setup allows us to readily calculate the resulting focused beam position and
quickly test variations in ODL mirror movements to observe their effect on beam
size and focal position. The results of these simulations are reported here. The
actual KB configuration of SQS was inserted, but offset mirrors and the soft X-ray
monochromator were removed from the investigation. Only a perfect system will be
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examined at this moment, indicating that surface errors or imperfect focusing are
not taken into consideration.

Source S1 is located at a distance x = −90 m with respect to S2, and the center
of the ODL is placed 5 m downstream of S1 (Fig. 3.9). Table 3.3 shows all the
parameters for the KB configuration with respect to SQS.

Mirror orientation p(m) q(m)
Vertically focusing 432.7308 3
Horizontally focusing 433.9308 1.8

Table 3.3: Parameters for KB configuration for the XFEL SQS beamline.

Ray tracing does not depend on the energy of the photon beam since all surfaces
are reflective and therefore achromatic. In the ray-tracing software, the calculation
is performed for the beam source size and the divergence for both sources as Sfwhm =
53.49 µm and δθfwhm = 8.76 µrad, respectively. Figures 3.10 and 3.11 show the spot
size of sources S1 and S2 at the sample position (x = 435.730 m) based on different
KB mirror configurations. In Fig. 3.10, the KB mirrors are set to focus both
sources simultaneously. Using the bendable KB mirrors, it is possible to adjust
both sources to a similar spot size, though slightly larger than their individual focal
spots. In Fig. 3.11, the KB mirrors are configured to focus specifically on S2.
This configuration, using the nominal parameters from Table 3.3, allows S2 to be
at the focal position of the KB, achieving a minimal spot size. However, since S1
is not at its optimal focus position, its spot size remains larger. The KB mirror
system consists of two orthogonal mirrors that focus the X-ray beams. Each mirror
has a different curvature, resulting in different magnifications in the horizontal and
vertical directions. This design creates an elliptical or asymmetrical beam shape
rather than a circular one. Moreover, if the KB mirrors are not well-aligned or the
beam is not at the focal position, aberrations occur, and the beam shape becomes
imperfect [60, 61].

Table 3.2 indicates that several motorized rotations and movements are provided
for the first and fourth mirrors to align the beam precisely at the center. The
displacement of the focal spot at the SQS sample position due to pitch rotation on
M1 is shown in Fig. 3.12a. The relationship between the pitch angle and focal spot
displacement is essentially linear, with an increase in pitch of 1 µrad on M1 resulting
in a shift of approximately 1.14 µm in the focal position.

Similarly, in Fig. 3.12b, the effect of roll rotation on M4 is illustrated. A 20 µrad
roll rotation on M4 causes a horizontal displacement of about 0.13 µm at the sample
position, and a 100 µrad roll results in a shift of approximately 0.68 µm.

Fig. 3.12c presents the displacement of the focal spot due to vertical movement
on M4. Here, a vertical movement of 100 µm results in a displacement of around
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Figure 3.9: Positions of optical components in the SQS beamline.

Figure 3.10: Spot size after the KB (x=435.730 m). The KB is set in order to
focus both sources.

Figure 3.11: Spot size after the KB (x=435.730 m). The KB is set in order to
create an image of Source 2.

1.4 µm in the beam position, while a 300 µm vertical movement leads to a displace-
ment of roughly 4.2 µm.

Based on this analysis of how much the focused beam shifts due to the angu-
lar and positional adjustments of ODL mirrors, we can conclude that the motor
resolutions listed in Table 3.2 are sufficient for precise final alignment.
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(a) Due to pitch on M1.

(b) Due to roll on M4.

(c) Due to the vertical translation of M4.

Figure 3.12: Displacement of S1 focal spot (∆ Average spot) at the sample posi-
tion.

3.3.1 Method for Aligning the Mirrors of the ODL

The ODL chamber will be installed in the middle of the MC and the undulators
in tunnel SASE3 (XTD4). One critical aspect to consider is the alignment of the
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mirrors, as they will be located in the electron tunnel. If the mirrors are not perfectly
aligned, accessing and adjusting them will be difficult, as it would require shutting
down the SASE3 undulator. Therefore, ensuring precise alignment and verifying the
mechanical parts and motors before installation is essential.

The method of alignment is carefully planned and discussed in detail here. Before
the mirrors are installed in the tunnel, a preliminary alignment will be performed in
a clean room laboratory. FMB-Berlin, the company responsible for manufacturing
the chamber, will handle the initial positioning using dummy mirrors. Following
this, we will verify the positioning of the mirrors using the FaroArm in the clean
room. The FaroArm, a highly flexible tool, measures the distance between two
points with a precision of 10 µm to 20 µm. However, it lacks sufficient accuracy for
measuring angles, with a tolerance of around 70 µrad, which is not adequate for our
needs.

To ensure the angular alignment of the mirrors, both sides of the mirrors are
polished to allow reflections. We will use an autocollimator for angular alignment.
The autocollimator will first be fixed in place, and we will align M4 to 9 mrad,
followed by M3. Once these are aligned, we will position and align M1 to 9 mrad, and
finally, we will adjust M2. Alternatively, we could start the alignment process with
M1, as both sides of the mirrors are polished, allowing flexibility in the alignment
sequence. This process ensures that the entire system is aligned relative to one
another.

The resolution of the autocollimator depends on the optical tube specifications.
For this application, the misalignment tolerance must be less than 0.1 µrad in rota-
tion, equivalent to 0.2 arcseconds. To ensure accurate alignment, the autocollimator
must be capable of accommodating the gap between the upper and lower mirrors,
which is 3.33 mm.

With an ODL length of about 70 mm, the autocollimator should measure at a
distance of 1 meter to cover the entire setup. Given this distance, the required
aperture can be calculated as follows: the 18 mrad angles in a beam spread, and
with the 1-meter measurement distance, the aperture needs to accommodate this
spread plus the 3.33 mm gap (see Fig. 3.13). The autocollimator aperture size is:

2 × tan(deflection angle) × distance + gap = Aperture Size.

2 × tan(18 mrad) × 1 m + 3.33 mm = 39.33 mm.

The field of view of the autocollimator is another parameter, as it must cover the
angular range of the deflected beams. Given that the mirrors have an angular range
of 2 × 18 = 36 mrad, this value is converted to arcseconds, since autocollimator
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specifications are typically provided in arcseconds in the market.

36 mrad × 180
1000π = 2.063 degrees = 7426.8 arcsec.

Therefore, the autocollimator specifications include an accuracy of 0.2 arcseconds,
a clear aperture of 40 mm, and a total field of view of 3° (or approximately 7500
arcseconds), meeting the requirements for mirror alignment.

Figure 3.13: Schematic of the ODL mirror alignment setup using an autocollima-
tor. The gap between the mirrors is 3.33 mm.

However, there is a possibility that the mirrors could become misaligned during
transportation or installation. Therefore, after installation and during the commis-
sioning period, we will fine-tune the alignment of the mirrors. During commissioning,
the XRO team aligns all the mirrors and other optical elements across the beamlines.

As illustrated in Fig. 3.14, some YAG screens will be placed in front of M1, M2,
and M4, and cameras will be used to visualize the X-ray beam on the YAG screens.

The alignment process will follow these steps:

• Initially, the entire ODL chamber is moved up or down until we observe the
beam on the YAG screen placed in front of M1.

• Next, we adjust the chamber so that the beam reflects of M1.

• M1 is equipped with a fine pitch rotation mechanism. We rotate M1 until the
beam appears on the YAG screen in front of M2.

• After confirming the beam on the M2 screen, we adjust M1 or entire ODL to
ensure the beam reflects from M2. M2 and M3 are fixed in position, so the
beam should then reflect from M3 to M4.

• M4 has both pitch and roll rotation capabilities, as well as vertical movement.
We rotate and move M4 until the beam is visible on the M4 YAG screen. Once
aligned, we lower the chamber to reflect the beam off M4.
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Figure 3.14: Schematic representation of the ODL mirror alignment setup. The
yellow arrows indicate the positions of YAG screens, which are placed in front of
mirrors M1, M2, and M4, as well as at the end of the chamber, allowing for beam
tracking throughout the alignment process. Blue arrows represent the mirror sur-
faces. Each YAG screen has an associated camera to capture the beam image on
the screen. Drawn by FMB-Berlin [58].

• Finally, we check the beam at the end of the chamber using another YAG
screen positioned there.

Using the COMSOL Ray Optics Module, we simulated this alignment method
to verify its feasibility. In this investigation, errors were intentionally introduced to
each mirror, and they were then aligned step by step. This allowed us to evaluate
the impact of misalignment on beam reflection and ensure that each adjustment
would successfully align the mirrors. The method was tested in several scenarios,
and one of the more challenging cases is presented here.

The initial errors were as follows:

• M1: -0.041 mm and 0.958 mrad

• M2: -0.104 mm and -1.111 mrad

• M3: 0.393 mm and 2.787 mrad

• M4: 0.019 mm and 0.563 mrad
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In Fig. 3.15, the red line represents the path of the beam. The gray areas
indicate the mirrors. Due to the misalignment, the beam fails to reach M3 and M4.
This misalignment is evident as the red beam deviates from the mirror path after
M2 and does not hit M3 as expected.

To correct this, the following adjustments were made:

Figure 3.15: COMSOL ray-tracing simulation showing the impact of initial align-
ment errors on beam reflection. The beam fails to reflect from M3 and M4 due to
misalignments, with corrective movements and rotations applied to restore align-
ment.

1. Vertical adjustment: The entire ODL chamber was moved down by -0.8 mm.

2. M1 rotation: M1 was rotated by 0.4 mrad to catch the beam on M2.

3. Overall chamber rotation: The entire ODL chamber was rotated by 3.5 mrad
to realign the path of the beam with the mirrors.

4. M4 adjustments: M4 was moved by 1.75 mm and given a pitch rotation of
-3.892 mrad to catch the beam correctly on its surface.

After these corrections, the beam was successfully reflected from each mirror.
This alignment was observed in the simulation by the continuous red line reaching
each mirror without any further deviations. The final alignment confirms that each
mirror adjustment effectively brought the beam back onto the intended path. These
values are approximate and serve as an example to demonstrate that the alignment
process can be achieved using the available adjustments.

The 3D COMSOL simulation can be used in future alignments, allowing for easy
adjustment of parameters or introduction of additional errors. This tool provides
insight into how much and in which direction each mirror should be moved to achieve
proper alignment.
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3.4 Optical Properties

It is well known that silicon has traditionally been used as a substrate for FEL
optics due to its availability, low cost, durability, and thermal stability as well as its
ability to be effectively polished. As a result of recent technological advances, silicon
substrates with low surface roughness with angstrom precision are now available for
X-ray reflection. An elliptical or parabolic mirror is made of silicon because it has
suitable mechanical properties. Silicon demonstrates strong resistance to heat load
deformation and has a low coefficient of linear thermal expansion, which increases
minimally with temperature, making it an ideal material as a mirror substrate [62].

(a) Silicon. (b) 50nm B4C on Si substrate.

Figure 3.16: Reflectivity at 9 mrad grazing angle.

Choosing a coating material based on its reflectivity for a certain range of X-ray
energies is an important factor to consider. For moderate photon energies, Boron-
Carbide (B4C) is primarily used as a protective coating, while Platinum (Pt) is
mainly used for high photon energies at the European XFEL. Fig. 3.16 shows the
reflectivity of B4C and Si as a function of photon energy. The reflectivity of silicon
experiences a sudden drop at 1840 eV, indicating that B4C coating should be used
for improved performance in this energy range. Additionally, B4C has excellent
thermal properties, a high melting point, low density, and a low atomic number,
all of which contribute to greater penetration depth by dispersing absorbed energy
over a larger area [63, 64]. Based on these properties, the material exhibits excellent
damage resistance, which will be discussed in detail in the following chapter.

3.4.1 Refraction and Reflection of X-ray

Materials in the X-ray regime have complex refractive indexes, where the real
part of the index is typically less than one, it is expressed as [2]:

n = 1 − δ + iβ (3.3)
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where δ is of order 10−5 in solid materials and only around 10−8 in air. The
imaginary part β is usually much smaller than δ. Based on Snell law, the grazing
incidence angle θ can be related to the refracted grazing angle θ′ (see Fig 3.17)

cos θ = n cos θ′ (3.4)

Figure 3.17: Total external reflection of X-rays at grazing angles below the critical
angle due to their index of refraction being slightly less than one.

An index of refraction less than one results in total external reflection of X-rays
below a certain grazing angle known as the critical angle θc. The critical angle can
be found by setting θ = θc, θ′ = 0 and using equation (3.3) and Taylor expansion of
Cosine [cosx ≈ 1 − x2

2! ]:
θc =

√
2δ (3.5)

For simplicity, we will assume that β is zero. Since δ is typically around 10−5, θc

is on the order of a milli-radian. In the refracting medium, there is a phenomenon
known as evanescent waves when θ < θc (Fig 3.18). This wave propagates parallel to
the flat interface, and it decays rapidly in the material, usually with a penetration
depth of only a few nanometers. However, at an incident angle of several times
θc, this penetration depth increases to several micrometers. Therefore, in total
reflection, the reflectivity is not 100 percent and therefore a fraction of the incident
light will be absorbed.

Figure 3.18: Evanescent wave.
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3.4.2 Penetration Depth

Understanding penetration depth is essential for optimizing X-ray mirror perfor-
mance. This parameter indicates how far X-rays penetrate into a material before
being absorbed, a factor that varies with material properties, photon energy, and
grazing angle. Selecting a material with an appropriate penetration depth is crucial
for achieving optimal performance across specific X-ray energy ranges.

Penetration depth affects temperature distribution within the mirror, influencing
its stability and durability. Accurate knowledge of this parameter aids in thermal
management and ensures that mirrors are designed to withstand high radiation
doses. Thus, penetration depth calculations are vital for material selection, enhanc-
ing mirror resilience, and designing effective X-ray optical systems with improved
damage resistance.

The penetration depth of X-rays is calculated by the solution of Maxwell equa-
tion for a wave incident from a vacuum on a medium with a complex refractive index.

Figure 3.19: Wave vectors of incident, reflected, and transmitted waves at an
interface with refractive indices n1 = 1 and n2 = 1 − δ + iβ.

For any grazing angle, the expression for the electric vector of the beam:

Incident Beam:
→
Ei =

→
E0i e

−iωt ei
→
Ki·

→
r (3.6)

Reflected Beam:
→
Er =

→
E0r e

−iωt ei
→
Kr·→r (3.7)

Transmitted Beam:
→
Et =

→
E0t e

−iωt ei
→
Kt·→r (3.8)
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Where Ki = 2π
λ

is the incident wave vector and E0i is the amplitude, as indicated
in Fig 3.19. Similarly, the reflected and the transmitted wave vectors are Kr and
Kt, respectively, and the amplitudes are E0r and E0t. The waves at the interface
z=0 must be continuous. These required that the amplitudes are related by [1]

E0i + E0r = E0t (3.9)

and

→
E0i e

i
→
Ki·

→
r +

→
E0r e

i
→
Kr·→r =

→
E0t e

i
→
Kt·→r (3.10)

Consider only the transmitted beam:

→
Et =

→
E0t e

−iωt ei
→
Kt·→r (3.11)

→
Kt · →

r = x̂Kt cos θt + ẑKt sin θt (3.12)

Consider just the ẑ part, because we want to find the penetration depth through
the material:

ei
→
Kt·→z = eiKt sin θtẑ (3.13)

The wave number in vacuum is denoted by k = |Ki| = |Kr| and in the material
it is nk = |Kt|. And from the Snell law:

Snell law: n1

n2
= sinα2

sinα1
= cos θt

cos θi

⇒ cos θt = cos θi

n

⇒ sin θt =
√

1 − cos2 θt =
√

1 − cos2 θi

n2

exp[iKt sin(θt)ẑ] = exp[ink
√

1 − cos2 θi

n2 ẑ] = exp [ik
√
n2 − cos2 θiẑ] (3.14)

In the X-ray wavelength region, both δ and β are very much smaller than unity,
in order of 10−5 or less, so we can ignore δ2, β2 and βδ.

n2 = 1 − 2δ + i2β (3.15)

We need to separate imaginary and real part with the help of below relation:

38



√
a+ ib = x+ iy

x = ±

√√
a2 + b2 + a

2

y = ±

√√
a2 + b2 − a

2

(3.16)

When θ ≪ ⇒ sin2 θi ≈ θ2
i

exp [ik
√
n2 − cos2 θi] = exp [ik

√
sin2 θi − 2δ + i2β]

= exp [ik
√
θi

2 − 2δ + i2β]
= exp[ik(A+ iB)]

where

A =

√√√√√(θ2
i − 2δ)2 + 4β2 + (θ2

i − 2δ)
2

B =

√√√√√(θ2
i − 2δ)2 + 4β2 − (θ2

i − 2δ)
2

(3.17)

Absorption implies that the beam is attenuated in the material over a charac-
teristic 1/e length, denoted by Zpen, known as penetration depth. It is important
to note that this length refers to the attenuation of the intensity, not the ampli-
tude. After traversing a distance z in the material, the intensity is attenuated by
a factor of e−z/Zpen , where the penetration depth corresponds to the distance at
which the intensity of the beam has dropped to 1/e of its initial value, meaning that
approximately 63% of the photons have been stopped [2, 65].

I = |Et|2 = E2
0te

−2ktB (3.18)

Zpen = λ

4πB
= λ

2
√

2π
1√√

(θ2
i − 2δ)2 + 4β2 − (θ2

i − 2δ)

(3.19)

The reflectivity can also be calculated using the same approach [2, 66, 67]:

R = A2(θ2
i − A)2 + β2

A2(θ2
i + A)2 + β2 (3.20)

Fig. 3.20 displays the penetration depth and reflectivity of B4C at 1000 eV
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photon energy as a function of grazing angle. The values were obtained from the
Henke tables [68]. For angles much smaller than the critical angle given in Eq. 3.5,
the mirror will be highly reflecting and the penetration depth will remain constant
at about 3 nm, and it increases quickly as the angle increases beyond the critical
value.

Figure 3.20: The graph displays the penetration depth and reflectivity of B4C as
a function of the grazing incidence angle for 1 keV photon energy. The critical angle
θc is 32 mrad.

3.4.3 Grazing Incidence Angle

The SQS beamline operates in the photon energy range of 250 eV to 3 keV. Fig.
3.21a illustrates the critical angle as a function of photon energy for B4C with
a density of 2.52 g/cm3. Based on this analysis, a fixed grazing angle of 9 mrad
was selected for the ODL mirrors. As shown in Fig. 3.21b, the reflectivity as a
function of grazing angle demonstrates that 9 mrad provides optimal performance
across the entire photon energy range. This fixed angle ensures consistent and
efficient reflection for all relevant photon energies.

3.4.4 ODL Mirrors

ODL mirrors, made of a silicon substrate, were produced and polished by ZEISS
company [69].

As previously described, the mirror is designed to have an optical aperture that
extends very close to the edge, allowing it to intercept photons while maintaining a
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(a) Critical angle for different photon energy in B4C.
(b) Reflectivity versus grazing angle for various photon
energies, for B4C.

Figure 3.21: Demonstrating the suitability of a fixed 9 mrad grazing angle for the
photon energy range of 250 eV to 3 keV.

greater distance from electrons. In order to achieve this configuration, a sharp edge
must be formed between the polished surface and the adjacent side surface. This
mirror is 140 mm long, and the clear aperture (6 mm wide) is directly adjacent to
the sharp edge (Fig. 3.22). Initially, the mirrors are polished on larger substrates.
The substrate was 10 mm larger than needed (50 mm wide) and was grinded down
to 40 mm to achieve the sharp edge. The clear aperture is 6 mm, so ZEISS created
a 16 mm clear aperture, polished it, and then cut 10 mm to achieve a sharp edge.
The radius of curvature is more than 262 km [70].

Figure 3.22: ODL mirror.

As part of the optical alignment of ODL, both lateral surfaces are polished in
order to serve as a reference for alignment using an autocollimator in the future.

Mirror substrates are cleaned by applying a gentle nitrogen flow to them at the
European XFEL. Afterward, the mirrors are coated with a 50 nm B4C layer at the
Helmholtz-Zentrum Hereon in Geesthacht, Germany. The B4C coating is deposited
on the entire reflecting surface of the mirrors using the 4.5 m-long Hereon magnetron
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sputtering facility, which provides a deposition length of up to 1500 mm. An X-
ray reflectrometer using a laboratory source (8048 eV) is then used to measure the
coating thickness. Typically, the layer thickness can be determined with an accuracy
of 0.01 nm at a single point [70–73].

3.5 Metrology and Characterization of ODL Mir-
rors

Reflective X-ray optics must meet exceptionally high levels of accuracy and re-
producibility to achieve optimal performance, from the beam transport mirrors in
the tunnels to the focusing systems in the hutches. Typical specifications for flat
mirrors include a surface height error of less than 2 nm peak-to-valley (P-V) and an
average radius of curvature of approximately 200 km. Further, simulations must be
performed to determine the extent to which these factors may contribute to drifts
in the beam position and wavefront phase distortions.

The measurements were conducted with the 12-inch large aperture Fizeau in-
terferometer at the European XFEL in a normal incidence configuration. A brief
explanation of the Fizeau interferometer is provided in Appendix A.2. The mirrors
were positioned in front of the Fizeau, with their reflecting surfaces oriented facing
side, with the sharp edge and clear aperture positioned at the top as shown in Fig.
3.23. The digital mask (7 mm wide) was slightly larger than the clear aperture in
the software to focus on the region of interest.

We aimed to measure the mirrors both before and after coating to compare the
results and determine the extent of any differences induced by the coating process.
To ensure consistent setup and precise, reproducible mirror positioning in both
cases, the mirrors were supported on a plate equipped with micrometer screws.
These screws, installed in the plate, served as fiducial reference points: two along
the length of the mirror and one on the side (see Fig. 3.23). The mirrors were aligned
to contact these fiducial points as a reference. To avoid affecting the measurement by
the stress caused by micrometer screw contact, the micrometer screws were moved
back by 0.15 mm before the measurements were started. Each measurement result
is represented as a 2D surface height map, which is an average of 15 individual
measurements.

A) Before coating: Fig. 3.24 and Fig. 3.25 present the 2D surface map and the
central profile of the clear aperture with both the best tilt2 and parabola removed for

2The removal of tilt refers to subtracting the best-fitted tilt line from the profile, which compen-
sates for misalignment or non-parallel positioning of the mirror with respect to the interferometer.
This ensures that the analysis focuses on the actual shape of the mirror rather than misalignment
artifacts.
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Figure 3.23: Measurement setup in front of Fizeau interferometer.

M1. A total of six mirrors were ordered, although only four are required, leaving the
remaining two as spares. To select the four best mirrors, we compared their quality.
Fig. 3.26 presents a comparison of the central profiles of the mirrors, showing that
while M1 is not as good, the other five mirrors exhibit similar characteristics. Fig.
3.27 compares the surface height error peak-to-valley and RMS values for all six
mirrors. The detailed profiles of all the mirrors can be found in Appendix A.4.

Figure 3.24: 2D map with best tilt and parabola removed for M1 before coating
(P-V: 11.9 nm; RMS: 1.39 nm).The negative Y value (-3.5) represents the edge of
the mirror.

Figure 3.25: Central profile with best tilt and parabola removed for M1 before
coating (P-V: 4.5 nm; RMS: 0.89 nm).
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Figure 3.26: Comparing the central profile of all six mirrors.

(a) Peak to valley. (b) RMS.

Figure 3.27: Comparison of peak-to-valley and RMS values for all six mirrors.

B) After coating: We initially ordered only two mirrors for coating to evaluate
and verify the coating quality; the remaining four mirrors will be sent for coating
next year. Appendix A.4 provides the 1D and 2D maps of the measurements for M1
and M3 after coating.

Fig. 3.28 and Fig. 3.29 display a comparison of measurements before and after
coating for both mirrors. They illustrate the differences in the radius of curvature
and surface height errors of the central profiles before and after coating. The radius
of curvature of M1 after the B4C coating is 128.31 ± 9.72 km, while for M3, it is
68.97 ± 1.37 km. The bending of the mirrors after coating can be attributed to
changes in stress in the thin film applied to the surface. When a thin film, such
as B4C, is deposited on a substrate, it can induce tensile or compressive stress,
depending on the film and deposition process. This stress causes the substrate
to bend as it balances the forces introduced by the coating. The phenomenon
can be quantified using Stoney’s equation, which relates the radius curvature of
the substrate to the residual stress in the thin film. Materials with lower Young’s
modulus are more sensitive to such stresses, leading to larger deflections. For further
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details on this effect, refer to Ref. [74, 75].

(a) Tilt removed. (b) Tilt and parabola removed.

Figure 3.28: Comparison of central profiles for M1 before and after coating.

(a) Tilt removed. (b) Tilt and parabola removed.

Figure 3.29: Comparing of central profiles for M3 before and after coating.

3.5.1 Roughness

We measured the roughness of the mirrors using a ZYGO White Light Inter-
ferometer NexView, with measurements taken at various positions across the clear
aperture surface. The White Light Interferometer (WLI) is briefly described in Ap-
pendix A.3. Fig. 3.30 illustrates the measurement setup. The measurements were
performed using a 20x magnification lens with a 1x zoom.

Figure 3.30: WLI measurement setup.

The resulting roughness values are averaged over 21 measurement positions. Sa

represents the arithmetical mean height of the surface, which is used to assess rough-
ness, while Sq represents the root mean square height of the surface. The roughness
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Figure 3.31: An example of a WLI measurement at one of the positions. Sa

represents the arithmetical mean height of the surface, defined as the absolute value
of the difference in height of each point compared to the arithmetical mean of the
surface. Sq indicates the root mean square height of the surface, and Sz is the sum
of the largest peak height and the largest pit depth within the defined area.

of the silicon substrate ranged between 0.19 and 0.4 nm, indicating a well-polished
surface. After applying the B4C coating, the roughness remained unchanged. The
roughness measurements before and after coating were very similar, demonstrating
the excellent performance of the HZG Hereon sputtering facility in coating ultra-
precise mirrors. The results are summarized in Table 3.4.

Sa(nm) Std - Sa(nm) Sq(nm) Std - Sq(nm)
M1 , uncoated 0.21 0.02 0.26 0.02
M1 , coated 0.20 0.02 0.29 0.05
M3 , uncoated 0.21 0.02 0.23 0.04
M3 , coated 0.19 0.03 0.27 0.06

Table 3.4: Roughness measurements for M1 and M3 before and after coating.
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3.5.2 Wavefront Propagation Simulations for Influence of
Mirror Surface Imperfections

XFELs are noted for their exceptional coherence properties. In addition to open-
ing up a new class of experiments, this characteristic also places strict demands on
the optical quality of the system. In the previous section, we discussed the surface
quality of the mirrors, which were measured using a Fizeau interferometer. If the
mirror surface quality is inadequate, surface irregularities can cause beam distor-
tions. To quantify the potential distortions in the wavefront caused by these optical
elements, it is crucial to perform wavefront propagation simulations.

Ray tracing, based on geometric optics, is used to model beamlines transport-
ing synchrotron and FEL radiation from the source to the experiment. While this
method is sufficiently accurate for many scenarios, it has limitations. For coher-
ent sources, where interference and diffraction effects are important, ray tracing is
inadequate because it does not account for the phase of the radiation field, which
is essential for modeling these effects. In contrast, wavefront propagation provides
a more comprehensive approach by modeling the evolution of the complex electric
field, including both amplitude and phase [2, 76].

Additionally, wavefront propagation is necessary when evaluating the effects of
mirror surface imperfections on the beam profile. Since the typical quality of mirror
surfaces involves imperfections on the nanometer scale, accurately modeling their
impact using ray tracing (for example in COMSOL) would require a mesh size
smaller than a nanometer. Such fine resolution is computationally infeasible for ray
tracing.

To address this need, various optical simulation tools have been developed. Some
of these tools, like SRW (Synchrotron Radiation Workshop), have a long-standing
history. This tool, along with newer applications have been integrated into a user-
friendly software package known as OASYS (OrAnge SYnchrotron Suite). Many
of the calculations presented in this thesis were performed directly in OASYS or
using Python scripts created with its help. Since its development in 2013, OASYS
has become a comprehensive, open-source graphical environment for modeling X-
ray sources, optical systems, and experiments. It was designed to meet the growing
demand for sophisticated analysis and design of optical systems for 4th generation
synchrotron radiation and FEL facilities [77, 78]. In this section, we utilize the
SRW module within OASYS to simulate wavefront propagation. In the subsequent
section, we will use SHADOW within OASYS to analyze mirror performance under
thermal load.

The SRW code is based on the Fourier optics approach, where optical elements
are represented as propagators [79–81]. This tool is designed to address the needs of
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beamline scientists by facilitating the design, optimization, and improvement of X-
ray optics to meet specific experimental requirements. Using SRW within OASYS,
one can simulate various sources, including undulators and wigglers, as well as dif-
ferent optical elements like mirrors, crystals, and lenses. This enables the modeling
of complete XFEL beamlines and the start-to-end simulation of experiments. Radi-
ation from free electron lasers is partially coherent, meaning that a single wavefront
is often sufficient to describe the photon beam. Wavefront propagation techniques
can be employed to transport this wavefront along the beamline. A common method
of propagating the electric field E is to solve the Helmholtz equation in the form
of the Fresnel-Kirchhoff integral [82]. In this work, we calculate the wavefront us-
ing coherent mode, and we added the experimental metrology data to simulate the
effects of mirror errors on the wavefront.

For the simulation, a Gaussian source with 1 keV photon energy was used (σ =
28.8 µm), which is more usable for future ODL mirrors. Fig. 3.32 presents a
schematic of the beamline, illustrating the positions of the source and the main
optical elements (the sketch is not to scale). The mirrors are configured reflection
for a grazing incidence angle of 9 mrad. The distance from the center of the ODL to
the sample position is approximately 5.2 meters. Strong focusing is achieved using a
Kirkpatrick-Baez (KB) mirror system, which is placed about 2 meters upstream of
the sample position (focal plane). For each of the four mirrors of the ODL, surface
distortions are included in the simulation.

Figure 3.32: Schematic layout of the beamline used in the simulation. The diagram
is not to scale.

The simulations are conducted both with and without the KB mirrors to analyze
the beam profile in both focused and unfocused conditions. Fig. 3.33 displays the
beam profile at the sample position, considering the metrology data and including
the effects of the parabolic surface distortions. The left panel shows the results
without the KB mirrors (with beam sizes of σx = 1814 µm and σy = 2145 µm),
while the right panel shows the results with the KB mirrors (with beam sizes of
σx = 1.36 µm and σy = 2.73 µm).

Fig. 3.34 presents intensity distribution images, comparing the beam profiles
using a perfect mirror and a real mirror with surface imperfections. Results without
KB mirrors are shown on the left side, and results with KB mirrors are shown on
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(a) Without KB (σx = 1814 µm, σy = 2145 µm). (b) With KB (σx = 1.36 µm, σy = 2.73 µm).

Figure 3.33: OASYS - SRW simulation. Beam profile at the sample position illus-
trating the effects of mirror surface imperfections (with metrology data considered).
(a) Without the KB mirrors, the beam exhibits slight distortion along the y-axis.
(b) With the KB mirrors, these distortions become negligible.

the right side. As the results indicate, the beam is slightly altered due to the surface
imperfections. However, when the KB mirrors are used, the impact of the surface
distortions becomes negligible.

(a) Unfocused beam profile without KB. (b) Focused beam profile with KB.

Figure 3.34: OASYS - SRW simulation. Comparison of intensity distribution at
the sample position using perfect and real mirrors with surface imperfections.

3.6 Effect of Heat Load and Mechanical Structure
on the Beam Profile

In this section, we discuss the thermal heat load on the mirrors and the resulting
deformations of ODL on the beam profile. Specifically, we investigate: How much
are the mirrors deformed due to this heat load and their mechanical structure?
Should the mirrors be cooled, and how do deformations affect the beam profile?

Deformations of optical elements, caused by both heat load and mechanical
stress, need to be carefully examined. To achieve this, optics simulations must
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incorporate the results from engineering models of thermal deformations, which are
typically carried out using finite element analysis (FEA). In this section, the findings
from the mechanical engineering team’s FEA simulations are summarized and in-
corporated into our ray-tracing analysis to assess the impact of mirror deformations
on the beam profile.

3.6.1 Cooling of M1

The generated radiation can be categorized into two main types:

1. SASE radiation (direct radiation) – Highly coherent radiation with a
well-defined energy and direction.

2. spontaneous radiation (background radiation) – A broader energy spec-
trum surrounding the powerful X-ray beam.

The mechanical group conducted simulations and concluded that cooling the first
mirror (M1) with water would be sufficient to reduce the thermal load (the results
of these simulations will be discussed in the next section). The M1 is exposed to
both SASE and spontaneous background radiation. The background radiation is
absorbed entirely by M1, preventing any significant impact on the other mirrors.

To further diminish the thermal load, a B4C mask will be installed upstream of
M1 to block part of the spontaneous radiation and protect the mirror and associated
mechanics. This mask consists of two movable parts, allowing the gap to be adjusted
as needed.

The average heat load on the mirror from FEL radiation is a few watts, which
can be minimized through water cooling. To achieve this, a nickel-coated copper
bar is positioned approximately 100 µm from the side of the mirror. The copper
bar is connected to a water-cooled copper pipe via thermal braids, ensuring efficient
heat removal. The braids, being soft elements with very low natural frequencies,
act as low-pass filters, reducing most of the high-frequency vibrations. The cooling
system is designed to avoid direct contact with the mirror, preventing vibrations that
could degrade its optical performance. A thin layer of liquid indium-gallium (InGa)
alloy is placed between the mirror and the copper bar to provide efficient thermal
conduction while minimizing mechanical stress. Additionally, this alloy layer acts
as a damper for vibrations. Fig. 3.35 illustrates the cooling method employed for
M1.

3.6.2 FEA Analysis

Thermal loads on the mirror typically cause surface deformations, often referred
to as "bumps." Finite Element Analysis (FEA) simulations using ANSYS were con-
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Figure 3.35: Cooling system for the first mirror (M1), depicted in orange. Drawn
by FMB-Berlin [58].

ducted to model these deformations. The results were then used to evaluate their
impact on the beam profile through ray-tracing simulations performed in SHADOW.

The ANSYS simulations were based on the following parameters (approximate
values provided by the ME group for their simulations):

• Pulse energy: 5 mJ

• Number of pulses per train: 200

• Reflectivity: 98%

• Repetition rate: 10 Hz

• Heat load from SASE radiation: 0.2 W

• Heat load from spontaneous radiation: 4 W

• FWHM beam size: 0.459 mm

• Incidence angle: 9 mrad

The heat load was calculated using the formula:

Heat Load = Pulse Energy×Number of Pulses×(1−Reflectivity)×Repetition Rate

The boundary conditions used in the simulation are as follows:

• Convection coefficient on the cooling area: h1 = 3000 W/m2 ◦C

• Convection coefficient on the contact surface: h2 = 50000 W/m2 ◦C
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• Emissivity on the top surface: 0.8

• Initial temperature: 22°C

Fig. 3.36a shows the boundary conditions, 3.36b illustrates the temperature
distribution with the FEL beam for M1, and 3.36c displays the temperature distri-
bution for M2, M3, and M4.

The simulation results indicate that M1 experiences a total deformation of ap-
proximately 9.5 nm: 1.3 nm from the SASE radiation, 7.5 nm from the spontaneous
background radiation, and 0.7 nm from mechanical structure. This deformation
corresponds to a radius of curvature of about 200 km.

(a) Boundary conditions used in
the FEA simulation.

(b) Temperature distribution
across M1 under the influence of
FEL radiation.

(c) Temperature distribution for
M2, M3, and M4.

Figure 3.36: Temperature distribution due to heat load, simulated using ANSYS
by the ME group.

Fig. 3.37a shows the total vertical deformation of M1 due to heat load and
mechanical structure, while Fig. 3.37b presents the total deformation for M2, M3,
and M4, which is approximately 1–2 nm, indicating lower deformations. M2 and M3
experience different deformation patterns because they are positioned upside down,
causing gravity and mechanical structure to impact them differently than M1 and
M4.

(a) For mirror M1. (b) For mirrors M2, M3, and M4.

Figure 3.37: Total vertical deformation due to heat load and mechanical structure.
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3.6.3 SHADOW, Ray-Tracing Simulation

A thermal bump of several nanometers builds up during pulse trains, causing
slight deformation of the beam and potentially leading to a small defocusing effect
in subsequent optics. The convex deformation of M1 increases the beam divergence,
effectively creating a virtual source that appears closer to the ODL than the actual
source[83].

(a) Perfect mirror, the virtual source is aligned with the
true source.

(b) Deformed mirror, the virtual source shifts closer to
the ODL than the real source.

Figure 3.38: A side-view schematic representation of the first mirror in the ODL,
showing both perfect and thermally-deformed states[83].

To estimate the location of the virtual source, the deformed first mirror can be
treated as a tangentially defocusing mirror. The relationship between the source
and virtual source is given by:

1
S1

− 1
S ′

1
= − 2

R sin θ (3.21)

where S1 and S ′
1 are the distances from the source to the mirror and from the

mirror to the virtual source, respectively. R is the radius of curvature for the thermal
bump, and θ is the grazing incidence angle of the central ray. The distance between
the virtual source and the first mirror is then calculated as:

S ′
1 = S1R sin θ

2S1 +R sin θ (3.22)

Consider the KB system as a focusing optical element. The distance from the
virtual source to the KB is p = S ′

1 + d, where d is the distance between the mirror
and the KB system. The focal distance, q, is then determined using the following
equation:

1
p

+ 1
q

= 1
f

(3.23)
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where f is the focal length of the KB mirror. We aim to investigate how much
the focal distance q will change. Since this thermal deformation is primarily in
the vertical direction, it mainly affects the vertical KB (VKB). Our KB system is
bendable, then they can be set to focus the first source (U1). In the absence of
thermal deformation, R = ∞ and the focal length of the VKB is f = 2.98 m. For
a thermal deformation radius of R = 200 km, the focal distance changes by only
2.9 mm, indicating that the beam is not affected by deformation.

These analytical formulations provide an approximation. In the following, we
will use SHADOW (ray-tracing simulations) within OASYS to account for the de-
formation of all mirrors and determine the beam profile.

The ray-tracing method is a powerful tool for predicting the performance of op-
tical systems, particularly in synchrotron and FEL radiation applications. One of
the most widely used codes for this purpose is SHADOW, implemented within the
OASYS framework. In this ray-tracing approach, each ray is represented as a math-
ematical entity defined by four vectors and two phases. The source is modeled using
the Monte-Carlo method, which samples rays according to the spatial, angular, and
energy distributions characteristic of synchrotron or FEL sources. Each ray repre-
sents a small photon beam that is traced through a series of optical elements (e.g.,
mirrors, gratings, crystals), making the method well-suited for simulating incoherent
beams. The beam intensity is computed as the sum of the intensities of all the rays,
with each contributing independently to the total intensity [77].

The simulation using OASYS was performed, keeping the same beamline config-
uration as described in Section 3.5.2. The input beam was Gaussian with a sigma
angular distribution of 3.7 µrad. Since the deformation on the mirror is too small,
we use the deformed mirrors 10 times more to evaluate the impact. Fig. 3.39 shows
the intensity distribution at the sample position with and without the KB system.

(a) Without KB (σx = 1956.6 µm, σy = 2137.5 µm). (b) With KB (σx = 1.43 µm and σy = 2.55 µm).

Figure 3.39: OASYS - SHADOW simulation, beam profile at the sample position
using deformed mirrors.

Fig. 3.40 illustrates the effect of mirror deformation on the beam profile by com-
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paring the beam profiles using a perfect mirror and a mirror with 10 times more
deformed surface. The same result was obtained using wavefront propagation simu-
lation (SRW). In this case, using SHADOW is more convenient as it consumes less
time than SRW. As expected, the average thermal and heat loads, as well as the me-
chanical structure, do not cause any distortions in the beam profile, demonstrating
that water cooling can be effectively applied.

(a) Without KB. (b) With KB.

Figure 3.40: OASYS-SHADOW simulation. Comparison of the intensity distri-
bution at the sample position between a perfect mirror and a deformed mirror. To
evaluate the impact, the deformation of the mirror was artificially increased by a
factor of 10, as the actual deformation is too small. The results show no significant
effect on the beam profile. The KB mirrors are assumed to have perfect surfaces.

3.7 Damage

One of the central concerns regarding the ODL mirrors is whether they can
withstand the high X-ray peak power during FEL operation, both single and multi-
pulse. Since the ODL mirrors are located close to S1 (approximately 5 m), the beam
footprint on the mirrors is relatively small.

The footprint of a beam on a mirror refers to the area the FEL beam covers on
the mirror surface. For grazing incident condition, the footprint of the beam has a
length of the beam width divided by sin(θ) (see Fig. 3.41).

On the other hand, the SASE3 undulator operates at a repetition rate of 10 Hz
and produces X-ray pulse trains with tunable photon energies ranging from 250 to
3000 eV, with single-pulse energies reaching several millijoules. Consequently, a key
question emerges: can specialized X-ray optics endure the high peak power of an
X-ray photon pulse? This analysis is divided into two main sections: single-shot
and multi-pulse damage.
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Figure 3.41: Illustration of the footprint of an X-ray beam on a mirror at grazing
incident condition.

3.7.1 Single-Shot Damage

According to the previous sections, the mirror consists of silicon coated with a
50 nm layer of B4C, and it operates under total reflection conditions at a grazing
incidence angle of 9 mrad. The beam generates an evanescent wave just beneath the
surface, which is absorbed by the coating layer. For calculations of refractive index,
reflectivity, and penetration depth, the density is assumed to be 2.52 g/cm3 based
on data obtained from the CXRO website (Fig. 3.42) [68].

(a) Reflectivity. (b) Penetration depth.

Figure 3.42: For B4C at 9mrad, data sourced from CXRO [68].

Damage occurs when the local energy density in the material exceeds its melting
threshold. Above this critical threshold, ablation occurs, and at sufficiently higher
energy densities, phenomena like plasma formation and non-thermal melting may
arise. To determine the pulse energy at which photon energy can damage the mirror,
we use the following absorbed dose equation Eq.3.24 [26, 28, 84]. If the absorbed
dose is below the melting threshold, the material remains intact; otherwise, damage
occurs. The melting dose for B4C is 0.62 eV/atom, according to Ref. [85].
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Dabsorbed = matom

ρ
(1 −R)Epulse sin θ

2πσ2Zpen
(3.24)

In this equation, matom = A
NA

, A is the atomic weight for B4C (55.255/5 g/mol),
NA is Avogadro number, ρ is the density (2.52 g/cm3), R is the reflectivity, θ is the
grazing incidence angle, Epulse is the pulse energy, σ is the beam size, and Zpen is
the penetration depth (discussed in Section 3.4.2). This calculation does not take
into account electron collision length, which will be discussed in the next chapter.

Fig. 3.44 presents the relative absorbed dose (normalized to the dose at 90°
incidence) as a function of grazing angle, calculated using the Eq. 3.24:

• Below the critical angle (θ < θc): At very small grazing angles, the pen-
etration depth Zpen remains nearly constant, and the footprint is large due
to the shallow angle, and reflectivity is high (see Fig. 3.20 and Fig. 3.43).
This combination results in a low absorbed dose. As the angle approaches the
critical angle, the reflectivity decreases, causing the absorbed dose to increase.
Around θc, 1 − R rises sharply, but the increase in penetration depth Zpen is
less rapid, so the peak dose occurs slightly below θc . This shift occurs because
the rate of change in Zpen and 1 −R do not align perfectly at θc.

• Above the critical angle (θ > θc): The reflectivity drops significantly, while
the penetration depth Zpen increases. At these higher angles, the absorbed dose
stabilizes, as the smaller footprint compensates for the increased penetration
depth, resulting in a relatively constant dose.

The source properties, including SASE divergence and the radiation spot size as
a function of photon energy, are shown in Fig. 3.45a and Fig. 3.45b and listed in
Table. 3.5. Using this information, and with a grazing angle of 9 mrad, the dose per
atom can be estimated using Eq. 3.24 for different pulse energies. Fig. 3.45c shows
the absorbed dose versus photon energy for three different pulse energies (500, 1000,
and 2000 µJ), with the horizontal dashed line indicating the melting dose of B4C,
0.62 eV/atom.

Photon energy [eV] Divergence [µrad] Radiation spot [µm]
250 14.9 77.4
500 10.6 55.3
1000 5.5 28.8
2000 3.0 15.5
3000 2.0 10.6

Table 3.5: Source properties.
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Figure 3.43: Penetration depth and reflectivity as functions of grazing angle for
3 keV photon energy. The vertical dashed gray line indicates the critical angle (θc =
10.5 mrad) for B4C at 3 keV. Below the critical angle (θ < θc), the penetration depth
remains nearly constant, and reflectivity is high. Above the critical angle (θ > θc),
the reflectivity decreases sharply, while the penetration depth increases.

Figure 3.44: Relative absorbed dose for B4C at various photon energies. The scale
is normalized to the dose at normal incidence. The vertical dotted gray lines show
the critical grazing angle corresponding to each photon energy.

At higher photon and pulse energies, the absorbed dose exceeds the melting
threshold, resulting in damage to the mirror coating. To prevent this, we propose
opening some undulator cells upstream of the ODL. This increases the distance
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(a) SASE divergence.
(b) Radiation spot size for the source-to-ODL distance
of 5.2 m.

(c) Absorbed dose. The dashed line represents the melting threshold
dose (0.62 eV/atom).

Figure 3.45: Source properties and calculated absorbed dose.

between the source and the mirror, leading to a larger footprint on the mirror,
thereby reducing the energy absorbed per atom and preventing damage.

The distance between the last undulator cell and the ODL is 5.2 m, and each
undulator cell has a length of 6.2 meters. Therefore, if one undulator cell is opened,
the distance between the ODL and the radiation source will increase by 5.2 + 6.2 =
11.4 m. As a result, the radiation spot size will increase.

Source distance = 5.2 + 6.2 × nunds_open

Radiation spot = Source divergence × Source distance

By opening undulators, the flux on the mirrors is reduced, allowing the optics
to withstand higher pulse energies. Fig. 3.46 and Fig. 3.47 illustrate the radiation
spot size and absorbed dose for different numbers of undulators opened and varying
pulse energies. The plots confirm that opening undulators upstream of the ODL
helps the optics tolerate higher flux levels without damage [86].

One important question arises with the opening of undulators: as the radiation
spot increases and consequently extends the beam footprint on the mirror, is the
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Figure 3.46: Radiation spot size for different numbers of undulators opened.

Figure 3.47: Absorbed dose for different pulse energies and varying numbers of
undulators opened. Opening undulators upstream reduces the absorbed dose, al-
lowing the optics to tolerate higher energies.
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mirror length still sufficient? Given the limited space between the MC, the mirror
length cannot be excessively extended. Therefore, we need to investigate this sce-
nario. For the worst case, where two undulators are open upstream of the ODL and
the photon energy is 250 eV-a condition with higher beam divergence-the footprint3

can be calculated as follows:

Source distance = 5.2 + 6.2 × 2 = 17.6 m

Radiation spot = 14.9 × 17.6 = 262 µm

Footprint = 4σ
sin θ

= 1049
0.009 = 116 mm

These calculations show that a mirror length of 140 mm is sufficient. Addition-
ally, as shown in Fig 3.47, it is not necessary to open undulators for lower photon
energies, such as 250 eV.

3.7.2 Multi-Pulse Damage

As discussed in Section 2.3, a pulse train at the European XFEL can consist
of up to 2700 X-ray pulses, with a 222 ns spacing between pulses at a repetition
rate of 4.5 MHz. In experiments using multi-pulse, if there is no efficient heat dis-
sipation during the time between pulses, the temperature rise from each pulse may
accumulate, potentially leading to material damage over the pulse train. Utilizing
grazing incidence geometry for the optical elements reduces the X-ray penetration
depth perpendicular to the surface, which creates a steeper temperature gradient
and enhances heat flow. However, it is essential to investigate the maximum number
of pulses and energy levels that the material can withstand before damage occurs
[87, 88].

The energy conservation law in this case is represented by the heat balance
equation [89, 90]:

cpρ
∂T

∂t
= −∇ · q +Q (3.25)

where q is the heat flux (W/m2), cpρ is the heat capacity per unit volume
(J/m3K), Q is the external heat source (W/m3), and T is the temperature (K).
Based on Fourier law, heat flow is determined by the direction and magnitude of
the thermal gradient:

q = −k∇T (3.26)

where k (W/mK) is the thermal conductivity. Combining Equations (3.25) and
(3.26) yields the classical heat diffusion equation (HDE):

3In this analysis, the beam size is approximated as 4σ to encompass the full beam.
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cpρ
∂T (r, t)
∂t

− k∇2T (r, t) = Q(r, t) (3.27)

which must be solved with the initial condition of T (r, 0) = T0.
The external heat source, Q, represents the absorption of an FEL pulse with a

Gaussian spatial and temporal distribution [86, 90–92]:

Qabsorbed(x, y, z, t) = (1−R) Epulsesinθ

(2π)σxσyZpen

√
2πσt

·e− (x−x0)2sin2θ

2σ2
x ·e

− (y−y0)2

2σ2
y ·e− z

Zpen ·e
− (t−µ)2

2σ2
t

(3.28)

where Epulse is the pulse energy, σt and σxσy are the pulse duration and beam
size, respectively. R is the reflection coefficient and Zpen is the penetration depth.
The depth dependence follows Lambert-Beer law, with the exponential absorption
term e−z/Zpen , where Zpen = 3.37 nm is the radiation penetration depth at 1 keV and
a 9 mrad grazing angle, based on Ref. [68]. The integration of this equation over
space and time yields the total absorbed pulse energy, (1 −R)Epulse. The excitation
geometry is depicted in Fig 3.48.

Figure 3.48: Schematic of excitation geometry: A Gaussian pulse with a certain
width is absorbed at the sample surface.

To solve Eq. 3.27 and 3.28, Finite Element Analysis (FEA) using Comsol Mul-
tiphysics was performed to predict the temperature increase under the thermal load
of the European XFEL beam [88, 93]. We modeled a 2D 50 nm B4C layer on 0.2 mm
silicon, considering a 1 keV X-ray pulse with a Gaussian distribution at a 4.5 MHz
repetition rate, matching maximal European XFEL beam conditions. The initial
temperature was set to 300 K. It was assumed that there was no heat transfer at the
sample boundaries. Although the pulse duration is approximately 25 fs, the time
scale for the source term was set to 1 ps to account for the characteristic electron-
phonon coupling time, which represents the transfer of absorbed energy from elec-
trons to the lattice [94]. All material parameters are temperature-dependent and
are listed in Appendix A.1.
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Fig. 3.49 shows the temperature profile at the center of the mirror, which rep-
resents the hottest point on the optic. The pulse energy used in this simulation
was 500 µJ (see Table 3.6 for the parameters). This pulse energy was chosen as an
example to demonstrate the methodology, and the same simulation procedure was
followed for other pulse energies. The temperature curve features an initial rapid
decrease, which results from heat transfer from the hot B4C layer into the bulk of
the silicon substrate. This is followed by a slower decline, indicating the transfer of
accumulated heat from within the substrate to the edges. The maximum tempera-
ture after the first FEL pulse reaches 1464 K, which is well below the melting point
of B4C (2623 K), ensuring that the material remains undamaged.

Figure 3.49: Temperature profile at the center of the mirror for 500 µJ.

Pulse energy (Epulse) 500 µJ
Photon Energy 1000 eV
Grazing angle (θ) 9 mrad
Penetration depth (Zpen) 3.37 nm
Reflectivity (R) 0.96
Time duration (σt) 1 ps
Beam size (σx, σy) 28.8 µm

Table 3.6: Parameters used in COMSOL simulations corresponding to 1 keV related
to Fig. 3.49.

Fig. 3.50 illustrates the temperature profile over time at the center of the mirror
during a train of 300 pulses. Fig. 3.50a displays the temperature for the first ten
pulses, while Fig. 3.50b shows the temperature for the last ten pulses. After 300
pulses, the temperature reaches approximately 1640 K. It takes 29 hours to run this
simulation. From the simulation, it is evident that the B4C layer remains below its
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melting point throughout the entire pulse train at this pulse energy.

(a) First 10 pulses. (b) Last 10 pulses.

Figure 3.50: Temperature accumulated over 300 pulses, for 500 µJ pulse energy.

The simulation continues with the temperature-depth distribution up to 50 ps
after the absorption of single FEL pulse. To illustrate the behavior at higher en-
ergies, an example result for a pulse energy of 1000 µJ is shown in Fig. 3.51 (a
time-depth plot where color indicates temperature). As illustrated, the temperature
peaks at the surface immediately following the FEL pulse. Over time, the heat dif-
fuses deeper into the material, but the majority of it is absorbed by the B4C layer,
as indicated by the temperature gradient.

Figure 3.51: Temperature depth distribution up to 50 ps after absorption of
1000 µJ, showing the thermal response over time and depth. As illustrated, the
temperature peaks at the surface immediately following the FEL pulse. Over time,
the heat diffuses deeper into the material, but the majority of it is absorbed by the
B4C layer.

The comprehensive results for a range of pulse energies (100-900 µJ) are summa-
rized in Fig. 3.52, which presents the maximum temperature on the sample surface
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after each successive pulse. The dashed black line indicates the melting temperature
of B4C, which is 2623 K. When pulse energies approach this melting threshold, there
is a risk of damage or degradation of the B4C layer, which can impact the quality of
the X-ray beam. For experiments, it is therefore essential to maintain pulse energies
below this limit to ensure the longevity and stability of the mirrors. If higher pulse
energies are required, it may be necessary to adjust the repetition rate or number
of pulses to prevent overheating.

Figure 3.52: Cumulative temperature after pulses for different energy from 100 to
900 µJ. The dashed black line represents the B4C melting temperature (2623 K).

Calculations show that when the next pulse arrives, a significant amount of
heat remains on the sample surface from the previous pulse, indicating that heat
accumulation occurs in multi-pulse conditions.

In this study, we have neglected the potential effects of non-thermal melting. In
the presented case, heat accumulation occurs over several nanoseconds, and as such,
the electrons and lattice remain in thermal equilibrium for most of the time.

3.8 Conclusion
In this chapter, we explored the benefits and necessity of the ODL in conjunction

with the MC for achieving tunable temporal delays between two sources, ranging
from -130 fs to several picoseconds. We detailed the mechanical specifications and
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degrees of freedom for the movement of the ODL mirrors, emphasizing their impor-
tance for optimal alignment.

Using ray-tracing simulations in COMSOL, we assessed how mirror misalign-
ment can affect the beam at the sample position. The analysis demonstrated how
adjustments in mirror movement and rotation influence the beam shape and posi-
tion, providing valuable insights for future users to align the mirrors effectively for
optimal source positioning. We also introduced various methods for mirror align-
ment, confirming that the motorized movement available are sufficient to correct
misalignments caused by transportation.

The optical properties of the ODL mirrors were also discussed, highlighting the
reasons for selecting silicon as the substrate and B4C as the coating material. We
explained our choice of a 9 mrad grazing incidence angle, and investigated the de-
pendence of reflectivity and penetration depth on photon energy and grazing angle.

Surface quality and roughness measurements of the mirrors indicated that they
meet acceptable standards. Simulations using SRW and SHADOW on OASYS
confirmed the good quality of the mirrors. We also addressed the cooling system for
the first mirror, detailing its design and operation. The cooling system, which utilizes
a nickel-coated copper bar mounted 100 µm from the mirror, effectively manages heat
load to mitigate its impact on beam size. The first mirror is cooled with water, while
the others remain uncooled, as most heat is absorbed by the first mirror.

Finally, we investigated the critical issue of damage thresholds for single and
multi-pulse. For single-shot applications, users intending to employ high pulse en-
ergy and photon energy are advised to open some undulators upstream of the ODL
to prevent potential damage. Given the proximity of the ODL mirrors to the source,
thorough simulations of heat load and damage thresholds are imperative. Numerical
solutions of the heat equation were performed using finite element analysis (FEA)
in COMSOL Multiphysics to predict temperature increases due to the European
XFEL beam. We analyzed the role of heat accumulation on multi-pulse damage to
silicon coated with B4C, exposing the mirrors to 300 pulses per train with different
energies at a 4.5 MHz repetition rate. Our findings indicate that heat accumulation
is a significant factor, particularly when the time duration between pulses is as short
as 222 ns, leading to insufficient time for complete heat dissipation.

In the subsequent chapter, we will examine in more detail the damage thresh-
olds for B4C and silicon, offering a more comprehensive discussion on these critical
aspects.
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CHAPTER

4
Damage Investigation
under Grazing Incident
Angle Condition

4.1 Motivation
XFEL facilities provide a significant advantage compared to other X-ray sources

by generating ultra-high-intensity X-rays in short pulses, making them suitable for a
diverse range of scientific applications. These FEL pulses exhibit exceptionally high
peak power and ultrashort durations, produced within a narrow wavelength band.
At the European XFEL, up to 2700 X-ray pulses can be delivered in trains lasting
600 microseconds at a repetition rate of 10 Hz [26].

Despite their utility, such intense pulses pose a risk of damaging optical elements
and degrading beam quality. The high fluence output and short pulse durations cre-
ate considerable challenges for optical components. Consequently, it is crucial to
comprehend the fluence thresholds of X-ray optical coatings. The use of intense
X-ray pulses is dependent upon the ability of optics to withstand the full intensity
of the XFEL beam. Therefore, optical elements for XFEL applications—such as
monochromators, mirrors, focusing optics, and slits—must be of high quality and
capable of tolerating these intense pulses. Experimental determination of the dam-
age thresholds for these optical materials is essential for the effective design of XFEL
beamline optics.

Investigating the damage thresholds of optical elements is particularly critical
for Optical Delay Line (ODL) mirrors for two key reasons. First, ODL mirrors are
positioned very close to the source (approximately 5 m), resulting in a significantly
small beam size and high power on the mirrors. In contrast, other optical elements
are located further from the source, often over a hundred meters away in the photon
tunnel. Second, the clear aperture of the ODL mirrors is only 6 mm wide, located
at the edge. If damage occurs in a line on the mirror, there is insufficient space to
shift the mirror to a clean area, making replacement costly and time-consuming.

To address these concerns, we aimed to determine the damage threshold of B4C
coating on a silicon substrate when exposed to soft X-ray radiation at a grazing
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incidence angle of 9 mrad. As discussed in the previous chapter, Boron carbide (B4C)
is the preferred coating material for reflective mirrors at the European XFEL due to
its excellent thermal properties, high melting point, low density, and the use of low
atomic number elements. These latter two properties enhance the attenuation length
by distributing absorbed energy over a larger volume and increasing reflectivity.
However, this comes at the cost of reducing the critical angle at which the mirror
can operate. Our objective is to evaluate the performance of this material and
determine the safe limits for utilizing the ODL. The findings from this chapter will
be invaluable for the European XFEL database and beneficial for future users of the
ODL.

4.2 Damage Threshold with Considering Electron
Collision Length

It is possible to estimate the irradiation tolerance of optical materials by compar-
ing the absorption dose with the melting dose. For the design of optical components,
the melting dose serves as a reasonable reference point.

The fluence damage threshold for mirrors is higher than the values obtained
under normal incidence conditions, primarily because a significant fraction of the
pulse energy is reflected by the mirror. Moreover, in grazing incidence conditions, the
beam footprint is considerably larger, which reduces the effective fluence compared
to that observed under normal incidence.

As discussed in the previous chapter, the damage threshold fluence can be cal-
culated from the melting dose Dth as follows [84, 95–102]:

Fth = DthρNAd

A(1 −R)sinθ (4.1)

In this equation, ρ, NA, A, R, and θ represent the density, Avogadro constant,
atomic weight, reflectivity, and grazing angle, respectively. Boron carbide (B4C) has
an estimated melting dose Dth of 0.62 eV/atom [85]. In the section 3.7.1, we defined
d as Zpen (the penetration depth, indicating how deeply the beam penetrates the
material, depending on the photon energy, material properties, and grazing angle).
However, this description is not entirely accurate, as the variable d refers to the
energy deposition depth, defined as follows:

d =
√
d2

e + Z2
pen (4.2)

Here Zpen is the X-ray penetration depth which is calculated using equation
(3.19) or from Ref. [68] and de is the electron collision length, resulting from charge
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accumulation in the irradiated layer as a large number of electrons attempt to leave
the thin layer in a short period of time. Thus, the energy deposition depth d is
a function of Zpen and de. Electron collision lengths typically range from 1 to 100
nanometers, depending on the material and the photon energy [95]. Under normal
incidence, the Zpen is on the order of several micrometers, while de is in the nanome-
ter range, allowing us to neglect it. However, under grazing incidence, such as for
B4C at 1 keV, the Zpen is approximately 3 nm, de is around 10 nm, becomes signifi-
cant and plays an essential role in the calculation of threshold fluence under grazing
conditions. Fig. 4.1 illustrates the effect of incorporating de into the calculation of
d. In Fig. 4.1a, the penetration depth Zpen is shown as a function of grazing angle,
while Fig. 4.1b compares two cases: the red line represents d = Zpen (with de = 0),
and the green line represents d =

√
d2

e + Z2
pen. Below the critical angle (32 mrad for

B4C at 1 keV), the inclusion of de is essential and significantly affects the calculation
of d. However, above the critical angle, Zpen becomes significantly larger than de,
rendering de negligible in the calculation of d.

(a) Penetration depth versus grazing angle derived
from Ref. [68]

(b) Energy deposition depth with and without consid-
eration of electron collision length.

Figure 4.1: Penetration depth and energy deposition depth as functions of grazing
angle for B4C at a photon energy of 1 keV. This figure demonstrates the importance
of including de in damage calculations, particularly below the critical angle, where
it significantly affects the energy deposition depth.

When an X-ray photon is absorbed by a material, it transfers its energy to the
electrons, resulting in the creation of photoelectrons and subsequent Auger decay.
In the process of photoabsorption, X-rays interact with inner-shell electrons, lead-
ing to photoionization. This process results in the emission of photoelectrons, which
escape the atom, leaving behind a core hole. The kinetic energy of the emitted
photoelectrons depends on the photon energy and the binding energy of the core
electrons. Subsequently, an outer-shell electron fills this core hole, emitting energy;
this extra energy is then utilized to ionize a second outer-shell electron, which also
leaves the atom, a phenomenon known as Auger decay, as illustrated in Fig. 4.2.
As a result, the ion retains two or more valence shell holes. The Auger processes
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occur on the order of less than 10 femtoseconds, while the thermalization of the
photo-ionized and Auger electrons takes around 20 femtoseconds. These free elec-
trons interact with other neutral atoms, leading to their ionization, and also collide
with other free electrons, causing the electrons to slow down and lose energy. The
electrons eventually thermalize with the ions and neutral atoms within the mate-
rial, and finally recombine with ions, a process that takes place over several hundred
femtoseconds. During this time, the electrons reach a high temperature while the
structure remains at a low temperature. The thermalization process between the
electrons and the lattice extends over picoseconds until the thermal equilibrium is
reached [85, 92, 97, 103, 104].

Figure 4.2: Fundamental mechanisms of X-ray and electron interactions in mate-
rials.

During femtosecond pulse events, the electron system can transport energy far
beyond the absorption layer. Understanding the fundamental processes that con-
tribute to increasing the damage threshold is crucial for designing optics capable of
withstanding higher instantaneous power and optimizing scientific instruments for
XFELs.

The only reliable methods to determine this parameter are Monte Carlo simu-
lations, such as FLUKA, PENELOPE, and GEANT4, or experimental approaches
[82, 96, 97, 105–109]. As of the time I am writing my thesis, there are no available
results for extracting the electron collision length (de) for soft X-rays at 1 keV with
a boron carbide (B4C) coating. Consequently, we have decided to conduct dam-
age tests to measure this parameter and investigate the benefits of using B4C as a
coating on silicon.

4.3 Damage Experiment at SQS Instrument

4.3.1 Experiment Setup

The experiment was conducted at the Small Quantum Systems (SQS) XFEL
instrument in April 2023, under proposal number 900332. The facility delivered
X-ray pulses with an average pulse energy of approximately 4.4 mJ and a pulse
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duration of 25 fs, operating at a photon energy of 1 keV, which is commonly used
for the upcoming ODL applications. The repetition rate during the experiment was
1.14 MHz, corresponding to a time interval of 877 ns between each pulse.

The samples analyzed in this study were polished silicon wafers with the di-
mensions of 29.8 mm in length, 19.8 mm in width, and between 1830 and 1870 µm in
thickness. Two of these wafers were coated with a 50 nm thick layer of B4C using DC
magnetron sputtering, similar to the ODL mirrors coated at the Helmholtz-Zentrum
Hereon in Geesthacht, Germany. The coating density was slightly less than that of
bulk B4C, at 2.37 g/cm3 (approximately 94% of crystalline B4C) [110]. One of the
samples remained uncoated to compare the damage thresholds for silicon with and
without B4C coating.

Prior to the experiment, we examined the samples using a Keyence microscope
and Scanning Electron Microscope (SEM) to identify any scratches or damage. Ad-
ditionally, we assessed the surface roughness using a white light interferometer, both
before and after coating, to ensure sample quality. Random measurements across
the samples indicated an average roughness of 0.74 nm RMS. Fig. 4.3 illustrates the
measurement setup along with an example of one roughness measurement.

The sample holder, depicted in Fig. 4.4, was designed to accommodate all sam-
ples and was constructed from stainless steel, which was mechanically polished to
ensure a high level of flatness. The holder was then cleaned with isopropanol to
maintain cleanliness in the vacuum.

Two imprint samples were used to analyze the beam profile by examining the
damage spots under normal incidence conditions. These imprint samples were CVD
(Chemical Vapor Deposition) diamonds in dimensions of 10 × 10 × 0.5 mm, coated
with lead iodide (PbI2) to a thickness exceeding 30 nm. This coating was chosen
for its high X-ray absorption capacity, making it suitable for beam characterization
and profile definition, as will be elaborated in the next section.

The schematic of the experimental setup is shown in Fig. 4.5. Utilizing an X-ray
gas monitor (XGM), we were able to measure pulse energy (Appendix B.1 briefly
explains the XGM). Two XGMs were employed: one located in the tunnel, which
recorded the incident pulse energy for each damage measurement, with a maximum
deliverable pulse energy of 5.5 mJ. The second XGM, positioned before the KB op-
tics in the SQS instrument (referred to as the X-ray gas monitor detector, XGMD),
allowed for additional monitoring [111]. A gas attenuator (ATT) was inserted after
the first XGM to adjust the pulse energy and, consequently, the fluence (Appendix
B.2 briefly explains the gas attenuator). Taking into account beamline transmission
(42%) and KB transmission (80%), the maximum deliverable pulse energy to the
samples was limited to 1.8 mJ. The beamline transmission was evaluated by com-
paring readings from the XGM in the tunnel and the XGMD before the KB mirrors
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(a)

(b)

Figure 4.3: Overview of the measurement setup used to assess sample roughness
and surface quality. In image (a), the left side shows the White Light Interferometer
(Zygo), while the right side depicts the Keyence microscope. Image (b) shows an
example roughness measurement of a silicon wafer coated with B4C.

under conditions of empty gas attenuator settings (100% transmission) (Fig. 4.6)1.

1The transmission of the photon beam from the undulator to the interaction region at SQS is
influenced by the reflectivity of the mirrors and the geometric aperture of beamline elements. Mir-
rors typically achieve a reflectivity above 90%, but at photon energies below 1500 eV, the increasing
divergence of the FEL beam can cause overfilling of the reflective surface. This can be mitigated
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Figure 4.4: Sample holder.

The number of shots was controlled using a bunch pattern configurator. The vacuum
pressure was maintained below 10−7 mbar (or 10−5 Pa).

Figure 4.5: Schematic of the experiment setup. XGM: X-ray gas monitor, ATT:
attenuator, XGMD: X-ray Gas Monitor Detector in SQS instrument.

A pair of KB optics was employed to focus the beam onto the samples. In
addition to the imprint samples, a YAG screen was attached to visualize the beam.
By adjusting the parameters of the KB optics, we achieved optimal focusing and
gained preliminary estimations during the experiment prior to analyzing the imprint
samples.

The experimental setup is depicted in Fig. 4.7, with the bottom image showing

by increasing the grazing angle to a maximum of 20 mrad for lower photon energies. Additional
factors include the vacuum level throughout the beam transport and potential contamination or
surface damage on mirrors like the Mirror3 (Fig. 2.7), which has experienced extensive beam
use.[29, 112]
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Figure 4.6: Comparing the XGM in the tunnel with the XGMD before the KB
mirrors at 100% transmission of ATT, resulting in the beamline transmission 42%
with a standard deviation of 0.006.

the other side of the arrangement. This setup featured two vacuum chambers: one
for the mirrors and the other for the YAG screen and B4C blocker. A rectangular
YAG screen was affixed to the B4C blocker for alignment purposes, while the B4C
block was used to prevent reflected beams from reaching the end of the beamline and
causing unintended damage. Fig. 4.8 illustrates the YAG screen and B4C blocker
with their holder. The YAG screen was located 658.8 mm downstream of the mirror,
allowing to track both the direct beam and its reflections. Two charge-coupled device
(CCD) cameras were used for observing the mirror and YAG screen.

Alignment is performed as follows: Before inserting the mirror, the position of
the directed beam on the YAG screen is measured and noted as point ’a’. After
inserting the mirror, the position of the reflected beam is recorded as point ’b’,
and the distance between the mirror and the YAG screen is measured as ’c’ (as
illustrated in Fig. 4.9). Consequently, the grazing angle is calculated using the
formula: tan(2θ) = |a−b|

c
.

Additionally, the mirrors were mounted on high-precision stages (manipulator)
with a motion range of 50 mm along both the X-ray beam axis and vertically to
the beam, and 100 mm horizontally perpendicular to the X-ray axis. The rotation
stage had a full range of motion from 0 to 360°, with an accuracy of 0.02 mrad.
The mirrors were measured at grazing angles of 9 mrad, as well as angles of 15 and
19 mrad. At 1 keV, all these angles remain below the critical angle of 32 mrad [68].

In Fig. 4.10, one can see the B4C mirrors after damage experiment, with the
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Figure 4.7: Experimental setup for X-ray beam alignment and damage test. In
the upper figure, the setup is shown from the front, with the X-ray beam entering
from the left. The first vacuum cross chamber holds the mirror, with a camera
mounted above this chamber to observe the mirror and the damage lines. Following
the mirror chamber, the second vacuum cross chamber holds the YAG screen. In
the bottom figure, the setup is shown from the opposite side, with the X-ray beam
entering from the right. A side-mounted camera on the second chamber observes
the YAG screen.

right image captured using the Keyence microscope.
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Figure 4.8: Illustration of the YAG screen and B4C blocker used for mirror align-
ment and to prevent unwanted reflections. In the right image, the YAG screen and
B4C blocker are mounted on their respective holders. There is a thick layer of B4C
to act as a blocker, followed by a thin layer of YAG, which is clammed to the B4C
using an aluminum foil. In the left image, the YAG screen and B4C blocker are
shown inserted into the second chamber.

Figure 4.9: Schematic of the mirror alignment setup, showing the directed beam
position (a) and the reflected beam position (b) on the YAG screen, with a separation
distance (c) used to calculate the grazing angle θ.

4.4 Beam Profile

To determine the threshold fluence, defined as pulse energy divided by beam size,
we measure the energy using the XGM, and thus knowing the exact size of the beam
is crucial. While the beam can be observed on the YAG screen, precise measurements
of its dimensions are challenging. To accurately characterize the beam profile, we
inserted two imprint samples. The imprint samples consisted of PbI2 deposited on
a CVD diamond substrate, with a thickness of more than 30 nm. PbI2 is commonly
used for fluence scanning in X-ray laser beam profile characterization due to its
high absorption capabilities. The samples were irradiated at normal incidence to
determine the transverse profile of the incident beam. After the experiment, we
analyzed the imprints using a Keyence microscope. The transverse profile of the
incident beam can be derived from the shape of the ablative imprints created by
individual X-ray pulses, as documented in references [113–119]. The method for
determining the beam size is explained in the following section.
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Figure 4.10: Images of B4C-coated mirrors after damage test, mounted on their
plate. The damage lines from higher pulse energies are clearly visible on the samples.
The image on the right was captured using a Keyence microscope, providing a more
detailed view. In the next sections, a zoomed-in view of the Keyence microscope
image reveals additional damage lines from lower pulse energies.

It is noteworthy that, after the experiment, we discovered that the beam was
not Gaussian, as illustrated in Fig. 4.11.

Figure 4.11: Imprint sample demonstrating a non-Gaussian beam profile. On the
left, two PbI2 imprint samples are shown after the damage test, attached to a plate
with copper tape. The right image provides a close-up view of one imprint sample,
captured with a Keyence microscope. Each spot represents an ablative damage site
created by the X-ray beam, with each line corresponding to progressively lower pulse
energies. The non-uniform shape of the spots indicates a non-Gaussian distribution
in the beam profile.
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4.4.1 Theory of Beam Profile Measurement

The method for determining the beam profile involves selecting an imprint sample
with a known threshold fluence (Fth), the fluence level above which material damage
occurs. The sample is positioned in front of the beam at normal incidence. A damage
spot is created on the imprint sample using a single pulse. After each pulse, the
sample is repositioned, and the process is repeated at various pulse energies to create
additional damage spots. This process is referred to as a fluence scan (f-scan) in the
transverse x and y directions, with the z-axis fixed along the beam propagation.

In a Cartesian coordinate system, the general spatial fluence distribution of a
propagating beam can be expressed as [114, 120]:

F (x, y, z) = F0(z)f(x, y, z) (4.3)

Where, F0(z) represents the peak fluence and f(x, y, z) denotes the normalized
beam profile. Since we are only concerned with the transverse beam profile at a
specific z-position, the z-coordinate is omitted in the following equations.

The pulse energy (Epulse) can be calculated as a two-dimensional integral of
F (x, y) over the x and y coordinates in the transverse plane:

Epulse =
∫∫

F (x, y) dx dy = F0

∫∫
f(x, y) dx dy = F0Aeff (4.4)

Effective area (Aeff) establishes the relation between pulse energy and peak flu-
ence.

Aeff = Epulse

F0(z)
=
∫∫

f(x, y) dx dy (4.5)

This formulation applies to a general beam profile, whether Gaussian or non-
Gaussian.

With a circular Gaussian beam defined as f(x, y) = exp[−(x2+y2)
2σ2 ], we obtain

Aeff = 2πσ2 which corresponds to the beam spot area at 1/e of the peak fluence.
To reconstruct the beam profile, we analyze the ablative imprints formed on the

sample between the threshold fluence(Fth) and peak fluence (F0).
By changing the pulse energy, we can modify the maximum intensity of the beam,

and therefore peak fluence (F0). Then we measure the beam cross-section, known as
iso-fluence contours, for various ratios of the threshold fluence to the peak fluence,
represented as f = Fth/F0. Each ratio f corresponds to a different fraction of the
maximum fluence. The values of the threshold-to-peak fluence ratio f always fall
within a range from zero to one, representing normalized fluence. Normalization is
essential for standardizing the fluence ratios, making them suitable for comparison.
To achieve normalization, we need to determine the threshold pulse energy Eth, as
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f can be calculated as f = Eth/Epulse. Determining the threshold energy can be
accomplished by fitting the ablation contour (area of damaged spot) to the logarithm
of the pulse energy. The maximum pulse energy at which no damage occurs is
identified by the point of intersection in the linear fit, and this energy is defined as
the threshold energy [121, 122].

With the fluence ratios normalized, we plot them against the corresponding
ablation contour areas S. This graphical representation yields a normalized fluence
scan curve (f-scan), where the normalized fluence f(S) varies with the size of the
ablation area S. Fig. 4.12 illustrates a few iso-fluence contours as solid lines.

Figure 4.12: Representation of the normalized fluence profile for an ideal Gaussian
beam. A few iso-fluence contours are highlighted as dark solid lines.

The relationships can be summarized as follows [114]:

Gaussian beam: fG(S) = exp(− S

AG

) (4.6)

Non-Gaussian beam: fnG(S) = f1 exp (− S

A1
)

p1

+ f2exp(− S

A2
)

p2

(4.7)

Here, AG = 2πσ2 is the beam cross-section area at 1/e of the maximum intensity,
which equals the effective beam area (Aeff = AG) for a Gaussian beam. f1 and
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f2 specify the amplitudes of two mutually incoherent Gaussian modes in a non-
Gaussian beam. Their sum must always equal unity f1 + f2 = 1 to satisfy the
normalization condition. A1 and A2 are the respective mode cross-section areas at
1/e of the maximum intensity for each Gaussian mode.

The fluence distribution F (s) is given by:

F (S) = F0f(S) = Epulse

Aeff

f(S) (4.8)

The area below the curves fluence scan (f-scan) corresponds to the effective area:

Aeff =
∫ ∞

0
f(S) ds (4.9)

Epulse = F0Aeff =
∫ ∞

0
F (S) ds (4.10)

This relationship links the beam profile, fluence scan, and effective area for char-
acterizing non-Gaussian beams.

4.4.2 Analyzing Experiment Result of Imprint Sample

This section focuses on the experimental methods used to measure the trans-
verse beam profile and spot size. To determine the transverse beam profile of the
incident beam and, consequently, the effective area, imprint samples were irradiated
at normal incidence. The resulting ablative imprints in PbI2 are displayed in Fig.
4.13, arranged according to decreasing pulse energy.

Achieving a perfect Gaussian beam is challenging, if not impossible, as FEL
beams often exhibit significant wavefront imperfections, particularly in the soft X-
ray region. Additionally, the wavefront can be distorted by optical imperfections
within the beamline. In our case, the beam is neither Gaussian nor homogeneous,
as evidenced in Fig. 4.13. This non-Gaussian behavior may result from diffraction at
the edges of the KB mirrors, or from distortions caused by SASE or misalignments
of optical elements within the beamline.

To accurately define the beam profile for non-Gaussian beams, we first need to
determine the threshold energy.

In fig 4.14 the ablation contours of the imprint samples, measured using a
Keyence microscope, are plotted against the logarithm of the pulse energy measured
by the SQS-XGM, taking into account the transmission through the KB mirrors.
This plot illustrates the relationship between the contour area S resulting from ab-
lation and the natural logarithm of the pulse energy ln(Epulse), yielding Liu plot
[121, 123].

To determine the threshold energy, we focus exclusively on the data from the
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Figure 4.13: Ablative imprints in a PbI2 sample. The PbI2 sample was positioned
normal to the beam, and imprints were created by a single X-ray shot. After each
shot, the pulse energy was adjusted to create a new ablation spot. Each imprint
corresponds to an individual X-ray shot. As an example, some of them are shown
here with their pulse energies labeled for reference. The images are displayed in
order of decreasing pulse energy, demonstrating that higher pulse energies produce
larger ablation areas. The irregular shapes and sizes of the imprints reflect the non-
Gaussian beam profile.

Figure 4.14: Ablation contour area S versus the logarithm of pulse energy
ln(Epulse).

lower area, specifically the "low-intensity" region, which is close to the area of interest
[124]. We select the smallest imprints to observe when the damage begins to dis-
appear. The threshold energy Eth can be calculated by extrapolating S(ln(Epulse))
linearly until we reach an ablation contour area of zero, indicating that no damage
occurs (i.e., S = 0 µm2). This results in a threshold energy of Eth = 1.45 ± 0.05µJ
(Fig. 4.15).

After determining the threshold energy, the beam profile is derived by fitting Eq.
4.7 to the experimental data and finding the fitting parameters shown in Fig. 4.16a.
It appears that the beam has diffracted, resulting in fringe patterns, prompting
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Figure 4.15: Fitted area versus logarithm of pulse energy, indicating the threshold
energy.

calculations for both the entire beam and the first fringe for comparative analysis
and being more accurate (Fig. 4.16). We measured the ablation contour for the
first fringe and performed similar calculations. Consequently, we have beam profiles
considering the entire beam and those focused solely on the first fringe.

fwhole(S) = (0.268) exp (− S

2959)
0.524

+ (1 − 0.268)exp(− S

139)
0.698

(4.11)

ffirst(S) = (0.445) exp (− S

522)
0.641

+ (1 − 0.445)exp(− S

97)
0.875

(4.12)

(a) Whole beam. (b) First fringe.

Figure 4.16: Normalized fluence scan f(S) fitted with two Gaussian function.

Based on Eq. 4.9, the effective area can be calculated directly as a numerical
integral of the transverse beam profile. For the entire beam profile, Aeff(whole) =
1589 µm2 and for the first fringe, Aeff(first) = 380 µm2. For grazing angles, the beam
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profile is adjusted by dividing A1 and A2 by sin(θ) [125].

4.5 Single-Shot Damage Experiment
To obtain the threshold fluence, the first step is to determine the corresponding

damage energy threshold [98, 126]. We have performed single-shot irradiation at
three different grazing angles and different pulse energy levels. As described in
section 4.3.1 the pulse energy was controlled by changing the gas pressure in a gas
attenuator. The average incoming FEL pule energy before the gas attenuator was on
the order of 4.4 mJ. We damaged one line on the mirror at a specific attenuation level,
then moved the mirror horizontally to a fresh location to create a new damage line
at the next attenuation level. The pressure of the gas attenuator was changed over
the range of 0.05 - 100%, corresponding to pulse energy on the sample from 750 µJ
to 1.8 mJ. This attenuation range was sufficient to observe the damage threshold.

We measured the area of the damaged spot for this purpose. A total of 68
single-shot damage measurements were obtained under various fluence conditions
along with 104 measurements of energy with no visible damage to the sample.

4.5.1 Single-Shot Damage of B4C at Grazing Angle of 9 mrad

We performed single-shot irradiation for B4C coated at a grazing angle of 9 mrad,
which is below the critical angle. A representative set of damage craters captured
by the Keyence microscope is shown in Fig. 4.17.

Figure 4.17: Representative single-shot damage craters at 1 keV photon energy
with average pulse energy of 1.6 mJ at 9 mrad grazing angle for B4C coating.

The beam profile is established through examination of the ablation imprints
in PbI2 explained in section 4.4.2. The grazing beam profile can be obtained by
dividing A1, A2 by sin(θ) as shown in the following equations:

fwhole(S) = (0.268) exp (− S

2959/ sin θ )0.524+(1−0.268) exp (− S

139/ sin θ )0.698 (4.13)

83



ffirst(S) = (0.445) exp (− S

522/ sin θ )0.641 + (1 − 0.445) exp (− S

97/ sin θ )0.875 (4.14)

We measured the area of the damage lines for each shot along with the cor-
responding pulse energy (Epulse). The threshold energy Eth was determined by
minimizing the spatial deviation of the experimental data points (f = Eth

Epulse
) from

the reference beam profile. In Fig. 4.18 the normalized fluence is plotted against
the damage area. The red curve represents the reference beam profile derived from
imprint samples, while the black data points correspond to experimental measure-
ments. By adjusting Eth, the experimental data points were aligned as closely as
possible to the reference beam profile, ensuring an accurate estimation of the thresh-
old energy.

The final values obtained were 549 ± 116µJ for the whole beam and 124 ± 35µJ
for the first fringe. To account for the entire beam, we measured the area of all the
fringe lines, striving for precision.

(a) Whole beam, Eth = 549 µJ. (b) First fringe , Eth = 124 µJ.

Figure 4.18: Normalized fluence for B4C coating at 9 mrad grazing angle.

4.5.2 Single-Shot Damage of B4C at Grazing Angle of 15 mrad

As mentioned above, we conducted this experiment at three different grazing
angles. we followed the same procedure to determine the threshold energy as we did
for the 9 mrad angle, and here we present the results for 15 mrad. At 15 mrad, the
threshold energy values are Eth = 232±46µJ for the whole beam and Eth = 55±15µJ
for the first fringe. Fig. 4.19 shows representative single-shot damage craters at 1 keV
photon energy with a 15 mrad incident angle for B4C coating, where the fringes of
each damage line are also visible.

In Fig. 4.20 illustrates the normalized fluence against area for damaged experi-
ment data points represented by black dots, along with the fitted beam profile shown

84



Figure 4.19: Representative single-shot damage craters at 1 keV photon energy at
15 mrad for B4C coating.

as a red line for both the whole and first fringe of the beam. This fitting is used to
determine the threshold energy.

(a) Whole beam, Eth = 232 µJ. (b) First fringe , Eth = 55 µJ.

Figure 4.20: Normalized fluence for B4C coating at 15 mrad grazing angle.

We measured one of the highest pulse energies and transmissions using a Confocal
microscope, where the damage line was distinctly visible, to assess the depth of the
damage. This line was created by an incident pulse energy of 4.6 mJ (XGM), with
a gas attenuator transmission of 96.09% and a pulse energy reaching the sample of
1474 µJ, at a grazing angle of 15 mrad. The depth of the first fringe was measured
to be approximately 10–20 nm, indicating that the damage occurred in the B4C
coating and not in the silicon substrate (Fig. 4.21). Although we attempted to
measure other lines, the narrow depth of damage made it challenging, and noise
levels interfered more significantly than the actual depth. Fig. 4.22 shows this
damage line as measured with the Keyence microscope.

4.5.3 Single-Shot Damage of B4C at Grazing Angle of 19 mrad

Here, we present the results for the case of 19 mrad. At this angle, the threshold
energy is 104 ± 18µJ for the whole beam and 22 ± 4µJ for the first fringe. Fig.
4.23 displays representative single-shot damage craters at 1 keV photon energy with
a 19 mrad incident angle for the B4C coating. Fig. 4.24 illustrates the normalized
fluence versus area for both the first fringe and the whole beam. Detailed experi-
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Figure 4.21: Depth measurement of damage line for Epulse = 1474 µJ, θ=15 mrad
using a Confocal microscope. While fringes were detected with the Keyence micro-
scope, they are not distinctly visible here due to resolution and noise constraints.

Figure 4.22: Keyence microscope image of the damage line for Epulse = 1474 µJ,
θ = 15 mrad.

mental data, including pulse energy and gas attenuator for each shot, can be found
in Appendix B.6, which also includes data from shots without causing any visible
damage.

4.5.4 Single-Shot Damage of Si and Compare to B4C

One of our samples was an uncoated silicon substrate, for which we conducted
experiments exclusively at a grazing angle of 9 mrad. The main goal of this study is
to compare the damage threshold of Silicon and B4C. The methodology employed
to calculate the threshold energy was consistent with previous approaches, resulting
in values of Eth = 261 ± 29 µJ for the whole beam and Eth = 60 ± 12 µJ for the first
fringe.
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Figure 4.23: Representative single-shot damage craters at 1keV photon energy at
19 mrad incident angle for B4C coating.

(a) Whole beam, Eth = 104 µJ. (b) First fringe , Eth = 22 µJ.

Figure 4.24: Normalized fluence for B4C coating at 19 mrad grazing angle.

Fig. 4.25 shows representative single-shot damage craters with a 9 mrad incident
angle for the uncoated silicon. Fig. 4.26 illustrates the experimental data points
(black dots) alongside the fitted beam profile (red curve).

Figure 4.25: Representative single-shot damage craters at 1keV photon energy at
9 mrad incident angle for Si without coating.

In contrast, the threshold energies for the B4C-coated samples were Eth = 549 µJ
for the whole beam and Eth = 124 µJ for the first fringe. Consequently, the threshold
fluences (Fth = Eth

Aeff
) were calculated as 0.16 µJ/µm2 for silicon and 0.34 µJ/µm2 for

B4C, considering both the whole beam and the first fringe. As expected, boron
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(a) Whole beam, Eth = 261 µJ. (b) First fringe , Eth = 60 µJ.

Figure 4.26: Normalized fluence for Si without coating at 9 mrad grazing angle.

carbide (B4C) exhibits a damage threshold approximately twice that of silicon (Si),
demonstrating the benefits of using B4C as a coating on silicon.

4.6 Electron Collision Length
By obtaining the threshold energy for three different grazing angles, we can

calculate the threshold fluence in each case (Fth = Eth

Aeff
). Table 4.1 shows the

threshold fluence at 1keV based on a measurement of the whole beam or the first
fringe.

θ [mrad] Fth(whole) [µJ/µm2] Fth(first) [µJ/µm2]
9 0.35 0.33
15 0.15 0.14
19 0.06 0.06

Table 4.1: Measured grazing angles and the threshold fluences at 1keV for B4C
coating.

A plot of threshold fluence against grazing angle is presented in Fig. 4.27. The
red points represent the experimentally extracted threshold fluences for grazing an-
gles of 9, 15, and 19 mrad. The dashed red curve illustrates the threshold fluence as
a function of grazing angle, based on Eq. 4.1 without considering electron collision
length. We fitted the Eq. 4.1 to the experimental data points, assuming a value of
Dth = 0.62 eV/atom [85, 127]. The parameter de was treated as a fitting variable,
yielding values of de = 8.6 nm for the whole beam measurement, and de = 8.1 nm,
based on the measurement of the first fringe. The solid green line in Fig. 4.27
indicates the threshold fluence curve with considering of electron collision length
(de).

As depicted in Fig. 4.27, the electron collision length significantly influences
damage reduction at grazing angles below the critical angle. Energetic photoelec-
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Figure 4.27: Damage fluence of B4C at the irradiation with 1keV photon energy,
plotted as a function of the grazing angle, circles indicate the measured values.
Solid and dashed lines show the threshold fluence with and without considering the
electron collision length. The dashed-dotted line indicates the reflectivity (right y-
axis). The critical angle is indicated with the dotted vertical line.

trons generated in the X-ray interaction regions of the samples convey deposited
energy into the material structure.

Fig. 4.28 presents the relative absorbed dose (dose/dose at 90° incidence) as a
function of grazing angle, calculated using the Eq.3.24. The black line represents the
scenario with de = 0, while the green line corresponds to de = 8.6 nm. At normal
incidence, the collision length is generally disregarded [128]; however, at grazing
incidence, it significantly reduces radiation damage.

4.7 Multi-Pulse Damage Experiment

Optical components intended for XFELs must be capable of withstanding multi-
pulse high-fluence irradiation. To evaluate the damage caused by multi-pulse ir-
radiation, we conducted an experiment. Based on the electron bunch charge, the
pulse duration was approximately 25 fs (FWHM), with a pulse spacing of 877 ns,
corresponding to a repetition rate of 1.14 MHz. In each irradiated train, 30 or 300
single pulses were accumulated. The XGM in the tunnel recorded pulse energies for
each shot. Fig. 4.29 illustrates pulse energy fluctuation during this experiment. In
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Figure 4.28: Absorbed dose for B4C at 1keV. The scale is normalized to the dose
at normal incidence, with the black line representing without de and the green line
representing de = 8.6 nm.

the multi-pulse damage test, the average pulse energy was 4788 µJ, with a maximum
of 6385 µJ, and an energy variation of approximately 9%. The gas attenuator was
used to control the mean energy of pulse trains.

Figure 4.29: Pulse energy fluctuation for multi-pule damage test.

We conducted damage experiments for both silicon and B4C coatings. The
fluences applied were well below the single-shot irradiation damage threshold, with
exposure durations of 10 seconds and 5 minutes. Table 4.2 summarizes the damage
threshold fluences in experiment for B4C coating, detailing the pulse energies and
attenuator settings at which damage occurred. The experiment was performed for
B4C under four different gas attenuator parameters at different irradiation durations.
In the damage column, "Yes" indicates discoloration observed on the sample surface,
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signifying damage. For 30 pulses per train at an attenuator transmission (ATT) of
3% (fluence of 0.03 µJ/µm2), damage was observed three times, but one instance
showed no visible damage. This may be due to the fact that the damage threshold
fluence is close to this value.

Pulse/train Time ATT [%] Epulse Fluence Damage
of shootin on sample [µJ] [µJ/µm2]

30

10 sec

10 149.45 0.09 Yes
3 48.16 0.03 No
3 47.61 0.03 Yes
1 15.11 0.009 No

0.3 4.48 0.003 No

5 min

10 165.83 0.1 Yes
3 47.25 0.03 Yes
3 48.49 0.03 Yes
1 15.12 0.009 No

0.3 4.57 0.003 No

300

10 sec

10 170.29 0.11 Yes
3 47.27 0.03 Yes
3 47.33 0.03 Yes

0.3 3.81 0.002 No

5 min

3 45.06 0.03 Yes
3 46.46 0.03 Yes
1 14.83 0.009 Yes

0.3 4.54 0.003 Yes

Table 4.2: Parameters for B4C multi-pulse at grazing angle 9 mrad.

Fig. 4.30 illustrates a map of pulses per train as a function of fluence for B4C
at a grazing angle of 9 mrad. Green circles denote instances where no damage
was detected in 30 or 300 pulses per train, while red triangles indicate observed
damage. Any noticeable surface changes were classified as damage [103]. Notably,
a lower damage threshold was associated with a higher number of pulses. For B4C,
damage was observed after both 300 and 30 pulses irradiation, below the single-pulse
threshold fluence.

For 30 pulses per train, the damage threshold ranged between 0.009 µJ/µm2

(no damage) and 0.03 µJ/µm2 (damage observed), while for 300 pulses per train, it
was below 0.002 µJ/µm2. Comparatively, the single-shot damage threshold for B4C,
(0.34 µJ/µm2) was approximately 170 times higher than the multi-pulse damage
threshold for 300 pulses per train (0.002 µJ/µm2).

For silicon, with 30 and 300 pulses per train, at the transmission of 3% and an
irradiation duration of 5 minutes, where the pulse energy reaching the sample was
45 µJ, corresponding to a fluence of 0.03 µJ/µm2, no damage was observed.

91



Figure 4.30: Damage map for B4C coating at 9 mrad grazing angle. Green circles
represent cases where no damage was observed, while red triangles indicate damage.
The data highlight that the damage threshold decreases significantly as the number
of pulses per train increases.

4.8 Simulations

4.8.1 Monte Carlo Simulation

As discussed in Section 4.2, the energetic photoelectrons and secondary electrons
emitted from the mirror surface penetrate deeply into the material or even the
substrate. This process significantly influences the energy deposition depth, which
can be estimated using Monte Carlo simulations.

The Monte Carlo method is a widely used computational approach for modeling
fundamental interactions between X-rays and electrons. It is a stochastic simulation
technique based on probability and statistical theory, employing random numbers
to solve the dynamic processes involved in the evolution of a system. One of its
primary applications is the simulation of particle transport and collision processes
within matter. The core procedure of the Monte Carlo simulation involves treating
particles in a classical state, with their step sizes determined by the mean free path
or total scattering cross section. Each scattering event was regarded as another
random step, while the changes in angle and energy during scattering are governed
by the corresponding scattering cross sections.

Several programs are available for conducting these simulations, including FLUKA,
PENELOPE, and Geant4. In this study, we utilized FLUKA, a comprehensive
Monte Carlo simulation package extensively employed in high-energy experimental
physics and engineering. FLUKA is applicable in various fields, including shielding,
detector and telescope design, cosmic ray studies, dosimetry, medical physics, and
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radiobiology [129]. The FLUKA Monte Carlo method simulates the interactions
of electrons, positrons, and photons with matter. The simulation begins with a
source definition that specifies the primary particles (photons), their energy, and in-
cident angles, as well as material data and geometries. We utilized the user-friendly
graphical interface "Flair" for our simulations.

In the FLUKA simulation, we accounted for all effects related to photoionization,
Auger processes, and fluorescence, as well as secondary electron cascades, using a
substantial initial photon count of 107 to simulate the energy deposited and absorbed
dose along the depth. Each simulation comprised 10 runs, and the results were
averaged over these runs and across all primary photons. This number of initial
primary photons and runs was sufficient to mitigate deviations caused by statistical
fluctuations. Each simulation took approximately 45 minutes to complete.

The spatial distribution of the photons followed a Gaussian profile with σ =
15.91µm, corresponding to an effective area of 1589 µm2 (Eq. 4.6 Aeff = 2πσ2).
The photon energy was set at 1 keV with a grazing angle of 9 mrad, and the chosen
material was B4C. The density of the material was referenced to standard conditions
at room temperature, with the bulk density of B4C being 2.52 g/cm3. With the
release of the updated version of FLUKA (FLUKA 2024.1, Flair-2.3-0e) on May 6,
2024, the software now computes reflection probabilities for X-rays on thick mirrors
as a function of the incidence angle [130], employing a precise 3D geometry for mirror
configurations. We used several option cards in FLUKA, specifically ’BEAMPART’,
’ENERGY’, and ’DOSE’.

Fig. 4.31 illustrates the distribution of photons within the material, as generated
using the BEAMPART card.

Figure 4.31: Photon distribution in the material obtained using the BEAMPART
card. The left image illustrates the coordinate system used in FLUKA simulations,
with the grazing angle of incidence beam denoted by θ. The right image shows the
photon beam distribution in the mirror.

4.8.1.1 Absorbed Energy Fraction

The absorbed energy fraction (AEF) is defined as the ratio of deposited energy
per unit depth to the total absorbed energy. Based on the Beer-Lambert equation,
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the theoretical expression for AEF(z) is given as follows [131]:

|dI
dz

| = 1
Zpen

e
(− z

Zpen
) (4.15)

The X-ray penetration depth (Zpen) can be calculated using Eq. 3.19.
FLUKA provided the deposited energy distribution [GeV/cm3 per primary2]

(Fig. 4.32a), averaged over the scoring transverse area (x, y). We multiplied this
by the transverse area and divided by the total deposited energy to obtain AEF(z).
Fig. 4.32b displays the AEF(z) for B4C at 1 keV with a grazing incidence angle of
9 mrad, derived from the "ENERGY" card of FLUKA. This figure shows that the
simulation results indicate the beam penetrates the material significantly deeper
than predicted by Eq. 4.15, with a energy deposition depth approximately 8 times
greater.

(a) Deposited energy distribution. (b) Absorbed energy fraction AEF(z).

Figure 4.32: Energy deposition analysis for B4C irradiated at 1 keV with a graz-
ing angle of 9 mrad. (a) Deposited energy distribution versus depth, showing an
exponential decrease as predicted by the Beer-Lambert law. (b) Absorbed energy
fraction (AEF) as a function of depth. The purple curve represents the simulation
results obtained from FLUKA, while the orange curve corresponds to Eq. (4.15),
which considers only the penetration depth (Zpen). The comparison illustrates that
when accounting for the electron collision length in the simulation, the energy pene-
trates deeper into the material than predicted solely by the Beer-Lambert law. The
vertical dashed gray line marks the 50 nm depth from the material surface, corre-
sponding to the thickness of the B4C layer.

4.8.1.2 Absorbed Dose

To estimate the damage to the XFEL X-ray optics, the dose distribution ob-
tained from FLUKA simulations in units of GeV/g/primary needs to be converted
to eV/atom. The conversion is performed using the formula D = DF LUKA × 1o9 ×
N×matom, where N is the number of photons given by N = Epulse

Ephoton
and matom = A

NA
.

2Photon
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Here, A is the atomic weight of B4C is (55.2547/5 g/mol) and NA is Avogadro con-
stant (6.022 × 1023 atom/mol).

Fig. 4.33a shows the maximum dose of transverse area (x, y) versus depth z,
while Fig. 4.33b illustrates the absorbed dose (averaged over the x-axis) versus
depth Z.

(a) Maximum dose distribution versus depth.

(b) Absorbed dose.

Figure 4.33: Dose calculations for B4C. (a) Maximum dose distribution as a func-
tion of depth, showing the dose distribution peak at the surface and decreases ex-
ponentially with depth. (b) Absorbed dose map in the yz-plane, illustrating the
spatial distribution of the absorbed dose within the material. The dose is averaged
over the x-axis. This figure demonstrates that 85% of the beam is absorbed within
the 50 nm of the mirror.

4.8.2 FEA Simulation for Multi-Pulse

In this study, we employed COMSOL Multiphysics to predict the temperature
resulting from multi-pulse irradiation. The procedure followed the methodology
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outlined in Section 3.7.2 and Eq.3.28. The material under investigation is 50 nm of
B4C deposited on a silicon substrate. We simplified the model to a two-dimensional
heat transfer representation.

In Fig.4.34a illustrates the temperature profile versus time for a fluence of F =
0.13 µJ/µm2 (with Epulse = 200 µJ and σ = 15.9 µm), serving as a representative
example of all COMSOL simulations, detailed in Table 4.3. Additionally, Fig. 4.34b
shows the temperature distribution along the depth at t ≈ 7 ps.

Photon Energy 1000 eV
Pulse energy (Epulse) 200 µJ
Beam size (σx, σy) 15.91 µm
Fluence (F ) 0.13 µJ/µm2

Grazing angle (θ) 9 mrad
Penetration depth (Zpen) 3.37 nm
Reflectivity (R) 0.96
Time duration (σt) 1 ps

Table 4.3: Parameters used in COMSOL simulations related to Fig. 4.34.

(a) Temperature versus time. (b) Temperature versus depth.

Figure 4.34: COMSOL simulation for parameter Table 4.3. (a) Temperature
versus time, showing a sharp initial rise due to beam irradiation, followed by a rapid
decrease and a slower cooling phase. (b) Temperature distribution versus depth at
t ≈ 7 ps, illustrating energy deposition within the (B4C) and silicon layers, with the
maximum temperature observed in the (B4C) coating.

Fig. 4.35 presents a map of the number of pulses as a function of fluence, with
a dotted black line indicating the melting temperature of B4C (2623 K). In this
simulation, the repetition rate is set at 1.14 MHz, resulting in approximately 877 ns
between each pulse.

The time- and depth-dependent heat source equation 3.28 can be modified as
follows [97, 105, 132]:
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Figure 4.35: Number of pulses versus fluence, with the maximum surface tem-
perature of the mirror represented by the color bar. The dotted line indicates the
melting temperature of B4C (2623 K). Regions in red correspond to conditions where
the temperature exceeds the melting point, indicating potential damage to the mir-
ror surface.

Qabsorbed(x, y, z, t) = (1−R) Epulse sin θ
(2π)σxσy

√
2πσt

·e− (x−x0)2 sin2 θ

2σ2
x ·e

− (y−y0)2

2σ2
y ·e

− (t−µ)2

2σ2
t ·AEF (z)

(4.16)

In this equation, AEF(z) represents the absorbed energy fraction obtained from
Monte Carlo simulations, as discussed in Section 4.8.1.1. Fig. 4.36a illustrates the
temperature versus time for simulations that take into account AEF (using Eq.
4.16). Additionally, Fig. 4.36b shows temperature along the depth of the material.

Fig. 4.37 compares the heat distribution in the material for the two approaches
mentioned.

4.9 Discussion
The damage threshold of the B4C/Si-sub at a grazing angle of 9 mrad was exper-

imentally determined to be 0.34 µJ/µm2 for single-shot damage. Additionally, we
extracted an electron collision length of de = 8.6 nm.

As discussed in Section 4.8.1, the results are presented in Fig. 4.38, which
compares the absorbed energy fraction as a function of depth between FLUKA sim-
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(a) Temperature versus time. (b) Temperature versus depth.

Figure 4.36: Temperature distribution with using AEF(z) derived from FLUKA
simulation.

(a) Heat distribution without AEF consideration, using
Eq. 3.28.

(b) Heat distribution with AEF consideration, using
Eq. 4.16.

Figure 4.37: Comparison of heat distribution in the material with using result of
FLUKA simulaiont.

ulations, and the energy deposition depth derived from experimental data. Fig. 4.39
illustrates a comparison of the dose between the FLUKA simulations and experi-
mental results. Notably, the simulated energy deposition depth is approximately
three times greater than the experimentally observed values. The electron colli-
sion length derived from the FLUKA simulation is about de (FLUKA) = 24 nm,
whereas the experimental data indicate an electron collision length of approximately
de (Exp) = 9 nm.

When we consider the COMSOL simulations discussed in Section 4.8.2, the com-
parison between FLUKA results and experimental data is illustrated in Fig. 4.40.
Specifically, Fig. 4.40a shows the temperature versus time for simulations that in-
corporate the absorbed energy fraction (AEF) using Eq. 4.16, compared with the
electron collision length derived experimentally (using Eq. 3.28). Additionally, Fig.
4.36b displays a comparison of these parameters along the depth of the material.

The discrepancies between simulation and experimental results may arise from
several factors. In the experiments, the beam was not a perfect Gaussian profile,
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Figure 4.38: Comparison of the absorbed energy fraction (AEF) as a function of
depth for different approaches. The purple line represents FLUKA simulations with
an electron collision length of de(FLUKA)=24 nm. The orange curve corresponds to
calculations using Eq. 4.15 without considering de, relying only on the penetration
depth (Zpen). The green curve represents calculations that include de(Exp)=8.6 nm,
derived from experimental data. The dashed vertical gray line marks a depth of
50 nm, corresponding to the thickness of the B4C layer.

whereas our simulations assumed an ideal Gaussian distribution. Additionally, in the
COMSOL simulations, we employed the thermal properties of bulk B4C; however, in
the experiments, we were dealing with a thin layer of B4C. The damage mechanisms
in thin films can differ significantly from those in bulk materials or thicker films, as
mechanical damage may occur prior to phase transitions [98]. Furthermore, in the
assessment of multi-pulse damage, we considered discoloration as a form of damage,
however, it is possible that the chemical structure of B4C remained intact, and the
material had not yet melted. More experiments in the future, along with additional
data and more accurate results, will make it possible to compare simulations and
experimental results in a more precise manner.

4.10 Conclusion

The primary objective of this chapter was to determine the damage threshold
of B4C on a silicon substrate and the electron collision length. These findings are
crucial for identifying materials suitable for XFEL optics. Understanding the inter-
actions between FEL beams and matter is essential for estimating potential damage
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Figure 4.39: Comparison of the dose distribution as a function of depth between
FLUKA simulations (purple curve) and data derived from experimental results
(green curve).

to optics elements.
We conducted damage experiments on B4C (50 nm)/Si-sub at grazing incidence

angles of 9, 15, and 19 mrad at the European XFEL facility in the SQS beam-
line, using 1 keV photon energy. The measured damage fluences at these angles
were found to be 0.34, 0.15, and 0.60 µJ/µm2, respectively, with an effective area
of 1589 µm2. Notably, melting occurred only at the surface layer of the B4C film,
specifically within the top few nanometers, as the absorbed energy is mainly de-
posited within this coating. The threshold fluence was established at 0.16 µJ/µm2

for silicon without coating at 9 mrad grazing angle. As anticipated, B4C exhibits a
damage threshold approximately twice that of silicon, demonstrating the advantages
of utilizing B4C as a coating on silicon substrates. These findings are instrumental
for designing optics and instill greater confidence in employing B4C as a coating
material.

From our experimental data, we determined the electron collision length to be
de = 8.6 nm. Our experiments demonstrated that a fraction of the incoming photon
beam is absorbed through photoionization and Auger decay processes within the top
layer of the surface. Photoelectrons are primarily ejected in a direction nearly normal
to the mirror surface. The transport of energetic electrons increases the energy
deposition depth, enhancing the damage resistance of X-ray mirrors, especially under
grazing incidence conditions. At grazing angles, the X-ray penetration depth into
the material is minimal, allowing photoelectrons to effectively distribute the dose to
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(a) Temperature versus time.

(b) Temperature versus depth.

Figure 4.40: Comparison of temperature profiles of COMSOL simulations between
FLUKA and experimental data.

deeper layers and reduce localized damage.
Furthermore, our multi-pulse experiments, conducted at a repetition rate of

1.14 MHz, aimed to determine the damage threshold and revealed that the damage
threshold decreases with an increasing number of pulses. The single-shot damage
threshold for B4C was approximately 170 times higher than that observed for 300
multi-pulse irradiation (0.34 µJ/µm2 compared to 0.002 µJ/µm2).

In this study, we proposed a simple model based on Monte Carlo simulations to
evaluate the absorbed energy fraction, taking into account all electron-matter inter-
actions, such as Auger decay and photoionization. We also utilized finite element
analysis (FEA) through COMSOL simulations to assess the temperature increase
over multi-pulse irradiation, with a photon energy of 1 keV. The simulation results
indicate that the transport of photoelectrons may lower the dose by spreading it to
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deeper layers of the material, significantly reducing damage at grazing angles below
the critical angle.

Future experiments, along with additional data and more accurate results—particularly
with improved Gaussian beam shapes—will allow for a better comparison between
simulations and experimental outcomes.

For practical applications using ODL mirrors with B4C coatings at SASE3, the
beam fluence on the ODL corresponding to a beam size of σ = 28.8 µm and a pulse
energy of Epulse = 100 µJ at 1 keV is approximately F = 0.02 µJ/µm2, which is below
the established threshold level. Fig. 4.41 shows the absorbed dose as a function of
the photon energy (discussed in the previous chapter). The colored faded lines
represent absorbed dose for E=500, 1000 and 2000 µJ, while the absorbed dose with
considering de = 8.6 nm is indicated by solid points for 1 keV.

Figure 4.41: Absorbed dose as a function of photon energy for the ODL. The faded
lines represent the absorbed dose calculated without considering de, while the solid
points include the experimentally determined de for 1 keV. The figure highlights that
incorporating de in damage threshold calculations indicates that for certain pulse
energies, such as 1 mJ, it may not be necessary to open upstream undulators to
prevent damage to the ODL.

These insights not only advance our understanding of the damage mechanisms
in optical materials but also pave the way for improved design and utilization of
optics in high-intensity X-ray applications.
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CHAPTER

5
Overview,
Implementation, Future
Outlook

5.1 Overview

The two-color X-ray pump X-ray probe experiment is one of the most significant
ultrafast experiments conducted at the European XFEL. The specific configuration
of the SASE3 undulator allows for the generation of two different X-ray wavelengths.
However, users of the setup currently face limitations in achieving zero or negative
temporal delays between these wavelengths. This thesis addresses this challenge by
employing an Optical Delay Line (ODL), consisting of four Silicon mirrors coated
with 50 nm B4C, capable of generating time delays ranging from negative 130 fem-
toseconds to a few positive picoseconds. In this study, we investigate the perfor-
mance of ODL from both mechanical and optical perspectives.

Mechanically, the ODL provides sufficient movement to align the mirrors during
the commissioning period, and optically, it exhibits excellent reflectivity within the
photon energy range of 250-3000 eV, relevant to the operation of the SQS instrument.
Detailed surface quality measurements indicate that the mirrors maintain a high
level of quality, ensuring not degradation of the beam.

A critical concern regarding the ODL mirrors is their durability under higher
fluences and photon energies. This thesis utilizes COMSOL simulations to assess
the energy ranges in which the mirrors can safely operate. Given the significance
of this issue—since damage to the mirrors could result in substantial time and cost
implications—we performed a damage experiment at 1 keV.

The damage experiment demonstrated a threshold fluence of 0.34 µJ/µm2 for
B4C/Si at a grazing angle of 9 mrad. Notably, the B4C/Si structure has a threshold
fluence twice that of uncoated Si, underscoring the advantages of using B4C coating.
The experiment further confirmed that energy deposition within the material could
be influenced by phenomena such as Auger decay and photoionization, resulting in
an energy deposition depth of approximately 9 nm within the B4C coating layer.
For a deeper understanding of this process, we performed Monte Carlo simulations
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using FLUKA and finite element analysis (FEA) simulations with COMSOL. Ad-
ditionally, these simulations can provide better estimates of damage thresholds for
other parameters, such as different photon energies.

5.2 Experimental Insights
An example of utilizing the pump-probe technique at SQS can be seen in a re-

cent experiment conducted at the European XFEL under proposal number 3456 in
February 2023 by Principal Investigator Fernando Martin, titled "Few-Femtosecond-
Resolved Two-Color Pump-Probe Measurements of Hydrogen Migration and Roam-
ing in Small Alcohols." This experiment aimed to explore the crucial role of hydrogen
migration and roaming in various biochemical and photochemical processes.

By employing time-resolved electron diffraction imaging, utilizing molecular pho-
toelectrons as probes, researchers aimed to trace hydrogen migration processes in
ethanol and propanol molecules in real-time. The rapid motion of one or more hy-
drogen atoms, accompanied by chemical bond rearrangements, occurs on the fem-
tosecond timescale. Reported timescales for such nuclear dynamics range from a
few femtoseconds to several hundred femtoseconds, achievable using ultrashort FEL
pulses [133].

During hydrogen migration, certain parts of a molecule can separate and interact
weakly with other parts—a phenomenon known as roaming. This roaming fragment
may further extract other atoms from the remaining molecular structure.

However, to directly image the dynamics generated by an ultrashort pulse, a
second ultrashort probe pulse is essential to capture the molecular structure at
different delay times. This experiment focused on measuring hydrogen movement
in different alcohols (e.g., ethanol, propanol, and isopropanol) during ionization.

The researchers aimed to identify both single and double hydrogen movements
and examine how these processes compete. The use of the European XFEL was crit-
ical, as it provides the unique combination of high energy and short pulse duration
necessary for effective study of these rapid processes.

In this pump-probe experiment, the photon energies used were 555 eV and 660 eV
(pump and probe, respectively), with pulse durations of approximately 10 fs and
pulse energies around 100 µJ. The delay range extended to 150 fs. The spot size
was around a few micrometers, with 50 pulses per train and a pulse train length of
400 µs, resulting in a repetition rate of 0.125 MHz.

If the ODL were to be utilized in this context with the pulse energy on the mirror
approximately 100 µJ and as illustrated in Fig. 3.45c and Fig. 5.1, this energy would
be well below the damage threshold, indicating that the ODL is safe in this scenario.
The fluence on the beam is calculated as F = 100

2·π·512 = 0.006µJ/µm2, with a time
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interval of 8 µs between pulses, allowing sufficient cooling time before the subsequent
pulse arrives.

In another experiment conducted under proposal number 5731, titled "Lifetime
Determination of Key Astrophysical Transitions in Fe XVII Using the Two-color
X-ray Pump-probe Technique," led by Principal Investigator Thomas Baumann and
conducted in March of 2024, The researchers aimed to investigate ultra-short life-
times of highly charged ions (HCIs) to enhance astrophysical diagnostics and validate
atomic physics models.

In nature, most baryonic matter1 exists in an ionized state. In massive galaxy
clusters, this matter primarily takes the form of hot gas (20–100 million Kelvin)
bound by a dark matter halo. Galaxies within these clusters account for only about
10% of the baryonic mass, but their interactions drive critical astrophysical phe-
nomena, observable through X-ray emissions.

These X-ray emissions, originating from HCIs, provide essential data on the
temperature, density, chemical composition, and opacity of the gas. A key diagnostic
technique involves comparing the strengths of two strong emission lines from He-like
and Ne-like states. To interpret these spectra accurately, precise measurements of
oscillator strengths, collision strengths, and excited-state lifetimes are crucial [134–
136].

Recent studies have attempted to resolve longstanding differences between mea-
sured and predicted intensity ratios of specific transitions. Despite advances using
ultrahigh-resolution monochromators, uncertainties remain due to technical limita-
tions. Addressing these challenges requires new, more accurate methods for mea-
suring lifetimes and natural linewidths of HCIs.

The proposed experiment employed the two-color mode of the SASE3 undulator
at the European XFEL. This mode enables time-resolved measurements of femtosec-
ond (fs) dynamics in a pump-probe setup. Target ions are prepared in controlled
charge states using a compact Electron Beam Ion Trap (EBIT), recently operational
at the SQS instrument. These ions are then exposed to soft X-ray FEL radiation.

In this method, the first X-ray pulse (pump pulse) excites the ion to a specific
energy state. The second pulse (probe pulse), tuned to a lower photon energy, fur-
ther ionizes the excited ion. At long delays between the two colors, the excited
state radiatively decays to the ground state. By varying the time delay between the
two pulses and monitoring fluorescence emission and charge-state distributions, the
excited-state lifetime can be determined. This time-domain technique offers excel-
lent statistical precision, precise control over charge states and excitation pathways,

1A baryon refers to a heavy subatomic particle made up of three quarks, such as protons and
neutrons. Astronomers use the term "baryonic matter" broadly to encompass all normal atomic
matter, disregarding the negligible mass contribution of electrons.
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and significantly reduced systematic uncertainties. Unlike traditional methods, this
approach directly measures femtosecond lifetimes without relying on complex line
profile modeling.

At this moment, no other facility can enable such an experiment. The European
XFEL is uniquely suited for this experiment due to its high pulse energies, short
pulse durations, flexible photon energy tunability, and MHz repetition rate.

For this experiment, the pump source parameters included a photon energy of
822 eV, a pulse duration of 25 fs, and a pulse energy of 400 µJ, with a spot size of a
few micormeters, 200 pulses per train, and a pulse train length of 200 µs, resulting
in a repetition rate of 1 MHz. The probe source exhibited similar characteristics,
with a photon energy of 855 eV.

If the ODL is incorporated into this experiment with a positive delay, meaning
the pump is generated by U1, the fluence arriving at the ODL would be approxi-
mately F = 400

2·π·362 = 0.05µJ/µm2, which it is again below the damage threshold of
the mirror in single-pulse condition.

In any case, if higher pulse energy or photon energy is required, it would be
necessary to open some undulators upstream of the ODL. Fig. 5.1 indicates how
many undulators should be opened upstream of the ODL to prevent damage on
the mirror. In this figure, the electron collision length is not considered. Based
on experimental results at 1 keV, with the electron collision length considered, the
damage threshold is approximately three times higher.

5.3 Future Outlook
The optical components of the ODL are ready, with two mirrors coated and the

remaining mirrors planned for coating in the next few months. The mechanical parts
are currently being manufactured by FMB-Berlin and are expected to be completed
by early 2025. During a planned six-month shutdown of the European XFEL in the
second half of 2025, we will install the ODL in the tunnel alongside the magnetic
chicanes. Following installation, mirror alignment will be performed, and the system
will be prepared for user access.

It would be beneficial to develop a feature that alerts users about the safe op-
erational limits of the ODL, ensuring they do not exceed the threshold energy and
thereby prevent damage to the mirrors.

For improved comparison between experimental data and simulations, conduct-
ing another experiment with a better Gaussian beam and yielding more precise re-
sults would be advantageous. Our findings indicate that the electron collision length
increases at higher photon energies, suggesting that experiments at 2 or 3 keV would
yield more definitive insights into damage thresholds. Furthermore, multi-pulse
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Figure 5.1: Number of undulators to open upstream of the ODL to avoid damage.
The electron collision length is not considered. For photon energy at 1 keV, the
damage threshold increases approximately three times when considering electron
collision length.

damage experiments would be beneficial in gathering more comprehensive data.
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List of Abbreviations

AEF Absorbed Energy Fraction
CVD Chemical Vapour Deposition
DESY Deutsches Elektronen SYnchrotron
EuXFEL European X-ray Free Electron Laser
EDD Energy Deposition Distribution
FEA Finite Element Analysis
FEL Free Electron Laser
FEM Finite Element Method
FWHM Full Width at Half Maximum
HZG Helmholtz-Zentrum Geesthacht
KB Kirkpatrick–Baez
MC Magnetic Chicane
ME Mechanical Engineering
OASYS OrAnge SYnchrotron Suite
ODL Optical Delay Line
RMS Root Mean Squared
SASE Self Amplified Spontaneous Emission
SEC Sample Environment and Characterization
SPF Simulation of Photon Fields
SQS Small Quantum Systems
SRW Synchrotron Radiation Workshop
STD Standard Deviation
WLI White Light Interferometry
XFEL X-ray Free Electron Laser
XGM X-ray Gas Monitor
XPD X-ray Photon Diagnostics
XRO X-Ray Optics
YAG Yttrium Aluminium Garnet
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CHAPTER

A
Appendix: Optical Delay
Line

A.1 Thermal-Dependent Properties of Si and B4C
It is necessary to consider the temperature-dependent properties of the material

when studying the heat transfer on the mirror. Fig. A.1 displays the thermal prop-
erties of silicon [137], while Fig. A.2 illustrates the thermal properties of B4C. The
temperature-dependent parameters of thick B4C were measured at the Fraunhofer
Institute on our behalf.
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(a) Density.

(b) Specific heat capacity.

(c) Conductivity.

Figure A.1: Temperature-dependent properties of silicon.
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(a) Dencity.

(b) Specific heat capacity.

(c) Conductivity.

Figure A.2: Temperature-dependent properties of B4C.
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A.2 Fizeau Interferometer
A Fizeau interferometer is a laser interferometer configuration commonly used

for measuring the surface shape and flatness of optical surfaces. It was invented by
Armand Fizeau, a French physicist, in the 19th century.

This interferometer relies on the principle of interference, where light waves su-
perimpose to produce a pattern of fringes that can reveal detailed surface informa-
tion. Fizeau interferometry is a relative measurement technique that compares a
test surface to a high-quality reference surface. The system typically consists of a
laser source, a beam splitter, a reference mirror, and a camera, as depicted in Fig.
A.3 [70, 138, 139].

Figure A.3: Schematic arrangement of Fizeau interferometer [140].

The setup relies on interference between the test surface and a nearby reference
surface. The reference surface, usually the right surface of an optical flat, possesses
extremely high flatness and surface quality. The process involves a monochromatic
light beam, such as from a laser, directed through a pinhole and a converging lens
to produce parallel rays. Then some of the incident light is transmitted through the
reference mirror while a portion is reflected by it. This part of the beam is reflected
by a high-quality reference surface, while the transmitted beam is reflected by the
surface under examination. Both beams return to the beam splitter, recombine, and
interfere due to differences in optical path lengths, creating an interference pattern
recorded by a sensor or imaging device.

The interference pattern consists of bright and dark fringes, corresponding to
constructive and destructive interference, respectively. During the measurement
process, a piezo is used to vary the optical path, making these fringes moving across
the field of view. By combining several frames of acquired fringe patterns, one can
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measure the heights of all points on the test surface, or quantify the change in wave-
front caused by the beam passing through the optic. This pattern reveals critical
information about the surface under test, including surface height and flatness.

We utilized a 12-inch large aperture Fizeau Zygo interferometer to measure the
surface quality of the ODL mirrors (Fig. A.4).

Figure A.4: Large aperture Fizeau Zygo interferometer used for mirror surface
quality assessment at European XFEL.

113



A.3 White light interferometry (WLI)

Accurate surface characterization is essential in a wide range of scientific and
industrial applications, such as ensuring the quality of optical components. High
surface roughness on mirrors can significantly compromise beam quality. White
Light Interferometry (WLI) is a powerful, non-contact optical technique that pro-
vides nanometer-scale precision in measuring surface roughness. This method an-
alyzes surface profiles and detects variations with exceptional accuracy, making it
ideal for assessing the quality of optical components.

Fig. A.5 shows the schematic setup of a White Light Interferometer device.
A broadband light source, commonly referred to as "white light", is split into two
paths: one directed toward a reference mirror with a fixed optical path length and
the other toward the test sample. Variations in the sample surface height alter the
optical path length of the reflected beam. The reflected beams from the reference
and sample are then recombined, producing an interference pattern that is detected
by a CCD sensor.

The interference arises from the phase difference between the two beams:

• Constructive interference occurs when the waves are in phase, amplifying
the resulting signal.

• Destructive interference occurs when the waves are out of phase, canceling
each other out.

This interference pattern encodes information about the surface height variations
on the sample.

Figure A.5: The schematic setup of a White Light Interferometer typically in-
cludes: light source, beam splitter, reference mirror, lens and collimator, CCD image
sensor [141].
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The system is designed so that the optical path lengths of the reference and
sample are identical at the CCD sensor when the sample surface is flat. Any as-
perities on the test surface cause path length differences, forming an interference
pattern. These patterns are translated into peaks and troughs corresponding to the
surface heights. The lens is moved by a piezo to adjust the phase condition, and the
corresponding phase and intensity are acquired and later converted into a surface
profile [142–145].

WLI can be equipped with various microscope lenses to achieve high magnifica-
tion. A commonly used objective lens in such setups is the Mirau objective, which
integrates a miniaturized reference mirror and beam splitter into the objective lens.
This configuration minimizes shadowing effects and allows for precise measurement
of fine surface details, even at high magnifications. For our roughness measurements,
we used the Zygo White Light Interferometer NexView (Fig. A.6).

Figure A.6: Zygo White Light Interferometer NexView
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A.4 Fizeau Measurments
The surface quality of the ODL mirrors is presented here. Measurements were

performed using the 12" large-aperture Fizeau interferometer at the European XFEL,
with a digital mask (7 mm wide) in the software set slightly larger than the clear
aperture. The edge of the mirror is shown on the minimum of Y -axis. The large
heights observed at the edge are not real; they are noise caused by the sharp edge
of the mirror.
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(a) 3D map.

(b) 2D map (P-V: 11.9nm; rms:1.39nm).

(c) Central profile (P-V: 4.5nm; rms:0.89nm).

Figure A.7: Fizeau measurement of mirror M1 before coating, with the best-fit
tilt and parabola removed. The edge of the mirror is shown at the minimum of the
Y-axis.
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(a) 3D map.

(b) 2D map (P-V: 9.2nm; rms:1.02nm).

(c) Central profile (P-V: 3.5nm; rms:0.56nm).

Figure A.8: Fizeau measurement of mirror M2 before coating, with the best-fit
tilt and parabola removed. The edge of the mirror is shown at the minimum of the
Y-axis.
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(a) 3D map.

(b) 2D map (P-V: 8.1nm; rms:1.02nm).

(c) Central profile (P-V: 3.2nm; rms:0.67nm).

Figure A.9: Fizeau measurement of mirror M3 before coating, with the best-fit
tilt and parabola removed. The edge of the mirror is shown at the minimum of the
Y-axis.
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(a) 3D map.

(b) 2D map (P-V: 8.3nm; rms:0.99nm).

(c) Central profile (P-V: 3.7nm; rms:0.60nm).

Figure A.10: Fizeau measurement of mirror M4 before coating, with the best-fit
tilt and parabola removed. The edge of the mirror is shown at the minimum of the
Y-axis.

120



(a) 3D map.

(b) 2D map (P-V: 7.7nm; rms:1.01nm).

(c) Central profile (P-V: 3.2nm; rms:0.62nm).

Figure A.11: Fizeau measurement of mirror M5 before coating, with the best-fit
tilt and parabola removed. The edge of the mirror is shown at the minimum of the
Y-axis.
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(a) 3D map.

(b) 2D map (P-V: 8.5nm; rms:0.97nm).

(c) Central profile (P-V: 3.9nm; rms:0.57nm).

Figure A.12: Fizeau measurement of mirror M6 before coating, with the best-fit
tilt and parabola removed. The edge of the mirror is shown at the minimum of the
Y-axis.
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(a) 3D map.

(b) 2D map (P-V: 17.5nm; rms:1.39nm).

(c) Central profile (P-V: 4.5nm; rms:0.89nm).

Figure A.13: Fizeau measurement of mirror M1 after coating, with the best-fit
tilt and parabola removed. The edge of the mirror is shown at the minimum of the
Y-axis.
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(a) 3D map.

(b) 2D map (P-V: 15.0nm; rms:0.88nm).

(c) Central profile (P-V: 3.2nm; rms:0.67nm).

Figure A.14: Fizeau measurement of mirror M3 after coating, with the best-fit
tilt and parabola removed. The edge of the mirror is shown at the minimum of the
Y-axis.
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CHAPTER

B
Appendix: Damage Test

B.1 X-Ray Gas Monitor

The X-Ray Gas Monitor (XGM) is an essential diagnostic tool at the European
XFEL, designed for precise single-shot pulse energy measurements and average beam
position monitoring, a critical need due to the intensity fluctuations caused by the
self-amplified spontaneous emission (SASE) process. The primary purpose of XGMs
is to provide accurate, non-destructive measurements of the FEL pulse intensity for
each shot, supporting users in obtaining stable experimental conditions and reliable
data.

The XGM chamber contains a target gas, typically neon (Ne), argon (Ar), or
krypton (Kr), at a pressure of about 10−5 mbar, which is almost transparent to
the FEL pulse. Transparency allows the FEL beam to continue unaltered toward
the experimental hutches. When the FEL beam passes through the chamber, it
ionizes the rare gas atoms, generating ions and electrons as reaction products. These
ions and electrons are then separated and directed toward different sections of the
detector by using an electric field. The field, created by two high voltages applied
to the extraction electrodes, pulls the ions upward and the electrons downward to
dedicated detection areas within the XGM (see Fig. B.1).

The ions are collected at the upper section of the XGM by a large Faraday cup
electrode. The current signal from the electrode is recorded by an electrometer, but
before reaching the electrometer, the signal is integrated in a custom circuit. This
integration reduces potential errors in current measurement caused by the pulsed
structure of the FEL signal. This measurement provides a direct correlation to the
FEL bunch intensity, making it a reliable indicator of beam intensity.

In addition to the Faraday cup, an ion time-of-flight spectrometer is installed
on the ion side. The ions can pass through a hole in the faraday cup electrode and
enter a commercial ETP 14880 ion detection system with an electron multiplier.
The resulting signal is then amplified and digitized to determine the charge-state
distribution of ions produced in the interaction. This information is critical for cal-
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Figure B.1: Schematic diagram of the X-Ray Gas Monitor (XGM). The FEL beam
ionizes a target gas, creating ions and electrons. The ions are directed upward to
a Faraday cup, where their current signal is measured to determine pulse energy.
Electrons are directed downward to another Faraday cup, where the signal is am-
plified and digitized for monitoring [111, 146].

culating a correction factor for FEL intensity measurements, enhancing the accuracy
of pulse energy readings on the 4.5 MHz pulse time scale. The measured ion current
is thus proportional to the total FEL beam energy, making it possible to accurately
determine energy output.

At the bottom section of the XGM, electrons are collected by another Faraday
cup, where the signal is capacitively coupled, amplified, and sent to a digitizer.
Although this signal is not used directly for intensity calculations, it is essential for
monitoring during commissioning or maintenance.

The XGM also includes a position intensity monitor. This system, using a HAMP
(Huge Area Open Multiplier) detector, is configured to measure both the horizontal
and vertical positions of the beam by passing the FEL pulse in between two split-
electrode plates, allowing the pulse-resolved determination. This XGM provides ac-
curate, high-resolution intensity monitoring while preserving beam integrity, which
is indispensable for achieving reliable and reproducible experimental results [147,
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148].
A variant of the XGM, known as the X-ray Gas Monitor Detector (XGMD), is in-

stalled in the SQS instrument at European XFEL. This detector provides sub-200 ns
temporal resolution for online, pulse-resolved photon flux measurements across a
broad photon energy range (250 eV to 12.4 keV), with an absolute uncertainty of
less than 10% for intensity determination and a relative standard uncertainty for
pulse-to-pulse intensity instabilities of 1% for more than 1010 photons per pulse. The
XGMD is located upstream of the KB mirror system enabling precise monitoring of
intensity delivered to the experiment station on a single-shot basis, after the beam
has passed optical elements like off-set mirrors, apertures, and an optional soft X-ray
monochromator [111, 146, 149].

B.2 Gas Attenuator

Gas attenuators are essential beamline components within XFEL facilities, where
they provide a controlled reduction in X-ray beam intensity to protect sensitive
downstream components and support various experimental requirements. Due to
the extremely high peak intensity of FELs, unattenuated beams can cause signif-
icant damage to equipment such as mirrors. Therefore, gas attenuators allow for
safe, flexible operations. This controlled modulation is crucial during mirror align-
ment and other setup processes, enabling users to gradually increase beam intensity
without risk to the equipment. In various experiments, where intensity scanning
is required, it allows researchers to vary the beam intensity without adjusting the
accelerator or undulator, which is particularly advantageous for high-repetition-rate
FELs like the European XFEL. In cases requiring fine-tuning, combining a gas at-
tenuator with a solid attenuator provides enhanced control over beam attenuation
[150, 151].

The gas attenuator functions by attenuating the FEL beam through controlled
gas absorption. This functionality is achieved with a gas-filled tube, also known as
a “gas absorption cell”. The attenuation level within the gas attenuator depends on
factors like the gas density, interaction length, and type of gas used. Commonly,
Nitrogen or Argon is typically used as the filling gas, with pressure adjustments
allowing precise control over the attenuation. This relationship between gas pressure
and attenuation is described by a first-order approximation of the Beer-Lambert law
(Fig. B.2):

I = I0e
−µρd (B.1)

where I0 is the initial beam intensity, I is the intensity after photoabsorption, µ
represents the mass absorption coefficient (depending on the material and photon
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energy), ρ is the material density (pressure- and temperature-dependent for gases),
and d is the total effective attenuation path length. By adjusting gas pressure,
the system controls the density within the gas cell, modulating the beam intensity
accordingly [152, 153].

Figure B.2: Illustration of gas attenuator function, where an incoming X-ray beam
is attenuated by passing through a gas-filled absorption medium [153].

The European XFEL operates at an ultra-high repetition rate of up to 4.5 MHz,
which creates specific challenges for the gas attenuator. First, the attenuator must
withstand high peak intensities, requiring a gas-based attenuation medium for soft
X-rays. Additionally, it must dissipate the absorbed energy swiftly to reset between
pulses. For instance, at 4.5 MHz, pulses arrive every 0.22 µs, so the gas volume must
return to its initial state quickly to maintain consistent attenuation.

The XFEL gas attenuator is a windowless tube filled with nitrogen, with differen-
tial pumping sections on each end to maintain ultra-high vacuum conditions outside
the attenuator. The nitrogen filling provides a controllable transmission range from
1.10−12% to 100%, adjustable based on the photon wavelength, gas species, and
pressure. The device also allows for precise pressure control, with the minimum
controllable pressure during injection at 0.001 mbar and a maximum allowable pres-
sure of 35 mbar [25, 152, 153].
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B.3 Si, Single-Shot Damage Test at Grazing An-
gle 9 mrad, Observed Damage

Sample line No. XGM [µJ ] ATT [%] Epulse[µJ ] reached to sample

Sample 1

1 4816.1 97.12 1571.6
2 4550.6 97.13 1485.1
3 4800.5 60.60 977.4
4 4614.4 60.38 936.2
5 4554.4 35.46 542.6
6 4679.0 35.30 555.0
7 4376.2 20.47 301.0
8 5127.2 21.04 362.5
31 5083.5 95.75 1635.5

Table B.1: Parameters for Si single-shot damage test at grazing angle 9 mrad.
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B.4 B4C, Single-Shot Damage Test at Grazing An-
gle 9 mrad, Observed Damage

Sample line No. XGM [µJ ] ATT [%] Epulse[µJ ] reached to sample

Sample 2
42 4564.1 97.19 1490.4
43 4401.9 69.15 1022.7
44 4358.2 69.15 1012.6

Sample 3

32 4719.6 59.73 947.2
42 4504.0 70.10 1060.8
43 4549.3 70.12 1071.8
44 4846.6 70.14 1142.2
45 5290.4 70.17 1247.3
46 4328.8 70.19 1020.9
47 4691.0 70.18 1106.2
48 4642.3 70.20 1095.0
49 5066.0 70.20 1194.9
50 4438.6 70.19 1046.8
51 4573.7 80.00 1229.4
52 4715.0 80.03 1267.9
53 4441.2 80.11 1195.4
54 5174.0 80.14 1393.2
55 5466.6 80.17 1472.5
56 4120.2 80.19 1110.1
57 4396.5 80.20 1184.7
58 4961.1 80.21 1337.0
59 4656.1 80.24 1255.3
60 4481.1 98.54 1483.7
61 4916.2 98.62 1629.1
62 5327.9 98.65 1766.0
63 4526.7 98.70 1501.2
64 5138.3 98.74 1704.7
65 4848.1 98.75 1608.6
66 4645.0 98.80 1542.0
67 4915.9 98.80 1631.9
68 5416.4 98.86 1799.2

Table B.2: Parameters for B4C single-shot damage test at grazing angle 9 mrad.
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B.5 B4C, Single-Shot Damage Test at Grazing An-
gle 15 mrad, Observed Damage

Sample line No. XGM [µJ ] ATT [%] Epulse[µJ ] reached to sample

Sample 3

69 45646.0 96.09 1473.9
70 3894.7 96.18 1258.6
71 4781.0 96.29 1546.8
72 2895.5 52.07 506.6
73 2279.2 51.98 398.1
74 4014.6 51.87 699.7
75 2988.2 27.22 273.3
76 2991.1 26.97 271.0
77 3777.1 27.10 343.9

Table B.3: Parameters for B4C single-shot damage test at grazing angle 15 mrad.
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B.6 B4C, Single-Shot Damage Test at Grazing An-
gle 19 mrad, Observed Damage

Sample line No. XGM [µJ ] ATT [%] Epulse[µJ ] reached to sample

Sample 2

1 4984.9 97.21 1674.9
2 4603.4 60.99 943.5
3 4949.7 38.52 640.3
5 4805.9 23.23 371.4
6 4290.5 14 201.8
7 4688.2 9.32 144.9
8 4438.8 6.9 102.9
16 4717.3 56.1 887.6
17 5038.2 59.92 1014.3
18 4548.1 56.92 915.7
19 4929.1 59.91 992.2
20 4301.0 25.88 374.0
21 4707.3 26.12 413.1
22 4422.0 26.18 389.0
23 4828.4 10.68 173.2
24 4611.1 10.73 166.2
25 5092.8 10.51 179.8
26 4682.1 10.68 168.0

Table B.4: Parameters for B4C single-shot damage test at grazing angle 19 mrad.
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B.7 B4C, Multi-Pulse Damage Test at Grazing
Angle 9 mrad

Pulse/train Time ATT [%] Epulse Fluence Damage
of shootin on sample [µJ ] [µJ/µm2]

30

10 sec

10 149.45 0.09 Yes
3 48.16 0.03 No
3 47.61 0.03 Yes
1 15.11 0.009 No

0.3 4.48 0.003 No

5 min

10 165.83 0.1 Yes
3 47.25 0.03 Yes
3 48.49 0.03 Yes
1 15.12 0.009 No

0.3 4.57 0.003 No

300

10 sec

10 170.29 0.11 Yes
3 47.27 0.03 Yes
3 47.33 0.03 Yes

0.3 3.81 0.002 No

5 min

3 45.06 0.03 Yes
3 46.46 0.03 Yes
1 14.83 0.009 Yes

0.3 4.54 0.003 Yes

Table B.5: Parameters for B4C multi-pulse damage test at grazing angle 9 mrad.
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