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Abstract

Healthy aging is important to live a fulfilling, independent life. This includes, among
others, striving for a good psychological, cognitive, and physical well-being. In order
to remain active as long as possible, it is important to continuously promote these
aspects of health. One possibility to do this is through virtual reality (VR) exergames –
applications that combine exercise and gaming to create a motivating approach, fostering
long-term adherence. In order for them to show the desired effects, they need to be
designed in a way that is understandable, operable, and motivating.

This dissertation investigated the effect of different VR exergames and design decisions
on the user experience of older adults, aiming to answer the research question how to
design immersive cognitive-physical training for older adults. In five user studies and
one systematic literature review, different aspects of VR exergames were investigated.
The first study was conducted with older adults with mild dementia, and evaluated an
exergame over the course of nine weeks for its effectiveness in improving psychological,
cognitive and physical well-being. In a second study, another exergame was compared to
traditional video-based training with older adults without dementia, aiming to determine
whether these two approaches are comparable. The third study examined the effects of
different dynamic difficulty adjustments with younger and older adults, and identified
transferabilities and differences between these two user groups.

Further, one aspect of VR exergames was investigated in more depth: The integration
of intelligent virtual agents (IVAs). With a systematic literature review, the usage
and preferences regarding IVAs in the healthcare domain were investigated. We then
conducted a user study to compare the effect of agent visibility on task performance,
and social presence. In a final user study, we integrated an IVA communicating with the
help of GPT-4o into a VR exergame and evaluated the user experience, communication
and preferences of older adults.

The results of this dissertation show that VR exergames can improve psychological, cog-
nitive, and physical well-being, and that they are comparable to video-based exercises.
Further, it shows that in the design of VR applications for older adults, a multitude of
considerations have to be taken into account, which largely depend on the user group
and the context of the application. This emphasizes the need to integrate the end users
in the design and evaluation process and to continue research in this important area.
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Zusammenfassung

Gesundes Altern ist wichtig, um ein erfülltes, unabhängiges Leben zu führen. Um so
lange wie möglich aktiv zu bleiben, ist es wichtig, gesundheitliche Aspekte wie das
psychologische, kognitive und körperliche Wohlbefinden kontinuierlich zu fördern. Eine
Möglichkeit, dies zu tun, sind Exergames in der virtuellen Realität (VR): Anwendungen,
die Bewegungen und Spiele kombinieren, um einen motivierenden Ansatz zu schaffen,
der eine langfristige Aufrechterhaltung des Trainings fördert. Damit sie die gewünschten
Effekte zeigen, müssen die Exergames so gestaltet sein, dass sie verständlich, bedienbar
und motivierend sind.

Diese Dissertation untersucht den Effekt verschiedener VR Exergames und Desig-
nentscheidungen auf die Nutzungserfahrung älterer Erwachsener. Die Forschungsfrage,
welche in fünf Nutzungsstudien und einem systematischen Literaturreview untersucht
wurde, beschäftigt sich damit, wie man immersives kognitiv-physisches Training für äl-
tere Erwachsene gestalten kann. Die erste Studie wurde mit älteren Erwachsenen mit
leichter Demenz durchgeführt und bewertete ein Exergame über einen Zeitraum von
neun Wochen hinsichtlich seiner Wirksamkeit zur Verbesserung des psychologischen,
kognitiven und körperlichen Wohlbefindens. In einer zweiten Studie wurde ein Ex-
ergame mit traditionellem videobasiertem Training verglichen, um herauszufinden, ob
diese beiden Ansätze vergleichbar sind. Die dritte Studie untersuchte die Auswirkungen
verschiedener dynamischer Schwierigkeitsanpassungen von Exergames bei jungen und
älteren Erwachsenen und identifizierte Übertragungsmöglichkeiten und Unterschiede
zwischen diesen beiden Nutzer:innengruppen.

Darüber hinaus wurde ein Aspekt von VR Exergames näher untersucht: die Integra-
tion intelligenter virtueller Agenten (IVAs). In einem systematischen Literaturreview
wurden die Nutzung und die Präferenzen bezüglich IVAs im Gesundheitsbereich un-
tersucht. Anschließend wurde eine Nutzungsstudie durchgeführt, um den Effekt der
Sichtbarkeit von Agenten auf die Leistung bei kognitiv-physischen Aufgaben und die
wahrgenommene soziale Präsenz zu vergleichen. In einer abschließenden Nutzungsstudie
wurde ein IVA, der mit Hilfe von GPT-4o kommuniziert, in ein VR Exergame integriert
und die Nutzungserfahrung, die Kommunikation und die Präferenzen älterer Erwach-
sener wurde evaluiert.

Die Ergebnisse dieser Dissertation zeigen, dass VR Exergames das psychologische, kog-
nitive und körperliche Wohlbefinden von älteren Erwachsenen verbessern können und
dass sie mit videobasierten Übungen vergleichbar sind. Darüber hinaus zeigen sie, dass
bei ihrer Gestaltung eine Vielzahl von Betrachtungen zu berücksichtigen ist, die weit-
gehend von der Nutzer:innengruppe und dem Anwendungskontext abhängen. Dies be-
tont die Notwendigkeit, die Endnutzer:innen in den Design- und Evaluationsprozess
miteinzubeziehen um dieses wichtige Thema weiter zu erforschen.
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Chapter 1

Introduction

1.1 Motivation

The global population is aging, with the World Health Organization (WHO) estimating
that the number of people aged 60 or above will exceed 2 billion by 2050 [3]. This
may pose financial and social challenges on the healthcare system, both in primary and
long-term care. Investing in strategies to promote healthy aging can help to alleviate
this burden, and improve the independence of older adults.

One important aspect influencing healthy aging is the quality of life (QoL). QoL en-
compasses several dimensions, such as emotional and physical well-being, or personal
development and activity. A good QoL allows individuals to enjoy daily activities, en-
gage in passions, and maintain social connections [90]. For older adults, a positive QoL
plays a significant role in enhancing overall well-being, fostering greater autonomy and
a better ability to adapt to challenges in life [342].

While we do not have control over all aspects of life, there are areas where we can
make meaningful improvements. For example, research has shown that physical and
cognitive abilities [130], as well as psychological well-being [45] can be improved and
maintained through regular exercise. In particular, the combination of physical and
cognitive exercises has the potential to reduce neurological degeneration in conditions
like dementia [324]. Therefore, working towards the improvement of these three core
areas – psychological, cognitive, and physical well-being – through cognitive-physical
training is the goal of this thesis.

Traditional training methods often require qualified trainers, suitable training plans,
and they can quickly become repetitive. In contrast, serious games or exergames have
a motivating nature that encourages users to train their abilities on a regular basis [82,
270, 341]. These exercise programs combine exercise with gaming, and can be adjusted
to the needs and wishes of the users. For example, it is possible to create individualized
virtual environments (VEs), referring to the past of the users and encouraging remi-
niscence activities [197]. Further, exergames can be tailored to the skills of the users,
featuring easier and harder tasks, and adjusting themselves dynamically [139]. With
the help of reward systems and competitive social activities, long-term adherence can
be encouraged [341].

In this context, virtual reality (VR) shows enormous potential. In VR, realistic virtual
worlds can be created and these can elicit the feeling of presence – the illusion of being in
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a different place [309]. Additionally, VR often features natural movement tracking in six-
degrees of freedom, which makes intuitive and novel interactions possible. Compared to
2D displays, VR has the advantages of improved immersion, flow and motivation [372].

While VR technology has enormous potential in this context, it can also introduce chal-
lenges and usability barriers. For older adults, the usage of VR can be challenging due
to age-related health factors and lack of experience with innovative technology [295].
Further, ergonomic problems with the head-mounted display (HMD) [127, 133, 150],
complicated interaction methods [133] or abstract interface concepts [308, 337] can de-
teriorate the experience. These difficulties in operating or understanding the application
can impact their training experience, preventing them from improving their cognitive-
physical fitness, and limiting their adherence [382]. Hence, it remains an important
research question how to design inclusive, intuitive VR exergames that show a high
usability, a good user experience, and which can therefore lead to promising training
effects for older adults.

For VR exergame, there are various design decisions that can be considered. This ranges
from the choice of environmental setting, to choosing suitable, meaningful content, to
picking intuitive interaction methods. Aside from the goal of creating motivating ex-
periences, the well-being and safety of the end users should always be in focus [150],
and the applications should follow the basic principles of accessibility, being perceiv-
able, operable, understandable and robust [50]. Therefore, it is crucial to integrate the
end users in the design process, e.g., through employing a User-Centered Design (UCD)
approach [121]. Through this method, the end users are consulted for their opinion and
experience, and usability tests on designed prototypes identify barriers and possibilities
for further improvement.

In this thesis, we investigated the impact of different immersive training interfaces and
different game adjustments on the user experience of older adults, aiming to develop
systems that motivate the users to be cognitively and physically active. Further, we
aimed to improve their independence through the use of intuitive user interfaces and
interactive intelligent virtual agents (IVAs) guided by artificial intelligence (AI). The
general research question investigated in this thesis is:

How should we design immersive cognitive-physical training applications, especially
for older adults?

1.2 Structure

This thesis is divided into four parts. Part one explains the motivation and background
for this thesis. Part two presents three works on VR exergames for older adults, while
part three investigates the integration of IVAs into cognitive-physical training applica-
tions. Finally, part four discusses the findings of this dissertation and provides future
areas of research. The four parts are divided into different chapters. In detail, the
following chapters are presented in this dissertation:
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After this introductory chapter, Chapter 2 provides an overview on the scope of (healthy)
aging, as well as cognitive-physical training in immersive environments, inclusive design,
and the relevant literature surrounding it. Here, barriers and design recommendations
are pointed out, which are considered in the development of all immersive training
applications in the following chapters.

Chapter 3 explains the research methods used in this thesis, ranging from the UCD
approach to interviews and standardized questionnaires. In a mixed methods approach,
quantitative and qualitative methods were used to gain a comprehensive understanding
of the preferences, needs and opinions of the study participants. Furthermore, it is
highlighted in which chapters these methods were used.

Chapter 4 to Chapter 8 present the development and evaluation of the research cre-
ated within the EXGAVINE project, funded by the ‘Federal Ministry of Education and
Research’ (BMBF) [40]. This project resulted in the creation and evaluation of three
immersive movement games as interactive concepts for people with neurological dis-
eases: (i) Memory Journalist, (ii) Maestro Game and (iii) the Canoe Game. For each
exergame, a study was performed with older adults. In a reflective discussion, impli-
cations, design considerations, and future research directions concerning the design of
immersive training applications for different user groups are pointed out.

Chapter 9 to Chapter 13 focus on the implications derived from the previous part in
more depth - in particular the question how to provide a better assistance during im-
mersive training to improve the independence of older adults in using the exergames.
Our proposed solution for this are intelligent virtual agents (IVAs). IVAs are computer-
generated digital entities that can be animated to act like humans; e.g., by using natural
speech, or by exhibiting social behavior [70]. These agents can provide assistance to VR
users, e.g., through providing hints, drawing the user’s attention to important game
elements, correcting their movements or motivating them. In the first part, a system-
atic literature review is provided on agents in the healthcare sector. Consequently, a
study is presented that compares the effect of different visibility settings of IVAs dur-
ing cognitive-physical training on performance, the feeling of social presence and eye
behavior. Finally, the results of a user study with older adults on using an IVA as an
assistant in the aforementioned Canoe Game are discussed, reflecting on how assistive
IVAs are perceived and used by older adults. This last study integrates the insights
on immersive interface design collected from prior studies, and evaluates the current
topic of generative AI with an underrepresented user group, providing insights on older
adults’ usage, need and opinion on AI.

In Chapter 14 to Chapter 17, all conducted studies are discussed and put into con-
text. Here, we reflect on the general research question of this thesis, and whether the
evaluated interface concepts resulted in a good user experience. Furthermore, design
recommendations and future research directions are presented, emphasizing the need
for more research on this fast evolving and important topic.
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1.3 Scientific Publications and Authorship Contribution

This dissertation is based on several publications that have been published in peer-
reviewed national and international venues. The original publications were partly
rephrased and complemented with additional information. Furthermore, some figures
were edited or added. Additionally, I published papers that are outside of the scope of
this dissertation, which will also be listed in this section. Finally, I co-authored several
publications, which might be cited within the dissertation, but are also not part of its
main scope.

1.3.1 Publications Related to This Dissertation

For these publications, I contributed significantly as the main author in the design of
the studies and the development of the applications, the collection and analysis of data,
the writing of the paper and the management of the publication process. The original
publications included in this thesis are the following:

(1) Kruse, L., Karaosmanoglu, S., Rings, S., Ellinger, B., Apken, D., Mangana, T.
F., and Steinicke, F. (2021). A Long-Term User Study of an Immersive Exergame for
Older Adults with Mild Dementia during the COVID-19 Pandemic. In Proceedings
of the International Conference on Artificial Reality and Telexistence & Eurographics
Symposium on Virtual Environments (pp. 9-18). DOI: https://doi.org/10.2312/
egve.20211322 [167]

(2) Kruse, L., Karaosmanoglu, S., Rings, S., Ellinger, B., and Steinicke, F. (2021).
Enabling immersive exercise activities for older adults: A comparison of virtual reality
exergames and traditional video exercises. Societies, 11(4), 134. DOI: https://doi.
org/10.3390/soc11040134 [168]

(3) Kruse, L., Karaosmanoglu, S., Rings, S., and Steinicke, F. (2022). Evaluating
difficulty adjustments in a VR exergame for younger and older adults: Transferabilities
and differences. In Proceedings of the ACM Symposium on Spatial User Interaction
(pp. 1-11). DOI: https://doi.org/10.1145/3565970.3567684 [169]

(4) Kruse, L., Hertel, J., Mostajeran, F., Schmidt, S., and Steinicke, F. (2023). Would
You Go to a Virtual Doctor? A Systematic Literature Review on User Preferences for
Embodied Virtual Agents in Healthcare. In IEEE International Symposium on Mixed
and Augmented Reality (ISMAR) (pp. 672-682). DOI: https://doi.org/10.1109/
ISMAR59233.2023.00082 [165]

(5) Kruse, L., Mostajeran, F., and Steinicke, F. (2023). The Influence of Virtual Agent
Visibility in Virtual Reality Cognitive Training. In Proceedings of the ACM Symposium
on Spatial User Interaction (pp. 1-9). DOI: https://doi.org/10.1145/3607822.

3614526 [174]

(6) Kruse, L., Mostajeran, F., and Steinicke, F. (2023). High Levels of Visibility of
Virtual Agents Increase the Social Presence of Users. In IEEE Conference on Virtual
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Reality and 3D User Interfaces Abstracts and Workshops (VRW) (pp. 843-844). DOI:
https://doi.org/10.1109/VRW58643.2023.00264 (Poster) [173]

(7) Kruse, L., Rings, S., and Steinicke, F. (2025). My Focus was on the Game: Inves-
tigating the Use of AI Assistants in a Virtual Reality Exergame for Older Adults. In
Extended Abstracts of the CHI Conference on Human Factors in Computing Systems
(CHI EA). DOI: https://doi.org/10.1145/3706599.3719808 [175]

1.3.2 Additional First-Author Publications

Additionally, I am the main author of the following publications, which are outside of
the scope of this thesis:

Kruse, L., Langbehn, E., and Steinicke, F. (2018). I can see on my feet while walking:
Sensitivity to translation gains with visible feet. In IEEE Conference on Virtual Reality
and 3D User Interfaces (VR) (pp. 305-312). [171]

Kruse, L., Jung, S., Li, R. C., and Lindeman, R. W. (2020). On the Use of Jumping
Gestures for Immersive Teleportation in VR. In Proceedings of the International Con-
ference on Artificial Reality and Telexistence & Eurographics Symposium on Virtual
Environments (pp. 113-120). [166]

Kruse, L., Langbehn, E., and Steinicke, F. (2021). Where are you? Influence of Redi-
rected Walking on Audio-Visual Position Estimation of Co-Located Users. In IEEE
Conference on Virtual Reality and 3D User Interfaces Abstracts and Workshops (VRW)
(pp. 550-551). (Poster) [172]

Kruse, L., Wittig, J., Finnern, S., Gundlach, M., Iserlohe, N., Ariza, O., and Steinicke,
F. (2023). Blended collaboration: Communication and cooperation between two users
across the reality-virtuality continuum. In Extended Abstracts of the 2023 CHI Con-
ference on Human Factors in Computing Systems (pp. 1-8). [177]

Kruse, L., Rudschies, C., Rings, S., and Steinicke, F. (2024) Considering Psychotherapy
in the Metaverse. In: EMRN A Metaverse for the Good Conference (pp. 119–121). [176]

Kruse, L., Knaack, L., and Steinicke, F. (2024). Back to (Virtual) Reality: Preferences
and Effects of Entry and Exit Transitions to Virtual Experiences for Older Adults. In
Proceedings of the ACM Symposium on Spatial User Interaction (pp. 1-2). (Poster)
[170]

1.3.3 Co-Authored Publications

Finally, I contributed in several research papers as a co-author, which are also outside
of the scope of this dissertation. Here, I helped with the design of these studies, the
development of the applications, the collection and analysis of data, the writing of the
paper, or with supervision of students’ work:
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Chapter 2

Related Work

In this section, fundamental concepts related to the Aging Process and Dementia and
Quality of Life are explained, followed by related work on Immersive Training through
Exergames, and Accessible Design of Immersive Experiences.

2.1 Aging Process and Dementia

When aging, people collect a variety of different experiences and perspectives, which
can provide them with valuable insights and knowledge. Throughout the natural aging
process, the body also undergoes a variety of physiological changes. This can affect tis-
sues, bones and organs [10], for example, declining muscle strength and endurance, lower
flexibility and joint range of motion or a higher risk for diseases such as dementia [45].
Further, sensory perception and processing speed declines with age [231], resulting in
slower responses to stimuli.

Cognitively, abilities can be divided into different domains, such as attention, mem-
ory, executive functions or language [231]. Executive functions decline with advancing
age, including decision making, problem solving, or multitasking [231]. Through the
impairment of cognitive abilities, activities of daily living can be impacted, the auton-
omy of older adults can be restricted and this can result in a lower quality of life [45].
Further, the working memory or procedural memory abilities decline with age. In con-
trast to that, some aspects of memory are relatively stable with age, for example the
episodic memory which saves, among others, autobiographical memories, or procedural
memories, such as remembering how to play an instrument [231].

Additionally, neurological conditions like dementia can significantly impact the life of
older adults. Dementia is a degenerative illness, which causes the impairment of several
abilities including memory, learning, and the ability to perform daily activities [246].
Worldwide, there are more than 55 million people living with dementia, and almost 10
million new cases each year [246]. Age is the strongest known risk factors for dementia,
with most people with dementia being 65 years and older [246].

Dementia can arise from a variety of factors, all connected to damaged nerve cells and
their connection to the brain [246]. It can be distinguished between primary dementia,
which is usually irreversible and makes up to 90% of dementia causes, and secondary de-
mentia, where another disease is the leading cause for the symptoms of dementia [101].
Additionally, several risk factors – including smoking, excessive alcohol consumption,
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physical inactivity, social isolation, and depression – can elevate the likelihood of devel-
oping dementia [246].

First, the most common form of primary dementia is Alzheimer’s disease (AD), which
causes plaque in the brain to damage cerebral cells. The causes of Alzheimer’s disease
are not fully understood yet, with genetic factors accounting for less than 2% [101].
AD is the most common form of dementia, with around 60-65% of cases [101]. Second,
there is vascular dementia [101]. Impaired circulation of the blood flow can lead to the
death of nerve cells in the brain. Additionally, other neurological symptoms, numbness
or paralysis can occur. Risk factors can be high blood pressure, diabetes or, again,
smoking. A third form of dementia is associated with Lewy bodies. Here, deposits of
protein inside nerve cells, called Lewy bodies, affect the chemicals in the brain [118].

Additionally, secondary forms of dementia exist, where another disease, potentially
treatable, can cause symptoms that are similar to dementia. For example, metabolic
diseases, excessive alcohol consumption or certain medication as well as deficiencies in
essential vitamins can contribute to this [101].

In the context of dementia, mild cognitive impairment (MCI) is also often mentioned.
Here, older adults also have impaired memory abilities, but it is not as severe as de-
mentia [4]. Nevertheless, they are at a higher risk for developing dementia than fit
older adults their age: It is estimated that around 20% of people with MCI will develop
dementia within one year [4], which emphasizes the importance of an early intervention.

As there is currently no cure for the primary forms of dementia, the goal of treatment is
to improve the QoL of the older adults [101]. This can be done by focusing on training
the remaining skills of the older adults, strengthening their self-esteem and enabling
them to perform activities of daily living. Treatments often work with movements or
engaging the different senses of the older adults [102]. As an example, music, art or
biography work can be integrated into an individual therapy which is usually adjusted
to the older adult’s skills, preferences and needs. Here, it is important to keep the
performance pressure as low as possible to not further overwhelm the older adults [102].
Transferred to digital interventions, the applications should be designed as intuitively,
understandable and operable as possible to enable the best experience, as learning new
skills can be difficult due to the memory impairments of the older adults.

2.2 Cognitive and Physical Training

While there are many factors influencing QoL, this thesis focuses on two aspects that
have the potential to improve psychological, cognitive and physical well-being: (i) Cog-
nitive Training and (ii) Physical Training, and the mix of these two methods.
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2.2.1 Cognitive Training

In cognitive training, different abilities can be addressed, such as memory, visuospatial
abilities, or processing speed. In a between-subject design study with older adults,
participants in a study by Willis et al. [363] did a ten-session training for memory,
reasoning or processing speed, as well as training boosters around one and three years
after the original study. The authors found that those abilities that were originally
trained improved, and an effect could be observed even after five years, showing the long-
term effect of cognitive training. In a similar study setup, Ball et al. [17] found that 87%
of people in the processing speed group, 74% of the people in the reasoning group, and
26% of the people in the memory-training group showed a reliable cognitive improvement
after the original intervention period, and booster training enhanced these training gains.
It has also been shown that cognitive training can improve the visuospatial abilities
of older adults with and without MCI, their frontal lobe function, and their ability to
process new information [202], indicating its effect for people with cognitive impairment.
Kueider et al. conducted a systematic review on literature surrounding computer-based
cognitive interventions for older adults [178]. They found positive effect sizes in the 38
articles they reviewed and concluded that the effects achieved through computer-based
training are comparable or better to those of paper-based training.

2.2.2 Physical Training

Physical exercise training can increase fitness and physical function in fit older
adults [116] and people with dementia [124]. Different methods for physical train-
ing exist and the selection of a suitable option depends on the individual needs and
preferences. For example, physical training for older adults can be provided through
physiotherapists, in individual or group workout settings, or, alternatively, in home-
based settings through videotapes [346], exercise programs [192], or technological appli-
cations [211]. The Otago exercise programme [42] is one of the most renowned programs
to reduce falls in older age, and it has been shown that falls can be reduced by around
35% [274]. Falls can happen for several reasons, but two of the contributing factors are
lack of strength and balance [42]. The Otago exercise programme implements several
strength and balance exercises, which should be performed three times a week, and com-
plimented with walking training at least twice a week [42]. Several adjusted versions
were implemented and have shown their effectiveness [204], including an augmented
reality implementation [379].

Physical exercises can also improve some aspects of cognitive well-being [49, 94, 109,
124], and it is an essential component in interventions aiming to reduce cognitive
frailty [325]. Most physical tasks require cognitive input and attention [36], there-
fore, physical activities also have the potential to train cognitive abilities. Additionally,
studies have indicated a decreased risk for, and a reduced progression of dementia when
doing physical activities, which also highlights its importance for cognitive abilities [38,
275]. Finally, physical exercise can improve people’s mood [45]. Different training
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methods were evaluated for their effectiveness in improving cognitive fitness, for exam-
ple, resistance training, flexibility, and strength training, or cycling. Hall et al. have
shown that aerobic training can improve executive functions such as working memory or
decision-making [109]. Moreover, aerobic and strength exercises, as well as stretching,
can lead to a better cognitive performance, as shown through a twelve-week program in
a study by Langlois et al. [183]. In their meta-analysis, Colcombe et al. [49] explored the
effect of exercise on cognitive processes such as speed, visuospatial abilities, controlled
processing and executive control. In these four areas, they found the largest benefits
of fitness training on executive-control processes, and that there are several moderating
factors, such as training duration, length and type of the intervention.

2.2.3 Dual Cognitive-Physical Training

One way to simultaneously train cognitive and physical abilities is through dual-training
[324]. These interventions combine a cognitive with a physical task, for example, com-
bining a math or memory task with a strength or balance exercise [253]. Here, both,
cognitive and physical abilities, can be trained either simultaneously or after each other.
It has been shown that particular executive functions benefit more from simultaneous
cognitive-physical training compared to only physical training [79]. Simultaneous train-
ing also includes switching attention between the cognitive and physical task, thereby
enhancing the ability to shift attention [79].

2.3 Immersive Training through Exergames

While there are several methods to implement training options, this thesis focuses on
a technological approach utilizing VR. VR has several advantages in this context, for
example that training sessions are repeatable and adjustable, data can be recorded and
provided to healthcare providers, and virtual experiences can be designed according to
the needs and wishes of the users. To reflect on the benefits and possibilities of VR,
this section will explain the basics about (i) Virtual Reality Training and (ii) Serious
Games.

VR uses computer-generated images that are usually displayed on a stereoscopic HMD.
Through the HMD, users can be immersed into a virtual world and interact with the
world naturally, e.g., through physical movements in space. In an isometric mapping,
their physical movements are directly transferred to their virtual representation, en-
abling natural interactions with the digital content such as locomotion or grabbing vir-
tual objects. VR has many advantages in terms of user engagement, which are largely
due to two phenomena: (i) immersion and (ii) presence. Immersion in this context refers
to sensory aspects of the experience [309], e.g., the graphics frame rate, the tracking
capacities, latency, the field of view, or the image quality shown on the display. A high
immersion can be enabled through the technology that is used, e.g., a high visual quality
of the images, low latency, and the addition of other sensorimotor stimuli like audio.
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The second phenomenon is presence. This is often defined as the feeling or illusion of
“being there”, and is compared to visiting a place, rather than just perceiving images of
it [310, 313]. The goal of VR technology is to have both high immersion and presence, in
order to engage the users and deliver a realistic experience. Further, the feeling of pres-
ence can be called the Place Illusion, and additionally, there is the Plausibility Illusion,
which refers to the illusion that a scenario is actually occurring [309]. Again, if these
two illusions occur at the same time, this can lead to realistic behavior in immersive
VR.

Aside from immersive VR using HMDs, different systems exist that can be counted as
immersive media, but use different technology. For example, this includes systems like
the MS Kinect [216] that uses motion tracking, but displays the virtual environment
on a 2D screen, or projection based systems like the CAVE [54]. While these systems
are not evaluated in this thesis, prior research on exergames and exercise training using
them, especially with older adults, offers valuable insights into design considerations,
which will be included in the following summary.

Exergames or serious games combine exercise training with gaming [241]. This way,
adherence, enjoyment and motivation [390] for exercise training can be increased, and
daily life skills can be trained in a playful way [82, 328]. In their review, Karaosmanoglu
et al. [148] found that from 51 exergames that reported a target age range, 31 focused on
older adults, highlighting the potential for this user group. The majority of exergames
are designed for the purpose of physical training, rehabilitation, or prevention [148], and
prior work often highlights the enjoyment of participants when using immersive technol-
ogy for training activities [81, 82]. Several effects of exergames have been evaluated, for
example, its potential to improve physical and cognitive fitness [137, 229], to increase
the mood of participants [127], or to decrease depression [370].

2.3.1 Improvements in Mood

Direct effects of using (immersive) technology have been observed in a variety of studies.
As shown in a study by Garcia et al., after using VR for relaxation and stimulation,
participants with cognitive decline reported decreased stress [97]. Positive effects were
also observed in the development of unique experiences through the co-creation of digital
photo albums [58]. After experiencing an immersive concert in VR, a participant in a
study be Hodge et al. showed a more positive mood compared to before the experience,
which was visible in her body movements, indicating a change of mood [127]. While
these short-term effects look promising, long-term studies are required to verify the
positive effect of exergames on mood, and to distinguish it from a novelty effect.

2.3.2 Feasibility

The feasibility of exergames has been positively evaluated in several studies [71]. Gerling
et al. evaluated an exergame using the Nintendo Wii Balance Board [99, 100]. In their
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setup, players shifted their body weight to carry out different tasks like avoiding falling
objects on a 2D screen. While the authors identified barriers related to ergonomic issues
in long-term playing, the older adults quickly engaged with the game content. Van Diest
et al. evaluated an unsupervised exergame at home [69]. In order to control an ice-skater
on a frozen canal, players had to perform leaning motions in front of a TV using an MS
Kinect. Aside from confirming the feasibility of their exergame, the authors also found
that the balance of some participants improved during the six week study.

2.3.3 Physical Training

One primary goal of exergames is to train the physical abilities of the users. In prior
studies, this was often evaluated through self-assessments of the participants or through
observations of the researchers. In a study by Unbehaun et al., a participant felt like
the training led to an improvement in her whole body, and researchers also noticed
improvements in balance and stability among their participants [339]. They evaluated
four balance games with the MS Kinect where people with dementia performed lower and
upper body movements based on the Otago exercise catalogue [42]. In their qualitative
results, caregivers pointed out the potential of the exercises to improve gait, balance
and mobility [339]. In a study by Eisapour et al., therapists also commented that
their exergame led to a greater range of motion than what they expected from the
participants [81]. In more formal evaluations, small-to-medium effects on physical fitness
through the use of VR interventions were observed [158]. For people with cognitive
frailty, positive effects on gait speed, hand grip strength and the Timed-Up-Go Test
could be found [325].

2.3.4 Cognitive Training

Cognitive abilities have also been in focus of research in several papers, with a special
focus on improving cognitive functions to promote greater independence and, conse-
quently, an improved quality of life for older adults. It has been shown that long-
term VR interventions can improve cognition and brain function in older adults with
MCI [235, 334]. Additionally, after watching short films in VR, people with dementia
showed more alertness [276]. In a 4-week study, Huang et al. [138] investigated the
effect of immersive virtual environments (IVEs) on various cognitive outcomes in older
adults. Their findings showed that exergame training in IVEs can improve performance
in inhibition and task switching compared to a non-immersive version, and the feeling
of presence can be a mediator of this outcome. Maeng et al. [202] found that cognitive
VR training improved the visuospatial ability of older adults with and without MCI,
their frontal lobe function and their ability to process new information. In a systematic
review, four studies were identified that reported exergames to improve cognitive func-
tion of people with MCI [390]. Importantly, transfer effects in the cognitive domain of
working memory could also be shown in a study by Eggenberger et al. [79]: the positive
effects of a video game dancing intervention were transferred to an untrained cognitive
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domain, indicating the potential for exergames to have an effect even outside of their
training scope.

2.3.5 Opportunities for Other Stakeholders

While there are several advantages for the primary users, exergames can also benefit
secondary users such as caregivers or clinicians. One advantage is that older adults
can experience exergames at home, during their preferred time, partially decreasing the
need for supervision [82] or transportation organization [339]. Especially for people with
dementia, the logistical challenge of transporting them to the place of exercise training
adds additional workload upon caregivers. This might be reduced through home-based
exergame solutions, and enable caregivers or relatives to regain leisure time [339]. Fur-
thermore, technical solutions can aid clinicians and physiotherapists to measure the
therapy outcome [284], e.g., by automatically tracking the movement or duration of the
training, as well as changes in relevant measurements such as range of motion [80, 82]
or cognitive performance.

2.4 Accessible Design of Immersive Experiences

In the context of VR, accessibility means to give all people equal opportunities to ex-
perience a virtual environment, independent of their abilities or circumstances [228].
From a usability point of view, it means to make applications usable by as many people
as possible. While there is no ideal way to make an application accessible for every
individual, developers should aim to create designs that are accessible and user-friendly
for a diverse range of users [228]. In addition, by June 2025, legal regulations will
be strengthened in Germany, requiring certain hardware, applications and services to
be accessible [18]. In accessibility research, the Web Content Accessibility Guidelines
(WCAG) have established four principles for accessibility [50]: Perceivable, Operable,
Understandable and Robust, abbreviated with the acronym “POUR”. These are the ba-
sic requirements that each application or website needs to fulfill to be accessible. First,
the presented information needs to be perceivable, e.g., users need to be able to obtain
the information with at least one of their senses. Second, users need to be able to op-
erate the interface, e.g., to perform interactions to control the application. Third, the
information as well as the operation of the user interface needs to be understandable
to users. And lastly, the application needs to be robust, meaning that it must remain
accessible as technology advances, and also support the use of assistive technology.

In the context of VR, a set of guidelines [119] has been arranged from traditional guide-
lines such as WCAG or accessibility requirements made by hardware manufacturers.
These guidelines range from visual implications such as large interactive elements and
easily readable fonts, to re-configurable input mappings and the option to experience
VR without the need for sound and speech. Further, they inform researchers about the
need to account for various body types and a diverse range of motion, to allow as many
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(gameplay) settings as possible to be adjustable, and they prompt developers to not
make precise timings essential. The accessibility of VR applications for older adults has
been assessed in several works. In the following section, identified barriers as well as
design recommendations are summarized.

2.4.1 Barriers

Aside from traditional barriers that affect all users, like usability and cybersickness
problems [47], which can lead to frustration of the participants [337], traditional ex-
ergames, and even exergames or applications designed specifically for older adults, can
pose several age- and health-related barriers that hinder participants from experiencing
immersive applications and its positive effects for cognitive, physical and psychological
well-being in their entirety.

Physical Barriers

Some barriers are related to physical abilities of the participants. For example, people
in wheelchairs are often not able to participate in immersive experiences, for example, if
full-body motions are required [308]. For others, excessive physical motion when using
a Kinect system can lead to fatigue [308]. However, not only large motions can be
problematic. For example, people with arthrosis or arthritis can have limited mobility
in their hands, and limited fine motor skills, making it harder and painful to press
small buttons on a controller with the needed accuracy [356], and sometimes buttons
can be pressed accidentally [133]. Fast game mechanics can also pose a challenge to
some older adults [133], and some participants in a user study were worried about
mobility impairments, e.g., if a game is designed to be played with two arms, but only
one arm is mobile [133]. The weight of a VR HMD is also often pointed out as a
barrier [127, 133, 150], in combination with the fear of looking “silly” when wearing
the HMD [127]. Designers and developers should aim to reduce these barriers to create
operable interfaces.

Cognitive Barriers

Cognitively, some innovative concepts like avatars and different perspectives can be un-
familiar or too abstract for older participants to understand, especially without prior
explanation [308, 337]. Additionally, talking about technology and devices can be a bar-
rier that needs to be mediated [28], and might be due to having little experience with
interacting with innovative technology [295]. This also applies to VR hardware, for ex-
ample, when talking about controllers or specific button names like the“trigger”button,
especially for non-native English speakers. For people with dementia, an impaired lan-
guage processing skill can lead to difficulties in understanding verbal instructions [160],
which can be further amplified when using unknown technical words. Difficulties with
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interactions on digital devices have also been observed in people with dementia, for ex-
ample, performing simple tasks on a touch screen or using certain gestures [308], which
might also be due to audio-visual capabilities. Cognitive impairments might also influ-
ence the beliefs of a person. For example, one user in a VR flower planting experience
asked the study coordinators where the garden she just finished planting was located,
assuming that it was a real-time visual representation of a physical garden [308]. De-
signing immersive applications in an intuitive way, and making sure that concepts are
explained well, can help to create an understandable application.

Social Barriers

While social activities connected to the exergame experience have shown much potential,
the social dynamics during those interactions can also lead to problems or negative
perceptions. For example, in a group activity, participants in a study by Unbehaun
et al. [337] were often critical of each other, exclaiming that an active player did not
understand the task of the game. While training in a group setting with other people
can be motivating, it can also be frustrating for bystanders and the players themselves
for interpersonal matters. It has been reported that the pressure of performing well, but
not understanding the needed interactions, can lead to associating negative experiences
with using the system in a group [337].

On the other hand, some participants were frightened to train alone, and preferred to
have other people in the room with them, emphasizing the need for external super-
vision [339]. While most caregivers are open to try out new technology, others have
concerns about the extra workload that is added to their busy schedule [308], for exam-
ple, by maintaining the devices [28], or by creating virtual content for the older adults,
such as an interactive photo album [58]. Additionally, it is often the relatives or care-
givers who take on the role of motivators [336], which can be exhausting in the long run.
While family members can serve as an entry point into an experience, for example, if
they try the application themselves or encourage their relatives to do so, their absence
could potentially lead to reticence to try out unfamiliar systems [127]. In other studies,
participants were only motivated to use a proposed system when the research team was
present, or even refused to use the system without being guided by them [337]. This
amplifies the role of social dynamics for training, but also the barriers of training alone
without these social motivators.

Emotional Barriers

Finally, especially for people with dementia, their performance and motivation highly
depends on their mood. For example, the visit of a family member, prior activities or
medication input can affect the performance during exergame sessions [82]. In other
studies, when participants had a positive mood they could accept photos in an inter-
active photo album, while they would complain or get annoyed at inaccuracies if their

17



mood was negative [58]. Moreover, negative memories can also be triggered from vir-
tual experiences [308]. These considerations also need to be taken into account when
designing the content of VR applications.

2.4.2 Design Recommendations

Prior research shows that a good usability is essential to design an effective training ap-
plication. For example, the application needs to fit the users’ physical abilities, otherwise
it cannot be operated. Likewise, it needs to suit their cognitive abilities, otherwise the
user is preoccupied with understanding the training program, and unable to concentrate
on the actual cognitive tasks [382]. An emphasis should be put on designing meaning-
ful, intuitive and safe applications that can be adapted to the needs and preferences of
the users. While guidelines for good design practices exist, applications should always
be evaluated with the end users and other stakeholders and their feedback should be
valued and iteratively integrated to design an accessible application. In order to design
a suitable game, several recommendations have been proposed in literature.

Integrating On-Boarding Strategies

As a suitable on-boarding strategy, it is recommended to describe the VR experiences
beforehand and show the older adults pictures or videos of people wearing the HMDs,
and of the experiences they are going to see [127]. A special emphasis should be on
providing a sense of trust and safety to the user, e.g., by communicating with the older
adults or by providing suitable training [133]. In some prior work, pre-training ses-
sions for familiarization purposes were conducted [80] or recommended [71] to ensure
the users’ comfort and feasibility. This might also include suitable calibration of the
experience, e.g., the range of motion or desired difficulty [80]. Additionally, it is im-
portant to inform the participants about the possibility of cybersickness, and suitable
countermeasures [127], although applications designed for older adults generally show a
low occurrence of cybersickness [71, 74] and the benefits often outweigh the risks [74],
e.g., by the positive experience older adults have with XR.

Providing Physical Accommodations

In order to avoid the risk of falling, and to account for people sitting in wheelchairs,
several XR exergames support only seated experiences [81, 127], or use or recommend
both seated and standing options [148, 150, 284]. Further, it is recommended to limit
the amount of required head and body movements to increase accessibility [133]. To
enable all players to use the system without the need to learn complicated controls, it
is recommended to design the interactions as intuitive as possible [150], which might in-
clude using custom-made devices, limiting the use of controller buttons [82] or designing
simple touch interfaces.
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Designing Helpful Instructions and Assistance

Goals and objectives of the experience should be clear and apparent without requiring
significant cognitive or physical effort [80]. Moreover, different prompts are suggested
to provide assistance, e.g., visual, auditory or haptic ones [30], and visual cues could
be used to guide the users’ attention to important information [71]. This assistance
could further be tailored to the users’ knowledge and experience, e.g., by providing
more advanced tips [25]. For people with dementia, it is recommended to give detailed
instructions and repeat them, if necessary [150].

Adjusting the Application to the Users

Adjusting the difficulty or content of training applications was also done in several
works, e.g., in terms of exercise duration [284], distance and speed [80], or to account
for mobility impairments allowing to exercise with either one arm, or with both [284].
Generally, it is recommended to adapt serious game challenges to users’ abilities [25, 150]
to ensure that all users can achieve a similar performance, independent of the players
physical or cognitive abilities, and to ensure an enjoyable, challenging experience for
all. Visually, it is recommended to design a simple and intuitive interface with easy
navigable menus, large elements like text and buttons and clear, explicit instructions,
as well as the option to customize these settings [133].

Providing Meaningful Application Content

In terms of content, it is often emphasized that the experiences should be relevant, fa-
miliar and meaningful to the user [80, 82, 128, 133, 150, 307]. For example, Hodge et
al. [128] captured 360° videos and audio recordings on a day out with people with de-
mentia and their families and then ran workshops with them, where these memories were
shared, curated and relived. In a study by Hosseini et al. [133], caregivers emphasized
the importance of designing VR games with relevant content and the personalization of
these games. A rural farm environment was designed by Eisapour et al. [82] for their
VR exergame for people with dementia. This aimed to enhance familiarity for the users.
Everyday life sounds can also be beneficial for people with dementia to evoke memories
and emotional responses [134] and to foster conversations about past experiences. Vi-
brant colors, immersive environments and high-speed dynamics were also mentioned as
key factors influencing enjoyment [133].

Integrating Social Interactions and Rewards

Further, many researchers have recommended to integrate social interactions into
cognitive-physical training opportunities [337], including a ranking list [337, 341], or
a multi-player setup [25, 150]. Nevertheless, less than 10% of articles in a systematic
review on reward mechanisms in exergames for older adults by Bilius et al. explored
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competitive or cooperative serious games [25]. As rewards, besides a ranking list or
score system, different methods were used such as developeable avatars, animations
and pictures, or feedback messages [25]. In general, it is recommended to use positive,
adaptable and diverse rewards [25].
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Chapter 3

Methods

For the research conducted within the scope of this thesis, a variety of different data ac-
quisition and data evaluation methods were employed, ranging from quantitative meth-
ods such as usability surveys to qualitative methods such as interviews. The collected
data was evaluated according to the goal of the respective user study, for example,
through Frequentist or Bayesian statistics [152], or through qualitative methods like
thematic analysis [32]. The following section explains the most relevant data collec-
tion and evaluation methods from HCI research that have been used for the research
conducted in the scope of this thesis.

3.1 User-Centered Design

UCD directly includes the end users in the design process and will be explained according
to Sharp et al. [121]. This is important to ensure that the end product has a high
usability and that end users, who will perform activities with the product on a regular
basis, really need and use it. UCD places the primary focus of the design process on
the users and their goals, and not on the technology used to achieve this. It generally
involves three principles: Early focus on the users and the task, empirical measurements,
and iterative design [104]. First, the users’ behavior and the context in which the
application will be used, should be studied in order to determine priorities, preferences
and intentions of the users [121]. Furthermore, the cognitive and physical aspects of the
end users should be understood and acknowledged. Finally, users should be consulted
to be part of the development process from the first idea to the final product. Empirical
measurements like interviews or questionnaires can be used to assess their opinion and
the usability and user experience of the application. With the knowledge gathered from
such measurements, the prototype should be iteratively improved to ensure that the
requirements of the end users are met.

Older adults should be involved in the whole development process, but traditional meth-
ods may need to be adapted to suit their needs [77]. Some older adults might have
limited technological skills, preventing them to contribute new ideas [77]. Furthermore,
the user group of ‘older’ adults is heterogeneous in itself, with adults in their 60’s hav-
ing different technological knowledge, experience or cognitive-physical fitness than older
adults in their 90’s [77].

UCD was used throughout the work on this thesis, with different involvement of the
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users at different stages, e.g., in feasibility testing and usability studies. Whenever
possible, we tried to include the end users directly, while sometimes we needed to adapt
the data collection process. The corresponding adaptions taken to ensure accessibility
of the research methods are explained in the corresponding subsections.

3.2 Interviews

In UCD, interviews are conversations about certain topics, which are usually conducted
live. According to Sharp et al. [121], there are three main kinds of interviews, and they
differ according to the amount of control that the interviewer has on the conversation:
unstructured, semi-structured, and structured interviews. A suitable choice of the cor-
rect method depends on the goal of the study, as well as the research questions that are
addressed.

• Unstructured interviews are exploratory, without steering the interview into a
certain direction. In these interviews, open questions are often used, without an
expectation of the answer format. Advantages are a rich data generation and the
fact that topics that the interviewer has not considered could be mentioned by the
interviewee. Nevertheless, these interviews generate a lot of unstructured data
which in turn needs to be analyzed in depth.

• In a structured interview, questions often have predetermined sets of answers.
This type of interview should be chosen only if clear goals of the interview can
be formulated, for example, to find out how often a certain technology was used
before, or which of two alternatives is preferred. Here, each participant receives
the same questions in the same order, similar to a survey. The advantage of
this format is that it is time-saving and questions are often easier to answer if
alternatives are given. Nevertheless, important in-depth information on topics
that were not considered when designing the interview might be missed.

• Semi-structured interviews combine the two other methods, using both open and
closed questions. The interviewer has a predetermined script of questions, so all
interviews cover the same broad topics, but can ask follow-up questions to deepen
their understanding of a certain topic. This way, the advantages of both prior
interview types can be combined. Nevertheless, a bias can be caused due to the
interviewer’s phrasing of questions and subsequent probing, which can potentially
guide the interviewee into agreeing to what the interviewer suggested.

When conducting interviews with older adults, cognitive and physical impairments need
to be taken into account. For example, many older adults have auditory impairments,
which might results in a lowered motivation to participate in interviews since conversa-
tions can take longer and it can lead to misunderstandings [361]. Therefore, Wenger et
al. suggest that interviewers should speak clearly and slowly, and if possible, face the
participant with their mouth being visible, since a visual representation of a mouth can
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help people to understand each other better [46]. Furthermore, cognitive impairments
can impact the way older adults answer questions. For example, if an interview is con-
ducted after experiencing the technology, it might be hard to remember all the details
of the experience due to an affected short-term memory. Especially for first-time users,
the technology itself can occupy cognitive resources and their inexperience can lead to
general, non-specific feedback in interviews [67].

With people with dementia, sometimes proxies are interviewed [60, 361]. These are
people who are close to the person with dementia, for example, family members or close
caregivers. Conducting interviews with proxies instead of the older adults themselves
can have advantages if users are struggling with fatigue or illness, but the participant
should be interviewed whenever possible to not result in a bias or exclude user groups
from voicing their own opinions.

For the research described in this thesis, semi-structured interviews were used. Specif-
ically, these were employed for the research in Chapter 12. For Chapter 5, two semi-
structured proxy interviews with caregivers were conducted.

3.3 Standard Questionnaires

Through standard questionnaires, a large amount of (quantitative) data can be collected
and compared. These questionnaires are usually validated to ensure that they accurately
measure the desired outcomes [288]. They often have an established evaluation method
which helps in interpreting the results. Furthermore, benchmark or comparison datasets
exist for several questionnaires, enabling interpretations of data beyond the scope of the
collected data, e.g., for the User Experience Questionnaire [296].

While standard questionnaires pose many benefits, they can sometimes show unreliable
results with people with dementia [103] due to short-term memory loss and limited
reflection abilities. Again, special questionnaire for proxies exist, but similarly to proxy
interviews, their opinion not necessarily reflects the view of the person with dementia,
which should still be prioritized [60].

In the following, the standard questionnaires used for this work on this thesis in the
area of Virtual Reality and Usability Research, Social Presence and Anthropomorphism,
and Dementia Research are described.

3.3.1 User Experience Questionnaire

The user experience of an application can be measured with several questionnaires. One
of the most established ones is the User Experience Questionnaire (UEQ) [184, 185].
This questionnaire assesses user experience on six subscales: Attractiveness, Perspicuity,
Efficiency, Dependability, Stimulation, and Novelty. There are several verified transla-
tions, and also a short version is available [297]. The questionnaire presents word pairs
on a 7-point semantic differential scale, which is being counted from -3 to 3. A data

23



analysis tool is provided on the authors’ website, which automatically calculates the val-
ues for all subscales and enables the comparison of the collected data with a benchmark
dataset [296]. This allows comparisons of the evaluated application to other products.
The UEQ was used for Chapter 12.

3.3.2 Simulator Sickness Questionnaire

Simulator Sickness or Cybersickness can occur in VR if the user’s senses are in con-
flict [186]. One example for this is if a user is sitting still in the physical world, while
the virtual world around them is moving without them controlling it. This may lead to
symptoms like dizziness, nausea or eye strain. The exact causes for cybersickness are still
in debate, but there are several established theories to examine the underlying reasons
why cybersickness can occur in VR. The most established theory is that cybersickness
might occur if visual cues, somatosensory senses and the vestibular system are receiving
contradictory information, e.g., if there is a sensory conflict [186]. For example, this can
happen when artificial scene or user movement is induced in VR. Further, cybersick-
ness can be intensified by technical limitations, such as rendering artifacts (flickering),
tracking errors, lag and latency. Here, the movements of the user and the reaction of
the systems to these movements are not synchronous, which again leads to a sensory
conflict.

The Simulator Sickness Questionnaire (SSQ) [154] was originally developed to measure
sickness in flight simulators, but has been widely adopted for VR research [26]. It lists 16
symptoms of simulator sickness, which can be categorized into three symptom clusters:
(i) Nausea, (ii) Oculomotor and (iii) Disorientation [154]. These symptoms have to
be rated on a scale from 0 (no perception of the symptom) to 3 (severe perception).
These values are then multiplied by scaling factors, whose function it is to produce
scales with similar variability. The SSQ is often administered before the experience,
and immediately after [26]. Through the establishment of baseline measures, direct
effects of the VR experience can be measured and potential individual symptoms or risk
factors can be identified beforehand. While earlier research indicates that scores above
20 are considered as a bad simulator [321], newer research in VR is calling for more
differentiated threshold values [26]. The SSQ was administered for the work described
in Chapter 6 and Chapter 7.

3.3.3 NASA-Task Load Index

To measure the perceived workload of an activity, the NASA-Task Load Index (NASA-
TLX) has been established [113]. It was developed to assess factors that are relevant to
the subjective experience of workload. The questionnaire has six subscales, namely (i)
Mental Demand, (ii) Physical Demand, (iii) Temporal Demand, (iv) Performance, (v)
Effort, and (vi) Frustration. With these subscales, an overall score can be calculated.
First, all questions are answered on a scale from 0 to 100, in steps of 5. This calculates
the RAW scores of NASA-TLX, which are used in many research publications. In
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a second step, the subscales can be weighted by the participants according to their
individual importance. This is done with pairwise comparisons – participants pick the
dimension that contributed more to their perceived workload in the given task [112].
Then, the ratings are multiplied with the subscales and the result is divided by the
number of comparisons, in this case, 15. Perceived workload using NASA-TLX was
assessed in the studies presented in Chapter 6 and Chapter 7.

3.3.4 MEC Spatial Presence Questionnaire

One way to measure presence in virtual environments is through the MEC Spatial Pres-
ence Questionnaire (MEC-SPQ). It has seven subscales [352]: (i) Attention Allocation,
(ii) Spatial Situation Model, (iii) Spatial Presence, (iv) Higher Cognitive Involvement,
(v) Suspension of Disbelief), (vi) Domain Specific Interest and (vii) Visual Spatial Im-
agery. It is available in three versions: with 4 items per subscale, 6 items or 8 items.
The questions should be answered on a 5-point Likert scale from 1 (I do not agree at
all) to 5 (I fully agree). The questionnaire should be administered directly after a media
exposure. The subscale Attention Allocation was used in a study that is presented in
Chapter 11.

3.3.5 Intrinsic Motivation Inventory

Intrinsic motivation is a behavior that comes from intrinsic desires and is independent
from external incentives [282]. Users can be motivated to perform activities because
they find them inherently interesting or enjoyable, which can in turn lead to long-term
persistence. A participant’s subjective experience of activities can be measured us-
ing the Intrinsic Motivation Inventory (IMI) [280], or the short German version [362].
The questionnaire has six subscales: (i) Interest/Enjoyment, (ii) Perceived Competence,
(iii) Effort, (iv) Usefulness, (v) Pressure/Tension, and (vi) Perceived Choice. The In-
terest/Enjoyment subscale is of special interest here, because is is considered the self-
reported measurement of intrinsic motivation. The questionnaire uses a 5-point-Likert
scale from 1 to 5. It is used in studies presented in Chapter 6, Chapter 7 and Chapter 12.

3.3.6 Social Presence Survey

Intelligent virtual agents can elicit similar social responses in users as real humans,
for example, regarding perception and behavior in personal space [16]. In order to
measure how much virtual agents are perceived as real humans, several scales can be
used. Bailenson et al. [16] developed the Social Presence Survey (SPS), which consists
of five questions, each rated on a Likert-scale from -3 to 3. The results are summarized
in order to generate a general presence score. A positive score can be interpreted as
the participants perceiving the virtual agent as conscious and aware, whereas a negative
score indicates that the virtual agent is perceived as unconscious and unaware. The
SPS was used for a study shown in Chapter 11.
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3.3.7 Temple Presence Inventory

Similarly, the Temple Presence Inventory (TPI) was developed to measure different
dimensions of (Tele-)presence, meaning in how far users feel like perceiving the remote
presence of another actor [195]. It consists of 42 questions which are divided into
the following subscales: (i) Spatial Presence, (ii) Actor Within Medium (Parasocial
Interaction), (iii) Passive Interpersonal, (iv) Active Interpersonal, (v) Mental Immersion,
(vi) Social Richness, (vii) Social Realism, and (viii) Perceptual Realism. Except for the
Social Richness subscale, all scales use a 7-point Likert scale to rate the user’s answer.
The Social richness subscale uses word pairs with a 7-point semantic differential scale.
The Actor Within Medium (Parasocial Interaction) subscale of the TPI was used in a
study detailed in Chapter 11.

3.3.8 Godspeed Questionnaire

Originally developed to evaluate the perception of robots, the Godspeed Questionnaire
(GQS) [19] can also be used to get a better picture on the users’ perception of a virtual
agent, e.g., the agent’s behavior or social attributes. This questionnaire has 24 item
pairs and is answered on a 5-point semantic differential scale from 1 to 5. It can be
divided into five subscales, namely (i) Anthropomorphism, (ii) Animacy, (iii) Likeability,
(iv) Perceived Intelligence and (v) Safety. The Godspeed questionnaire was used for
Chapter 12.

3.3.9 Addenbrooke’s Cognitive Examination III

Addenbrooke’s Cognitive Examination III (ACE III) is a screening test for cognitive
impairment, especially for the diagnosis of dementia [135, 206]. It has 26 questions
and tasks on five subscales: (i) Attention, (ii) Memory, (iii) Language, (iv) Visual
Perception, and (v) Visuospatial Skills. A total of 100 points can be reached, with cut-
off values of 83 or 88 depending on the desired sensitivity [206]. The interpretation of
the questionnaire depends on the points reached, with more points generally indicating
less cognitive impairment, but sociodemographic information about the participant has
to be taken into account as well [39]. For example, the years of education, age or IQ
of a person can have an influence on the score. The ACE III test was employed in our
user study on the long-term effects of a VR exergame, which is presented in Chapter 5.

3.3.10 Dementia Quality of Life Questionnaire

The Dementia Quality of Life Questionnaire (DEMQoL) is used to measure the health-
related QoL of people with dementia [316]. Two versions exist: The DEMQoL with
28 items and one final question that is directly filled out by the participant, and the
DEMQoL-Proxy with 31 items and one final question, which is filled out by a caregiver.
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It is used with people with mild to moderate dementia. Both questionnaire have three
subscales: (i) Feelings, (ii) Memory and (iii) Everyday Life, as well as one question
about the overall QoL. These are answered on a 4-point Likert scale from 1 (a lot) to 4
(not at all) for the regular questions, and a 4-point Likert scale from 1 (very good) to
4 (poor) for the final question. The DEMQoL Proxy was used for the study presented
in Chapter 5.

3.3.11 Cornell Scale for Depression in Dementia

The Cornell Scale for Depression in Dementia (CSDD) was designed to assess signs
and symptoms of major depression in people with dementia [8]. It is meant to be used
with both, a person with dementia, and an “informant” or caregiver. First, a caregiver
interview should be conducted, followed by an interview with the actual participant. In
the case of discrepancies between the two interviewed persons, the interview should be
repeated to dissolve these. Nineteen symptoms are answered on a scale from 0 (absent)
to 2 (severe). The questionnaire asks for symptoms of the participant within the last
week. If symptoms occur due to other illnesses, or physical disability, these should not
be rated. The questionnaire has five subscales: (i) Mood-Related Signs, (ii) Behavioral
Disturbance, (iii) Physical Signs, (iv) Cyclic Functions, and (v) Ideational Disturbance.
Scores are then added and interpreted. Scores below 6 indicate the absence of significant
symptoms of depression, while scores above 10 show probably major depression and
scores above 18 indicate definite major depression. The Proxy version of CSDD was
used with caregivers of older adults in our long-term study. The results are described
in Chapter 5.

3.4 Physiological Measurements

Recording physiological measurements such as heart rate, eye tracking data or movement
data in VR research has several advantages. First, it is objective, quantifiable data that
can help to complement self-reported data from questionnaires or interviews. Further,
it can provide insights into emotional responses, for example, stress, excitement, or
experienced workload [20]. Finally, it can help to measure the effectiveness of a training
application, for example, by the amount or kind of movement that is performed during
a VR exergame [82].

Eye tracking can be used to identify areas of interest (AoI) or to measure the fixation
count (FC) or fixation duration (FD) of a participant on a certain AoI [131]. This
way, indications about the user’s attention can be made. Furthermore, cognitive load
can be assessed through psychophysical measurements like blinks, saccades, or pupil
dilation [164, 305]. Eye tracking has also been explored as a screening method for the
detection of cognitive impairment, MCI, and dementia [265, 323, 374], which could also
be integrated in state-of-the-art VR HMDs.

27



Different physiological measurements were collected and are presented in Chapter 5
(movement data), Chapter 6 (heart rate, movement data), Chapter 7 (movement data),
and in Chapter 11 (eye tracking data).

3.5 Thematic Analysis

Thematic analysis (TA) is a qualitative method to analyze text, such as interview data
or research papers. In this section, its traditional approach is described after Braun and
Clarke [32], as well as the more recent reflexive TA process [33, 35]. It provides a flexible
approach that is able to provide a complex, rich and detailed analysis of the given data.
Thematic analysis identifies, analyzes and reports patterns or themes in data. There
are two main approaches to generating codes: (i) inductive and (ii) deductive coding.
In inductive coding, the codes are data-driven, meaning that they are generated directly
from the data and not from prior knowledge. In contrast, in deductive coding, codes
are driven by theoretical concepts or specific interests, such as the predefined research
questions. Usually, a deductive approach is used for specific research questions, and an
inductive approach is used when the research questions are evolving through the coding
process, or in exploratory research. Similarly, themes can be determined inductively
from the data, or deductively from prior research.

Thematic analysis has several phases. First, researchers should familiarize themselves
with the data. This involves actively reading the transcript or paper to identify possible
codes. In the second phase, initial codes should be generated, with as many potential
codes as possible. Individual parts of the data here can be coded several times if they fit
into multiple topics. Thirdly, the different codes are sorted into potential initial themes.
Here, codes are analyzed and grouped to find out how different codes can be combined
into an overarching theme. At the end of this phase, there is a collection of themes,
sub-themes and the coded data for them. In phase four, the themes are developed and
reviewed, possibly merging or separating themes. First, the data extracts are reviewed
in order to determine whether they form a consistent pattern. If single data points
do not fit, they can be moved to another theme, or the theme itself can be reworked.
Afterwards, the themes’ validity is reviewed in relation to the whole data set, and in
order to verify that the themes reflect the overall meanings in the data set. In the fifth
phase, the themes are defined and named, determining the specific aspect of the data
within the theme. Finally, in the last phase, a written report is produced. Here, it is
important to provide a logical, interesting account of the data and its meaning. Extracts
from the data can be presented in order to support the themes.

Reflexive TA was used for our study described in Chapter 5 with inductive coding
under deductive categories. A fully inductive approach was used in our works presented
in Chapter 10 and Chapter 12.
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Chapter 4

Introducing Immersive Training for
Older Adults

Figure 4.1: A woman is enjoying a virtual environment. The environment was created
with Bing Image creator through the following prompt: ”a 3d cartoon flower

environment with sunshine”. The user was inserted manually afterwards.

4.1 Motivation

As shown in prior work, the demand for well-designed and effective training interventions
is rising, and the positive effects in regard to cognitive, physical and mental well-being
look promising. Nevertheless, user preferences and requirements might differ based
on factors like age or fitness, or external circumstances including the living and care
arrangements, or official regulations during crises like the COVID-19 pandemic.

In order to benefit from the enormous potential of exergames for the well-being of
older adults, these exergames need to be evaluated for feasibility, user experience and
effectiveness. Understanding the preferences and barriers is crucial for refining the
training applications, ensuring that they are effective, user-friendly and accessible.
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4.2 Research Questions

This chapter presents the results of three studies that were conducted within the scope
of the project EXGAVINE. Here, three exergames for older adults with and without
dementia were iteratively developed. The first exergame, Memory Journalist, places the
player in the role of a newspaper reporter. In 360◦ video recordings of famous places in
Germany, pictures of well-known landmarks have to be taken, encouraging reminiscence
activities [197] and social interactions with caregivers. This exergame was evaluated
with older adults with dementia over the course of nine weeks. The methods and results
are shown in Chapter 5. The leading research question for this user study was:

• RQ1: Can a VR exergame improve cognitive, physical as well as psychological
well-being of older adults with mild dementia?

The second exergame, Maestro Game, immerses the users into the role of a conductor
in an opera hall. Their task is to conduct three musicians to unfold their whole po-
tential and make them play together. In order to do this, the player has to follow a
dynamically generated path with their hands, encouraging upper body movements. At
that time, in-person training was largely restricted or not possible due to the COVID-19
pandemic, leading to the need for home-based training options. Therefore, we compared
it to traditional video-based training and evaluated factors such as intrinsic motivation,
workload and spatial presence. For this study, which can be found in Chapter 6, the
leading research question was:

• RQ2: Can a VR exergame be an alternative training option to a traditional video-
based training for older adults?

The final exergame is the Canoe Game. Here, users sit in a virtual canoe in a tropical
island scenario. While it runs down a river, the user has to collect soap bubbles with
their hands. This is combined with cognitive tasks, e.g., only collecting certain bubbles,
and therefore features both physical and cognitive exercises. Again, the evaluation was
shaped by the COVID-19 situation at that time, restricting access to large numbers
of special user groups. Therefore, the game was evaluated with both, younger and
older adults. Further, we noticed the need for adjusting the exergame difficulty for
differences in the fitness of different users. Therefore, this exergame can be adjusted in
terms of physical and cognitive difficulty. The goal of the third user study, described in
Chapter 7, was (i) to evaluate, which difficulty adjustment leads to which effects, and
(ii) to compare the perception and preferences of younger and older adults in terms of
difficulty. The global research question we formulated for this study was:

• RQ3: How does the difficulty of an exergame impact user experience and perfor-
mance, and which insights can be derived from evaluating this with different user
groups (i.e., younger and older adults)?

Finally, in Chapter 8, the results from all three user studies are discussed and design
considerations are derived.

31



Chapter 5

Improving the Well-Being of Older
Adults with Dementia Through VR
Exergames

Figure 5.1: A parrot guide helps the player locate the target.

In our first user study, the goal was to investigate whether a VR exergame for older
adults with dementia can improve their psychological, physical and cognitive well-being
in a long-term study (RQ1). For this, we designed an exergame where the players
experienced 360◦ videos of famous places and had to take pictures of certain landmarks.
We then evaluated the game with five older adults with dementia, while five other
older adults participated in a control group. This chapter is based on the following
publication:

Kruse, L., Karaosmanoglu, S., Rings, S., Ellinger, B., Apken, D., Mangana, T. F.,
and Steinicke, F. (2021). A Long-Term User Study of an Immersive Exergame for
Older Adults with Mild Dementia during the COVID-19 Pandemic. In Proceedings
of the International Conference on Artificial Reality and Telexistence & Eurographics
Symposium on Virtual Environments (pp. 9-18). DOI: https://doi.org/10.2312/
egve.20211322

5.1 Introduction

With the demographics change and an ageing population, dementia has become one of
the most common causes for disability or neurological diseases in later life [246].
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Such diseases cause a decline in people’s cognitive and physical abilities, restricting
their autonomy. Different stages of dementia require individual care, and daily life
tasks often require the help of healthcare professionals, imposing social and financial
challenges for families and health systems [246]. Therefore, research should address the
question of how we can prevent, reduce or overcome such more frequently occurring
conditions. In particular during the early stages of dementia, the WHO pointed out
the importance of remaining active as long as possible and training both cognitive and
physical abilities [246].

VR has great potential to train cognitive and physical abilities since it offers possibilities
of creating individualized immersive training programs, which can easily be adapted [81,
270]. VR can also help to provide activities that would otherwise not be possible, e.g.,
visiting other countries or places [276]. Especially for older adults with dementia living in
senior living homes, the social and economic resources are limited, and the caregivers’
workload is enormous. Hence, enabling activities for people with dementia such as
taking a trip to the city requires a lot of preparation time, transportation and personnel.
With the help of VR, people with dementia can virtually visit outside locations without
increasing the workloads’ of their caregivers, and especially during times of a global
pandemic, without increasing their risk for infection.

To fully leverage the benefits of immersive VR technologies, we have developed Memory
Journalist, an immersive VR exergame in which people with dementia can virtually
visit famous places in their hometown (Hamburg), and the capital of Germany, Berlin.
Furthermore, we provided a 3D printed replica of a camera device, with which the par-
ticipants have to take pictures of specific objects or locations, stimulating their visual
recognition, short-term as well as long-term memory. The game includes simple func-
tional training activities generated by the task to take pictures, which requires users
to perform head and torso rotations combined with arms-raising exercises. During a
nine-week user study, which was conducted in cooperation with a senior living home,
Hospital zum Heiligen Geist, we evaluated the effects of the immersive VR exergame
on physical and cognitive abilities, and psychological well-being. The evaluation was
based on interviews, questionnaires and data collection during the gameplay. The fact
that the study was conducted during the COVID-19 pandemic clearly emphasized the
importance and potential of using VR as a means of physical and cognitive training for
isolated vulnerable groups since it allowed older adults with dementia to stay active.
Overall, the long-term user study was driven by the question whether a VR exergame can
improve psychological, cognitive and physical well-being of older adults with dementia
(RQ1), which was divided into three sub-research questions:

1. RQ1.1: Is Memory Journalist suitable for people with mild dementia, providing
enjoyment, engagement and a positive user experience?

2. RQ1.2: Can VR exergames improve the psychological well-being of the players
during times of a global pandemic?

3. RQ1.3: Can playing a VR exergame on a regular basis be a suitable addition
for maintaining or even improving cognitive and physical abilities of people with
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dementia?

This chapter contributes to the knowledge of the effects of VR exergames on psycho-
logical, cognitive and physical well-being of people with dementia. We extend existing
research by conducting a long-term study with people with dementia and their care-
givers during the COVID-19 pandemic. In comparison with a control group, who did
not receive any additional training, the impact of the game will be discussed. Finally,
we reflect on the implications for future research, highlighting the need for immersive
exergames for people with dementia, especially in times where social contact is limited.

5.2 Methods

To develop Memory Journalist VR, we followed an UCD approach, which is described in
more detail in [150]. First, we conducted semi-structured interviews with stakeholders
(i.e., family members of people with dementia, clinical health experts, a physiothera-
pist) and employed contextual inquiry sessions with people with and without dementia.
Then, based on the user requirement analysis, Memory Journalist was designed and
developed. We then conducted five focus group sessions to demonstrate validity of the
designed exergame. Each focus group session served as a stimuli to iterate and improve
the user requirements, design, and implementation of Memory Journalist. The short-
term evaluation of the exergame highlighted positive player experience for people with
dementia, yielding the investigation on the long-term use.

5.2.1 Application

In Memory Journalist, the player experiences 360◦ 3D videos of their city of residence
(Hamburg) and a second famous city in their country (Berlin). While the participant
plays the VR exergame, a caregiver accompanies them through the entire experience.
The players take the role of a reporter, with the task to take photographs of famous
landmarks for a newspaper. Our aim was to create a realistic environment to evoke
the long-term spatial memories of people with dementia by providing a meaningful
experience linked to their past [80, 82, 128, 133, 150, 307]. If the participants had not
visited the places before, the help of their caregiver permits them to play the game
successfully, encouraging a social interaction between them [150]. A custom 3D-printed
camera is used as an input device to increase the realism of the experience. A virtual
version of the camera is also shown in VR. This posed an intuitive user interface for the
older adults, whose affordances most of them knew from the real life [150].

Six different locations can be shown, with three of them in each city. Each location has
six different missions, e.g., taking a picture of well-known churches, towers, museums or
rivers. Once the picture is taken correctly, a short newspaper article with a fictional, yet
fitting headline appears (see Figure 5.3 middle). Some missions provide an additional
difficulty by requiring an upright or zoomed-in picture. For an upright picture, the
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camera has to be rotated. Zoom can be achieved by moving the camera further away
from the player’s head. While these movements appear effortless for younger and fitter
players, the movements provide important physical training for everyday life of people
with physical difficulties, e.g., for lifting or placing objects [270].

A virtual agent in the shape of a parrot is used as a narrator that presents the missions
to the players. The representation as a parrot was chosen because of the parrot’s ability
to communicate naturally, and their ability to fly around in space, enabling natural
movement in the 360◦ scene. If they need help, the parrot can provide two hints. The
first hint is always a textual explanation of the landmark that the players are looking
for, e.g., “We are looking for a big building with a turquoise roof ”. If more help is needed,
the second hint is provided optically. The parrot is flying towards the landmark saying
“[The landmark] is over here” (see Figure 5.1). Overall, the use of the parrot allows
both, players and caregivers, to solve tasks if they do not know the famous landmark.
A caregiver can control the VR experience using a Remote App on a smartphone (see
Figure 5.3), which was implemented as an Express (v4) [245] web server using NodeJS
(v8.9.4) [59]. With this app, missions can be started or aborted, hints can be given
and the game can be stopped. Further, this eliminates the need for participants to learn
a new interaction mechanic, but the control of the game flow remains in the hands of
the player and their respective caregiver.

We developed the game using the Unity3D [327] game engine. The game ran on a
computer with a GeForce RTX-2080 Ti graphics card and an i9-9900K CPU. A Valve
Index HMD was used, with a resolution of 1440px × 1600px per eye at 120 Hz, and a
field of view of 130◦. Additionally, a 3D-printed camera with an attached Vive tracker
was used. The shutter-button of the camera could be pressed to take a picture in-game.
For the video recordings of the environment, we used an Insta360 Pro camera [141]. The
Insta360 Pro consists of six horizontally-aligned cameras in a ring. Through stitching
the images of the cameras together, 360° stereoscopic videos can be recorded. To prevent
cybersickness [43] and for safety reasons, the camera was placed on a tripod at 120cm
height from the ground, in order to replicate eye height for a seated VR experience. The
game view was mirrored on a TV screen, allowing spectators to follow the game flow.
The players were either sitting on a stationary, rotatable chair, which made it easier for
them to look around in the virtual scene, or in their own wheelchair, which had to be
rotated by the healthcare professional. This allowed the players to enjoy a seated, save
experience while addressing their accessibility needs [81, 127].

5.2.2 User Study

The aim of the study was to investigate whether the developed VR exergame was able
to provide a positive experience for people with dementia in long-term use. Several
studies have shown the negative impact of social isolation and the cancellation of training
options on psychological, cognitive and physical well-being [1, 201, 213, 261], which is
why we and the senior living home agreed that it is important to continue our work,
of course, under all hygiene standards. Furthermore, the end of the pandemic was still
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Figure 5.2: The schematic procedure of the study. The colors represent the group of
people performing the task: orange (all participants), grey (test group), red (control

group), blue (caregiver), and green (healthcare professional).

unknown, and positive experiences, especially at a later stage in life, are crucial for the
well-being of older adults [279]. To determine whether Memory Journalist can be this
positive experience, or if it is due to external circumstances, e.g., less social distancing,
less infections, or even the season of the year, we found it important to compare one
group playing the game, and one group not playing the game in a between-subject
design. We decided against a control activity for the control group to investigate whether
providing the people with dementia with a VR exergame as an addition to their normal
life activities has an influence on their well-being.

The COVID-19 pandemic posed several challenges for research [72]. We took special
care of all hygiene measurements, in accordance with the senior living facility. The
study was carried out during the late summer months with relatively low COVID-19
infection rates in the VITALab.One [125], which is located in a separate building of the
senior living facility. An outside door was open at all times, and medical masks were
worn. Between each participant, the HMD, controllers and surfaces they touched were
cleaned and disinfected. A healthcare professional was responsible for putting the HMD
on the participant’s head, so the researchers did not get close to them to ensure social
distancing.

The study was part of a project with multidisciplinary researchers, which also included
an ethics expert. Additionally, we held a so-called ELSI workshop to discuss and reflect
on ethical, legal, societal, privacy and security issues prior to the study. The knowledge
gained during this workshop was integrated into our work procedure. Furthermore, the
ethics expert visited us during one of our earlier prototyping sessions, where they expe-
rienced the game and the interaction of the older adults with the game, and discussed
the ethical problems and indications of the study. We then incorporated their feedback
once again. In cooperation with the senior living home, we determined safety protocols
for both, mental stress, as well as physical stress or dangers due to the COVID pan-
demic. For example, stop markers were developed with caregivers to peacefully end the
experience in a case of emotional distress or disorientation. The legal representatives
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of the participants were informed about the study and signed a consent form, and of
course the participants themselves participated out of their own will, and were free to
stop whenever they wanted.

5.2.3 Participants

10 participants (7 female, 3 male), diagnosed with mild dementia, were recruited from
the senior living facility. At the beginning of the study, the participants were randomly
assigned to the test group (TG) (4 female, 1 male) or the control group (CG) (3 female,
2 male). The average age of the participants was 82.8±5.49 years (TG: 83.6±7.42 years,
CG: 82± 2 years). The study was conducted with a healthcare professional (female, 52
years) participating in the game. Also, the responsible caregivers of all users (N =16,
14 female, 2 male, 48.06 ± 12.84 years, 11.75 ± 10.48 years of experience) participated
in the questionnaire sessions as proxies and observers.

5.2.4 Study Procedure

The study took place over the course of 9 weeks, with 6 weeks playing the game twice per
week, and 3 weeks of questionnaire sessions. The procedure can be seen in Figure 5.2.
We chose to have the questionnaire sessions in separate weeks to rule out any short-term
effects of the game on cognitive, physical and psychological states of the participants.
After the last questionnaire session, each of the players received a printed newspaper
with the pictures that they took during the game as a thank you.

Figure 5.3: Left: An older adult playing the game, with the healthcare professional
assisting him. The experimenter guides the game with a remote control from their
phone. Middle: A newspaper article that appears when a correct picture is taken.

Right: An older adult playing the game by herself, with the healthcare professional
using the remote control.

Questionnaire Sessions

Several standardized questionnaires were used to assess cognitive, physical and psycho-
logical changes. Because some people with dementia might have difficulties in answering
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questionnaires [58, 160, 339], we also used proxy measures that were answered by the
responsible caregivers. A senior home employee filled out the ACE-III, A-B-C sub-
versions for each session with all participants [135]. For a self-reported HRQoL rating,
a customized single-item from the Dementia Quality of Life (DEMQoL) questionnaire
was employed (“Thinking about all of the things: your feelings, memory and everyday
life, how would you rate your quality of life overall?”) [315]. The participants’ mobil-
ity was measured with the Timed Up and Go Test (TUG) [255]. At the same time,
an experimenter interviewed the caregivers of all participants. Caregivers answered
DEMQoL-Proxy and the Cornell Scale for Depression in Dementia (CSDD) for the par-
ticipants [8, 315, 365]. Because of changing work schedules, the caregivers were not the
same throughout the sessions (See limitations).

Additionally, two types of semi-structured interviews were conducted: a game-related
interview and a follow-up interview. The questions can be found in Appendix A. The
game-related interview took place directly after the 12th game session. This interview
aimed to obtain information regarding the game experience of the players, and the
impact of the game on their well-being. A follow-up interview was conducted in the
post-game questionnaire session with all caregivers. The purpose of this interview was
to observe the possible long-term effects of the VR exergame on the well-being of the
participants, and to compare it to that of the control group.

Game Sessions

Each game session consisted of 15-25 minutes of game play and three questions after-
wards. In a tutorial, the players received their camera, and were asked to press the
shutter button to take their first picture. Afterwards, a scene of one of the six different
locations started. The participants had some time to look around and recognize where
they were. Then the healthcare professional started the first mission, which asked the
participant to take a picture of a specific location or landmark in the virtual scene.
During the game, we recorded the position of the 3D-printed camera, and the reaction
times.

Each game session presented three different locations with four different missions each.
The locations and missions were assigned randomly in a counter-balanced way. When
four missions were completed, the scene changed to a different location. As soon as
12 missions were done, or the players decided that they wanted to stop, the game
ended. Then, the participants were asked about their enjoyment, feeling of presence
and how well the cooperation with the caregiver worked on that day. Enjoyment and
cooperation scores were acquired via custom single-item measures on a 7-point Likert
scale (respectively “I enjoyed this game experience.” and “I enjoyed the teamwork with
the experimenter.”). For presence, a single question from the Slater-Usoh-Steed Presence
Questionnaire was asked (“I had a sense of being at [the place].” on a 7-point Likert
scale) [313].
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5.3 Results

This section covers the qualitative and quantitative results. We employed mixed-method
data analysis and focused on both quantitative and qualitative data. Due to the small
sample size and drop-outs from the study within the given COVID-19 restrictions, we did
not focus on statistically significant differences on quantitative measures, but will report
trends that emerge from the data. For detailed results, please refer to Appendix A.

For the qualitative evaluation, we used steps from both reflexive and codebook ap-
proaches of thematic analysis [32, 34]. The main researcher decided on four categories
focusing on our research questions before the analysis: psychological, cognitive, and
physical well-being, and player experience. The interview data was then coded induc-
tively under these deductive priori categories.

5.3.1 Dropouts of Participants

Two test group participants could not participate for the first two sessions because
their house was on lock-down, and each participant missed one or two game sessions
because of doctor’s appointments, sickness, or quarantine regulations. During the mid-
questionnaire session, there was a lock-down imposed due to COVID-19, so data for
one participant from the test group and one from the control group are missing. From
the control group, one participant had an accident shortly before the mid-questionnaire
session and stopped participating (CG2). We also note that one player dropped out
after the mid-questionnaire session according to their own wishes (TG1).

5.3.2 Psychological Well-Being

We observed a decreasing trend for CSDD scores, indicating lower depression for the
test group (pre: 4.2 ± 3.03; mid: 2 ± 2.45; post 0 ± 0). For the control group, the
CSDD values showed a decrease from pre (1.8± 1.64) to mid (1± 1.15), but indicated
an increase later (post:1.6± 1.14). DEMQoL and HRQoL did not show any trends.

The interviews showed that the psychological well-being of the test group participants
was affected in various positive ways. First, in terms of mood: “I would say [TG3’s]
mood afterwards was euphoric, in contrast to depressed before”-Cargiver of TG3 (CTG3).
Second, joy of life: it has improved over the course of the study, which is stated by mul-
tiple caregivers: “[TG5] has fun and it is a great change to [TG5’s] daily life, especially
in times of Corona where the offer of care is very limited”-CTG5 and “[TG4] is al-
ways happy when [TG4] is picked up and we say ’Today we are going to [play the VR
exergame]’”-CTG4. A large improvement was shown for TG3, who showed signs of delu-
sion before the study started. CTG3 reported that “This has decreased noticeably, we
hear this very rarely now”. A third aspect were social interactions. While some players,
e.g., TG3 normally were rather reluctant to talk to others, CTG3 reported that “when
[TG3] comes back, [TG3] also talks about it. Well, [TG3] had a smile on their face and
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said ’Wow, that was so!’”. CTG5 also said that “[TG5] is looking forward to these dates,
and afterwards we can greatly talk about it”.

5.3.3 Cognitive Well-Being

The cognitive task during the game was to finish all missions as quickly as possible.
The mean time spent in VR for each session was 16 minutes. On average, participants
needed 18.5 seconds (SD = 12.5s) to fulfill a mission after receiving new instructions.
A summary of the time needed to complete one mission is shown in Figure 5.4. Since
we would be expecting a learning effect due to the repetition of the exercises, we have
superimposed a fitted exponential curve to support the improvements in our players
(f(x) = 23.49 · e−0.009413x). More data is needed to verify this, as this curve only
explains around 50% of the variability of the data (R2 = 0.5090).
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Figure 5.4: Time needed to finish a mission in Memory Journalist.

The total ACE-III scores of the test group rose steadily between the sessions, (pre:
60.4 ± 15.96, N =5; mid: 61.25 ± 17.29, N =4; post: 64.75 ± 13.6, N =4). For the
control group, the mean total scores were 68.2±17.28 in pre (N =5), 80.33±1.53 in mid
(N =3) and 76.5 ± 10.85 in post (N =4). It can be seen in Figure 5.5 that on average,
the participants from the test group improved their score more than the control group.
However, we note that given the dropout status of some participants, these scores should
be evaluated at an individual level. Especially TG3, who had a low score of 33 in the
pre-session, improved to 46 in the post session, equaling an improvement of 39%.

In the interviews, the impact of the COVID-19 pandemic on cognitive abilities of peo-
ple with dementia was emphasized several times. CTG3 explained that “the problem is
that we could not do so many groups [for cognitive training]”, which might be a rea-
son for declining cognitive abilities. CTG2 also stated that “The cognitive stimulation
gets worse now, that is also because no activities take place. We notice this in our in-
habitants in general, that cognitive [abilities] decrease a little and the forgetfulness gets
more in focus now”. The caregivers saw the VR exergame sessions as an opportunity to
provide cognitive stimulation for participants during COVID-19. Further, a caregiver
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Figure 5.5: Left: TUG improvements. Right: ACE-III improvements. Bold lines show
the mean value, thin lines the individual changes. The pre-session is used as an

individual baseline for each participant.

explicitly indicated that one player showed signs of improved memory because of Mem-
ory Journalist : “It is a small improvement. I think so, yes. [...] I even think this has
improved positively”-CTG3. Additionally, caregivers stated that the mood and abilities
of the participants depended on the day (CCG1, CTG2, and CTG5), which might help
to understand underlying reasons of our varying quantitative results.

5.3.4 Physical Well-Being

Movement of the 3D-printed camera was evenly distributed around the y-axis, which
means that the players rotated on their chair and took pictures in every direction. The
movement intensity of the camera supports the functionality of our exergame. Most
movements occurred close to the head of the player, holding the camera close to their
eyes. The biggest training was the act of zooming, for which the camera had to be
moved away from the players’ head. The mean total distance that the camera, and
therefore the player’s hand, traveled during one session was 26.4 meters (SD = 7.64m).
Additionally, a training effect of the participants can be observed in less scattering of
range of motion in the last three weeks of playing, compared to the first three weeks.
This is a typical learning effect, as the players needed less movement to fulfill the task,
meaning they get more precise.

All participants except for CG5, who was sitting in a wheelchair, participated in TUG.
Mean times for the test group decreased, starting from 29.93s ± 29.74s in pre (N =5),
25.63s± 22.49s in mid (N =4) and decreasing to 21.3s± 16.14s in post (N =4). Times
for the control group also decreased, with 26.22s± 16.96s in pre (N =4), 18.43s± 6.68s
in mid (N =3) and decreasing to 16.24s± 5.92s in post (N =3). The improvements can
be seen in Figure 5.5 (left). Looking at individual improvements, participants in the test
group improved by 42.7% on average, and participants in the control group improved by
14.71%. TG4 improved the most by 47%, almost needing half as long in the post-game
session, as in the pre-game session.
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In our study, we observed that players had varying physical abilities. For example, TG4’s
caregiver explained that “Sometimes TG4 is picked up in their wheelchair, sometimes
they walk by themself with their walker”. This might be a reason for their improving
score. The second topic was pain, or the absence of it. The caregiver of TG3 reported:
“before [the study started], they had extreme shoulder pain. [TG3] had an accident, long
ago, and now [TG3] does not complain about it anymore.”-CTG3. While holding the
physical camera was considered a good training by most older adults, TG1 reported
difficulties due to a shoulder injury that they received when using their walker. This
was also a reason for them to drop out from the study. From the control group, only
the caregiver of CG2 reported that CG2’s physical well-being was worse due to their
accident, while all other control group caregivers reported no physical change during
the study period.

5.3.5 Player Experience

The player experience stayed high throughout the game sessions, with a little lower
scores in the very first and around the middle of the game sessions (mean values for
enjoyment: 5.61 ± 0.59; presence: 5.3 ± 1.16; cooperation: 5.88 ± 0.25). Results over
the course of the study are shown in Figure 5.6.

Figure 5.6: Plots showing (i) the enjoyment, (ii) the cooperation with the caregiver,
and (iii) the presence in the virtual world over the course of the game sessions.

The qualitative findings of the game-related interviews also support the quantitative
findings by showing high player experience for the players. For example, TG2 reported
that “[The game] was fun. I liked to come here”, and that there was “no boredom at all.
[There] was always something to see”. The high player experience is further supported
by the healthcare professional: “the joy we brought to [TG3]. That was great. [...]”.
Further she pointed out the feeling of accomplishment: “[TG3] came into the room
scared, then we sat [them] on the chair and [they] said ”I hope I can do this”. And
when [TG3] saw the pictures, total enthusiasm and totally relaxed. No fear, and no
fear to fail at all. [...] It was like this until [the last session]”. More generally, she
evaluated: “I see how much you achieve and how much fun [the older adults] have. [...]
We make them really happy and I think that is wonderful”. The healthcare professional
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also explicitly pointed out the possibilities of this VR exergame: “I found [the game]
super good, because everyone that has a person [with] dementia at home or takes care of
them knows what an effort it is to travel to [the center of ] Hamburg or to other cities.”,
emphasizing how the exergame can achieve this is seconds and provide older adults with
dementia with the opportunity to travel.

Furthermore, the realism of the virtual world was praised by many participants, yielding
a feeling of presence: “I am shaking. Birds everywhere! This is so real. I sometimes
ducked my head [laughing]”-TG3. Moreover, the VR exergame created a feeling of cu-
riosity: “I felt well there. [I liked that] there were different motives. It was always
interesting”-TG4 and “the game was something new. And if it is new, it is interesting.
It is something different. You talk to other people, you see other things, new things,
new pictures”-TG5. The healthcare professional emphasized the repeatability of the VR
exergame, indicating that some participants could play the game even longer: “I think
[TG3] could have easily played not just 10 minutes, but half an hour or 45 minutes and
she would still have been enthusiastic”, and “[TG5] would have liked to keep playing, she
would also have been a candidate where you could say half an hour, 45 minutes”. All
participants reported that they would recommend the game to others, and when we
asked TG3, they answered: “I already did!”.

TG1 -who only played until the 6th session– stated that they “liked [the game], yes, yes.
[It] was good, good video captures. [...] It was quite an experience if you see it like that”.
However, they also reported it got boring after a while because they already knew all the
places to visit. All other participants did not have any suggestions on improvements.
TG4 said: “I think you have done this game in the optimal way.”

5.4 Discussion

Below, we discuss the findings focusing on our research questions.

5.4.1 Psychological Well-Being

Our results in the mid-game questionnaire session show a decreased quality of life. This
was probably caused by severe COVID-19 restrictions including a full lock-down of one
of the houses. Previous research has found similar decreases of perceived quality of
life due to such isolation measures [110, 213]. In contrast to the control group, the
psychological well-being of the test group showed improvements. Especially in times of
COVID-19, when all other group activities were canceled, the individual game sessions
gave the players something to look forward to, and something aside from their daily
routine. In addition to the positive short-term effect of improved psychological well-
being while the participants played, we observed a positive mid-term effect over the
course of the study. This empathizes the importance of situation adjusted activities for
people with dementia in senior living homes. We argue that Memory Journalist can
contribute to the well-being of older adults with mild dementia, especially in later times,
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when more caregivers are trained to use the system or other means of assisting the older
adults in using the game are developed.

5.4.2 Cognitive Well-Being

The quantitative results of the test group’s ACE-III scores were higher than the con-
trol group’s. Due to COVID-19, cognitive training groups had to be reduced and the
individual caregivers’ workload was too high to provide individual training. Memory
Journalist and the cognitive training associate with it may have led to the test group’s
higher scores. Furthermore, the mood and cognitive abilities of people with dementia
can vary from day to day, and a positive mood can lead to a better cognitive perfor-
mance [194]. As discussed above, the game improved the participants’ psychological
well-being and we assume that this might also have positively influenced their cognitive
well-being. On the other hand, it is unclear whether these effects would also be shown
under normal circumstances, without an ongoing pandemic. This needs to be tested in
future studies.

Even though the short-term memory of people with dementia is often impaired, the
game was remembered by all of our participants, who talked about it to their neigh-
bors and caregivers, or made comments about looking forward to the game session.
Additionally, their speed in finding the required landmarks improved, hinting for some
form of remembrance. Especially those participants with a lower cognitive score in the
pre-session improved by playing the exergame. This implies that the training aspect of
this game is most suitable for them, following the training principle of “Initial Values”
states that the improvement of an outcome will be greatest in those with lower initial
values [79]. Therefore, we argue that playing Memory Journalist has the potential to
maintain and improve cognitive skills.

5.4.3 Physical Well-Being

During the game play, players successfully fulfilled the required movements to take a
picture, even though some of them needed assistance to rotate on their chair. This
implies that even though the movements are easy for most younger or fitter people, our
participants had to make an effort to perform them.

In TUG, it could be seen that almost all participants from both groups increased their
speed between the sessions. While this could be a simple training effect of repeating
the test itself, the test group’s improvement was larger. Similar to the results for
cognitive training, the players with the highest physical problems improved the most.
This implies that even a low-intensity activity in VR can maintain or improve physical
abilities. One player complained of shoulder pain before the study, but did not do so
anymore afterwards. This might be due to the physical training they received, but of
course, a more detailed examination is necessary to confirm this.
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While we employed the TUG test to measure physical well-being, we argue that it
is not always applicable for people with dementia due to varying physical conditions
(e.g., when using wheelchairs). Future studies should either employ inclusion criteria
for participation or consider these variances and thereby use different measurements for
physical well-being.

5.4.4 Player Experience

All players reported that they liked the game and that it was fun to play for them,
which replicated previous findings in the usage of exergames [82, 270]. Although all our
participants had mild dementia, their short-term memory abilities varied. Especially
the participants with worse short-term memory were enthusiastic every time they played
the game, while it became boring or too slow for those who remembered it after a few
sessions, similarly to older adults without dementia who tested the game [150]. We argue
that playing the game regularly is the most suitable for people with increased dementia
symptoms, while infrequent playing sessions will invoke feelings of joy even for users that
remember the game and the videos. Therefore, future development should add more
variety and videos from other places to make the game less repetitive for everyone.
Furthermore, it should be noted that the participants did not indicate the need for any
improvements of the game, but this might also be due to their difficulties in expressing
themselves or inexperience with immersive experiences [67].

5.4.5 Limitations

One obvious limitation was the group size, with five people in each group. COVID-19
restrictions and health problems of the participants additionally made the quantita-
tive analysis less meaningful. However, this also implies that future studies should be
aware of the challenges of conducting long-term studies with this special user group, in
particular under pandemic circumstances.

Another limitation is that the control group did not perform any activity while the
test group played the game twice a week. It is important to note that our exergames
should not be seen as a replacement for traditional therapies, but as an extension, as
indicated by Zeng et al. [387]. Our current study design empathized how important it
is to provide additional activities for older adults, especially in times of social distancing
and if their traditional activities are not possible. Additionally, control activities like
actually going outside to take pictures were not possible under the circumstances back
then, but could be compared in future studies.

The caregivers (who performed CSDD and DEMOqL-proxy measures) were different
in the questionnaire sessions due to changing work schedules; this decreases the com-
parability of these metrics across questionnaire sessions. Future studies should avoid
these variances if possible, and the personal connection between caregivers and the
older adults needs to be taken into account. Additionally, administering the exergame
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proved to be a considerable time commitment for the healthcare professional, but their
involvement was essential for enabling the gameplay experience. Therefore, this has to
be accounted for when exergames are employed outside of the research context, or for
future studies.

5.5 Conclusion

We have developed and evaluated a VR exergame for people with dementia, which
provides the possibility of participating in outside activities again, provides cognitive
stimulation, and encourages them to perform functional physical movements. Even
though our user study had a relatively low number of participants, the quantitative
findings of the work indicate a higher cognitive, physical and psychological well-being
for the test group compared to the control group. Particularly the participants with
more difficulties benefited from the additional training. Over the course of the study,
presence, enjoyment, and cooperation values remained high, indicating high long-term
engagement with this VR exergame.

Furthermore, our qualitative findings indicate that the immersive exergame can help to
improve and maintain cognitive, physical and psychological well-being and can, to some
degree, counteract the negative impact that the COVID-19 pandemic had on the par-
ticipants. The meaningfulness of the game, which gave the participants a relevant task,
a distraction from their daily life and which left them with a feeling of accomplishment,
was pointed out. The game was also a relief for caregivers and family, helping them
with the provision of meaningful activities in a time where most exercise groups were
not possible anymore.

We want to highlight the importance of using VR technology not only for younger users,
but also for older adults and people with dementia. Especially during a pandemic, we
believe that VR technology has the potential of participating in activities that are
otherwise not possible, e.g., visiting different places, and it thereby has the potential
to decrease the negative effects of social isolation. We argue that it is important to
integrate new training methods into senior living homes as they can be seen as a good
addition to traditional activities; especially when one-on-one or group training cannot
take place. Most importantly, the positive impact of the experience on psychological
well-being was obvious in the participants’ reactions and interview findings - encouraging
us to continue this meaningful research.
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Chapter 6

Comparing a VR Exergame to
Video-Based Exercises

Figure 6.1: Left: An older adult playing Maestro Game. Middle: The virtual stage.
Right: An older adult doing his workout with the 2D video.

In the last chapter, a VR exergame was evaluated with older adults with dementia and
we found a positive effect on psychological, cognitive and physical well-being. Moving
on, we are interested to see whether another VR exergame can also elicit similarly
positive results in a short-term evaluation. Further, our first study lacked a training
comparison condition, therefore it is unclear whether the results could also be found
with a different approach, e.g., through video-based training. Due to the fast-evolving
COVID-19 situation at the time that the study was conducted, our original target group
(older adults with dementia) was no longer safe to conduct studies with. Therefore, we
evaluated this exergame with older adults without dementia. In this study, our main goal
was to determine whether a VR exergame can be a suitable alternative for traditional,
video-based training. This chapter is based on the following publication:

Kruse, L., Karaosmanoglu, S., Rings, S., Ellinger, B., and Steinicke, F. (2021).
Enabling immersive exercise activities for older adults: A comparison of virtual
reality exergames and traditional video exercises. Societies, 11(4), 134. DOI:
https://doi.org/10.3390/soc11040134

6.1 Introduction

As discussed before, for older adults, it is important to remain fit as long as possible
to maintain autonomy and live a healthy, independent life. In this context, regular

47

https://doi.org/10.3390/soc11040134


exercises can help to enhance and sustain both, physical and cognitive abilities [130,
183, 193]. In particular, the combination of physical and cognitive exercises can reduce
neurological degeneration and improve some of the symptoms of dementia [94, 109, 116].

During the COVID-19 pandemic, physical training groups, sport teams, the access to
gyms and individual physiotherapist sessions were limited, and, therefore, physical ac-
tivities of older adults have decreased [289]. The unavailability of group-based physical
activity, as well as several lock-downs, led to the need for alternatives such as home-
based training.

Many older adults tend to prefer face-to-face interaction, and the direct support of phys-
iotherapists for exercises [64, 306], however, in times when this contact is not possible,
alternatives have to be provided. Exergames are one possibility for home workouts.
Many younger people are already familiar with online video classes or VR exergames for
training, and 11% of people have increased their use of online fitness videos during the
pandemic, compared to their usage before [65]. While there are a lot of exercise videos
for older adults online, VR exergames are rarely used by this age group [64]. Fur-
thermore, 2D video-based training has limitations regarding the possibilities to show
complex movements from different (also egocentric) perspectives, or to track and record
these motions. Moreover, VR has the potential to provide more engaging and immersive
experiences, whereas it also comes with the cost of more intrusive and bulky technology.
Hence, it remains an open research question whether or not immersive VR exergames
can provide an acceptable alternative for 2D exercise videos for older adults.

In this chapter, we compare a traditional, recorded 2D exercise video to a VR exergame
that aims to train similar muscles and body parts. The video shows familiar movements
performed by a real human trainer, while the VR exergame offers an immersive virtual
environment where users can practice 3D movements, with virtual agents in front of
the user. The goal of our evaluation was to analyse whether VR exergames are an
acceptable, comparable alternative.

We conducted a within-subject user study with 25 older adults that performed both
exercise conditions, and then commented on their perceived workload, attention, en-
joyment, and which program they preferred. Furthermore, we analyzed the movements
and heart rate values measured during both conditions and discuss the advantages and
disadvantages of both programs.

Our research was driven by the following research question:

• RQ2: Can a VR exergame be an alternative training option to a traditional video-
based training for older adults?

Following our research question, we state the following hypotheses:

• H1: The video and VR exergame will show no significant difference for perceived
workload, attention, and enjoyment.

• H2: The VR exergame will be preferred by the same number of people as the
traditional video of well-known exercises.
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• H3: Older adults will prefer doing the exercise video for training in long-term use.

H1 was developed due to the similar length and difficulty of the exercises in the video
and the game, which was determined in focus groups and a pre-study [270]. Working
with the target users in a UCD approach resulted in a VR exergame that shows a high
usability for this user group, which we suppose is comparable with traditional exercise
videos for older adults.

Regarding hypothesis H2, we suppose that the novelty effects of the VR application will
be balanced out by the familiarity with the traditional exercises provided in the video.
The personal decision of preference will depend on the participants, their physical fitness
and their openness for new technology. Since our participant group will be taken from
the general population of a senior living facility, we expect these factors to be balanced
out.

H3 was established because the video exercises are more familiar and easier to access.
While most older adults are familiar with (exercise) videos and the usage of computers
and the internet [66], VR systems are still an unfamiliar concept and most head-mounted
displays come with usability and technical issues that prevent the older generation from
using them without help (e.g., setting up the hardware and starting applications).

To summarize, it is still unclear how older adults will compare a traditional exercise
video to an immersive VR exergame, but the latter provides several advantages which
will be discussed in the scope of this chapter.

6.2 Methods

In this section we will describe both, the VR exergame, and the exercise video, as well
as the user study.

6.2.1 VR Exergame

Maestro Game was developed in a User-Centered Design approach, with several focus
groups, interviews with older people and experts, and prototyping sessions of previous
versions of this game, as described in our previous paper [270].

The exergame was implemented using the Unity game engine (version 2019.4) [327]
with the High Definition Rendering Pipeline and Visual Effects Graph with Particle
Strips. The exergame was played on a computer using an i9-9900K CPU and a GeForce
RTX2080 Ti graphics card. We used the Valve Index VR headset, two controllers to act
as batons, and 2 base stations. The player’s in-game view was displayed on a 65 inch
4k display for the spectators.

In Maestro Game, the players are located in a 3D concert hall. They are playing the
role of a conductor that has to conduct a band of three musicians by following a virtual
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3D path in front of them with a baton. The virtual path is made up of three essential
parts, as can be seen in Figure 6.2:

• A disco ball which the player is supposed to follow with the tip of the baton.

• A tunnel with staff lines extending before and after the disco ball to help the
player anticipate the target’s path.

• Music notes that regularly spawn along the tunnel to calculate the player’s accu-
racy when the disco ball hits them.

In order to accommodate for different body types and mobility [119] and to calibrate a
fitting path for the player, a calibration is performed at the start of the game, where
players have to move their arms as far to the front, sides and up as possible. With
these measurements, the shape and position of the path is determined. For each arm,
an ellipsoid with the shoulder position as the center and the maximum arm reach as
outer points is created (See Figure 6.3, light green). A cuboid shape that begins in
front of the shoulder position and spans to the outer edge of the extended arm is then
added (red cube). The length towards the other side and in the downward direction
can be configured with values between 0 (ends at the shoulder position) and 1 (extends
as far to the other side as possible), to enable different difficulties. All points within
the intersection of the light green circle and the red cube represent potential positions
the disco ball can occupy. The ball’s trajectory is then dynamically calculated using a
Bézier curve.

Figure 6.2: The disco ball that the player
has to follow on a virtual path that

resembles staff lines. The baton emits
blue sparkles to highlight that the right
hand has to be used. Notes are used as

measurement points for accuracy.

Figure 6.3: Calibration and curve
creation. Light grey: shoulder position of
the player. Light green lines represent the
maximum reach of the player’s arm, and
the red cuboid shape shows where points

for a Bézier curve can be chosen.

In accordance with physiotherapists, useful but comfortable movements with occasional
more difficult spikes are procedurally generated. This approach does not put too much
strain on the player’s muscles, but also includes some challenges with the prospect of
improvements.
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The players are only conducting with one hand (left or right) at the same time, but
change hands after 30 seconds of successfully conducting the musicians. This way, they
can fully focus on following the path correctly, reducing the physical and cognitive
complexity and their frustration. Oral instructions are given for a hand change, and
the color of the disco ball and baton sparkles changes (blue for the right hand and red
for the left hand). This dual channel output aimed to (i) compensate for impairments
of one of the two senses, e.g., the visual or auditory sense, and (ii) provide a constant
visual reminder of the current game rule.

The usage of music has been implemented in several other exergames, such as Beat-
Saber [96] or OhShape [180], and has been shown to increase motivation and perfor-
mance, and invoke old memories [190, 338]. The players can choose one out of eleven
songs, which are a variety of newer and older pop, classic and rock songs. In prototyping
sessions and interviews, we asked the participants for their favorite music and tried to
include it in the game. The songs are split into the individual music instruments using
Spleeter [122], so that they can be used individually for the three musicians. Depending
on the instrument, the beat changes, resulting in different movement rhythms of the
disco ball.

The active musician is always located at the front of the stage, with the two other
musicians behind them (See Figure 6.1). When the player successfully follows the disco
ball, the volume of this musician gets louder, depending on the distance of the baton to
the center of the disco ball. When the maximum volume is reached, the stage starts to
rotate and the next musician moves to the front. While the musicians are not actively
conducted, their volume decreases again. The goal is to increase the volume of all
musicians to its maximum, resulting in the “full” version of the song, which can then be
heard as a reward. If the player stops following the path or if the baton deviates too
far from the disco ball, the musician stops and a distorted sound of their instrument is
played. When a song is completed until the end, confetti starts to fall from the ceiling,
fire appears at the sides of the stage and a long applause is played. A new song can
then be chosen.

The player’s movements, personal settings and their calibration are tracked, enabling a
later evaluation and the possibility to compare their progress.

6.2.2 Exercise Video

We chose to compare the VR exergame with a 2D gymnastics video because it creates
external validity for our research as many people did their workouts with exercise videos
due to the COVID-19 pandemic [65, 153]. The exercise video was recorded using an
iPhone 7 Plus. It was displayed on a 65 inch 4k display and two Valve controllers were
used for tracking the hand movements of the participant. The video featured exercises
adapted from different sources [42, 335, 376, 378], for example side arm raises, shoulder
circles or torso rotations. The details can be found in Appendix B.

To replicate a realistic as well as physically benefiting experience, the video and the
movements were inspired by several YouTube videos [87, 88, 376, 378]. The senior
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living home employees, including physiotherapists and caregivers, reviewed and agreed
to the video and exercises.

The video was integrated in a Unity application to enable tracking, data collection and
individual music selection. Even though the video was prerecorded, the participants were
able to freely choose three out of 12 possible songs of different genres as background
music. The program automatically tunes down the volume of the songs while oral
instructions are presented, so they are clearly audible.

6.2.3 Study Procedure

The goal of this user study was to compare a traditionally recorded 2D gymnastics video
with a VR exergame regarding enjoyment, attention allocation, perceived workload,
and preference. All participants were older adults still living independently in their own
apartments, which are part of a local senior living facility that offers serviced homes. Our
project works with various ethics and privacy experts, as well as the local senior living
facility, who support us during the project. We contacted our local ethics department
and received an acknowledgement for the study. Furthermore, an ethics workshop was
held before the start of the study to discuss ethical, as well as security and privacy
concerns for all of our studies, and advice from this workshop was integrated.

Demographics,

informed consent,

introduction,

measurement

of resting heart

rate (5 min).

SSQ

VR exergame

(one song, 7-10

minutes in VR).

SSQ, IMI,

MEC-SPQ,

NASA-TLX

Video exercises,

three self-chosen

songs (9 minutes).

SUS, IMI,

MEC-SPQ,

NASA-

TLX.

Start of a new

condition, 10

minutes break

between the

conditions or final

questionnaires.

Questions

about

preferences

and general

feedback.

VIDEO

VR

CONTINUE WITH OTHER CONDITION

END

Figure 6.4: Study procedure to compare a VR exergame to video-based training.

Pre-Study

Four people (P1 - P4, all female, average age: 81.75± 4.19 years) participated in a pre-
study to determine a suitable length and difficulty of the game. We planned to play the
game in a standing position, but two of the (first-time VR) users asked to sit down after
putting on the HMD because they felt insecure, and sitting exergames can also provide
a high usefulness to players [371], so we chose this setup for all following players.

Furthermore, we originally planned to play three songs in a row, as it was suggested by
our players in the prototyping sessions. However, the players in the pre-study showed
signs of exhaustion and cybersickness during the second and third song (increased
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breathing rate, increased heart rate and dizziness), and also reported those feelings
after the study. This is also consistent with literature, which indicates higher cybersick-
ness scores for inexperienced VR users [319]. One more experienced user said that three
songs were suitable for her, but since we included experienced and less experienced VR
users, and older adults with varying physical fitness, we decided to choose a safe setup
and only play one song. After all, this study was not meant to test efficiency of the game
regarding physical training effects, but to compare the feasibility and preference of a
traditional 2D gymnastics video to a VR exergame. As determined in prior prototyping
sessions and in the pre-study, we also adjusted the speed and difficulty of the game to
make it safe and enjoyable for all older adults, regardless of physical fitness.

Comparison Study

The procedure for the study can be seen in Figure 6.4. We evaluated the two exercise
programs in a within-subject design, meaning that each participant tried out both con-
ditions in a counterbalanced way. A consent form was given to the participants a few
days in advance so they could read it, sign it and write down questions. Upon arrival,
the older adults filled out a demographics questionnaire and they were allowed to choose
one song for the game, and three songs for the workout video. Then we gave them the
heart rate sensor and measured their resting heart rate for five minutes. Afterwards,
their first condition started.

In case of the exergame, the participants filled out a before measure of the SSQ. Then
they watched a short demonstration video of the experimenter playing the game, so
they knew what to expect and to reduce their potential fear [127]. They then sat down
on a chair in the middle of the tracking space, put on the HMD and adjusted it to fit
onto their head. Afterwards, a calibration sequence was started where a virtual agent
asked them to move their arms as far forward, up, and sideways as possible, followed
by a tutorial. The tutorial explained how to follow the disco ball with the baton, and
that the task was to move in a certain, changing rhythm. A hand change was also
practised. Afterwards, the song they had chosen was started, and they conducted it
until the end. When the song finished, they had some more time to look around in the
virtual environment and then took the HMD off again. Then they filled out another
SSQ, followed by the interest/enjoyment sub-scale of IMI, the attention allocation part
of MEC-SPQ, and NASA-TLX. After a 10-minute break, the next condition was started.

In the case of the video-condition, the participants again took a seat on the chair in the
middle of the room. Two Valve controllers were given to them to track their movements
and the video was started. The music that the participant had chosen for the video was
played in the background to make the exercises more comparable. After the video, the
participants again filled out IMI, MEC-SPQ and NASA-TLX.

After the last condition, they were asked which sports program they preferred and why,
which sports program they would prefer to do in long-term use and why, and lastly,
were able to provide additional feedback about the game.
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The study took around one hour, with 7-10 minutes spent in VR, depending on the
chosen song length, and a duration of 9 minutes for the gymnastics video, as suggested
in [372].

Participants

In the actual study, 25 older adults took part (P5 - P29, 3 male, 22 female, average age:
81.24± 4.97 years). Five older adults already had experience with VR and participated
in some of our prior studies and prototyping sessions. Three participants reported never
doing any sports, 15 were doing sports at least once a day, and seven exercised at least
once a week. Activities mainly included yoga, gymnastics, walking, or biking. Regarding
gaming, seven people said that they did not play any games (computer or board games),
four people played every day, 12 people at least once a week and two people at least
once a month.

6.2.4 Measurements

Several measurements were used to compare the two conditions. To evaluate the well-
being of the participants after playing the VR-exergame, they filled out the SSQ [154]
before and after the VR experience. In order to assess their enjoyment, the partici-
pant answered three questions on a scale from 1 to 5 (“The task was fun.”, “The task
was interesting”, “The task was entertaining.”), adapted from the interest/enjoyment
sub-scale of the Intrinsic Motivation Inventory (IMI) [280, 362]. Furthermore, the sub-
scale Attention Allocation from the 4-item scale of MEC Spatial Presence Questionnaire
(MEC-SPQ) was presented [352]. We chose this questionnaire because of its ability to
compare different media, e.g., video and VR, as opposed to well-known presence ques-
tionnaires that are used to distinguish experiences in the same type of environment [340].
Finally, the NASA-TLX questionnaire [113] was used for an evaluation of the perceived
workload.

During both conditions and during a resting period, we measured the heart rate of the
participants to have an additional indicator of exhaustion and physical stress, and to
better compare the exertion of both programs. This was done using the Polar OH1
heart rate sensor [256], which the participants wore around their arm. Furthermore, we
aimed to have a physiological measure to compare to the subjective measurements given
in the NASA-TLX questionnaire.

6.3 Results

In this section, we will report the results of the study. We will report both, statistical
results from Frequentist statistics (α = 0.05) and from the Bayesian approach. Fre-
quentist statistics is still the standard in HCI research, but falls short in evaluating in
favor of the null hypothesis or depicting how much more likely one condition is over
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another [144, 152]. Evaluation was done using JASP [329]. The descriptive values of
the questionnaires can be seen Table 6.1.

Conditions Pre-SSQ Post-SSQ IMI MEC-SPQ NASA-TLX Heart Rate
VR Exergame 8.98± 11.48 8.08± 11.46 4.57± 0.63 4.44± 0.72 19.77± 11.91 76.77± 9.6
Exercise Video — — 4.6± 0.68 4.63± 0.56 17.23± 10.94 81.96± 11.33

Table 6.1: The descriptive values of the questionnaire measures and heart rate for
both conditions, mean and SD.

6.3.1 Enjoyment

Both programs, the video and the VR exergame, received similar results regard-
ing enjoyment. No significant differences could be found using Frequentist statistics
(t(24) = −0.165, p = 0.871). A Bayesian Paired Samples T-Test showed that the null
hypothesis (enjoymentgame = enjoymentvideo) is 4.68 times more likely than the alter-
native hypothesis. Using Jeffrey’s criterion, this is positive evidence in favor of the null
hypothesis [152, 262].

6.3.2 Attention Allocation

For Attention Allocation, there was no significant difference between conditions (p =
0.122, t(24) = −1.605). A Bayesian t-test shows weak evidence in favor of the null
hypothesis (attentiongame = attentionvideo), with a Bayes factor of 1.54.

6.3.3 Perceived Workload

The exergame was perceived as cognitively and physically more exhausting than the
video. In detail, the video received a NASA-TLX score of 22± 22.31 out of 100 points
for cognitive exhaustion (median: 10), while the exergame received 27 ± 21.21 points
(median: 25). For physical exhaustion, the video was rated with 19.6 ± 20.41 points
(median: 10), and the exergame with 20.8 ± 20.4 points (median: 15). Additionally,
the perceived frustration was lower during the VR exergame (11.8± 8.65, median: 10)
than during the video (15.2 ± 20.28,median: 10). While most older adults rated both
conditions relatively low, there are some higher ratings of 95 out of 100 points in the
cognitive or physical demand. Due to different cognitive states and physical fitness of
older adults, and also different perceptions of difficulty, these ratings should also be
considered for future implementations.

No significant differences between the two conditions could be found (t(24) = 1.237,
p = 0.228). The Bayesian Paired Samples T-Test shows a Bayes factor of 2.398 in favor
of the null hypothesis (workloadgame = workloadvideo). A positive correlation could
be found between physical and cognitive workload in the exergame (r = 0.832, p <
0.001, BF10 = 65044), but not for the video (r = 0.066, p = 0.754, BF10 = 0.26).
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6.3.4 Simulator Sickness

For the exergame, we asked the participants to fill out the SSQ before and after the
experience. A non-significant difference (t(24) = 0.321, p = 0.75) indicates that the
game did not cause any cybersickness. A Bayesian t-test resulted in a Bayes factor
of 4.52 in favor of the null hypothesis (SSQbefore = SSQafter). We also report the
descriptive values of the subscales before the study: Nausea: 6.4872±10.92; Oculomotor
7.8832 ± 12.47; Disorientation 9.4656 ± 13.76, and afterwards: Nausea: 2.2896 ± 5.7,
p = 0.0442; Oculomotor 8.4896 ± 11.64, p = 0.7509 ; Disorientation 9.4656 ± 19.69 ,
p = 0.8359.

No correlations with age, gaming experience or the number of times the older adults
exercised were found.

6.3.5 Heart Rate Data

The descriptive values of heart rate measures can be seen in Table 6.1 for the two condi-
tions. During the resting period, the average heart rate was 80.34± 9.22. It was higher
during the video than during the exergame (t(24) = −4.4, p < 0.001, BF10 = 257.99
in favor of the alternative hypothesis HRV ideo 6= HRGame), with a mean difference
compared to the resting heart rate of −3.75 ± 5.11 during the game and 1.62 ± 6.63
during the video. A positive correlation (r = 0.436, p = 0.029, BF10 = 2.339) was
found between the heart rate during the video and the perceived performance mea-
sure from NASA-TLX, indicating that a higher heart rate was associated with a better
performance. No correlation was found between the heart rate and the perceived phys-
ical exhaustion for the video (r = −0.259, p = 0.212, BF10 = 0.52) or the exergame
(r = −0.246, p = 0.236, BF10 = 0.482), or between the other subscales of NASA-TLX.

6.3.6 Movement Data

During both programs, the movement of the participants was tracked with the two Valve
Controllers. The mean distance traveled by the hands of the participants was 187.17±
89.71m during the video, and 24.22 ± 4.32m during the game, which is a significant
difference (t(24) = 9.219, p < 0.001, BF10 = 5002000). These large differences are
mainly due to the longer length of the exercise video, but also the more diverse and
bigger movements performed in this condition. Additionally, some tracking inaccuracies
due to fast movements occurred. The right hand, which was the dominant hand for
most participants, covered more distance than the left one, with 97.78±46.47 m for the
right hand and 89.36± 46.67 m for the left hand in the video, and 14.5± 9.71 m for the
right, and 9.71± 3.04 m for the left hand in the exergame condition.

The plots in Figure 6.5 show the movements of the hands in polar coordinates for both
scenarios, the exergame and the video, recorded for P28. Since the movement of all
participants depended on the individual range of motion, a pooled plot would disguise
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Figure 6.5: Polar plots of the movement of P28 for the video (upper two plots) and for
the game (lower two plots). The first plot always shows the histogram of the hand

movement, while the second one displays the hand movement trajectory with intensity
measure.

the results, which is why we will explain the movements on this participant. The other
participant’s plots show similar results.

The left figure is a histogram that shows how much movement occurred in a specific
area. The right figure displays the trajectories of the left and right hand. Additionally,
the intensity of the movement can be seen. The darker the color, the more intense the
movement. Intensity is measured as a function of movement radius (stretching of the
arm) and lifting of the arm. It is considered that lifting or stretching the arm is more
intense than flexing the arm. The 0◦ direction is considered to be the center of the body.

When comparing the video scenario with the game scenario, it can be seen that the
video seems to be more intense than the game scenario. This can be explained by the
high radius values. But when looking at the histogram one sees that the video scenario
leads to a narrowed range of motion; the movement takes place in a range of 0◦ and 30◦.
In comparison, the game shows a much wider range of motion between 0◦ and 60◦.

6.3.7 Qualitative Feedback

On the question which sports program the participants preferred, 13 people chose the
video and 9 people chose the exergame. Three people ticked the boxes of both options,
because they could not decide on one. Several people mentioned that they did not
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understand the question, since they did not perceive the exergame as sports, but just
as a game. One person who preferred the video mentioned that they were already
familiar with this type of exercise (P11). Additionally, the exercises trained the whole
upper body, as opposed to the exergame where mainly the arms and torso were used
(P14). It therefore felt more like a workout with a higher physical demand (P7, P17, P27,
P28). Additionally, they noted that the exergame needed some getting used to (P15), as
opposed to the more realistic, face-to-face video (P7, P8). The participants that preferred
the exergame commented that it was more fun (P5, P21) and more interesting (P6). They
also commented that compared to the exergame, the video felt more monotonous (P9).
It also required more cognitive attention to follow the path correctly (P6, P13), which was
pointed out positively. Additionally they noted that they liked the virtual environment
(P9, P18, P21), and the music fit well to the movements (P22).

For long-term use, 16 participants would prefer the video, and 7 would prefer the game.
This time, two people chose both options. The main arguments for the video were
that the exercises were known (P11, P22, P23), more intense (P16, P21) and easier (P19).
Additionally, they showed more variety (P27). For the exergame in long-term use, the
participants again mentioned that it was more fun (P9, P13), that they liked the move-
ments (P10, P12) and that it required more concentration (P6, P13). One participant
wrote that it was “self-explanatory” why this was the preferred option (P18). P22, who
favored the exergame, mentioned that while he would choose the video for long-term
use, the exergame could serve as a refreshing change or as a relaxing activity.

6.4 Discussion

(a) (b)

Figure 6.6: (a) A participant doing the exercises in a reversed way compared to the
video. (b) A participant looking forwards while doing torso rotations.

Our goal was to assess if a VR exergame can be an alternative for traditional exercise

58



videos. Especially during the COVID-19 pandemic, where group and personal sport
experiences were limited, many people used exercise videos to remain fit at home.

As expected in H1, almost all results from our qualitative and quantitative evaluation
remained very similar, but the results obtained in the subcategory of MEC-SPQ sur-
prised us. Here, although not significant, the exercise video obtained a higher score for
attention allocation. VR is known to provide a large feeling of presence [311], which
includes turning the user’s attention to the medium. The video on the other hand also
proved to capture the users’ attention, and even received slightly higher scores than the
VR exergame. It seems like the older adults, who grew up with a TV and mostly use
it everyday, maintain the ability to be captivated by it, as opposed to younger people
who are already familiar with VR and value its ubiquity. This is similar to what Xu et
al. [373] found in their study with young and middle-aged people, where younger players
were more immersed in VR than middle-aged ones.

Prior research has shown that VR provides a higher feeling of flow and more enjoyment
than a TV display [372]. This effect could not be confirmed in our study, but it has
to be noted that our two training applications showed many differences in the task,
environment and movements. Future studies should compare an exercise video to an
exergame that also features similar movements.

Hypotheses H2 and H3 could also be confirmed, with around 40 % (9) of the participants
preferring the exergame over the exercise video, and around two thirds (16) of partici-
pants preferring the exercise video for long-term use. Movement plots support this, with
the video showing more intense movements that are more suitable for long-term train-
ing. On the other side, movement precision and range of motion in the video condition
are limited due to the missing feedback and encouragement for larger movements.

Advantages of the exercise video are that there are many videos available online, which
foster different topics and can be watched independently at home. A disadvantage
is that there is no intuitive way to ensure that the exercises are performed correctly.
This could also be seen in our movement analysis, where participants often performed
the movements in a different speed, or with the reversed arm (See Figure 6.6 left).
For this video, those errors had no impact on the exercise accuracy, but especially
for more difficult movements or for someone with mobility impairments, the correct
execution of the movements is important. Additionally, the movements in the video
either required oral explanations, or the participants constantly looked at the TV to
follow the movements, even if they were supposed to rotate their torso to a different
direction (See Figure 6.6 right). For the oral explanations to be audible, the volume of
the music had to be decreased, which could potentially break the flow of the experience.

For the VR exergame, movement could be controlled and immediate feedback could be
given. If the players did not perform the correct movements, the musicians stopped play-
ing. On the other hand, if the player did well, there was applause and confetti, and the
speed of the movements increased. Therefore, the game was able to dynamically adjust
itself to the abilities of the participant and encouraged them when correct movements
were performed. Furthermore, because of the stereoscopic 360◦ 3D representation of
the virtual environment, the participants’ ability to replicate spatial movements in their
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peripersonal space was encouraged. When seeing the required movements in 2D in the
video condition, spatial information such as depth of movement on the Z-axis can get
lost, which is important to create cognitive representations of space [83]. Additionally,
prior studies have shown that distance perception in peripersonal space in VR shows
smaller errors than in extrapersonal space [13], which, due to the distance of the TV,
the exercise video falls into.

The movements in this game were synchronized with the music, amplifying the feeling
of flow and even encouraging some players to tap their feet or to sing along. On the
other hand, the movements could become monotonous due to the limited variety of body
parts engaged. The initially chosen difficulty was too easy for some participants, but
our pre-study showed that the originally planned setup was too difficult for some others.
Therefore, the correct starting difficulty and the number of songs that can be played
should be balanced out and decided by the older adults themselves, if the game is played
outside of the study context. This was also reflected in the heart rate measurements,
where the heart rate even decreased compared to the resting heart rate. This might be
because many participants were excited to try VR for the first time, and did not know
what to expect. But they started to relax when they were wearing the HMD and when
they followed the relatively slow motions of the exergame, similar to one participant in
our previous study with people with dementia (See Chapter 5). Thus, our findings are in
line with prior work [151] that recommends testing VR games with participants before
taking baseline physiological measurements and conducting the actual experiment.

Interestingly, our findings point out that while older adults rated the VR exergame and
video based exercise similar in terms of perceived physical workload, the heart rate and
movement values for the video-based exercise were significantly higher than for the VR
exergame. We speculate that the similar rating of perceived physical workload for the
VR game might be due to the unfamiliarity with the given VR exergame mechanics and
VR technology, although long-term studies are needed to verify this claim. Contrar-
ily, prior research [373] was not able to find an influence of display type on perceived
workload. Furthermore, the cognitive workload during the game might have influenced
their perception of the physical workload, even though this is also not supported by
literature [68]. Both cited studies were tested with younger adults, yielding the need
for studies with an older user group. We conclude that novelty effects of VR with older
adults should be considered in future work, as it can be overwhelming or exciting and
can thus affect the overall experience.

To address the limitations of the study, the exercises performed in the video are not
exactly comparable with those in the VR exergame. While the exergame mainly focused
on arm movements and some torso rotations, the video provided more diverse exercises
with significantly more movement. Yet, we note that the exercise movements in the video
represent a real-world based scenario, and the game could be adjusted to feature more
and larger movements. Additionally, the question, which sports program the participants
preferred resulted in surprise, because the VR exergame was not perceived as sports, but
rather as a game, as mentioned by several participants. This might have distorted the
results of this question towards the participants choosing the video. Another point which
was apparent in the questionnaire results was a ceiling effect. Both programs received
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very high scores, with numerous questions receiving the maximum number of points. So
even if the second program the participants experienced was in their eyes “better”, there
was no way to correct their prior evaluation of the first program. Lastly, we only had
three male participants in our study, so gender differences cannot be accounted for. On
the other side, we would like to empathize that because of the longer life expectancy of
females, they are the main population of senior living homes and therefore more likely
to use the systems.

To discuss safety issues, it is important to follow the guidelines suggested by the HMD
manufacturers. Additionally, the frailty of this user group has to be considered. Choos-
ing a standing setup should therefore only be proposed to players that feel secure and
have used VR before. This should always be their own decision, with options to play
the exergames in sitting and standing positions [148], and to switch between the two
whenever necessary. Future exergames should adapt to this dynamically. When em-
ployed at a senior living home, the tracking space should be secured, e.g., with the help
and involvement of technicians [150].

Our findings suggest that the VR exergame is not able to fully replace the traditional
workout. But with the demographic change, caregivers need to be relieved, and addi-
tional offers should be available for independent training of the older adults. Our study
showed that virtual humans or virtual content was largely accepted by the older adults,
which is also supported by literature [150, 217]. With new generations, this trend of
accepting new technologies is likely to continue. In combination with the dynamically
changing difficulty, and the ability to receive immediate feedback about movements and
track the older adults’ progress, VR exergames show to be a suitable alternative.

6.5 Conclusion

We have developed and evaluated a VR exergame that features rhythmic movements
in 3D space, and compared this to a traditional 2D gymnastics video. Both programs
received similar scores regarding enjoyment, workload and attention, and neither a sig-
nificant difference using Frequentist statistics, nor a high likelihood of differences using
Bayesian statistics could be found. While the video was preferred by slightly more peo-
ple (13), the game also received 9 votes for preference (3 people remained undecided).
For long-term use, more people (16 vs. 7) prefer the exercise video.

In a qualitative evaluation, the participants commented positively on the fun and novelty
of the VR exergame, while some also found the VR exercises too repetitive. Regarding
the exercise video, the older adults appreciated the known exercises and their variety,
as well as the higher physical demand.

The different nature and exertion of the exercises in both programs is one of the lim-
itations in this study. Furthermore, even though the perceived physical workload in
both programs was the same, some participants did not perceive the game as exercising.
Future studies should develop and evaluate VR games that feature similar movements
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as traditional workout videos. Finally, long-term studies should be conducted to test
VR and video exercises without the potentially confounding novelty effect.

In summary, our results showed that although exercising with VR exergames, or using
VR technology in general, is not a familiar concept for older adults, VR exergames are
promising and can be an alternative option to exercise for this user group. We recom-
mend using VR exergames for people who like experiencing new emerging technologies
or alternatives and need or want an adjustable, dynamic fitness application. Further-
more, we recommend to dynamically set the difficulty of the game to match the skills
of the users.
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Chapter 7

Investigating Dynamic-Difficulty
Adjustments With Older and Younger
Adults

Figure 7.1: The range of motion calibration (left), a close-up of a soap bubble
containing a butterfly (middle), and the view of the canoe and soap bubbles during

one of the levels (right).

Our previous user studies (See Chapter 5 and Chapter 6) have shown the potential
of exergames for psychological, physical and cognitive well-being of older adults, but,
especially for the second user study, the difficulty of the exergames was not matched
to the skill of the participants, with many participants wishing for a more physically
demanding task. With this third user study, we addressed this problem by employing
dynamic difficulty adjustments. We evaluated this with younger and older adults and
matched the difficulty of the game to the skill of the player. Further, we compared the
results and opinions of younger and older adults, aiming to identify transferabilities and
differences between the user groups. This chapter is based on the following publication:

Kruse, L., Karaosmanoglu, S., Rings, S., and Steinicke, F. (2022). Evaluating diffi-
culty adjustments in a VR exergame for younger and older adults: Transferabilities
and differences. In Proceedings of the ACM Symposium on Spatial User Interaction
(pp. 1-11). DOI: https://doi.org/10.1145/3565970.3567684

7.1 Introduction

While older adults have many similarities in terms of age-related fitness, each person has
different needs with varying physical and cognitive abilities. Similarly, younger adults
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are a whole different user group, with possibly more experience with exergames and
VR technology in general as well as differing requirements regarding cognitive-physical
training activities. Therefore, to design and evaluate VR exergames, it is important to
consider the needs of specific user groups to develop applications that are challenging,
yet suitable and engaging for them.

Evaluating applications with special user groups can be challenging due to lack of access
or availability. This is not only limited to older adults, but can also include other user
groups with certain inclusion criteria, such as specific diagnoses or demographics. In
particular, access to older people has been greatly limited during the pandemic in order
to minimize risks for infection. However, applications still needed to be verified, and,
thus, some researchers decided to test them with very small sample sizes or different user
groups [167, 230]. For us, the unavailability of larger groups of older adults required
us to test VR exergames with younger adults. While ideally developing and testing
should be implemented with the actual user groups, transferability of the results between
different user groups still needs to be explored. We expect to find both, similarities
and differences, between these heterogeneous groups from which we can derive design
guidelines for researchers and developers.

In this study, we examine the possibility of using an individual calibration of a VR
exergame to determine a suitable starting difficulty. Especially for first-time players,
it is important to maintain a balance - avoiding overwhelming them while encouraging
their commitment and adherence. When using default values, it may be difficult to pick
the correct difficulty from the beginning, deteriorating the experience, as it happened
in our previous study (See Chapter 6).

Dynamic difficulty adjustment (DDA) is one way to automatically adjusts a game’s
features, e.g., speed or tasks, according to the user’s skill [392]. Andrade et al. [11]
emphasizes the importance of adjusting the game in an unobtrusive way, and of adapting
the game difficulty to players’ initial skill levels as quickly as possible. Therefore, we
focus on the first step — the calibration of the initial difficulty and the resulting, general
difficulty of the game which is shaped by this initial calibration.

DDA has been used and evaluated in several exergames, e.g., for people with Parkin-
son’s disease [314] or in collaborative experiences [44]. Smeddinck et al. [314] developed
an exergame where stars have to be collected using Kinect motion tracking. The dif-
ficulty of the application was adjusted on three different parameters: speed, accuracy
and range of motion. Depending on the performance of the user, adjustments were
applied in fixed, pre-determined steps once performance thresholds were crossed and
their method resulted in a balanced game. Cantwell et al. [44] developed a collaborative
walking game with individual difficulties according to the users’ skill levels, facilitating
intergenerational play and accounting for individual differences. Instead of just chang-
ing the speed of the game, the authors propose several difficulty adjustments, such as
additional obstacles, or requiring larger movements, which are added when the users
perform well. Pezzera et al. [250] propose to use a mixed-design; to include the history
of the participant, their real-time performance as well as their emotional state to control
the difficulty, and their approach showed promising results. It was also shown that au-
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tomatically adjusting a game led to better player experience than letting the players do
it themselves [12]. Based on prior works, and since we had no history of the participants
available [250], we decided on using a simple DDA approach; we individually calibrated
the initial difficulty level for each player, and then the game dynamically adjusted itself
based on their performance, specifically the number of correctly collected bubbles.

To understand the effects of (i) different calibrated start difficulties and (ii) differences
between two distinct user groups, we conducted two user studies with nine older adults
(M = 75.67, SD = 8.31 years) and 30 younger adults (M = 24.77, SD = 4.1 years) who
played a cognitive-physical VR exergame. The game requires players to sit in a canoe
running down the river. In front of them, soap bubbles are spawned in 3D space, which
have to be collected with the user’s hand according to different cognitive tasks, following
the dual-task paradigm [324]. The specific tasks for each level can be found in Table 7.1.
The game was played for four rounds; a Calibration round as well as three rounds with
(i) the exact difficulty calibrated in the first round as a starting difficulty (Perfect), (ii)
50 % higher (Faster), or (iii) 50% lower difficulty (Slower). We aimed to identify the
participants’ preferences for these different calibrations, but also which processing speed
– the number of successfully completed tasks per second – they were capable of, and
where to set suitable boundaries. In the Calibration round, the users are asked to touch
successively spawning soap bubbles, in a speed that is pleasant for them. This is done
in a stationary position on a virtual beach. We purposely told them to use a pleasant
speed to achieve a good trade-off between speed and accuracy. We opted for a positive
and encouraging approach in the Calibration, where the users could determine their own
speed, as opposed to steadily raising the speed until a certain threshold is crossed, as it
is done during the gameplay. This way, we wanted to lower their potential uncertainties
and insecurities with this new technology and provide them with a warm-up [301]. In
the other three rounds, the time the users needed to touch the bubbles in the Calibration
is used for determining the start distance between them. Here, the users are sitting in
a canoe, being moved towards the bubbles. Since playing games with time pressure has
been shown to increase the sense of presence [53], and high-speed dynamics positively
influence enjoyment [133], only a limited time was allowed to make a decision and if not
reacted and hit in time, bubbles can be missed. In these rounds, the difficulty is further
adjusted according to the player’s performance, but since each round only takes one
minute, the general difficulty depends on the previously calibrated starting value. We
compare the successfully collected bubbles as well as the calibrated difficulty, and user
experience, and analyze the connection between these factors for the two different user
groups. Furthermore, we reflect on the possibilities of testing a game that is made for
older adults with a different user group— namely younger adults. From these results, we
improved the game and finally confirmed the changes and potential for this evaluation
method in a follow-up study with 11 older adults (M = 83.82, SD = 3.06 years).

The general research question of this study (RQ3) was, how the difficulty of an exergame
impacts user experience and performance, and which insights can be derived from eval-
uating this with different user groups (i.e., younger and older adults). To look at these
aspects in detail, it is divided into three research questions:
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• RQ3.1: How does the starting difficulty affect the users in terms of user experi-
ence (in particular, enjoyment, perceived workload, cybersickness, preference) and
game performance?

• RQ3.2: Can a VR exergame developed for older adults be adjusted for younger
users and still show high engagement and fun?

• RQ3.3: Which results can be derived from testing a VR exergame for older adults
with a different user group (in this case with a younger adults)?

7.2 Methods

In this section, the application, the study as well as the used measurement methods are
presented.

7.2.1 Application

For this study, we adjusted a game that was already tested with older adults [149]. It was
developed with the human-centered design approach [320], involving both older adults
as well as physiotherapists. The feedback from them was used to improve the game. The
Canoe Game was developed in the game engine Unity3d version 2019.4.18 [327] with the
Universal Render Pipeline and the Oculus Utilities SDK. It was built for the Meta Quest
1 and 2 [86] and offers both options: hand tracking and the use of controllers. For this
study, we used controllers because of the more accurate tracking. The game includes
simple, natural game concepts already familiar to the older adults and shows a high
usability for this user group, as suggested in prior literature [167, 388]. Nevertheless,
the game flow and tasks can be adjusted by changing the speed of the game to also be
a fun and challenging experience for younger adults.

First, the ROM of the player is determined in 3D space. Six colored balloons are
spawned above, in front of and next to the player, which have to be pushed away as far
as possible. The two balloons in front of the player were added in this iteration of the
game to determine the forward ROM of the player. The position of the balloons is then
used to create a polygon shape (See Figure 7.1, left). Inside this shape, collectible objects
can be spawned during the game. After all balloons have been touched, the environment
is changed to a river with mountains to the sides, adapted from the GitHub project Boat
Attack [209, 258].

The game features different levels of different types, combining training categories such
as working memory, attention and processing speed [126], with some elements adapted
from MoCA [232]. While there are more levels available in the original, full game, the
types and levels used in this study are the following (see Table 7.1 for more details on
game rules):
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1. Simple levels: All bubbles (red and yellow), all bubbles (blue and violet), butterfly
bubbles, fruit

2. Coordination levels: interchanging hands, right hand red - left hand yellow, right
hand blue - left hand violet, two bubbles with the right hand - two bubbles with
the left hand

3. Alphanumeric levels: lower number, only vowels, letters in word, even numbers

Level Type Level Description

Simple

All good (blue, violet) Collect all bubbles. Several different colors of bubbles can
be spawned.

All good (red, yellow) Collect all bubbles. Several different colors of bubbles can
be spawned.

Fruit Collect all fruit. Several different fruit can be spawned.
Butterflies Free all butterflies from the bubbles by popping them. Only

soap bubbles with butterflies inside of them spawn, which
fly away once the bubble is touched.

Coordination

Right Hand Red - Left
Hand Yellow

Collect all red bubbles with the right hand, and all yellow
bubbles with the left hand. Red and yellow bubbles are
spawned on both sides of the user’s body, so cross-over move-
ments are necessary.

Right Hand Blue - Left
Hand Violet

Collect all blue bubbles with the right hand, and all vio-
let bubbles with the left hand. Blue and violet bubbles are
spawned on both sides of the user’s body, so cross-over move-
ments are necessary.

Interchanging Hands Collect one bubble with the right hand, then one with the
left one, and so on. Several different colors of bubbles can
be spawned.

Two Left, Two Right Collect two bubbles with the left hand, then two with the
right hand, and so on. Several different colors of bubbles
can be spawned.

Alphanumerical

Lower number Out of two bubbles presented at the same time, collect the
one with the lower number.

Even number Out of two bubbles presented at the same time, collect the
one with the even number.

Only Vowels Out of two bubbles presented at the same time, collect the
one with the vowel.

Letters in word ”Kanu” Out of two bubbles presented at the same time, collect the
one the letter that is contained in the word ”Kanu”.

Table 7.1: The different levels and rules used in the game.

For our study, the game is played for four rounds, with three levels each. Each level is
played for 60 seconds.

In addition to the original game, we adjusted it to add a difficulty calibration before the
game starts. The goal of this is to achieve a more personalized game experience that
fits the cognitive and physical abilities of each player.

In this Calibration round, the players are located on a small island. In front of them,
within their ROM, one or two bubbles are spawned, according to the level (alphanu-
merical levels always spawn two bubbles that the user has to choose from). Once a
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bubble is touched, it disappears and the next one spawns. This game mechanic, in com-
bination with hand redirection, was also tested in a user study with younger and older
adults [114] and showed the potential to combine hand redirection with VR exergames.
The game counts how many bubbles were popped correctly within one minute. This
difficulty is then chosen as a start difficulty for the next three rounds.

In the rounds after the Calibration, the canoe moves along the river with a constant
speed of 1m per second. No steering or acceleration of the canoe is possible. This was
chosen to avoid the negative effects of cybersickness as much as possible. The general
task of the game is to collect bubbles, which can be done by simply touching them with
the controller. A popping sound and animation are played.

Difficulty can be adjusted by changing the distance between the spawning bubbles. The
start difficulty determined in the Calibration is then multiplied with the scaling factors
of the different conditions (×1 for perfect, ×0.5 for faster, ×1.5 for slower). It is then also
dynamically adjusted in small-scale settings during the game, as suggested by Smeddinck
et al. [314]. Every five seconds, the percentage of correctly collected bubbles compared
to the total number of bubbles is evaluated. If it is above 80 %, difficulty is raised by
0.2 m. If the percentage of wrongly collected bubbles is above 20%, difficulty is lowered.
The thresholds were also adapted from Smeddinck et al. [314]. This adjustment step is
the same for all users and does not depend on the previously calibrated start difficulty.
If a difficulty adjustment took place, the automatic adjustment is on cool-down for
five seconds, since this is the time needed for the canoe to reach the bubbles with the
newly created difficulty. While the game difficulty changes with a longer play time, one
important factor that influences this is the starting difficulty that we determined in the
Calibration. Since each round only takes one minute, the number of adjustments during
the game play is limited. This is why the starting difficulty already needs to be close to
the skill of the user, in order to avoid frustration or boredom.

Overall, an illustrative example for our DDA method can be as follows; For a person
who collected 60 bubbles in the 60 seconds of the Calibration, the start difficulty would
be one bubble per meter for the Perfect condition, one bubble every 0.5 meters in
the Faster condition and one every 1.5 meters in the Slower condition. Then, after 5
seconds, as the first evaluation of the performance takes place, in case the participant
hit all the bubbles, difficulty in the Slower condition will be changed to one bubble ever
1.3 meters, whereas it is one bubble every 0.8 meters in the Perfect condition.

At the end of the game, the players are rewarded with fireworks and confetti, similarly
to the Maestro Game.

Introduction &
Consent Forms

Demographics,
SSQ

Calibration
Condition

SSQ, IMI,
NASA-TLX

Experimental
Conditions

SSQ, IMI,
NASA-TLX

Preferences
& Debriefing

repeats for 3 conditions

Figure 7.2: This figure shows the study procedure followed in our study.
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7.2.2 Measurements

The study procedure can be seen in Figure 7.2. Before the study, demographic infor-
mation was collected, including age, gender, and whether they studied or worked in the
IT field. All questionnaires were administered in German.

After each condition, the participants answered the SSQ [132, 154], a short version of
the IMI [281, 362]) and the NASA-TLX [113]. Furthermore, they answered the following
two questions: “How did you perceive the level of difficulty in this round?” (on a scale
from 1 (too easy) to 5 (too hard); adapted from [314]) and “How much would you like to
play another round like this?” (on a scale from 1 (not at all) to 5 (extremely); adapted
from [362]) on a 5-point Likert scale. After the last condition, they also answered
some questions about their preference of game mode and game condition and gave
their reasons for this choice. They were also able to make suggestions and give further
feedback.

During the game, the number of correct and wrong bubbles, the level, difficulty and a
movement summary of both hands were recorded.

7.2.3 Study Procedure

The study was conducted according to the guidelines of the Declaration of Helsinki,
following the data protection guidelines of our university and the ethical guidelines of
the German Informatics Society. An ethical assessment was made according to the reg-
ulations of the local university, which did not reveal any ethical concerns for the younger
adults. The study part conducted with the older adults was reviewed and approved by
the Local Ethics Commission of the Department of Informatics at Universität Hamburg
with the application number 002/2022.

All participants signed consent forms before they started the study. They were free to
leave the study or request deletion of their data at any time without providing a reason
and without any disadvantages.

The study was run asynchronously; first, the younger and four mid-60 adults (one of
them owned an HMD and assisted the others) participated remotely, then the HMDs
were given to a senior living facility to run the experiment with older adults that required
a little more help. A total of 27 Meta Quest (1 or 2) were given out to students for the
period of two weeks and 3 participants used their own HMD. They conducted the study
in their own home, without physical contact to the experimenters (See Figure 7.3 left).
If required, they could contact the experimenters by email or phone. We decided on this
approach because of the increasing COVID-19 cases and the resulting social distancing
recommendations.

For the remaining older adults, the study was run with the help of a local senior living
facility that provides homes with service for fit older adults, as well as full time care
for older adults that require more help. They took care of participant acquisition and
VR HMD distribution. These participants did not have as much experience with HMDs
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and technology, so we connected to them via Zoom to assist with putting on the HMD,
starting the experience and with their questions. Furthermore, we observed them during
the study in case of physical emergencies or problems. A caregiver from the senior living
facility was with them during their participation (See Figure 7.3 right).

The study took around 45 minutes. The participants were in VR for around 15 minutes
(four rounds, three minutes per round, ROM calibration). They took the HMD off after
each round to answer questionnaires and were able to take a break as well.

Thirty students participated (M = 24.77, SD = 4.1 years old, 10 male, 20 female, all
were studying a subject that was IT related, abbreviated as PyID). If required by their
studies, they received course credit for their participation. Furthermore, 9 older adults
between 67 and 85 years (M = 75.67, SD = 8.31 years, abbreviated as PoID) took part.
Two of them were male and seven were female. None of them had worked in the IT
field. All participants were able to lift both of their arms above their head. Participants
were excluded from the study if they had a known history of epilepsy or an ongoing
COVID-19 infection.

Before the study started, a consent form, demographics questionnaire and a pre-SSQ
were filled out. Afterwards, the participants put on the HMD, and their ROM was
calibrated by pushing the balloons as far away as possible.

Calibration Phase In the first round, the participants were located on a small island.
Soap bubbles were spawned in front of them. Their task was to pop them by touching
them with the controllers. This was played for three levels (60 seconds each) with
different cognitive tasks in each level (one simple level, one coordination level and one
alphanumerical level). Then, the number of bubbles that were touched in 60 seconds
was calculated. This value was used to determine a starting distance between spawning
bubbles in rounds 2-4.

Experimental Conditions In round 2-4 the player was sitting in a canoe that ran down
a river. In front of them, there were bubbles which again had to be touched. Again, three
levels were played per round. The distance between bubbles determined the difficulty. In
these conditions, the difficulty was (i) exactly as calculated in the calibration (Perfect),
(ii) 50 % lower than determined in the calibration (Slower), (iii) 50 % higher than in
the calibration (Faster). Cox et al. employed a difficulty that was one third higher
or lower in their study [53], but we were interested to see the effect of an even larger
deviation and also account for the potential time needed to get used to VR and the
task. Each round included a simple level, a coordination level and an alphanumerical
level again. Starting difficulties for these three level types were calculated and used
separately, because of the potentially higher cognitive demand. Every five seconds, the
difficulty was evaluated and adjusted, if necessary. The order of the conditions and
levels was counterbalanced. After each condition, a set of questionnaires was filled out
(See subsection 7.2.2).
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Figure 7.3: Left: An older adult playing the Canoe Game in a senior living home, and
a caregiver assisting them. Right: An older participant conducting the study at home.

7.3 Results

Data was analyzed using frequentist statistics (α = 0.05) in R, and the effect sizes
were calculated with the coin package. Unless otherwise stated, data was not normally
distributed, as tested with a Shapiro-Wilk-Test (p < 0.05).

We used Friedman’s tests to evaluate differences between the four conditions (within
factor; Calibration, Slower, Perfect, and Faster) for each user group. We further con-
ducted Wilcoxon signed-rank tests for pairwise comparisons and employed a Bonferroni
correction; all pairwise tests’ p values are reported with this adjustment.

We note that we do not report between-participants factor comparison tests (younger
vs. older adults) as our sample size, especially for the older adults, is low. Thus, we
interpret our results in this regard by focusing on the tendencies in the descriptive data
of both user groups. For detailed summaries of the questionnaire results, please see
Table 7.2.

7.3.1 Cybersickness

Total SSQ scores for the four conditions were not very high, with a maximum score of
13.09 ± 18.18 for the younger adults in the Faster condition. Looking at both groups
together, Slower reduced cybersickness by −0.67 ± 7.22, and Perfect by −0.38 ± 5.48.
On the other hand, Calibration, which was always played first, increased cybersickness
by 2.11± 5.55, while Faster increased it by 2.69± 8.96.

The total score was only significantly higher after the Calibration for the younger adults
(p = 0.03, V = 22.5, r = 0.363). The other conditions did not lead to a significantly
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Condition Group Pre SSQ Post SSQ Per. Workload Int./Enj. Competence Pressure

Calibration
Younger Adults 7.11± 10.86 9.6± 11.9 24.97± 14.45 2.54± 1 2.73± 0.97 0.856± 0.82
Older Adults 3.74± 5.29 4.57± 6.68 11.67± 14.19 3.48± 0.63 3.07± 0.55 0.56± 0.73

Slower
Younger Adults 9.6± 11.27 8.98± 12.33 20.06± 15.54 2.47± 0.9 3.36± 0.72 0.73± 0.95

Older Adults 4.99± 6.74 4.16± 6.33 5.56± 4.77 3.22± 1.14 3.78± 0.44 0.07± 0.15

Perfect
Younger Adults 11.72± 14.29 11.72± 14.82 40.83± 21.15 2.62± 1.02 2.64± 1.14 1.62± 1.03

Older Adults 6.65± 11.94 4.99± 3.48 15.65± 14.58 3.48± 0.65 3.3± 0.65 0.48± 0.77

Faster
Younger Adults 10.72± 14.26 13.09± 18.18 60.86± 15.84 2.83± 0.87 1.66± 0.95 2.49± 1.06

Older Adults 4.16± 6.33 7.9± 11.74 26.67± 24.1 3.7± 0.42 3± 1 1.11± 1.47

Table 7.2: The table shows the descriptive values of the subjective measures used in
the study across user groups. Scales for the measured factors are the following: SSQ: 0
(low) - 235.62 (high), Perceived Workload: 0 (low) - 100 (high), Interest/Enjoyment,

Competence and Pressure: 0 (low) - 4 (high)

higher score for them (Slower : p = 0.825, V = 56.5, r = 0.016, Perfect : p = 0.71, V =
67, r = 0.002, Faster : p = 0.325, V = 26, r = 0.132). For the older adults, no condition
produced significantly higher cybersickness (Calibration: p = 0.595, V = 7.5, r = 0.244,
Slower : p = 0.41, V = 11, r = 0.231, Perfect : p = 0.371, V = 3, r = 0.471, Faster :
p = 0.136, V = 1.5, r = 0.501).

7.3.2 Intrinsic Motivation

A short version of IMI was used to measure the Interest/Enjoyment of the players, as
well as their Perceived Competence, and Pressure/Tension.

For both age groups, the highest enjoyment was observed in the Faster condition
(4.7±0.87 points for the older adults, 3.83±0.42 points for the younger adults; possible
maximum: 5 points). This is an important factor, since it is the self-report for motiva-
tion [280]. The Slower condition received the lowest enjoyment (4.22±1.14 for the older
adults, 3.47±0.9 for the younger adults), which is still comparatively high. A Friedman
test did not indicate any differences between the conditions for the younger (p = 0.059,
χ2 = 7.457, Kendall′sW = 0.083) or older (p = 0.3, χ2 = 3.686, Kendall′sW = 0.137)
adults.

The highest perceived competence was achieved in the Slower condition (4.78 ± 0.44
for the older adults, 4.36 ± 0.72 for the younger adults). Here, the Faster condition
received the lowest score (4± 1 for the older adults, 2.66± 0.95 for the younger adults).
A Friedman test indicated differences between the conditions for the older adults (p =
0.016, χ2 = 10.292, Kendall′sW = 0.381), but pairwise comparisons could not confirm
this. For the younger adults, a Friedman test also indicated significant differences
(p < 0.001, χ2 = 49.235, Kendall′sW = 0.547). They felt significantly more competent
in the Slower condition compared to Perfect (p < 0.001), Calibration (p = 0.006), and
Faster (p < 0.001). Furthermore, significant differences could be found between Perfect
and Faster (p = 0.002) and Calibration and Faster (p < 0.001), with Faster resulting
in less perceived competence compared to all other conditions.

For pressure, the Faster condition produced the highest pressure for both groups (2.11±
1.47 for the older adults, 2.49 ± 1.06 for the younger adults). In contrast, the Slower
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condition led to the lowest pressure (1.07 ± 0.15 for the older adults, 1.83 ± 0.95 for
the younger adults). No significant difference was found for the older adults (Friedman:
p = 0.14, χ2 = 5.45, Kendall′sW = 0.202). The younger adults (Friedman p <
0.001, χ2 = 50.822, Kendall′sW = 0.565) perceived significantly more pressure in the
Faster condition compared to Calibration (p < 0.001), Perfect (p < 0.001), and Slower
(p < 0.001), and more pressure in the Perfect condition compared to the Calibration
(p = 0.001) and Slower (p = 0.002).

7.3.3 Perceived Workload

The highest workload was measured in the Faster condition (26.67± 24.1 for the older
adults, 60.86±15.84 for the younger adults), followed by the Perfect condition (15.65±
14.58 for the older adults, 40.83 ± 21.15 for the younger adults). The lowest workload
was reported in the Slower condition (5.56± 4.77 for the older adults, 20.06± 15.54 for
the younger adults). The Calibration received a workload score of 11.67± 14.19 for the
older adults and 24.97± 14.45 for the younger adults.

A Friedman test indicated significant differences for younger (p < 0.001, χ2 = 64.067,
Kendall′sW = 0.712) and older adults (p < 0.001, χ2 = 16.618, Kendall′sW = 0.615),
but for older adults, no significant differences in post-hoc tests could be found for the
total amount of workload in the conditions. For the younger adults, the Faster condition
imposed more workload than all other three conditions (p < 0.001), and the Perfect
condition received a significantly higher workload rating than the Calibration and the
Slower condition (p < 0.001).

Regarding the question “How did you perceive the level of difficulty in this round?”,
the scores yield similar results, with the Faster condition being on average “a little too
difficult” for the younger adults (4.07±0.78) and slightly above “just right” for the older
adults (3.22 ± 0.67). The Slower condition and the Calibration were rated as “a little
too easy” by the younger adults (2.03± 0.81 and 2.37± 0.76 respectively), and received
a rating of 2.44± 1.01 and 2.67± 0.71 by the older adults.

7.3.4 Game Performance

Game performance was recorded for each level. Table 7.3 shows the performance of the
users in each game condition. This includes the mean distance between bubbles, the
number of correct and missed bubbles as well as a movement summary. Two younger
adults did not upload the game files correctly, so their data cannot be evaluated. Fur-
thermore, we noticed that one younger adult made a mistake in the alphanumerical
calibration level, always collecting the opposite of what their task was. Therefore, the
difficulty for these levels was set to the easiest default value (one bubble every 4.8
seconds). Their data was therefore excluded from this analysis.

In the Calibration, the bubbles per minute were calculated for each level type; Simple,
Coordination and Alphanumerical. We did this because we suspected that the different
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Condition Group
Level Time between Correct Missed Percentage Movement Movement
Type Bubbles (s) Bubbles Bubbles Correct (%) Right (m) Left (m)

Mean SD Mean SD Mean SD Mean SD Mean SD Mean SD

Calibration

Younger Adults
Simple 1.91 0.57 34.26 10.66 0 0 100 0 31.77 11.01 28.75 10.96

Coordination 1.83 0.49 35.22 10.12 0 0 98.68 2.5 34.47 10.76 33.88 9.08
Alphanumerical 1.81 0.49 35.11 7.76 0 0 95.9 3.48 32.46 11.98 24.02 8.72

Older Adults
Simple 2.73 0.8 23.67 6.6 0 0 100 0 23.71 5.52 21.35 10.61

Coordination 2.9 1.06 23.56 9.26 0 0 91.04 13.26 26.43 7.96 27.63 10.22
Alphanumerical 2.79 1.18 24.44 8.75 0 0 83.97 19.21 27.93 9.09 21.35 10.61

Slower

Younger Adults
Simple 2.25 0.78 30.85 13.66 0.07 0.27 99.71 1.06 20.33 8.99 18.74 8.08

Coordination 2.2 0.74 31.07 13.39 0.33 1.18 98.93 2.31 26.56 9.88 26.03 8.55
Alphanumerical 2.17 0.7 30.3 9.08 0.37 0.97 98.66 3.42 21.98 6.57 18.75 6.77

Older Adults
Simple 3.38 0.84 18.89 5.23 0.56 1.01 96.93 5.1 15.78 4.55 13.59 3.49

Coordination 3.58 1.51 19.67 8.62 0 0 96.03 11.9 16.27 5.75 18.14 6.83
Alphanumerical 3.13 0.98 20.89 6.33 0.11 0.33 99.63 1.11 16.41 6.97 15.8 6.23

Perfect

Younger Adults
Simple 1.43 0.74 54.67 31.16 4.41 8.21 95.04 9.63 32.84 17.52 31.26 15.74

Coordination 1.31 0.48 52.07 18.89 2.33 4.39 95.25 6.13 41.81 15.94 41.16 15.74
Alphanumerical 1.35 0.5 49.19 14.53 4.52 5.68 93.35 7.17 32.26 11.9 29.73 9.57

Older Adults
Simple 2.17 0.83 31.44 11.64 0.11 0.33 99.57 1.28 21.38 6.51 22.49 7.8

Coordination 2.45 1.28 32.22 18.67 0.33 0.71 96.92 6.25 28.49 15.01 26.62 14.41
Alphanumerical 1.35 0.5 30.22 13 2.22 2.73 92.88 6.31 24.33 8.57 20.5 11.07

Faster

Younger Adults
Simple 0.62 0.17 102.85 24.85 28.04 11.36 79.5 6.55 56.82 16.54 54.74 15.61

Coordination 0.76 0.16 82.63 17 18.37 10.62 78.95 6.79 62.49 11.11 62.65 13.17
Alphanumerical 0.98 0.43 66.37 14.32 22.41 10.98 75.11 9.86 46.91 12.11 39.53 12.61

Older Adults
Simple 1.09 0.49 64.78 25.55 12.89 15.43 87.39 10.34 39.59 10.72 35.64 17.38

Coordination 1.19 0.37 54.33 15.07 9.22 7.98 83.14 9.32 45.28 14.22 43.86 14.77
Alphanumerical 1.42 0.51 47.44 16.44 12.78 11.34 82.27 10.17 35.41 14.93 30.73 14.95

Table 7.3: The table shows the descriptive values of the game performance measures in
each game level and user group.

types of levels were likely to require varying cognitive demands. For the Simple level,
the younger adults collected one bubble every 1.91±0.57 seconds, while the older adults
collected one bubble every 2.73± 0.8 seconds. For the Coordination level, the younger
adult’s collection time was 1.83±0.49 seconds and for the older adults 2.9±1.06 seconds.
Lastly, for the Alphanumerical level, the frequency was 1.81± 0.49 seconds per bubble
for the younger adults and 2.79±1.18 seconds for the older adults. Different to what we
expected, there was no significant difference in the calculated collection time between the
level types for older (p = 0.68) or younger adults (p = 0.58) as tested with a Friedman
test.

During the game, the difficulty was evaluated and adjusted every five seconds. Figure 7.4
shows the percentage of correctly collected bubbles for each spawning time range that
was played. It can be seen that first, the percentage is rising and then steadying at over
95 %. For the younger adults, the 95% correct line was crossed at around 0.875 seconds.
That means that they were able to successfully collect a bubble every 0.875 seconds.
For the older adults, it took a little longer, with the 95% range beginning at one bubble
every 1.3 seconds. Regarding the level type, the participants in both groups were best
in Simple levels, followed by Coordination levels and then Alphanumerical levels (See
Table 7.1); therefore, different to the Calibration, the game performance decreased with
higher cognitive demand during the game.

Regarding game performance, the total percentage of correctly collected bubbles for
the older adults was 84.27 ± 9.83 % for the Faster condition, 87.92 ± 13.84 % in the
Calibration and more than 95% for the remaining two conditions. The younger adults
collected 77.85±8.02 % correctly in the Faster condition, around 95% in the Calibration
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and Perfect condition and 99% in the Slower condition. The percentage of wrong bubbles
was very low for all conditions, and this was similar for missed bubbles, except for the
Faster condition. Here, older adults missed 11.63± 11.64 % of bubbles, while younger
adults missed 22.94± 11.56 %.

Figure 7.4: The percentage of correctly collected bubbles for each spawning time
between bubbles. Fit with a Loess function.

The next performance metric we evaluated is throughput, which depicts the relation
between precision (correct, wrong and missed objects) and speed. Comparing the speed-
accuracy-trade-off is a well-known metric, e.g., for Fitt’s Law [92], but this metric has
to be adjusted to fit our game. We define this as the number of correct bubbles minus
the number of missed or wrong bubbles per minute. Even though the percentage of
correctly collected bubbles was lower for the Faster condition, its throughput was still
higher than in the other conditions, with a total of 58.6± 21.71 bubbles for the younger
adults and 42.18 ± 13.01 bubbles for the older adults. In comparison, the throughput
in the Perfect condition was 30.26 ± 14.14 for the older adults and 47.57 ± 18 for the
younger adults. It was even lower for the Calibration (older adults: 21.41 ± 10.14,
younger adults: 34.17 ± 9.35) and the Slower condition (older adults: 19.41 ± 7.09,
younger adults: 30.38± 11.94). This shows that the participants were capable of more
than what was determined in the Calibration.

Furthermore, we analyzed the movement of the hands during the game. There was a
higher amount of movement in the Faster condition, where more bubbles had to be
collected. The coordination levels showed the highest amount of movement within their
condition. In the comments, two younger adults reported that in the Faster condition,
it was not possible to move as fast as the bubbles appeared (Py16, Py28). Two others
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mentioned that, in this condition, they just moved their arms without control or coordi-
nation to collect the bubbles (Py2, Py33). This indicates worse accuracy of movements,
which should be important for physical exercise, also similar to the results for movement
accuracy in the last study (See Chapter 6).

7.3.5 Qualitative Results

The game was well received by all participants. When asked how much they would
like to play another round, the Calibration (older adults: 4.56 ± 0.73, younger adults:
3.5± 1.11 points; on a 5-point Likert scale from 1 to 5), and the Faster condition (older
adults: 4.56±0.53, younger adults: 3.43±1.07) received the highest scores. The Slower
condition received the lowest rating (older adults: 4±1.32, younger adults: 3.23±0.94),
which still equals the willingness of “fairly” and “moderately” wanting to play again.

From the younger adults, eleven preferred Faster, eight preferred Perfect and seven liked
Slower the most. Furthermore, the Calibration at the beach was chosen as the favorite
condition by three participants. From the older adults, four liked Faster the most,
three Perfect, one Slower and one could not decide between the Calibration, Faster and
Slower. This person decided based on the levels they played, not based on the difficulty.

In general, the comments about this game were very positive, especially from the older
adults. Po39 mentioned that this could replace the chair gymnastics they were normally
doing and ten people mentioned that the game was fun (Py2, Py4, Py11, Py13, Py17,
Py19, Py22, Po26, Po36, Po37). Eight younger adults proposed to add music to the game
(Py5, Py6, Py13, Py15, Py20, Py22, Py27, Py33), which has also been shown to increase
motivation [377].

Players reported that while in the boat, they could immediately see where the bubbles
were, compared to the Calibration, where bubbles sometimes were out of the field of
view (Py2, Py6, Py11, Py13, Py17, Py18, Py33). Furthermore, several younger adults
liked that in the boat, there was more action, more things happened, and it was more
dynamic (Py3, Py6, Py9, Py19, Py24). It also was a bigger challenge because they only
had a certain time to react to bubbles and could therefore miss them (Py5, Py9, Py10,
Py11, Py15, Py16, Py23, Py28), emphasizing that the moving gameplay is suitable for this
group.

The older adults liked the setup in the canoe because of the nice landscape (Po30, Po37),
although they mentioned not having enough time to look at it (Po30). It was more
challenging (Po29), faster (Po36), lively (Po25) and included more action and different
tasks (Po25, Po26) as well as more movement and concentration (Po38, Po39), compared
to the Calibration. Most of them could imagine playing the Calibration to get used to
the game and warm up (Po37, Po38, Po39) and also because it takes the fear away (Po26).
Only one older adult mentioned that they would like to start directly in the canoe and
with more power (Po30).
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7.4 Follow-Up Study

Due to the current COVID situation, this study only included a small number of older
adults. This was due to the restrictions by the senior living facility and the enhanced
hygiene protocols, preventing us from conducting in-person studies, which many older
adults prefer, compared to a video call. More participants would enhance the quality of
the data and enable further, statistical, comparisons with the younger adults. This fur-
ther emphasizes the difficulties in conducting studies with small or special user groups.
Furthermore, we evaluated a specific calibration method for a specific game, and trans-
ferability to other games and methods might be limited. We acknowledge that there are
several other methods for DDA that future studies might consider: for example, Pezzera
et al. [250]’s method accounts for additional variables for game difficulty such as the
emotional state of players. To validate the conclusions we drew from the evaluation of
two user studies, we were able to perform a follow-up study during the summer months,
with some necessary improvements to the game that we identified based on the primary
user study with young and older adults.

Improvements Our primary study results suggested changes in the game design, e.g.,
bubbles being out of the field of view in the calibration, resulting in a long searching
time, distorting the calibration results. Therefore, the maximum arm ROM was changed
to 65% in this condition, spawning the bubbles closer towards the front of the user. We
further noticed that the calibrated values for the three different level types were very
similar. Therefore, we decided to only administer one calibration round and play the
experimental conditions with these results. Before the calibration, we introduced a short
familiarization phase, where the players had to touch four bubbles to get used to the
game mechanics as a tutorial.

After the calibration, we set the minimum distance between bubbles to 0.5 m (75%
correctness rate of older adults), resulting in no more than two bubbles per second.
This should prevent the game from getting impossible, but still provide a challenge for
fitter players. For the game difficulty, we set it to a difficulty one third higher than
what was achieved in the calibration – accounting for learning effects and following the
suggestions of our study participants and Cox et al. [53].

Method In this follow-up study, we aimed to particularly focus on the enjoyment and
perceived difficulty of the game with the improvements made. Additionally, we wanted
to observe the older adults in-person, to see their immediate reaction, and identify
possible safety and usability issues with the HMD.

11 older adults (M = 83.82, SD = 3.06 years) participated in this follow-up study (all
female, seven had used VR before). They played four rounds with a duration of one
minute each; the calibration, a Simple level, a Coordination level and an Alphanumerical
level. Then, they answered the following questions: How much fun was this game (no
fun at all (1) - a lot of fun (5))? and How did you perceive the difficulty of the game
(way too easy (1) - way too hard (5))? Furthermore, they were able to leave comments.
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Results All older adults rated the game difficulty as precisely right for them (3 ± 0).
This confirms that the calibration method, with the changes we made, can help to adjust
the game to the user’s abilities. When asked about their perception of fun, the result
was 3.73± 1.1, indicating a high feeling of fun for most players.

As a conclusion, with the results from our follow-up study, we were able to adjust this
exergame for older adults. The suggestions from the younger adults, as well as the
performance measures from the first group of older adults helped us, which emphasizes
that testing a game with both user groups has its value. Younger adults can help
to identify structural mistakes and can be considered as a pre-testing group before
evaluating a game with older adults. But for evaluating performance and setting a
suitable difficulty, we would advise to test with the actual user group.

7.5 Discussion

In this section, we discuss the findings of the study on the effects of the calibration
method and the differences in the two user groups with the focus on the research ques-
tions.

7.5.1 Effect of the Starting Difficulty (RQ3.1)

The Slower condition showed high perceived confidence and low perceived pressure. It
was the condition with the lowest number of mistakes, but also with the lowest number
of collected bubbles, i.e., the lowest amount of exercise. The Faster condition on the
other hand resulted in the opposite – lowest perceived confidence, highest pressure with
the highest number of mistakes or missed bubbles. Nevertheless, the total number of
bubbles was the highest in this condition, meaning that the participants performed the
most exercises here.

When balancing cognitive-physical VR exergames, several factors have to be consid-
ered. First, the game should be engaging and enjoyable, subsequently leading to a high
adherence in long-term usage. In this example, the faster conditions indicated these
results. Furthermore, its physical consequences should be positive – not yielding severe
cybersickness and resulting in therapeutically valuable movements. From observation
and qualitative comments, the Faster condition resulted in reduced accuracy regarding
movements; this should further be evaluated by movement specialists or with high-end
tracking systems. Lastly, the game should be challenging, but also enjoyable. For future
games, we propose to individually calibrate a game, but to incorporate some sort of in-
game balancing system as well. Another idea would be to implement slower and faster
phases of gameplay to give the players some time to relax, think and plan their next
steps, instead of only adjusting the game with linear steps. It would also be interest-
ing to evaluate different DDA methods (see [392]), such as machine learning combining
prior performance knowledge of other participants with the player’s own performance
to achieve a good balance.
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7.5.2 Adjustment of the Exergame (RQ3.2)

The older adults rated the game more positively than the younger adults, especially in
terms of intrinsic motivation. Since the game was developed for the older user group,
this finding is plausible. The younger adults might already have more experience with
(VR) games, and, therefore, have different or higher expectations. Nevertheless, the
game received many positive comments and suggestions from the younger adults as
well. The questionnaire data further indicated their interest in playing the game again.
This implies that, with the right calibrations of, e.g., game speed and task difficulty,
this game can be played by multiple user groups. This opens up opportunities to also
develop multiplayer versions of the game to create a social connection between the older
adults and, for example, their younger family members, similar to the work of Cantwell
et al. [44]. Here, the individual abilities of the users need to be integrated, but the game
still needs to be entertaining and challenging for all players. With the knowledge gained
from this study, we believe that calibrating a game that is suitable for both user groups
is possible.

7.5.3 Transferabilities and Differences (RQ3.3)

Several transferabilities and differences between the two user groups have been identified:
both in subjective measurements as well as in their game performance.

Fortunately, no strong cybersickness could be identified when playing this game with
younger adults; the same could be confirmed with older adults. We advise to test for
these negative effects with user groups whose symptoms are potentially not as severe,
e.g., younger users, and to design the VR environments for older adults in a careful
way [287].

Perceived workload was higher for younger adults than for older adults. We did not
expect this finding, and the perceived workload for older adults could not have been
predicted from only testing the game with the younger users. It might be because the
game difficulty was objectively easier for the older adults as they were slower in the
Calibration, or because they needed some more time to understand the game flow.

Regarding the game performance, we expected that younger adults would perform better
and react faster than the older adults [372], especially with increased task difficulty [208].
Testing the game with younger adults revealed their limits with respect to their pro-
cessing speed. This could have helped to adjust thresholds for the game speed for older
adults as well, but after reviewing the data of the first group of older adults, further
adjustments had to be made. For the older adults in the second study, whose mean
age was a little higher than that of the first group, the performance plot again showed
different thresholds. Therefore, we conclude that performance measures, especially with
a cognitive-physical component, cannot be transferred easily between user groups.

The younger adults’ feedback was very valuable for improvements, suggestions, and
errors in the game flow. Since the younger adults in our study all had an IT background,
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they identified these issues and were able to communicate them. For example, the
problem of not finding all bubbles quickly during the calibration, because some appeared
outside their field of view, could have been identified with pre-tests with younger adults.
Furthermore, they know what is theoretically possible in VR, whereas the older adults
in our study had difficulties to think of game improvements due to a lack of experience
with this kind of game or technology [67].

Lastly, when answering (standard) questionnaires, some questions were answered by the
older adults with a different background in mind, e.g., the question regarding the favored
round— here, we aimed at the difficulty of the round, not the specific levels they played
in this round. However, this was not the case for younger adults, who answered the
question as we intended. Additionally, the older adults in our study tended to answer
more positively than younger adults. While the experience of older adults could be
subjectively better than that of younger adults, it could also be that older adults did
not want to complain or admit that they had problems with the game aspects out of
courtesy or that the positivity effect occurred [205]. To mitigate this potential bias,
we suggest testing games with different user groups and giving the participants enough
privacy and data safety to reply openly. However, we also note that since almost all
games are developed for a specific user group, the experiences of different groups may
differ and it may be difficult to draw comprehensive conclusions.

7.6 Conclusion

In this study, we evaluated the effect of three different calibrated difficulties (Slower,
Perfect, and Faster) on intrinsic motivation, cybersickness, perceived workload, prefer-
ence, and game performance. We considered both, older adults (n = 9) and younger
adults (n = 30) as user groups in our study. Most players evaluated a higher diffi-
culty as more enjoyable, but this difficulty level also led to a higher perceived workload.
During the gameplay, this caused faster and less controlled movements that could po-
tentially impact the therapeutic benefits of the VR exergame. Hence, we conclude that
for training purposes, VR exergames should be thoroughly tested with the end users
and movement specialists. This could help to find optimal parameters for particular
user groups without hindering VR exergames’ potential therapeutic benefits.

Moreover, our findings successfully showcase using individually calibrated starting dif-
ficulty for a VR exergame. Through this, the game became suitable for the use of two
different user groups: younger and older adults. However, the results also highlighted
(non)-transferabilites between these groups. While the recommendations of younger
adults helped to improve the game for older adults as well, adjustments of the game’s
difficulty was shown to be a non-transferable feature among user groups. Therefore, our
results show the added value of an additional user group in the process, especially if the
target group is not available. Nevertheless, the actual target group should always be
involved in both the design and evaluation phase to ensure a user experience that fits
their specific needs.
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Chapter 8

Discussing Immersive Training for Older
Adults

The three presented studies have shown some of the positive effects that our designed
exergames can have on psychological, physical and cognitive well-being of older adults.

The first study demonstrated an increased well-being for older adults with dementia
through exergames (RQ1). In this context, the potential of exergames to provide stimu-
lating activities with long-term engagement and high user satisfaction were pointed out.
Qualitative feedback emphasized the intervention’s meaningfulness, providing a sense of
accomplishment and distraction during the COVID-19 pandemic. This study provided
the foundations for understanding the psychological, cognitive and physical benefits of
exergames for older adults with dementia, and suggests further explorations of this re-
search topic with different user groups as well as in different contexts. Nevertheless,
limitations such as a small sample size and the absence of other training possibilities
during the time of the study yield the need for future investigations.

Building onto the first work, the second study compared a traditional video-based exer-
cise program to a VR exergame in order to see whether positive short-term effects like
those of the first study could also be achieved through different media, e.g., through
traditional video-based exercises, and whether a different user group, i.e. older adults
without dementia, would enjoy these exergames. The users’ feedback indicates that
while VR exergames can be a suitable addition to traditional training (RQ2), the ex-
ergames should be aligned to the preferences and needs of the users. This could enhance
its acceptance and provide a stimulating experience. It was suggested to include famil-
iar movements into the exergames, and to implement exercises with a suitable physical
impact in order to encourage long-term commitment, for example by tailoring the game
difficulty to the users.

Consequently, the third study evaluated the effect of dynamic difficulties in a VR ex-
ergame that was evaluated with both, older and younger adults (RQ3). Findings indicate
that a higher difficulty and intensity increased the enjoyment of users, but also their
perceived workload, and it effected the accuracy of movements which might deteriorate
the therapeutic value of the exercises. This study emphasized the importance of tailor-
ing VR experiences to the end users, and pointed out the lack of transferability between
younger and older user groups for some features, e.g., difficulty thresholds. Nevertheless,
the opportunities of testing exergames with younger users were also pointed out, e.g.,
the possibility of identifying structural mistakes in the exergame prior to testing it with
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special user groups.

Together, these studies illustrate the potential of VR exergames for improving the well-
being of older adults, underscoring the multifaceted approach we employed. They imply
that user preferences, familiarity with exercise formats and tailored difficulty levels play
an important role in the design of VR exergames.

8.1 Design Considerations

Further, our studies have shown several barriers that may discourage older adults from
exercising with VR in the future, especially on their own. Three design considerations
to remove these barriers will be presented in the following, as they also have a direct
effect on future studies and on the independent interaction of older adults with VR
technology: (i) The dependability of older adults on caregivers, (ii) the importance of
feedback and encouragement employed in exergames, and (iii) the differing needs of
different user groups.

8.1.1 Dependability on Caregivers

To begin, the first user study has shown that there is always a dependability of the
older adults on their caregivers, especially for people with dementia. This ranges from
being prepared to arrive at the location of the studies to adjusting the VR HMD, but
also in being guided through the game flow. Caregivers already have an enormous
workload [107], with a low number of caregivers for a rising number of older adults
requiring their assistance. In this context, individual exercise activities are often not
possible as the basic needs of all older adults need to be fulfilled with a higher priority.
Family members and other informal caregivers, who could potentially assist the older
adults during the VR exergames, are often interested to spend the time with their loved
ones in a meaningful way [128]. This further emphasizes the importance of designing the
exergames in a way that encourages meaningful conversations between the older adults
and the assistants, or to find alternative ways in which the exergame can be experienced
with minimal effort from external instances.

8.1.2 The Importance of Feedback and Encouragement

The second study has shown that both exercise methods lacked specific feedback and
ongoing encouragement. While the position of the participants’ arms was tracked in VR,
and the musicians stopped playing if it deteriorated too much from the given path, no
specific feedback on the movement accuracy was given. In the video-based exercises, this
also led to a non-consistent execution of movements, which, in the long-run, could be
detrimental for training progression and success. For long-term commitment, the tasks
in the second exergame showed to be too repetitive and too physically easy for many
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participants. Here, the addition of an encouraging element could benefit the game, e.g.,
motivational language, rewards or a continuous progress report [25]. Further, looking at
feedback from the other side – feedback voiced by the older adults – if the game is too
easy, it is important to consider this for future iterations. A way to raise the difficulty
of the exercise program dynamically should be integrated, and it should be considered
which game elements are wanted and needed.

8.1.3 Different Users have Different Needs

In the last study, it was shown that different users have different needs and preferences
regarding the game difficulty. This can be extended to different needs in caregiving, or
supervision, or assistance. Further, it can depend on different factors such as experience
with technology, physical or cognitive health, or even change on a day-to-day basis
according to the participants’ mood [58, 82], as it was also reported in our first user
study (See Chapter 5). In order to enable all users to independently experience the
beneficial nature of VR exergames, methods have to be implemented that balance the
game, and cater to the needs of different users dynamically.

8.2 Future Work

Our research has shown the potential of VR exergames for older adults, but also pointed
out limitations of our implementations. Related to the three design considerations dis-
cussed in the previous section, one future research direction is to improve the indepen-
dence of older adults in playing and experiencing VR exergames without external help,
integrating suitable methods to tailor the experience to their needs. To achieve this, we
included intelligent virtual agents in our VR cognitive-physical training applications -
computer programs mimicking human behavior. With the addition of artificial intelli-
gence, these have the potential to dynamically answer the users’ questions, guide them
through the immersive exercise programs, and provide feedback and motivating encour-
agement – aiming to improve the user experience of our VR exergames, and further
motivate the users’ long-term adherence.
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Part III

Intelligent Virtual Agents as a User
Interface Element for Immersive

Training
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Chapter 9

Introducing Intelligent Virtual Agents
for Immersive Training

9.1 Motivation

In order for exergames to be effective, usable and motivating, they need to show a high
usability that is matched to the abilities and preferences of the user [382]. Aside from
intuitive interactions [150], a well-designed immersive environment [133], and motivat-
ing, meaningful content [80, 82, 128, 133, 150, 307], the on-boarding of the game should
be designed with a focus on engagement, providing a sense of trust and safety [133].

In this regard, it is important that the goals and objectives of the experience are well-
explained and understandable [80]. The user group of ‘older’ adults is heterogeneous
in itself, with adults in their 60’s having different technological knowledge, experience
or cognitive-physical fitness than older adults in their 90’s [77], and the information
should be provided in a suitable way, with currently required details, for all users. This
information can be communicated through different channels, e.g., visual, auditory or
through haptics [30], depending on the user’s needs and preferences. The provided
assistance could further be tailored to the users’ knowledge and experience, e.g., by
providing more advanced tips [25], or by adjusting the difficulty of language used. For
people with dementia, it is recommended to give detailed instructions and repeat them,
if necessary [150].

Often, caregivers, researchers or family members motivate older adults to try out
VR [127, 336, 337], and they are the ones answering questions or assisting with techni-
cal difficulties, which raises concerns about additional workload being added onto their
busy schedule [308]. Additionally, caregivers often face staff shortage and an enormous
load of responsibilities [107]. Without their involvement, older adults would often be left
alone with questions regarding the hardware usage or the game mechanics, which might
restrict their access to the beneficial cognitive-physical training content. While, in our
opinion, human contact is crucial for well-being, and should not be replaced, providing
individual care for the administration of exergames is often simply not possible. There-
fore, it remains an open research question whether and how the human involvement of
caregivers and family members in this domain can be reduced, while still enabling older
adults to experience VR.
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9.1.1 Intelligent Virtual Agents

One approach to solve these issues is through virtual agents (VAs) or intelligent virtual
agents (IVAs). These are computer programs that mimic human communication and
social interaction [70]. IVAs can range from text-based chatbots to voice assistants,
and to embodied agents. They have been employed in a variety of application fields,
including mental health [37] or physical training [226], and they take on different tasks
such as educating, motivating or monitoring users [165].

In prior research with older adults, IVAs were used to practice patient-doctor conver-
sations. After training with an IVA how to communicate their pain, the participants
were able to transmit more information with a real, human doctor [207]. In another
paper, IVAs were used to show older adults how to perform easy balance exercises [225].
Aside from preferences on the representation of the agent, their results indicate that the
older adults wished for the ability to repeat the instructions of the IVAs. Straßmann
et al. have also evaluated the visual representation of virtual agents, with younger and
older adults [322]. In their study, the participants interacted with health-related daily
life assistants and their task was to fill out a health diary. Here, the agent’s interaction
was scripted and controlled using the Wizard of Oz methodology. Results indicate that
the older adults rated the agents more positively and showed more bonding than the
younger adults.

IVAs are not only represented in the shape of humanoid agents. Albaina et al. evaluated
Flowie, a virtual coach in the shape of a flower that encourages older adults to walk
more [7]. Their prototype was found to be encouraging and stimulating, but participants
wished for more context-awareness of the virtual agent, e.g., to adapt the timing of
the IVA’s motivational cues. In our prior work, we compared a humanoid agent, an
abstract text/voice representation and a virtual parrot in the aforementioned Canoe
Game [187]. We found that younger and older adults preferred the parrot, but also that
the personality of the user has an effect on their perception of the agent.

9.1.2 Artificial Intelligence and Large Language Models

Recently, OpenAI’s ChatGPT has gained attention through its ability to produce
human-like text output based on the user input it receives [244], starting a new era
for communicating with IVAs. In the version GPT-4o, the multimodal large language
model (LLM) accepts text, audio, and image input, and it shows human-level perfor-
mance on several different benchmarks [2]. Regarding its use in VR exergames, LLMs
can be prompted to communicate game rules and answer questions of the users regard-
ing the content of the experience or assist with technical issues. One advantage is the
LLM’s ability to adapt its language, e.g., using more formal language for advanced users,
or explaining difficult content in easier words for novice users. In VR, a GPT model
was previously integrated as an assistant in an escape game, which was evaluated with
younger adults [283]. Here, it helped the players to solve riddles, but limitations of the
model regarding its knowledge of VR-specific contexts and several vague responses were
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observed. For older adults, a scoping review from 2022 found that only 1% of healthcare
applications using AI with older adults featured VR technology [200].

While LLMs or voice-based systems have been evaluated for humanlikeness – for ex-
ample, for their ability to pass the Turing test [146] – and ethical questions have been
discussed [278, 302], applied research with older adults remains scarce. LLM research
with older adults is often limited to basic evaluations, without integrating LLMs in al-
ready established systems. For example, with the involvement of older adults, GPT-4
has been evaluated as a screening test for mild cognitive impairment [375], and the
authors claim that it achieves a higher detection accuracy than junior neurologists.
Further, with voice-based systems, vocal characteristics like pauses or the behavior in
error-handling situations were assessed with older adults [162], showing connections with
cognitive decline.

9.2 Research Questions

Integrating IVAs successfully only works if they are accepted by the users. Therefore,
it is important to find out how to design them, which prerequisites should be fulfilled
to deploy them and which use cases they are most suitable for.

Chapter 10 presents a systematic literature review on embodied virtual agents in health-
care that aims to provide an overview over the users’ preferences. We conducted this
review on the whole body of healthcare literature on agents instead of the narrower field
of cognitive-physical training to get a better picture of the roles of agents in this broader
context, and due to the limited amount of IVA research in VR exergames. Further, di-
verse user groups and demographics, such as younger and older adults or adolescents
and children were included in this review. Within the scope of this thesis, this section
addresses the following research question:

• RQ4: How can intelligent virtual agents in the medical context be represented and
which use cases are the most suitable?

In Chapter 11, we designed and evaluated an immersive cognitive-physical training for
solving anagrams, which was explained and observed by different representations of
an IVA, which varied in their level of visibility. In a user study that we conducted
with younger adults, we evaluated the performance, social presence, and eye tracking
information in the presence of each agent representation. In this study, we discussed
the following research question:

• RQ5: Which agent visibility representation is the most suitable for immersive
training applications?

In the final study, Chapter 12, the knowledge from all previous chapters was combined to
integrate an IVA controlled by AI in the Canoe Game. Here, we observed the interaction
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between older adults and an IVA and interviewed them on their perception of the agent.
This chapter explores the following research question:

• RQ6: How do older adults perceive and use an intelligent virtual agent in a VR
exergame?

In a final discussion, the contribution from these three works is reflected and design
considerations for future research are pointed out.
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Chapter 10

A Systematic Literature Review on
Embodied Virtual Agents in Healthcare

Figure 10.1: An example of medical virtual agent in her office that we designed for
illustrative purposes.

Medical virtual agents (MVAs) hold great potential to support users in achieving their
health goals, especially at times or in regions where the demand for physiological and
psychological therapy exceeds the capacity of medical services. For example, the agents
could be employed in senior living facilities to compensate for the shortness of staff
and relieve them in stressful situations. Further, optional physiotherapeutic training
or cognitive therapy offers, which would otherwise not be possible, could potentially
be conducted with the agents. To create an accepted agent for counseling, education
and therapy, it is critical to understand the impact of factors such as the agent’s visual
representation and behavior to create a trustworthy human-agent relationship. Aiming
to gather information about the preferences of users regarding IVAs, we conducted a
systematic literature review with 59 papers about embodied virtual agents. This chapter
is based on the following publication:

Kruse, L., Hertel, J., Mostajeran, F., Schmidt, S., and Steinicke, F. (2023). Would
You Go to a Virtual Doctor? A Systematic Literature Review on User Preferences
for Embodied Virtual Agents in Healthcare. In IEEE International Symposium on
Mixed and Augmented Reality (ISMAR) (pp. 672-682). DOI: https://doi.org/10.
1109/ISMAR59233.2023.00082
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10.1 Introduction

State-of-the-art IVAs combine models of natural language understanding, speech syn-
thesis, and computer graphics to create versatile representations that can be customized
to meet the needs of a specific use case [292]. Technologies of VR and AR allow for an
embodiment of the agent, which has not only been shown to significantly increase an
agent’s credibility, trustworthiness, and social presence [293], but also has the potential
to enrich human-agent communication through (subtle) facial expressions and gestures.
The use of machine learning (ML) models can further provide agents with deep knowl-
edge of physical and mental health, which can already lead to a diagnostic performance
similar to that of a human expert [268]. As such, IVAs can be especially valuable when
the need for physiological and psychological treatments exceeds the capacity of medical
services [367]. According to the WHO, at least half of the world’s population does not
receive essential health services [369]. While we believe that MVAs are not an equiva-
lent substitute for real doctors or therapists, they could potentially reduce the workload
of medical staff and create new approaches in the field of telemedicine [366]. This po-
tential became particularly apparent during the COVID-19 pandemic, in which VAs
could have made a remarkable contribution by providing information and certain forms
of therapies in a contactless manner and without requiring patients to be at a specific
location [257]. Moreover, since therapies and their success highly depend on the individ-
ual patient [233], IVAs could potentially address the patient’s personality and situation
and use the resulting individual requirements to tailor the treatment accordingly [147].

For the practical use and mainstream adoption of virtual doctors driven by AI, it is
critical to know when and under which circumstances patients would accept their con-
sultation instead of visiting a real doctor. In this context, we are especially interested
in how to represent these virtual doctors or therapists in terms of technology as well as
their appearance and behavior. While the visualization of agents and avatars in VR/AR
has already been investigated in a prior review [360], literature on medical agents in VR
and AR remains scarce. We are therefore extending the technological range to include
all kinds of display technologies, and subsequently reduce the scope of our review to a
medical scenario.

AI agents in healthcare have been the subject of some prior reviews, e.g., focusing on
effectiveness and usability with positive to mixed evidence for a high effectiveness in
around two thirds of studies and good usability for the majority of presented stud-
ies [219]. However, the authors also reported barriers such as limited voice recognition
accuracy, difficulties with forming personal connections with the agents, or repetitive
dialogues. Another prior review investigated the user experience of virtual health as-
sistants who provide health advice and support for patients [57]. They emphasized the
design characteristics of an agent, such as its visual appearance or language features.
For instance, they stated that in order to be accepted by users and to ensure long-term
adherence to therapies and treatments, it is crucial to know how to represent these med-
ical agents; this includes their visual appearance, the interaction modalities as well as
their behavior. We extend this review for a broader representation of different kinds of
healthcare agents, including virtual doctors and therapists. Furthermore, their analysis
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mainly focused on quantitative data, explaining how design characteristics influence user
experience, but not necessarily reflecting the view of the users on these characteristics.

While prior literature reviews cover different aspects of virtual health agents or
telemedicine, a thorough review of the existing literature focusing on the (potential)
user preferences for embodied virtual healthcare agents is still missing. The tangible
potential for VAs from a healthcare perspective [198] is only of value if users accept
them as a point of contact for their medical matters [345, 368]. This review therefore
aims to systematically examine the current literature on embodied VAs in this domain,
evaluating in particular those works that base their findings on qualitative feedback
from users. In this effort, the following research questions are addressed:

• RQ4.1: How and with which technology can virtual doctors be presented?

• RQ4.2: For which symptoms or special treatments could virtual doctors be partic-
ularly suitable and which ones have been investigated most in literature?

• RQ4.3: Would users consult a virtual doctor or psychiatrist and what are the
reasons for and against this?

• RQ4.4: What conditions must be met to create social acceptance of virtual doctors
and to increase the willingness of patients to consult them?

The contribution of our review is manifold: (i) An in-depth examination and preparation
of current research trends related to MVAs, (ii) a thematic analysis of user feedback
from prior literature, and (iii) a comparison of agents that are currently prevalent in the
research and those that users envision in order to derive future research opportunities.

10.2 Methods

We performed a systematic literature review based on Preferred Reporting Items for
Systematic Reviews and Meta-Analyses (PRISMA) [189, 300]. The review was pre-
registered in the Open Science Framework1. An overview of the process with corre-
sponding paper counts after each step is provided in Figure 10.2.

10.2.1 Study Selection

We searched three databases PubMed, ACM Digital Library, and IEEE Xplore with the
search terms listed in Table 10.1, which were collaboratively defined. It contains alter-
native expressions for (1) virtual agents, (2) healthcare, and (3) empirical evaluations.
To be eligible for inclusion, papers must contain the specific search term in the title or
abstract.

1https://osf.io/hf7d4/?view_only=1a48362b3ab94750a93d7321a9c43d3a
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Records identified from
Databases (n=305):
PubMed (n=167)

ACM (n=46)
IEEE (n=92)

Records screened (n=293)

Reports sought for
retrieval (n=92)

Reports accessed for
eligbility (n=91)

Reports included
in review (n=59)

Duplicate records removed
before screening (n=12)

Records excluded (n=201)

Reports not retrieved (n=1)

Reports excluded (n=32):
No medical agent (n=12)
No user evaluation (n=6)

Agent not focus of
evaluation (n=4)

Agent not embodied (n=10)
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Figure 10.2: A flowchart showing the PRISMA process with all included and excluded
paper numbers.
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Category Search Terms

(1) Virtual Agents (“virtual agent”) OR (“virtual intelligent agent”) OR (“virtual doc-
tor”) OR (“embodied artificial intelligence”) OR (“virtual thera-
pist”) OR (“virtual coach”) OR (“virtual human”) OR (“virtual char-
acter”)

(2) Healthcare (patient) OR (therapy) OR (diagnosis) OR (“medical treatment”)
OR (health) OR (clinical)

(3) Empirical Evaluations (empirical) OR (evaluation) OR (experiment) OR (study) OR (in-
terview) OR (survey) OR (“focus group”)

Table 10.1: Terms used in our database search. All categories were joint with an
”AND” operator. Search terms had to be included in the title/abstract.

A total number of 305 documents were resulting from the initial database search. Twelve
duplicates were manually removed based on the same title and authors. For the remain-
ing 293 publications, the abstract, title and author information were downloaded from
the databases and imported into Dovetail [73] for subsequent screening.

10.2.2 Screening

For initial screening, the research articles were divided onto four researchers (two re-
searchers for each sixth of the data). We only included research articles that were
written in English in our review. Screening inclusion criteria for the title and abstract
were as follows: (1) The paper describes interactions between (potential) patients and
a VA with a 2D/3D embodied representation. (2) The VA is processing the patient’s
health data with a focus on medical or therapeutic treatment. (3) The paper includes
an empirical evaluation with human participants. (4) The paper is available online. (5)
Literature reviews and other kinds of meta analysis, as well as workshops or talks, are
excluded.2

Based on these inclusion criteria, custom tags were assigned using Dovetail. Each paper
had to be accepted by two researchers. If the researchers disagreed on a paper, a
tiebreaker scanned the abstract or content of the paper and decided on its (tentative)
inclusion or exclusion. For the screening step, we conducted Cohen’s Kappa test [95] to
calculate the inter-rater reliability. For all pairs of the involved researchers, the results
indicated a strong agreement [210].

Following the described process, 78 papers were accepted directly by the two assigned
screeners, and another 14 papers were included after final approval by a tiebreaker.
This led to a preliminary acceptance of 92 papers based on the review of the inclusion

2Compared with the protocol pre-registered on OSF, criteria (4) and (5) were added during the
screening phase. After familiarization with the literature, we also collectively decided to include care-
giving as well as life, fitness, and health coaches in the review if they fulfilled the other inclusion criteria
and presented a therapeutic, health-related background.
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criteria in the paper title and abstract. The selected articles were downloaded from the
database websites. One article could not be located online and was therefore excluded
from the analysis [236].

10.2.3 Full-text Eligibility Check and Data Extraction

The remaining 91 papers were divided among the us, with each paper being read by
two researchers to reduce the subjective bias of each reviewer. Descriptive data for each
publication, as well as findings related to the research questions, were recorded in an Ex-
cel spreadsheet. If publications included more than one study or participant population,
we considered them separately and only extracted data that met our inclusion criteria.
The data from the respective two researchers per paper were merged and conflicts were
resolved by revisiting the paper.

Based on the full-text review, we collaboratively decided to exclude another 32 papers
due to not including an evaluation (n=6), not including an agent matching our inclusion
criteria (n=12), the agent not being the focus of the evaluation (n=4), or the agent not
being described as embodied (n=10). This resulted in a final set of 59 papers that serve
as the basis for our literature review on MVAs.

While the extracted qualitative data was further examined in a thematic analysis to
investigate user preferences, user-independent information about the reviewed papers
was used to create an overview of the state of the art of medical agent research. In iter-
ative group discussions, we created dimensions to describe the characteristics of agents
in the reviewed papers, as well as the underlying technical system and the application
field. In a mixed (inductive and deductive) approach, we defined distinctive categories
or investigated trends for these dimensions.

10.2.4 Thematic Analysis

For the final set of papers, extracted data was imported from Excel into Dovetail for
further analysis according to the research questions. For this, we used reflexive the-
matic analysis [32], with the following steps: Familiarization with the data, generation
of initial codes, searching for themes, reviewing themes, defining and naming themes
and, finally, producing the report. The initial generation of codes was done by two
researchers who, after familiarization with the data, reviewed it independently of each
other. This resulted in a total number of 86 codes. Afterwards, all codes were discussed
with three of the researchers; duplicate codes were merged and themes were defined,
reviewed and named. This process resulted in 41 final tags, grouped into the themes
that will be discussed in section 10.3 and section 10.4. After defining the final themes
and corresponding codes, every paper entry was revisited in Dovetail and assigned fit-
ting codes based on the data extracted during the full-text review. In a final step, these
code assignments were validated by a different researcher.
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10.3 Results

In the following, we will provide a holistic overview of the included publications, espe-
cially regarding their application field, the representation of the MVAs, and the method-
ology for user evaluation. As part of this, we will put a special emphasis on research
questions RQ4.1, i.e., how and with which technology virtual doctors can be presented,
and RQ4.2, i.e., which symptoms or special treatments have been investigated most in
the literature.

The included 59 papers span a period from 1993 to 2022, with almost 90% of them
being published in 2017 or later. Only one of the reviewed publications focused on the
collection of requirements without utilizing any form of digital prototype but through
a focus group [286]. The other papers covered a spectrum of VA implementations,
from non-interactive screen mockups and videos (e.g., [93, 188]), through functional
prototypes that could be tested in a laboratory setting (e.g., [37, 156]), to fully developed
applications that could be tested at home (e.g., [161]).

10.3.1 Technology

The technology used to display the agents was not always specifically reported, and in
many cases a computer or other screen technology was used. Sixteen papers featured
an agent displayed on a mobile device, such as a smartphone or tablet. Furthermore,
only five papers used immersive technology, such as AR [156, 225] or VR [37, 220, 248].

We also investigated the level of intelligence used to realize conversations between agents
and users. Two papers report the usage of ML and describe the corresponding training
process [242, 304]; however, in one of these papers the ML model was developed only
after the user study had been conducted and thus was not evaluated by users [242].
One paper reports the use of “artificial intelligence”, but without mentioning further
details [105]. Multiple papers use some scripted dialogue systems to create pre-defined
dialogues with fixed storylines (e.g., [23, 51, 78, 264]). However, most of the investigated
papers do not explicitly report which technologies were used to create conversational
agents. It should be noted that user studies frequently employed the Wizard of Oz
approach, a setup which is operated by the experimenter but seems to be autonomous
to the participants, to simulate intelligent behavior and natural conversations [196, 318].

10.3.2 Agent Representations

During our review, we observed a variety of representations for MVAs. Since some pa-
pers compared more than one agent or agent entity, and some others only discussed
the theoretical idea of an agent, the numbers in this paragraph do not add up to 59.
51 papers describe humanoid agents, seven animals, two robots, and three agents that
are represented by other entity types (plane, flower, fruit-people). Gender is explicitly
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reported as female in 29 papers and as male in 19 papers. The ethnicity of the hu-
manoid agents is only explicitly reported in eight papers as Black [52, 238, 248, 348,
349, 354, 364, 385], seven papers as White [9, 52, 89, 248, 354, 385], one paper as
Mediterranean [9], one paper as Hispanic [212], and one as Asian [9] while two papers
present ambiguous ethnicities [267, 298]. It should be noted that in most of the papers
that do not explicitly report the ethnicity of the agent, it has a light-skinned appearance.

10.3.3 Application Fields

Focusing on RQ4.2, the reviewed papers cover a wide range of application areas, espe-
cially with regard to medical conditions and the corresponding patient groups. To create
uniform and medically accurate codes for the applications, we used the International
Statistical Classification of Diseases and Related Health Problems (ICD-11), which is
maintained by the WHO.

Based on this classification, a large proportion of the papers concern the field of mental,
behavioral or neurodevelopmental disorders. These specifically include mood disorders
like depression [252, 344], developmental speech or language disorders [318, 354], anx-
iety or fear-related disorders such as public speaking anxiety [159, 220, 344], disorders
specifically associated with stress such as the post-traumatic stress disorder [273, 330,
331], the autism spectrum disorder [326], and disorders due to substance use or addictive
behaviors [24, 31, 242]. One paper mentions its application for mental health, without
limiting its use case to a specific mental disorder [37]. Multiple papers consider factors
that could negatively influence the (mental) health status, including stress [332], social
exclusion or rejection [98], and psychological or emotional distress [89, 264, 298, 303,
304].

Five papers describe endocrine, nutritional or metabolic diseases, including diabetes [6,
161, 196] as well as overweight and obesity [14, 188]. Six papers investigate sleep-
wake disorders [75, 76, 85, 251, 254, 333], and one paper has specialized in physical
rehabilitation [263]. Different forms of cancer, classified as neoplasms by the ICD-11,
are also addressed in the reviewed literature, including cervical [212], colorectal [52,
348, 349, 364, 385], and lung cancer [248]. Further specific target groups represented in
our data are patients with injuries [299], incontinence [267], osteoarthritis [207], balance
disorders [225], lung diseases [78] as well as chronic diseases in general [9]. 13 papers
could not be assigned to a specific health condition although they investigate VAs in
the context of general medical services [51, 61, 105, 156, 238, 272, 381], or to promote
a healthier lifestyle in general [286, 322] and more physical activity in particular [7, 23,
93, 108].

Another 14 studies focus on the needs of specific age groups, i.e., children and adoles-
cents [6, 9, 93, 108, 161, 188, 196, 318] or older adults [7, 51, 207, 225, 286, 322]. The
latter group is particularly encouraged to pursue a healthy, more active lifestyle, while
studies with younger patients often focus on gamified approaches, for example, to teach
strategies for adhering to a defined treatment plan.
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10.3.4 Agent Tasks

Separate from the application fields, we identified several tasks that were performed
by the agents. During the inductive coding phase, we grouped these into the following
categories, considering only the primary task of each agent unless separate use cases are
described in the same paper:

• Education (n=11) comprises activities that primarily serve to provide information
without in-depth examination of the user’s health status. This covers agents that
inform about certain diseases and thus want to encourage the user to take action,
for example, by signing up at a real clinic.

• Motivation (n=7) includes methods to remind and encourage the user to follow
healthy behaviors or adhere to a defined treatment plan.

• Screening / Interviewing (n=6) is defined as a systematic, often preventive, exam-
ination of the user, which comprehensively records their current state of health.
While in real healthcare, screening – as opposed to interviewing – may involve
additional medical tests, the two terms were used interchangeably in the reviewed
literature on VAs.

• Monitoring (n=7) describes routinely tracking of one or more aspects of the user’s
health status, for example in response to a prescribed medication or treatment
plan.

• Diagnosis (n=3) is usually preceded by screening of the patient, but adds another
step by inferring a disease or health condition from the collected information (e.g.,
symptoms).

• Treatment (n=25) includes all activities that incorporate the patient’s current
health condition and apply therapeutic methods tailored to it. Agents are assigned
to this category if they follow the same therapeutic steps as corresponding real-
world medical professionals. As in real-world healthcare, the reviewed treatments
differed in terms of their format (e.g., psychotherapeutic counseling for mental
health vs. physiotherapeutic exercises for physical health) and their scope (e.g.,
brief therapeutic advice vs. cognitive behavioral therapy).

• Training (n=2) of the real doctor’s appointment with a virtual doctor is proposed
in two papers [51, 207]. The intention is to empower patients, particularly older
ones, by teaching them how to better express their pain and how to actively
participate in decision-making.

Multiple papers explicitly mention a hybrid approach where the VA and a real medical
professional share responsibilities. Support from a real medical expert can be beneficial
during the preparation phase of the actual treatment, for example by creating individual
dialogues [267, 303] or treatment plans [354]. During treatment, human intervention
was systematically used when the VA detected an acute crisis situation, such as suicidal
thoughts [330, 333].
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10.3.5 Agent Roles

In the scope of literature we reviewed, agents in the medical context presented different
roles. Multiple agents represented the role of professional staff, i.e., doctors or ther-
apists, especially if they perform tasks which are usually done by real professionals,
like treatment [254, 264, 304] or screening [24, 105]. Besides, various agents deviated
from such traditional roles and were portrayed as less professional, thus creating a spec-
trum of professionality, which ranged from virtual doctors on the one end to friend-like
companions on the other. For instance, agents were referred to as coaches in multiple
occurrences. While these could provide professional treatment, they did not necessarily
have to have a medical appearance, for example, in terms of clothing [225].

Various other agents found in the literature could be described as personal assistants.
They could also perform tasks like treatment, but often in a more personal way, for
example, by supporting users in their everyday life by being available regularly or on
demand [98]. Oftentimes, personal assistants were used for regular but less complex
tasks, like monitoring sleep behavior [76], supporting self-management for patients with
chronic diseases [6], or motivating healthy behavior [286].

Some agents were explicitly designed to represent the role of a companion or friend,
mainly if their target group consisted of children or adolescents. Here, empathetic hu-
manoid agents or playful animals were investigated to encourage young people to follow
health and well-being advice [9] and to set self-determined physical activity goals [108].
In the context of physical activity, a study’s results also suggested that a friendly agent
that creates a parasocial connection could increase children’s intrinsic motivation [93].
Furthermore, agents designed to be perceived as friends were utilized to educate chil-
dren playfully [196]. Even though agents for adult patients were usually not explicitly
designed as friends, they could still be perceived as companions by users, which was pos-
itively mentioned [78, 251] and even resulted in the desire for agents to be represented
as friends [238].

Besides the spectrum of medical professionality, some publications reported the desire of
users for agents to take on different roles. For instance, during a requirement analysis for
agents to support teens regarding weight management, participants indicated that the
agents could serve as teachers, describing this role as a knowledgeable entity that could
teach about healthy habits and behaviors [188]. Also, members of a church community
could imagined agent personas as members of the church staff [238].

10.4 Results of the Thematic Analysis of User Feedback

Focusing on the analysis of user feedback using thematic analysis, we especially intend
to address our research questions RQ4.3, i.e., reasons for and against using MVAs, and
RQ4.4, i.e., conditions that must be met for users to accept MVAs. Due to the early
state of reviewed research, we mostly report preferences on the representation of MVAs
here. All the subsequently presented results are based exclusively on empirical findings
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Figure 10.3: Plot showing the frequency of combinations of representations,
application fields, agent tasks, roles and technology.
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from the user evaluations that are described in the reviewed papers. Non-validated
hypotheses of the authors, for example as part of the motivation or interpretation of the
study results, were explicitly excluded from the thematic analysis.

10.4.1 Positive Aspects of Medical Virtual Agents in Comparison to

Real Doctors

Availability and Accessibility

Two of the most commonly stated reasons for using MVAs were availability and ac-
cessibility, which can provide various benefits for different agent roles. VAs who take
over tasks that would usually be performed by a doctor or therapist can be useful when
a real doctor’s visit is not possible. Study participants perceived a virtual doctor as
particularly beneficial for patients who are unable to see a real doctor due to time or
financial constraints [264]. Furthermore, the burden of travel was mentioned as a rea-
son why people do not seek human care [333]. Participants who tried a virtual doctor
while on a waiting list appreciated the possibility to get advice more quickly than from
a specialist, and could even imagine using an agent to bypass the need to consult a
human doctor [267]. When presented with the concept of a virtual therapist, patients
in a psychiatric ward described dissatisfaction with medication being the primary form
of treatment and expressed the desire for more conversational therapies [37] – both as-
pects that could potentially be addressed by an MVA. Participants also acknowledged
the ability of agents to provide support during the day and just in time, whereby patients
can easily consult them on demand [14].

Customization and Tailoring

Participants frequently expressed the desire to be able to customize agent characteristics
or praised such a feature if presented agents included it. They positively mentioned
the ability to change the agents’ appearance, for example, regarding visuals, age, and
gender [14, 37, 78, 225, 286, 299, 344, 348], for example to meet personal preferences.
Besides visual attributes, participants praised agents which offered multiple input and
output modalities [78, 364], pointing out the diverse needs of different users [344].

In addition to the ability to actively customize agents to personal preferences, tailoring
of agent attributes was also evaluated as a positive aspect of virtual doctors. For ex-
ample, in contrast to a real doctor, an agent’s behavior may be tailored to the user’s
cultural background. In the context of a church community, participants reported that
they would be more willing to listen to and follow advice from agents if they reflected
their own character, i.e., by using language with a matching level of spirituality [238]. In
other studies, participants suggested tailoring the agents’ conversational style to match
the users’ needs, for example, by adjusting the pace of interaction [298]. Addition-
ally, the agents’ behavior could be tailored to how long patients have already been in
treatment [242].
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Furthermore, participants voiced the wish to interact with agents that are portrayed as
peer professionals, that is, professionals with similar experiences as the patient. Patients
with psychological disorders endorsed the idea of an agent represented as a person
with similar mental health problems but trained to be a therapist, indicating that the
simulated similarity could have a relaxing effect [37]. Correspondingly, individuals with
spinal cord injury reported their preference for the VA to be in a wheelchair [299].

Confidentiality

In multiple papers, the inherent characteristic of agents – in contrast to human beings –
to be non-judgmental was positively mentioned by participants, especially for agents in
the field of medical problems that require patients to disclose sensitive information, such
as depressive disorders [252], or alcohol misuse disorder [31]. Participants expressed that
they felt more comfortable sharing information with agents, even though they knew that
this information would be viewed by humans later [24]. A pilot study also suggested that
agents could be used as communication coaches to increase the amount of information
patients share with their doctors. Older adults reported more pain information to their
real doctor when they practiced the communication with an agent before [207].

Quality of Information

Participants commended various aspects regarding the quality of information provided
by medical agents. They perceived the agent’s information about colorectal cancer as
accurate, unbiased and relevant, and acknowledged that agents have additional access
to information [349]. Furthermore, participants expressed that information delivered
by agents was based on facts and studies and thus reliable [31]. Also, the source of
information used by the agent can influence the perceived quality. For instance, by
disclosing a local healthcare provider as the source, the agent’s information was perceived
as trustworthy by participants [385].

10.4.2 Negative Aspects of Medical Virtual Agents in Comparison to

Real Doctors

While most papers present a generally positive view on the agents, in a few examples,
the users disliked the agent and its therapy due to interpersonal reasons, describing
it as weird [9, 344], hard to relate to [344] or not suitable for everybody [37, 332,
344]. Users criticized that VAs are simply not humans [298] and cannot manage crisis
situations [31]. Also, the fear of replacing human doctors or cutting their funding was
voiced [37]. Besides this, reasons and factors against using virtual doctors were mostly
related to limited technical implementations, including wrong or missing information
or treatments [6, 7, 51, 161, 344], technical difficulties with voice detection [31], limited
interactivity of the application or dialogues [51, 344, 348], and limited realism of the
agent [264, 344, 348, 349, 364].
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10.4.3 Prerequisites for Consulting a Medical Virtual Agent

To mitigate some of the negative aspects and fears of the users, we have compiled a set
of formal requirements from the literature that MVAs – and the application they are
embedded in – must meet to actually be consulted by users. First, such applications
must fulfill high privacy and data safety standards with controlled access to data and no
commercialization [37, 225, 286]. Furthermore, they should be accessible [37, 78, 286],
affordable [333] and validated by credible institutions or therapists or by using evidence-
based data [7, 14, 344, 348, 385]. Another crucial aspect is the control of application
features, such as notifications [161], and that the choice in treatment decisions is left to
the user [31, 385].

10.4.4 User Preferences for Agent Representation

To address our research question RQ4.4, we collected preferences of users for the repre-
sentation of MVAs, including its entity type, embodiment, or realism.

Entity Type

Only a few papers compared multiple entity types of an agent, with a machine-like
character being perceived as more likable than a humanoid one in a healthy lifestyle
intervention [322] and inanimate objects as well as animals being less preferred than
humanoid agents in social training for people with autistic traits [326]. For children, two
studies examined their preference of agent type and found that they favored a physical
robot over its virtual representation for diabetes education [196], as well as a physical toy
lamb over a virtual lamb or a human on a tablet screen for linguistic assessments [318].

Embodiment

Findings on the effect of embodiment differed for use cases and between participant
groups. Kim et al. concluded that a real caregiver provided the optimal user ex-
perience, but an embodied virtual assistant was also a viable option for patient care
environments [156]. It was also found that a video-taped real person was more effective
in a medical interview than a VA [381]. In another study, a virtual doctor increased
adherence intention and general medical consultation enjoyment more than a recording
of a real doctor [61].

Comparing an embodied agent to a voice or text interface resulted in similarly mixed
results. In a therapy setting, the bond between an embodied agent and the user was
stronger than with a text-based agent [220], and embodied agents provided higher social
presence and engagement than voice-only agents [156], which is in line with previous
research results in other contexts [155, 293]. Also, an embodied agent led to a stronger
intention to learn more about colorectal cancer screening compared to text-only [385].
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On the other hand, an embodied agent was perceived as less competent than a voice-only
character as a health-related daily life assistance [322], it was harder to share personal
information with an embodied agent compared to a voice-only agent [156], and some
participants suggested to remove the face and voice of the agent altogether and to only
have a text interface in a digital mental health platform [344].

Realism

Several factors went into the question of how realistic an agent should be portrayed, and
again findings from the literature were mixed. According to Dai and MacDorman [61],
realism does not necessarily lead to a higher usage intention or enjoyment of digital
doctors. While some older adults had the highest usage intentions for a cartoon-styled
agent [322], a realistic representation was preferred by others [225] since a cartoon style
can make the user feel patronized and childish [299]. Wilson-Howard et al. [364] report
an early, cartoon-like version of their agent to be not human-like enough, therefore
leading to diminished credibility. Venning et al. [344] also reported that their agent
tried “too hard to be human”. Younger users, such as students, reported the lowest
usage intention for a cartoon-styled agent [322], while adolescents had very diverging
opinions on how their weight management agent should look like, including preferences
for human-like characters, cartoons, animals, or even fantasy characters [188].

10.4.5 User Preferences for Agent Appearance

Visually, users commented on the ethnicity, age, gender, and appearance of MVAs.

Ethnicity

Only one study asked about preferred ethnicity in relation to the participants’ and found
that of eleven teenagers, eight preferred the same ethnicity, one preferred a different
ethnicity, and two did not have a preference [9]. From these participants, nine were
White and two were from Oceania. There were also some studies which evaluated
the effect of agent ethnicity on certain measures. For Black study participants, race-
matching positively influenced message relevance [52] and the participants’ lung cancer
risk perception [248]. It also positively but not statistically significantly influenced
intention to be screened for colorectal cancer [52]. This was not the case for White
participants. Cooks et al. [52] explain this in the following way: “For groups that
have not endured these historical inequalities, there may be less uncertainty surrounding
clinician credibility, thus reducing the impact of this factor within these populations”,
which further highlights the importance of having non-judgmental, adjustable medical
agents that all user groups feel comfortable with.
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Age

The age of agents was commented on in only three papers. Preference was related to
the age of the participants in two of these papers; adult participants rated agents close
to their age (e.g., in their 40s) as trustworthy for social skill training [326], whereas of
eleven adolescents, seven preferred characters of the same age and four preferred older
characters for living with chronic health conditions [9]. Participants in a study by Vilaro
et al. [348] preferred agents that were not too young and not too old because they were
concerned that a younger doctor might not have enough knowledge and an old one might
not be up to date on recent medical developments.

Gender

Aside from the wish for customization of gender [78, 286, 348], a few papers reported a
preference for a specific gender, with female agents being favored over male ones (out of
eleven participants, six preferred female, one male, four did not care) [9] and a female
agent being preferred by male participants [326]. Mostajeran et al. [225] found that for
physical training, a realistic female representation was preferred over a realistic male
one, and a cartoon female over a cartoon male. The gender of the agent also had direct
effects on the interaction of students, who were less inclined to interact with a male
virtual human than a female one [89], however, this did not extend to the expertise
perception of the agent. Finally, five participants commented on the male gender of a
doctor in a study by Constantin et al. [51], wondering why it did not reflect the reality
of doctors in the UK, where the majority is female.

Appearance

In some papers, the participants commented on the look of the agent, for example, their
clothing style [31, 238, 349, 364, 385]. Some participants found that casual clothing was
incongruent with the role of the agent – in this case someone they would turn to for
guidance in their faith [238] – and that the agent should dress accordingly, for example,
with a white coat or medical attire [349, 364]. On the other hand, some commented
that the VA was too clinical [344] or that the introduction of the agent as a doctor set
user expectations to look and behave like one, which were not met [385]. Furthermore,
it was found that attractiveness of the agent was a significant predictor for screening
intention for colorectal cancer [52].

10.4.6 User Preferences for Human-Agent Interaction

Regarding human-agent interaction, users specifically commented on the agent’s per-
sonality, behavior, and communication. For these categories, a distinction can be made
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between the users’ opinion on MVAs, which highly depends on the evaluated imple-
mentation, and the users’ wishes towards them, which can imply important personality
traits.

Attitude and Personality

Only a few papers reported specific wishes in terms of the agent’s attitude towards
the user or its personality. Participants in a study by LeRouge et al. [188] wished for
their agent to provide empathic support and guidance for weight management. Vilaro
et al. [348] reported that users desired a friendly and likable agent, and participants
in a study by Mostajeran et al. [225] would have preferred a friendlier rather than a
neutral expression from the tested agent. Furthermore, for some adolescents, it was
important to be able to identify with the agent and that agents are “unafraid to be
themselves” [188].

Behavior

Regarding the agent’s behavior, study participants noted the importance of positive
reinforcement versus criticism (for weight management) [188]. Participants in the same
study also indicated that the agent should ask them questions to gain better insight
into their individual eating behavior. Related to weight loss, users preferred a coach
that supports habit formation, prompts daily rehearsals, and brings a sense of joy and
happiness to the participants [14]. Some participants wanted the agent to be reactive
and not proactive, in order to not be too intrusive, but at the same time convincing
and motivating [286]. The authors also stated that the agent should be respectful and
not force the users to do something. A participant in a study by Constantin et al. [51]
suggested to let users choose whether they would like to lead the dialogue or if the agent
should do so.

Communication

Participants’ recommendations for the human-agent communication were to tailor the
agent’s language to both the treatment and the user [242]. Motivational messages
outperformed ones without such content [331], and personalization of the messages had
a positive effect on how much people felt heard and taken seriously [331]. Furthermore,
the speed and clarity of speech is important, with participants requesting a slower or
faster speech [212, 225, 348] or adjustable subtitle speed [349]. The speech needs to
be clear and well-articulated [225], especially for older adults. Multiple modalities,
such as audio and subtitles, were also useful for study participants and improved their
user experience [348, 364]. Participants even particularly suggested adaptations for
individuals with visual or audio impairments [37]. Moreover, the option to have only text
instead of voice output for a mental health platform was suggested [344]. On the other
hand, for older adults, a preference for using voice input over clicks was reported [51], as
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it decreases physical effort. A preference for a human voice was reported by Shamekhi
and Bickmore [298], but a synthetic voice was also rated as acceptable. While the voice
in some studies already sounded human [31, 78], in others, the participants wished for
a more natural sounding voice [225, 286]. In multiple studies, the limited interactivity
due to scripted dialogues was pointed out [6, 37, 51, 242]. This was especially the case
when multiple-choice menus instead of chat or voice interfaces were used, as they were
not natural and flexible enough to shape the discussion and ask all the participants’
questions. Finally, it was also suggested to add the option to repeat instructions [225].

10.5 Discussion

In this section, we will discuss the implications and limitations of current research in
relation to our research questions and point out potentials for future work. These will
be connected with considerations for VR/AR technologies. Furthermore, we will reflect
on the limitations of this review.

10.5.1 Technology (RQ4.1)

Our analysis of previous literature has revealed that embodied MVAs are a fairly new
concept in empirical research, which has only gained increased attention within the past
five years. Many of the reviewed research prototypes are still subject to certain technical
limitations, such as communication problems or limited realism of the agent, which can
introduce bias in the research results. For example, audio-visual limitations could result
in a more negative perception of the agents, since they are very prominent in some
studies [31, 264, 344, 348] and disguise the efficiency of the treatment or intervention.
While advancements in algorithms (such as natural language processing) and graphics
hardware are expected to alleviate these technical constraints, thorough user testing of
the prototypes remains important.

In our review, we observed that only three papers acknowledge the potential of using
ML or AI approaches to enhance the VA’s responsiveness to user input, in particular
by recognizing the user’s health status [304]. The still low prevalence of corresponding
systems may be attributed to various aspects, including the non-deterministic dialog
flow (and thus a potentially reduced comparability between study sessions), the com-
plexity of training custom ML models, high computation times, which are reflected in
a correspondingly higher reaction time of the agent, and last but not least the risk of
erroneous outputs. While the first aspect is inherent to ML-driven dialogues, the lat-
ter have seen tremendous development in recent years due to improvements and the
increasing availability of both speech recognition models and powerful pre-trained lan-
guage models such as GPT-4 [243] or OPT [389]. Therefore, an increase in the use
of ML models can be expected in research as well, which would open up interesting
possibilities for fully automated, flexible medical agents. Nevertheless, the danger of
erroneous output persists, which can have grave ethical consequences [277], e.g., when
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a misdiagnosis is given or when the safety of a patient cannot be guaranteed during an
emergency situation [199].

In our literature search, we also found that 16 papers do not specify the intended display
technology, which may be in part because they are still in an early stage of development.
In addition, the papers that do describe a specific technology mostly focus on (desk-
top) screens (n=24) or mobile devices (n=16). There are only five papers considering
AR [156, 225] or VR [37, 220, 248] displays, and none of the 59 considered papers was
drawing a comparison between different output technologies. The few VR/AR studies
have already indicated a positive therapeutic effect of immersive virtual environments,
for example, by giving patients the feeling of being in another place [37]. In addi-
tion, we know from previous research on interactions in VR/AR that immersion has a
positive impact on telepresence [240], which may also affect other measures related to
human-agent relationships. While prior research has shown that preferences on agent
visualization remain similar between technologies (e.g., AR/VR) [360], we still believe
that the results from desktop/mobile setups should be confirmed in future user studies
to account for the technical differences in VR/AR, e.g., stereoscopic vision, resolution
or color fidelity. Furthermore, the suitability of VR/AR for the medical context has to
be investigated, for example regarding availability and usage context – it is still rela-
tively expensive and most potential users will not have these systems already at home.
Furthermore, using them in public places is not very common due to privacy and safety
reasons. Finally, the accessibility of these systems needs to be tested, especially in the
medical context. This includes consideration of suitability of VR/AR for specific health
conditions, such as epilepsy, or for people with pacemakers, for whom the usage is not
recommended.

10.5.2 Usage and Tasks of Medical Virtual Agents (RQ4.2)

The reviewed papers cover a wide spectrum of medical applications, including distinct
health conditions such as chronic obtrusive lung disease and diabetes. One surprising
finding of our review was that the majority of papers included at least some represen-
tatives of their actual target group in the evaluation (n=41).

Within these medical applications, the agents’ tasks can mainly be characterized by
being non-decisive and requiring only limited professional competencies, for example,
educating users about the consequences of certain diseases or motivating them to adhere
to healthy habits. VAs that diagnose specific health conditions are considered in only
three papers [61, 75, 252]. Based on the present body of data, it is not possible to
decide beyond doubt whether this is a result in itself suggesting that VAs are specifically
suited to assist real medical personnel in low-threshold tasks and are accepted as such, or
whether current studies are just biased in that direction by omitting more complex tasks.
This is especially interesting in combination with VR/AR technology. In non-medical
contexts, most VR/AR agents are used in educational scenarios, (e.g., as a museum
guide [249] or an instructor for repairing scenarios [41]), or as assistants [266, 358], which
is in line with our findings for medical VAs. While several theoretical arguments support
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the first explanation, we found some subjective views that VAs have more diverse and
potentially more reliable sources of information than real medical staff, and that they
are non-biased. Moreover, two of the related papers indicate high acceptability and/or
trust of an agent diagnosing either major depressive disorders [252] or excessive daytime
sleepiness [75]. Similar positive results on trust are reported by Persky et al. [248], who
explored an agent that calculates and communicates an individual’s cancer risk, which
can be considered as a pre-stage to diagnosis. Based on these preliminary results, further
empirical studies are necessary to draw a definitive conclusion about the responsibilities
users would assign to VAs in medical settings.

While the design of the agents to act as professionals is most prominent, only five papers
designed the VA to act as a peer or companion, and all of these were aimed at children
and adolescents. However, adult participants also repeatedly praised companion-like
behavior of the agents they interacted with. Furthermore, participants expressed their
wish for agents as peers, i.e., by representing individuals with similar physical or psycho-
logical attributes, but none of the agents presented in the reviewed literature fulfilled this
request. Thus, we see the usage of personalized agents as an opportunity to strengthen
the social bond between patients and medical characters, in contrast to mirroring the
traditionally fixed roles of doctors and therapists.

10.5.3 Reasons for and Against Visiting Virtual Doctors (RQ4.3)

Participants expressed a desire for customization and tailoring of MVAs. They val-
ued the ability to personalize agent characteristics, including appearance, age, gender,
and communication style. Tailoring the agent’s behavior to cultural background, con-
versational needs, treatment duration, or representing peer professionals with similar
experiences was also seen as positive. Especially the control over input and output
modalities is an interesting use case in our opinion, as it allows patients to utilize the
VA according to their specific needs. It empowers them to engage with the agent in
various settings, such as their home environment, where they can employ a natural
verbal communication style, or in public spaces, where they can opt for a written chat
or multiple-choice responses. This flexibility not only ensures privacy but also enables
users to confidentially receive medical advice tailored to their preferences.

10.5.4 Conditions to Create Social Acceptance of MVAs (RQ4.4)

Due to the early stage of (comparative) research in many of the papers, or the different
research focus, we were unable to answer this research question as intended. Instead, we
report the preferences of users regarding the representation of medical VAs and found
that they show mixed results in almost all of our measured scales. While Weidner
et al. [360] concluded that realistic visuals are generally more suitable, studies in the
medical domain show that some user groups, e.g., children or some older adults, pre-
fer cartoonized representations. Similarly, embodiment did not always lead to the best
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results in terms of competence or openness. Our analysis indicates that a realistic rep-
resentation might not always be the most suitable and that preferences are dependent
on the use case and user group. In this scope, it is also interesting to look at VR/AR
agents again. In order to increase their realism, special care has to be taken, due to
the three-dimensional nature of VR/AR content. Users in these setups are often able
to change their perspective and move in space – therefore the agent has to respond
realistically to these changes and it is possible that the agent moves out of the field
of view of the user. This differs from 2D displays, where the perspective of the user
is mostly static, which might be easier to implement. We also hypothesize that, inde-
pendent from technology, some comfort functions could be implemented to improve the
user’s experience, e.g., customization of the agent, the option to slow down or repeat
conversations, or the option to switch between communication modalities. Nevertheless,
due to the lack of comparison studies, it might also be interesting to look at VAs that
were not tested in the medical domain to receive a broader picture of agent preferences
of the general population.

10.5.5 Limitations of the Literature Review

This literature review is associated with some limitations. For instance, we only searched
three databases: ACM, IEEE and PubMed, since these are the three largest ones for our
research field. Nevertheless, other databases might yield new results. In our literature
search, we came across a variety of terms describing the same concept, for example,
virtual agent / human / coach / therapist / clinician / medical specialist, but also
interactive coach, digital health agent, or computer-animated doctor. While our search
terms were sufficient to capture all of these expressions, there may be other ways to
reference the targeted topic that consequently prevented inclusion of the respective
papers. Similarly, we only covered publications in English. Including different languages
might be a way to better reflect cultural differences in agent preferences. In our initial
search results, we also found some agents who were only text- or voice-based. While
we specifically looked at embodied agents in our review, chatbots or voice-agents might
take on different roles than embodied ones, with potentially more powerful AI, different
technologies or advanced application areas. It would be interesting to see whether
embodied agents will also advance in their responsibility in the future. During the
eligibility check, we came across papers that had to be excluded due to the formulated
criteria, but nevertheless showed some overlap with the investigated research topic and
therefore might be worth considering in future work. In particular, consultation with
a real doctor via digital platforms shares similarities with interacting with an MVA
in terms of a subset of factors, both positive ones (e.g., increased availability) and
concerning ones (e.g., cautionary handling of data access) [214]. Therefore, findings
from the field of telemedicine might be applicable to MVAs as well.

Although we made an effort to reduce subjective bias to a minimum by involving at
least two researchers per paper in the screening and data extraction stages, and by
performing subsequent steps such as thematic analysis in a group discussion, there is
still a potential influence of the researchers and their individual backgrounds on the
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results. In particular, all participating researchers work in the field of human-computer
interaction (with three of them having prior experience in the health domain) and
therefore may have a different perspective on the topic than, for example, a medical
expert.

10.6 Conclusion

In our systematic literature review, we analyzed 59 research papers on embodied virtual
agents in healthcare, with a focus on the user preferences in terms of agent repre-
sentation, behavior as well as underlying implementation structures. We found that
researched agents predominantly took a humanoid form and were most commonly em-
ployed for some kind of patient treatment, including basic therapeutic counseling, full
conversational therapies, but also physiotherapeutic treatments. Other investigated
tasks include education, motivation, and screening. In most papers, VAs were depicted
in a professional role and presented on a non-mobile screen. On the other hand, agents
acting as personal assistants were most often used with mobile devices. This may un-
derscore the novel role that MVAs could embody, extending beyond the scope of real
doctors. Many positive attributes of agents were identified, such as being available,
accessible, and non-judgmental, but also some negative aspects, such as their technical
limitations and inability to act adequately in certain scenarios, e.g., crisis. To address
preferences of different user groups, the importance of customization was pointed out.
Finally, we identified the following research gaps and design considerations, which are
especially important for the VR/AR community:

• investigating and testing the diversity of display technologies: their availability,
accessibility and usage context,

• considering the diversity of user groups: including consideration of suitability of
VR/AR for specific health conditions,

• exploring the roles of agents: assistive or decisive,

• ensuring (behavioral) realism of MVAs: especially in 3D space.

Our systematic literature review can serve as a basis for researchers in this field to
facilitate design decisions for medical virtual agents in future projects.
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Chapter 11

Comparing Agent Visibility in
Cognitive-Physical VR Training

Figure 11.1: The agent representations in front of a half-solved anagram, from left to
right: Voice (invisible), Mouth-Only, Head, Upper Body, Full Body.

Our systematic literature review (See Chapter 10) showed that opinions on IVAs differ
depending on the users, the use case, and the context. Therefore, it is important to
evaluate the representation of agents depending on a chosen task and application. As
a first attempt, we integrated an IVA that differed in terms of visibility into a VR
exergame where anagrams had to be solved. Further, again due to the unavailability
of the actual target group, we evaluated the application with younger users, aiming to
identify structural differences in the agent representation which might be transferable
to older adults as well (See Chapter 7). The goal of this user study was to identify
whether the visibility of an agent has a significant effect on the task performance in
immersive cognitive-physical training, and which representation is preferred by users.
This chapter is based on the following publications, where the first one is the full paper
and the second one is a reduced poster version:

Kruse, L., Mostajeran, F., and Steinicke, F. (2023). The Influence of Virtual Agent
Visibility in Virtual Reality Cognitive Training. In Proceedings of the ACM Sym-
posium on Spatial User Interaction (pp. 1-9). DOI: https://doi.org/10.1145/

3607822.3614526

Kruse, L., Mostajeran, F., and Steinicke, F. (2023). High Levels of Visibility of
Virtual Agents Increase the Social Presence of Users. In IEEE Conference on Virtual
Reality and 3D User Interfaces Abstracts and Workshops (VRW) (pp. 843-844). DOI:
https://doi.org/10.1109/VRW58643.2023.00264 (Poster)
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11.1 Introduction

VAs have been integrated into various applications to play a variety of roles such as vir-
tual coaches [227], assistants [155], and health professionals [347]. They come in different
shapes and representations, ranging from text [384] and voice-interfaces only [259] to
fully-animated realistic 3D reconstructions of real humans [347]. A recent systematic re-
view has also identified various configurations of showing different body parts of avatars
and agents in research, e.g., hands-only or hands and torso [360]. Previous research
has shown that exposure to and/or interaction with VAs could result in realistic, i.e.,
similar-to-reality, social responses in humans. For instance, VAs can be used to elicit
emotions such as social anxiety [223], embarrassment, irritation, and self-awareness [312]
that humans usually demonstrate in response to other real humans.

Several studies have also shown that similar to performing tasks in the presence of
real humans, the mere presence of a virtual agent could influence individuals’ perfor-
mance. This can be observed in the form of an improvement in task performance, which
is known as social facilitation or a deterioration of the performance known as social
inhibition [383]. For example, Miller et al. [218] observed an increased performance
(i.e., social facilitation effect) for easy tasks and a decreased performance (i.e., social
inhibition effect) for hard tasks in the presence of a virtual agent in an AR setting.

On the other hand, it has been suggested that the visual representation of virtual
agents may have an effect on users’ psychological responses to them. For instance,
Nowak and Biocca [237] observed that users show different social responses to different
representations of an IVA with varied levels of anthropomorphism (i.e., the extent to
which a virtual agent looks like a real human). Another study showed that the users’
confidence in an agent’s abilities increases when it has a humanoid representation and
demonstrates social behaviors [155]. Also, the visual representation of an agent may play
a role in users’ attitude towards them. For example, in a remote collaboration scenario,
Yoon et al. reported that a realistic full body representation of a virtual avatar was
preferred by users over an upper body or cartoon style representation [380].

In a recent literature review by Weidner et al. [360], the authors collected (among other)
information on the preference of users on body part visibility of avatars and agents.
Avatars here are visualizations controlled by real humans, where agents are completely
guided by computer programs. For avatars, it is an established visualization to only
see incomplete humans, e.g., the user’s head and/or hands, or head and torso, which
are also widely accepted. However, the preference for agent visibility, which was only
covered in 17 papers identified by Weidner et al., may differ. Thus, our study aimed
to explore this aspect; in particular the level of body visibility on users’ social presence
or task performance. Therefore, we designed and conducted an experiment to study
participants’ perception of social presence towards a virtual agent with varied levels of
visibility. In addition, we studied participants’ task performance in the presence of each
representation.

For this, we implemented a virtual female agent in five different levels of visibility
ranging from the lowest level (i) voice-only, (ii) mouth-only, (iii) head, (iv) upper body,
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to the highest level (v) full body. In a within-subject user study, participants solved
anagrams in three levels of difficulty (i.e., easy, medium and hard) in the presence
of each representation of the virtual agent in a VR setting. This paper serves as an
extension of our previous work [173], additionally presenting eye tracking and more
detailed performance results. Our research question was to find out which agent visibility
representation is the most suitable for immersive training applications RQ5.

11.2 Related Work

Oh et al.[240] reported in their systematic literature review that one of the features
determining social presence (i.e., the feeling of being present in the virtual world with
a real human) is the visual representation, including the degree of visual realism, of
the communication partner. According to Oh et al., visual realism comprises of pho-
tographic, anthropomorphic and behavioral realism. In their definition, photographic
realism describes how realistic an IVA appears, anthropomorphic realism determines
to which extent an IVA looks like a real human, and behavioral realism describes the
degree of similarity of an agent’s behavior to an actual human behavior.

There are a few studies which have varied visual realism to study its effects on humans.
For example, to visualize the avatar of a remote collaborator, Yoon et al. [380] compared
two different levels of photographic realism (i.e., (i) cartoon and (ii) photo-realistic) in
three different levels of anthropomorphic representation (i.e., (i) full body, (ii) upper
body and (iii) head plus hands). They observed that a realistic full body representation
was preferred over an upper body or cartoon style representations. In their study,
participants rated the full body representation with the highest social presence scores,
while stating that the other representations could be also suitable for other scenarios.
In the context of training at home, realistic representation of VAs have been reported
to be preferred by older adults over cartoon representations [226, 227].

Some studies have made comparisons between embodied and voice-based VAs. For in-
stance, Kim et al. [155] showed that when a VA has a human body representation and
shows social behaviors, users feel more confident in the agent’s ability to perform tasks
compared to a voice-only agent. On the other side, they found sharing personal infor-
mation with an embodied VA to be harder than sharing them with a voice-only agent.
In addition, participants of some other studies reported a higher sense of social presence
and engagement with embodied VAs compared to voice-only representations [157, 222,
293].

There is only little previous research about the effects of different representations on
task performance. Beun et al. [22] demonstrated that the presence of a realistic virtual
woman’s head leads to significantly higher scores in a memory test compared to a text-
only representation. However, they could not observe any significant differences between
this realistic head representation of a woman and a cartoon gorilla representation. An-
other study [224] compared five different levels of visibility of a VA in terms of their
effects on solving anagrams in an AR setting. In their preliminary study, they found
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that a more visible representation leads to higher social presence and higher percentage
of correctly solved anagrams.

Several other studies have also reported performance increase and decrease in the pres-
ence of VAs. For instance, Walker et al. [357] observed that participants provided an-
swers to experiment’s questions slower but with fewer mistakes when they were asked by
a virtual face on a monitor compared to when they were given through text. In another
study by Rickenberg and Reeves [269], participants performed a task on a website either
alone or in the presence of an animated character on the website. The results showed
a social inhibition effect when the character was perceived to be capable of monitoring
the participants’ actions.

Furthermore, Park and Catrambone [247] also observed these social effects in relation
to not only the presence of a VA, but also the difficulty level of the task. In their
experiment, participants performed three tasks in two levels of difficulty (easy and
difficult) and three social settings, i.e., (i) alone or in the presence of (ii) a real human
or (iii) a VA on a computer screen. The results demonstrated social facilitation for easy
tasks and social inhibition for difficult tasks in the presence of the real human as well
as the VA. In another study [191], social facilitation was observed in terms of speed
when performing an easy task, meaning that the easy tasks were performed faster in
the presence of a VA (here, the face of a digital human) compared to performing the
task alone. In addition, in a study by Zanbaka et al. [386], participants solved math
problems in two levels of difficulty (easy and hard) either (i) alone, (ii) in the presence
of a real human, (iii) a projected VA or (iv) a VA in VR. The social inhibition effect was
observed when participants performed hard tasks and were in the presence of real or
virtual humans. However, no social facilitation effect could be observed, probably due
to a ceiling effect. In another study by Miller et al. [218] in an AR setting, participants
solved cognitive tasks either (i) alone or in the presence of (ii) an embodied VA. As a
result, a social facilitation effect could be observed for easy tasks and a social inhibition
effect was reported for hard tasks in the presence of the VA.

Therefore, previous studies have shown that it is possible to evoke social facilitation and
inhibition effects in the presence of VAs. However, different visual representations, in
particular the level of visibility of the agents, have not been considered as an influencing
factor. In this work, we aim to assess the social presence felt by the individuals towards
different levels of visibility of a VA in a VR setup, since research indicates that VR can
elicit higher feelings of social presence compared to a desktop setup [106]. In addition,
we compare participants’ task performance in the presence of each representation to
study their possible social facilitation or inhibition effects.

11.3 Methods

A total of 30 participants between 19 and 34 years of age (26.33± 3.96 years) took part
in the study (16 women, 13 men, one preferred not to say). They were recruited through
our university study recruitment system and received course credit. Twelve participants
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were frequent VR users, 15 had used VR a few times before, and three had never used
it before.

In accordance with prior work, we established the following hypotheses.

• H1: Higher levels of visibility lead to higher perceived social presence of the virtual
agent.

• H2: The participants look for a longer time at the more visible representations of
the virtual agent.

• H3: The time each participant spends looking at each representation of the virtual
agent is positively correlated with their perceived social presence.

• H4: Higher levels of agent visibility lead to an increase in users’ performance in
easy tasks including (H4.a) higher correct answers and (H4.b) shorter response time
(i.e., social facilitation effects).

• H5: Higher levels of agent visibility lead to a decrease in users’ performance in
difficult tasks indicated through (H5.a) lower correct answers and (H4.b) longer
response time (i.e., social inhibition effect).

11.3.1 Application

The virtual environment was implemented in Unity3d version 2020.3.34 with the Pico
UnityXR SDK v2.0.4 and TobiiXR SDK 3.0.1.179. We used Character Creator to design
the IVA and the iClone plug-in to add a speaking and idle animation to it. For the study,
a Pico 3 Pro Eye HMD was used, which has a resolution of 4K with 3664× 1920 pixels
and a field of view of 98◦ horizontally and 90◦ vertically.

There were five different agent representations: (i) voice-only, (ii) mouth-only, (iii)
head, (iv) upper body, and (v) full body (see Figure 11.1). Each of the embodied
representations had the same animations and used the same voice, and they followed
the user with their gaze, similar to Ferstl et al.’s work [91]. Body parts were hidden
by simply changing part of the materials to invisible ones. For the mouth and head,
idle motions of the body were reduced so they would remain in a stable position. We
included a representation of the mouth to provide a source for the speaking sound,
although we acknowledge that this choice does not align with realistic or commonly used
representations. Nonetheless, for the sake of completeness, we decided to incorporate
this condition in our study. Our agent was designed as a virtual woman in order to
resemble common voice-agents, such as Siri and Alexa. In the VE, the IVA was located
to the right side of the user (see Figure 11.2). No body representation of the user was
provided. The only representation they saw of themselves were the models of their
controllers.
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Figure 11.2: A collage of a participant in VR solving an anagram (left) while the full
body agent (right) watches them.

During the experiment and in the presence of each virtual agent’s representation, the
user’s task was to solve 12 anagrams. They had 40 seconds to solve each word. An
information sign showed a timer in front of the user. The letters of the anagrams were
displayed on round objects in front of the user. They had to be grabbed with a controller
and moved to their correct place on a word board (see Figure 11.2). When the user
dropped the letters on the board, they were registered at that position, but they could
still be moved on the board or exchanged for other letters. Once the user was satisfied
with their word, they could press the continue button. Alternatively, if the 40 second
timer was up, the word automatically switched to the next one.

11.3.2 Measurements

During our study we employed several measurements, including some related to the
performance of the user at solving anagrams as well as subjective measurements through
questionnaires.
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Social Presence

After each condition, we measured social presence with the Social Presence Survey (SPS)
by Bailenson et al. [16], and the Social presence - Actor within medium (parasocial
interaction) subscale of the Temple Presence Inventory (TPI) [195]. SPS is used to
measure how much participants perceive a VA to be an actual, conscious and aware
human. The Social Presence as a Social Actor within a Medium sub-scale of the TPI
tests for parasocial interaction where users respond to social cues presented through a
medium.

Eye Behavior

Using the Tobii Eye Tracking provided by the VR HMD, we recorded the fixation
duration (FD) of the areas of interest (AoI) in the study. The AoIs included the agent’s
face/mouth and body, and the FD is the amount of time that the AoIs were looked
at. We included eye tracking as prior research suggests positive correlations between
FDs on agents and their willingness to continue working with them [391] and because
different appearance fidelity of agents can influence the user’s visual attention [351].

Cognitive Performance

In order to study the social facilitation and inhibition effects on cognitive performance,
we employed anagrams in the local language in three different difficulty levels: (i) easy,
(ii) medium and (iii) hard. We evaluated the easy anagrams in a web-based pre-study
with 14 participants, where we presented them with 40 4-letter-words taken from a
crossword puzzle website. The participants had 20 seconds to solve each anagram, by
writing down the correct word in LimeSurvey. After the pre-study, two words had to be
removed because they had more than one possible solution. Furthermore, one word was
removed because less than 50 percent of participants solved it correctly. For this study,
the words that 100% of the participants solved were also not used. This left us with
20 words for this study. For medium difficulty, we used ten of the easy anagrams from
Hoffmann et al. with a frequency class of 10 and 11 [129] and ten of the easy anagrams
from Voss et al. with a probability of correct answer between 50 and 90 percent [353].
We chose these as a medium difficulty instead of an easy one, because in our pretesting,
our participants needed too long to solve these. As hard words, we also used the word
pool of Voss et al. by picking out 20 of their hard words [353]. All words used in the
anagram solving task can be found in Appendix C. During the study, the letters had to
be physically dragged to their correct place within the word. This served as the physical
training part of our study. For our data collection, we recorded the number of correct
words, and the time needed to complete each word.
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User Preferences

At the end of the study, we also asked some qualitative questions about participants’
favorite and least favorite agent representation, and what they would choose if they had
to do cognitive-physical training again in the presence of an IVA.

11.3.3 Study Procedure

After arriving at the lab, participants filled out and signed the informed consent form.
Thereafter, they filled out the demographic questionnaire and put on the Pico HMD.
The Pico eye tracking was calibrated for each participant by running the Tobii User
Calibration sequence. After that, we instructed them to start the application when
they were ready.

At first, participants were familiarized with the cognitive task (i.e., anagrams) by going
through a tutorial. In this tutorial, participants had to solve two simple four-letter
anagrams by dragging the letters to their correct position. In order to prevent additional
social effects, the experimenter left the experimental room prior to each VR exposure.

Afterwards, the first condition started. The order of the conditions was counterbalanced
with a Latin square. In each condition, the IVA (in its corresponding representation)
explained the task by saying: “Welcome to this round. Your task will [again] be to
solve the following anagrams”. Then, the agent moved on to an idle animation and
observed the participant. Participants had to solve four easy four-letter-words, then
four medium six-letter-words, and finally four hard six-letter-words. For each word, they
had 40 seconds. Once they pressed the continue button or when their time was up, the
application switched to the next word. After all words were presented, the application
prompted them to take off the HMD and answer the questionnaires regarding social
presence and enjoyment on the computer. They were also allowed to take a short break.
Then, they started the next condition. After finishing all conditions, they answered
additional questions about their favorite and least favorite IVA representation and could
leave additional comments. In total, the study took around one hour, with 20-25 minutes
in VR (4-5 minutes per condition).

11.4 Results

This section presents the results for social presence (see Table 11.1), the eye tracking
data evaluation (see Table 11.2), the performance measurements (see Table 11.3), and
the user preferences (see Table 11.4) and explains the statistical evaluations that we
conducted.

First, Shapiro-Wilk tests were conducted to test for normal distribution for all data.
Despite the partially non-normal distribution of the data, we decided to report the
analysis based on parametric tests in order to not switch between statistical tests. For
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this reason, repeated measures ANOVAs were selected as the statistical analysis method.
Moreover, previous studies have shown that ANOVA is robust against violations of
the normal distribution [27, 115, 291]. The significance level was set at 0.05. As an
effect strength, the generalized eta squared (η2g) was reported. Thereby, a value of 0.01
represents a small effect, 0.06 a medium effect, and 0.14 a large effect [48, 181]. The
p-values of the pairwise comparisons were corrected using the Bonferroni method.

11.4.1 Social Presence

As mentioned above, we employed two questionnaires to measure different aspects of
perceived social presence. The participants’ responses to these two questionnaires are
depicted in Table 11.1 as well as in Figure 11.3 and Figure 11.4, with significant differ-
ences marked in the graphics.

Condition SPS PSI
Voice-only −1.68± 0.17 1.9± 0.14
Mouth-only −0.92± 0.14 2.03± 0.15
Head −0.18± 0.17 2.73± 0.18
Upper Body 0.03± 0.12 3.28± 0.19
Full Body 0.19± 0.2 3.22± 0.22

Table 11.1: Mean and SE results from the Social Presence Survey and the Parasocial
Interaction subscale (PSI) of TPI.

As it can be seen, the feeling of social presence increases with an increase in the level of
agent visibility. The only exception in this pattern can be observed between the upper
body and full body representations in terms of their perceived Parasocial Interaction.
Here, the upper body received the highest mean value.

Figure 11.3: Social Presence Scale results for each condition. Bars show the mean and
error bars the standard error. Significant differences are marked: *** p <= 0.001, **

p <= 0.01
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We performed a repeated measures ANOVA on both social presence measures which
indicated a significant main effect of the virtual agent’s representations on SPS
(F (4, 116) = 35.9917, p < 0.001, η2g = 0.3935). Pairwise comparisons with Bonferroni
corrections reveal that voice-only and mouth-only conditions had significantly lower SPS
values than all other conditions (voice-head: p < 0.001; voice-upper body: p < 0.001;
voice-full body: p < 0.001; voice-mouth: p = 0.0055; mouth-head: p = 0.0013; mouth-
upper body: p < 0.001; mouth-full body: p < 0.001); with voice-only receiving the
lowest rating overall. No significant differences could be observed between head and
upper body (p = 1), head and full body (p = 0.2176), and the upper body and full body
(p = 1) conditions.

Figure 11.4: Social Presence results for each condition for parasocial interaction. Bars
show the mean and error bars the standard error. Significant differences are marked:

*** p <= 0.001, ** p <= 0.01

In addition, we observed a significant main effect of the virtual agent’s representations
on Parasocial Interaction (F (4, 116) = 31.6124, p < 0.001, η2g = 0.2662). Here, the
difference between voice-only and mouth-only was not significant (p = 1), but all other
conditions received significantly higher scores compared to the voice-only and mouth-
only condition (voice-head: p = 0.001; voice-upper body: p < 0.001; voice-full body:
p < 0.001; mouth-head: p = 0.001; mouth-upper body: p < 0.001; mouth-full body:
p < 0.001). Furthermore, the upper body condition received significantly higher values
in Parasocial Interaction than the head (p = 0.001) condition. The difference between
head and full body (p = 0.0511) as well as upper body and full body (P = 1) were not
significant. Thus, the results of social presence measures (i.e., Social Presence Survey
and Parasocial Interaction) support H1.

11.4.2 Eye Behavior

It can be seen in Table 11.2 that the representations with a higher visibility were looked
at for a longer period of time, especially during the explanation (around 46% of the
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time over all conditions). During the solving of the anagrams on the other side, the
participants spent below 2% of their time looking at the agent, and focused mainly on
the task instead. This effect is even stronger for difficult words, where participants spent
an average of below 0.5% of their time looking at the agent, whereas they focused the
agent for around 1% of their time in the easy conditions.

The results of a repeated measures ANOVA revealed a significant main effect of the agent
representation on both, the time that the agent was looked at during the introduction
of the task when the agent was talking (F (3, 87) = 0.8262, p = 0.001, η2g = 0.0893)
and while participants were solving the words and the agent was silent (F (3, 87) =
9.4024, p < 0.001, η2g = 0.0866). Pairwise comparisons showed that during the introduc-
tion of the task, the full body representation was looked at for significantly longer time
than the head (p = .008) and the mouth-only (p = 0.01) representations, but not longer
than the upper body representation (p = 1). The upper body representation was looked
at for significantly longer than the mouth-only representation (p = 0.041). No signifi-
cant differences could be observed between the other conditions (head - mouth: p = 1,
upper body - head: p = 0.385). During the solving of the words, the only significant
difference could be observed between full body and head (p = 0.034) representations.
Therefore, H2 can be supported.

Finally, we observed a significant positive correlation between the time spent looking at
the virtual agent and their rated social presence (Parasocial Interaction: R = 0.44, p <
0.001, SPS: R = 0.51, p < 0.001), supporting our hypothesis H3.

Agent Σ FD (Total) Σ FD (Explanation) Σ FD (Solving)
Mouth-Only 2.06± 3.77 sec 7.08± 4.71 sec 0.38± 0.68 sec
Head 2.33± 4.17 sec 7.98± 5.04 sec 0.44± 0.76 sec
Upper Body 3.27± 4.25 sec 9.78± 2.93 sec 1.11± 1.54 sec
Full Body 3.36± 4.46 sec 10.19± 3.52 sec 1.08± 1.27 sec

Table 11.2: The amount of time the different agent representations were looked at and
the users’ preferences. During the study, there were two phases: The explanation

phase where the agent verbally explained the task (Explanation), and the test phase,
where the participants solved the anagrams and the agent watched them (Solving).

11.4.3 Cognitive Performance

During the study, the number of correct words, and the time needed for solving the
words was recorded. Table 11.3 shows the mean and standard errors for the number
of solved words and the time needed to do so. The table is divided by word difficulty,
since we wanted to test for differences among these. For correct words, the easy word
comparison of one participant was removed because there was a tracking error in one
of their conditions, preventing them from touching the letters; therefore the first three
words were not solved, which would have resulted in a bias.
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On the remaining data, a 3 (task difficulty: easy, medium, hard) x 5 (virtual agent’s
representations: voice-only, mouth-only, head, upper body, and full body) repeated
measures ANOVA was performed. No significant main effect of the agent’s visibility
could be observed on the number of correct words F (4, 116) = 0.6652, p = 0.617, η2g =
0.0046) or the time needed to solve all words (F (4, 116) = 0.98, p = 0.421, η2g = 0.0062).
Thus, H4 and H5 cannot be confirmed. However, a significant main effect of the task
difficulty could be found (F (2, 58) = 211.9678, p < 0.001, η2g = 0.5352), with easy
words being solved significantly more often and faster than medium or hard words
(p < 0.001), and medium words being solved significantly more often and faster than
hard ones (p < 0.001). This confirms our design decision for the anagram tasks in three
different levels of difficulty. We also tested for gender effects in the number of correctly
solved words, but contrary to what was proposed by Bond and Titus [29], no significant
differences were found in our work (F (2, 27) = 1.3487, p = 0.277, η2g = 0.0908).

Condition Difficulty Solved Words Time for Words
Voice-only easy 3.62± 0.12 10.49± 0.49 sec
Mouth-only easy 3.52± 0.14 10.89± 0.57 sec
Head easy 3.72± 0.1 10.81± 0.54 sec
Upper Body easy 3.79± 0.09 11.71± 0.55 sec
Full Body easy 3.76± 0.09 11.8± 0.61 sec
Voice-only medium 3.07± 0.19 13.88± 0.65 sec
Mouth-Only medium 2.87± 0.18 13.51± 0.62 sec
Head medium 2.87± 0.21 15.09± 0.69 sec
Upper Body medium 3.03± 0.18 16.2± 0.79 sec
Full Body medium 3.07± 0.16 15.12± 0.76 sec
Voice-only hard 0.93± 0.17 27.33± 1.77 sec
Mouth-Only hard 0.87± 0.17 22.24± 1.47 sec
Head hard 1.17± 0.18 26.1± 1.2 sec
Upper Body hard 0.7± 0.15 25.63± 2.23 sec
Full Body hard 0.83± 0.17 20.91± 1.62 sec

Table 11.3: The number of words solved per condition (four words were the maximum)
as well as the time needed to solve the words in seconds (time for words that were not

solved correctly was not included). Mean and SE.

11.4.4 User Preferences

At the end of the session, we asked the participants about their favorite representation,
their least favored one and which one they could imagine doing long-term cognitive-
physical training with. The results can be seen in Table 11.4.

Regarding the favorite agent representation, it was quite balanced between voice-only,
upper body and full body. Many people liked the voice-only condition, for example
since it provided the least distraction from the real task (P9, P11, P17, P25, P28, P30),
whereas the two embodied conditions provided a feeling of a real person being there
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Agent favorite Least favorite Training favorite
Voice-only 10 (+1) 4 8 (+8)
Mouth-Only 1 (+1) 15 (+2) 0 (+3)
Head 2 3 (+1) 1 (+3)
Upper Body 7(+1) 2 (+2) 4 (+4)
Full Body 8 (+1) 4 4 (+8)
Mixed 2 2 13

Table 11.4: This table contains the users’ preferences regarding the favorite and least
favorite representation, as well as the agent they would choose if they would do

cognitive-physical training on a regular basis. Mixed results, where participants chose
two or more options, are written in brackets and in the last row.

(P5, P10, P19, P20) and they were the most natural (P15, P18, P23) and human-like (P24,
P27). Some people criticized that the full body agent’s legs sometimes collided with the
ground or that the proportions did not appear correct (P6, P21, P24).

The least favorite agent was the mouth-only representation, because it was “creepy” (P3,
P9, P24, P27), unnatural (P8, P20, P25, P28) and uncanny (P10). The head representation
was also described as irritating and distracting (P4, P18), and weird (P1, P14). Some
participants also commented that the upper body and full body representations were
distracting them from their task (P11, P13).

Regarding the question about their preference for future cognitive-physical training,
most of the participants had mixed opinions. Many stated that it depended on the
kind of task and duration (P4, P5, P8, P9, P12, P15, P19, P28). For sessions with a
longer duration, some participants stated the benefit of embodied agent to not “feel
alone” (P4), and that some company would be nice (P9). In the comments, the voice-
only representation was pointed out most positively. More than half of the participants
valued the voice-only condition because it was the least distracting (P9, P13, P17, P25,
P30) and one participant stated that they could visually focus on the task with this
agent representation (P8).

11.5 Discussion

In this section, we report on the implications of our research, especially in relation to
our hypotheses. Furthermore, we reflect on limitations of our study design as well as
future research directions.

11.5.1 Social Presence

Our results revealed that the perceived social presence increased with higher level of
visibility of the IVA, which is in line with prior research on avatars [360, 380] and con-
firms our hypothesis H1. An especially large difference could be observed between the
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two conditions without eyes, namely voice-only and mouth-only representations. They
showed significantly lower social presence than the other conditions, indicating that the
interaction with them did not feel as human-like as with the other agent representa-
tions. In addition, only the upper body and full body representations were in a positive
range of the social presence survey, implying that only the visually rich representations
seemed conscious and human-like to the participants. This is similar to a user study
with Furhats, where the representation of the robotic heads led to low humanlikeness
scores [5]. However, both social presence measures did not present very high ratings
for any of the agent representations. This might be because of the limited interaction
the users had with the agent representations. During each condition, the agent only
explained the task at the start and did not speak to the user again afterwards; instead
it only observed them while they solved the anagram task. A systematic review also
suggested that during games or when users have to focus on the task, the representation
of an agent or avatar loses relevance [360]. We suppose that this might also be the case
here, where users had to focus too much on their task to pay attention to the agent.

11.5.2 Eye Tracking Behavior

During the explanation of the task, participants looked longer at the IVA when it was
represented with a higher level of visibility, which is in line with our hypothesis H2.
We found a significant positive correlation between the amount of time the participants
looked at the IVA and the social presence scores (H3). The difference in viewing times
might be attributed to better capturing of the users’ attention. For once, the size of
the agent, with larger representations providing more visual details, might contribute to
this. In an AR study using a human-sized agent and a miniature version of it, the larger
agent was also looked at for longer amounts of time, but the smaller one was looked at
more often [358]. It has also been shown that faces are almost always in focus [221],
and a more in-depth examination of the eye tracking data would provide additional
information on where exactly the users looked – into the face of the agents or onto their
body, if it was visible. Furthermore, the gestures that were used by the two most visible
representations might have caught the attention of the users [117].

In future work, it could also be tested how cognitive load differs between the representa-
tions through psychophysical measurements like blinks, saccades or pupil dilation [164,
305]. This would provide additional information on task performance and information
processing.

11.5.3 Task Performance

We could not find any significant differences for task performance in the presence of
the five representations of the IVA. Thus, in contrast to our priori hypotheses (H4 and
H5) and previous research [63, 224], we could not observe any social facilitation and
inhibition effects on the anagram solving task.
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This might be due to several reasons. First, several other papers could also not find
differences in task performance depending on the visualization of their agents [203,
358], which might imply that the visualization does not have a large effect on this
measurement. Furthermore, the difficulty of the task we used might not have been
suitable to show these effects. For the anagrams we chose, most of the easy ones could
be solved by all participants, and most of the hard anagrams were too hard to be
solved at all, especially in the 40 seconds time that the participants had per word. This
might have led to floor/ceiling effects [386]. Compared to our pre-study, where we only
tested the easy words, participants needed slightly longer to solve the words (pre-study:
7.59 ± 1.97 seconds, agent study: 11.25 ± 5.83 seconds), which we attributed to the
physical task of moving each letter to its right place. For the hard words, even the users
who solved them needed more than half of the given time. In future work, the amount
of time allowed for participants to either solve the anagrams or to skip the word could
be increased.

11.5.4 Limitations and Future Work

Furthermore, our study design shows several limitations.

First, we only tested one specific visualization of an agent. In future studies, several
additional conditions could be included, such as comparing different genders of the IVA,
comparing a real human to an IVA, a different species of agent, or no agent/human at
all. In our design, we only showed one female agent to the users and did not match
or manipulate the gender. Prior research has shown that in the medical or therapeutic
context, female agents are largely favored over male ones [9, 225], especially by male
participants [326]. The gender of the agent also affected students, who were less likely
to interact with a male virtual human than a female one [89]. This is why we decided
to use a female agent only, but in future studies, the gender should be varied to test for
these gender effects.

Finally, the chosen cognitive-physical task might not be able to reveal any social facili-
tation or inhibition effects. This might be due to the limited interaction with the agent,
who only took on an observatory role. However, a verbal or conversation-based task in
which the IVA takes on a more visible role could cause a difference. One possible choice
for a task might be an island survival task, which relies on collaboration and commu-
nication. This has been tested before in an asymmetric extended reality collaboration
between two users, but even here, the authors found no difference in social presence
between their avatar representations [111]. They assume this might be because the task
mainly relied on audio. Nevertheless, the increased interaction with the conversational
partner might effect social presence. In the case of our study design, if the correct
word would have been verbalized to the IVA, as done by Mostajeran et al. [224], the
IVA would have been more in focus, which might have a positive influence on social
presence. Furthermore, including interactive conversations before the start of the task,
for example using LLMs like ChatGPT [243] or the Wizard of Oz methodology might
further increase realism and strengthen the connection between the agent and the user.
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11.6 Conclusion

In this work, we presented the results of a user study to examine the effects of different
levels of agent visibility, in particular, on perceived social presence and cognitive task
performance in VR. The IVA was represented as voice-only, mouth-only, head, upper
body, and full body of a virtual woman. Thirty participants performed anagram tasks
in three levels of difficulty (easy, medium, and hard) in the presence of each IVA’s
representation. In order to understand the user’s gaze behavior towards different repre-
sentations and its relation to the self-reported social presence measure, their eyes were
tracked during exposure to the representation of the IVAs. After each exposure in VR,
they evaluated the IVA through questionnaires addressing their social presence. They
were also given the chance to select their preferred representations.

The results provide important implications for the design of future IVAs for innovative
technologies and setups, such as AR/VR systems or new working or learning environ-
ments. Our study suggested that when users perform cognitive training, IVA’s level
of visibility may not have a statistically significant effect on their performance. Eye-
tracking data further emphasized that the visual attention of the users during the task
was not on the agent, but on the task itself. This could be a reason for its low influence
on task performance.

While the IVA was not paid attention to during the solving of the task, the participants
spent around half of the time looking at the agent during the introduction of the task.
Here, the higher the level of visibility, the longer participants looked at them. This is
also in line with our findings for social presence, where higher levels of visibility had a
significant positive effect on the perceived social presence.

Preferences on the agent representation were mixed, and comments further implied that
the representation should depend on the use case and training duration, with voice-only
interfaces providing the least distraction from other visual tasks, and upper body or
full body representations inducing the highest feelings of not being alone. This is an
important result for the visual design of IVAs in a majority of use cases, such as training,
exergames or educational scenarios. Furthermore, the integration of more intelligent or
interactive virtual agents could help to create a higher feeling of social presence.
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Chapter 12

Investigating the Use of AI Assistants in
a VR Exergame for Older Adults

Figure 12.1: An older user playing the Canoe Game with the AI agent helping them.

The last two chapters have shown that most IVAs are still in an early state of research,
with only few of them employing a real AI system for controlling conversations. With
this study, we were trying to bridge this gap by integrating an IVA communicating
through GPT-4o into the Canoe Game (See Chapter 7). Our literature review has
shown that the visual design of an IVA depends on the use case (See Chapter 10), and
our study on agent visibility underlined this, with participants’ opinion on their preferred
representation ranging from the voice-only agent to a full-body agent (See Chapter 11).
In the last study, none of the agents resulted in a high feeling of social presence, which
is why we investigated alternatives over the humanoid agents [187]. Here, a parrot was
the preferred option by younger and older adults for the Canoe Game, which is why we
integrated it to visualize the IVA. In this user study, we were interested in identifying
barriers and potentials for AI-guided IVAs in VR exergames for older adults. With this,
we aimed to strengthen the independence of older adults in using these technologies
without depending on caregivers or researchers. The work from this chapter is based on
the following publication:
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Kruse, L., Rings, S., and Steinicke, F. (2025). My Focus was on the Game: Investi-
gating the Use of AI Assistants in a Virtual Reality Exergame for Older Adults. In
Extended Abstracts of the CHI Conference on Human Factors in Computing Systems
(CHI EA). DOI: https://doi.org/10.1145/3706599.3719808

12.1 Introduction

In order for exergames to show the desired effects, it is crucial for them to be designed
well. Especially for first-time VR users, controls of the application, rules, or safety
notices should be explained and communicated in an easily understandable way. In this
regard, reading a lengthy instruction sheet and the insecurities of (new) users with the
technology can be a usage barrier, which we aim to break down by employing IVAs. In
most prior work, conversations with the agents were scripted, and only a small subset
used some sort of AI to enable realistic, natural conversations between the user and the
agent [165]. This leaves room to research the impact of natural, verbal conversations
between IVAs and older adults.

AI has made huge advancements in the last years [260, 343], with LLMs like the gener-
ative pre-trained transformer 4 (GPT-4) [2] transforming its view of the public. With
LLMs, natural conversations with IVAs are made possible. These agents can potentially
take on a variety of tasks and roles, from assistants [143] to idea generators or conver-
sation partners [271]. In our case, they take on the role of a tutorial agent that explains
the game rules to the players and comments on their performance.

When talking about AI and IVAs, most of the time, younger adults are asked about
their opinion, excluding the view of older adults in using the technology. Nevertheless,
this user group has their own opinions on this topic, with their own barriers, but also
their own potentials for using it to extend their daily life and it is important to ensure a
more inclusive and comprehensive understanding of how these technologies can be used
across all age groups.

With this work, we aimed to get a first glimpse into using IVAs in VR exergames played
by older adults. Our aim was to see how an IVA that is communicating verbally using
GPT-4o and text-to-speech (TTS) is perceived by the older adults in terms of user
experience and humanlikeness, if it raises their motivation to train and which barriers
the users are facing. Furthermore, we were interested to analyze the conversations the
older adults had with the IVA, identifying potentials, but also errors of the IVA that lead
to misunderstandings. With this knowledge we aim to provide guidelines on designing
IVAs using LLMs in exergames for older adults.

Our research question for this study was:

• RQ6: How do older adults perceive and use an intelligent virtual agent in a VR
exergame?
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12.2 Methods

This section details the application adjustments we made for this version, as well as the
measurements and the study procedure.

12.2.1 Application

As an application, we used the Canoe Game, which has been evaluated with older adults
for a variety of different research questions [149, 169, 187]. In this VR exergame, users
sit in a virtual canoe that runs down a river and have to touch soap bubbles with their
hands, according to different rules. We adjusted the original version to feature only three
levels: A level where all bubbles should be collected, one where red bubbles need to be
collected with the right hand, and yellow bubbles with the left hand, and finally a level
where bubbles that have a number above them and bubbles with a letter above them
have to be collected alternately. The game starts in augmented reality (AR) passthrough
mode allowing users to seamlessly transition into the virtual environment. This helps
them adjust their vision and become familiar with the VR controllers, ensuring a smooth
and easy on-boarding experience. When users feel comfortable, a button press starts
a transition to the VR experience, allowing them to take control over the game flow,
which we found to be perceived positively in our prior work [170]. They then have to
calibrate their sitting position by pressing and holding both trigger buttons for three
seconds, followed by a calibration of their range of motion, which is done by pushing
four balloons as far away as possible. After this is done, they can press a button on
their right side to start the canoe, and subsequently collect the soap bubbles. At the end
of the game, a highscore panel shows them how many correct bubbles they collected,
rewarding them with positive feedback and featuring competitive interactions between
players [25].

To integrate the IVA, we added an animated 3D parrot (See Figure 12.4), as suggested in
our prior work, to fit to the tropical island scenario [187]. In that user study, a full-body
humanoid agent was compared to a text-interface and to an animated parrot. Results
with younger and older adults showed that the parrot was the preferred representation
for this exergame, which is why it was integrated in this iteration. The parrot uses
the OpenAI model GPT-4o with the OpenAI Text-to-Speech voice “Fable” for speech
generation in German. Users are able to communicate with the agent naturally through
their own voice. The spoken words are then transcribed using the Google Speech-to-Text
API and sent to GPT-4o as a user prompt. Voice input is only recognized while the IVA
is not talking itself. We implemented this to avoid interference caused by concurrent
voice input. A sign in the virtual world indicates to the participants when they are
allowed to talk (a mouth, with a green border), or when they can only listen to the
parrot (an ear, with a red border). This was explained and shown to them beforehand
(See Figure 12.2).

The interaction with the AI agent takes place in the form of a single coherent chat, which
is started off with a system prompt that details the expected interaction and medium of
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Figure 12.2: A user is shown the icons indicating to the participants that they can
currently talk (left), and that they can currently only listen (right).

communication, ensuring the agent’s answers can easily be transformed to audio using
TTS. The prompt also contains contextual information about the game in the form of
the scene, task, expected events and instructions the agent should communicate to the
participant as a step-by-step guide. It is the agents task to guide the users through
the game and explain the steps detailed above. In addition, the agent can answer the
user’s questions about the game, its controls, e.g., which buttons to press, or its benefits.
The agent also gives the players a compliment if they perform well in the game, or a
reminder of the game rule if they are still making mistakes. A flow diagram of the game,
as well as the explanations of the agent are shown in Figure 12.3. After certain changes
of the game state, or actions performed by the participant, these are added to the end
of the chat history in the shape of a written description, including the contents of the
next expected response. For example, if the calibration is successfully finished, this is
communicated to the agent by sending a prompt stating that the user is done, and the
next step can begin. The agent cannot directly access the state of the game, e.g., verify
whether what the user communicated is true – at this point, it is only text-based. A
translation of the exact prompts given to the agent in each situation can be found in
Appendix D.

12.2.2 Measurements

To assess how well the game and the IVA are received, we used several measurements.
First, we were interested in the user experience, which we assessed with the User Expe-
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Passthrough Mode

Introduction IVA introduces itself and asks if there are any questions

IVA explains the sitting calibrationPosition Calibration

IVA explains ROM calibration through touching four balloonsROM Calibration

IVA explains the corresponding level ruleStart of Level

IVA either gives a compliment or explains the level rule again, depending on performanceGameplay

End of Level IVA asks if the user wants to play another level

End of Game IVA congratulates player and asks to take the HMD off or continue the conversation

Figure 12.3: Gameflow (red nodes) as well as input of the IVA provided in different
situations (blue nodes).

131



rience Questionnaire (UEQ) [184].

Next, we were interested in how motivated the participants were to play the game. For
this, we used a short version of the Intrinsic Motivation Inventory [280, 362] (IMI). Here,
we were especially interested in the Interest/Enjoyment subscale, which is considered
as the self-reported measurement of motivation.

Third, the participants answered the Godspeed Questionnaire (GQS) [19] to get a better
picture of their perception of the virtual agent.

Finally, we performed a semi-structured interview with the participants, where we asked
them about their experience with the IVA, their wishes, fears and if they could imagine
using an AI agent in real life. The interview questions can be found in Appendix D.
Additionally, we logged the prompts that the participants sent to the IVA, as well as
the agent’s responses.

12.2.3 Study Procedure

We conducted the study in cooperation with a local senior living home, the Hospital
zum Heiligen Geist Hamburg, on their premises. Upon arrival, participants signed a
consent form and received a small briefing about the goal of the study. We did not
tell them anything about the VR game itself, but rather explained that they could ask
the virtual agent what the game was about, and how to play it. We also gave them a
presentation of how to talk to the agent, showing them the visualizations of an ear for
listening and a mouth for talking (See Figure 12.2).

For the study, we used a Meta Quest 3 HMD with two controllers. It was connected
to a 4G+ mobile network. The participants then put on the HMD and started in
the passthrough mode, where they had time to adjust the HMD and controllers. The
parrot introduced itself and asked the participant if they had any questions. Then, it
continued to guide them through the calibration and the game flow. After each level,
the participants could decide to either continue playing, or end the game. At the end of
the game when the scoreboard was shown, the IVA congratulated the player, informed
them how many bubbles they collected and told them they could either take the HMD
off, or continue the conversation with the parrot.

Afterwards, they filled out the three questionnaires mentioned in subsection 12.2.2 and
a semi-structured interview was conducted with the participants. At the end, they were
debriefed and thanked for their time.

12.3 Results

Eleven older adults participated in the study. All of them were able to give legal
consent and did not have a diagnosed cognitive impairment. They were between 77
and 91 years old, with an average of 84.54 ± 3.73 years. Nine identified as female and
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two as male. Two of them had used an AI or voice assistant on a computer before.
Seven participants had used a VR headset in the scope of user studies before, and the
other four had experience with an immersive projector-based gaming system called the
ExerCube [317]. The results for all questionnaire data can be found in Table 12.1.

Figure 12.4: A visualization of the virtual
parrot.

Scale Mean and SD
UEQ Attractiveness 1.83± 0.96
UEQ Perspicuity 1.16± 1.06
UEQ Efficiency 0.93± 1.03
UEQ Dependability 0.93± 1.15
UEQ Stimulation 1.59± 0.69
UEQ Novelty 1.36± 1.11
IMI Interest/Enjoyment 3.64± 0.44
IMI Perceived Competence 2.48± 1.07
IMI Perceived Choice 3.06± 0.80
GQS Anthropomorphism 3.85± 0.71
GQS Animacy 4.16± 0.67
GQS Likeability 4.33± 0.74
GQS Perceived Intelligence 4.22± 0.88
GQS Perceived Choice 3.61± 0.84

Table 12.1: Mean and SD for all
questionnaire data we collected during the

study.

12.3.1 User Experience Questionnaire

The UEQ was evaluated using the evaluation tool provided on the authors’ website [296]
and compared to the benchmark data (See Figure 12.5). It shows good scores for
attractiveness, stimulation and novelty, but also below average results for the three
subscales perspicuity, efficiency and dependability.

Figure 12.5: The results of the UEQ compared to the Benchmark data.
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12.3.2 Intrinsic Motivation Inventory

The interest/enjoyment subscale of the IMI showed a high self-report for motivation
(3.64 ± 0.44). Nevertheless, it is lower than in a study performed with the same game
without the IVA previously [169], where this score ranged between 4.22 and 4.7, depend-
ing on the condition. Furthermore, our participants rated their perceived competence
quite low (2.48±1.07) - even lower than the older adults rated it in the Faster condition
in [169] (4.0), which was meant to be overwhelming.

12.3.3 Godspeed Questionnaire

The GQS showed relatively high values in all subscales. Compared to the parrot in our
prior study [187], our parrot received slightly higher values for animacy and perceived
intelligence, but slightly lower ones for likeability.

12.3.4 Interview Evaluation

To evaluate the semi-structured interviews, we first transcribed them and then per-
formed an inductive thematic analysis on the data to find common themes [32, 33, 35].
In the following, we report the main findings, which relate to the themes ‘Communica-
tion’, ‘Focus ’, and ‘Possibilities of AI ’.

Communication Most of the participants rated the communication as very positive.
Participants found that the IVA was patient (P11), understandable (P4, P5, P9), and
appreciated that instead of trying out which buttons work, they had someone to ask
their questions (“If someone is there, one can ask”, P11). One participant said that
the game was too complicated for new players, but she explicitly said that she did not
blame the parrot and his explanations for this (P3). Nevertheless, some participants
also encountered technical issues in the communication. For example, at some point,
the agent did not respond anymore or a reply from GPT took too long to get through
(P2). Also, for one participant, the agent kept repeating sentences, which was perceived
negatively (P7).

Focus Many participants reported that their focus was not on the IVA, but on the
game, even though the briefing informed them about the goal of the study. P1 reported
that they did not talk much to the agent, because they were just focusing on the game.
P10 also said that during the game, their attention was on the task and if the agent had
talked, this would have bothered them. This was also confirmed by P6, who paid little
attention to the possibilities of talking to the IVA, but rather followed the instructions of
what the parrot explained. They were focused on something new and were not interested
to find out facts like, for example, why the game was developed.
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Possibilities of AI Before the study started, the possibilities of asking the agent ques-
tions were explained to the participants, e.g., that they could ask questions about the
game, but most older adults did not use this feature. In the interview, after being
reminded of this possibility, P1 mentioned that they should have asked the agent some-
thing. After giving P3 a specific example, they said that if they had known this before,
they could have used the AI in a different way, but they simply did not know. P10

also said that if they had more insight into the topic of artificial intelligence, it would
be easier for them to deal with it, but they were not interested to invest too much
time in learning about it. P8 also said that they did not know which other possibilities
there were, and instead of getting a list of all possibilities, they would let themselves be
surprised.

Finally, when asked if they would have been willing to play the game without the
researcher present, but only with the parrot, all eleven participants confirmed that they
would.

12.3.5 Interaction Evaluation

During the study, all prompts were recorded, along with observations from the leading
researcher. On average, each user sent 5 ± 2.17 prompts to the agent with a total of
55 prompts over the eleven participants. Interestingly, the number of prompts sent by
each person is positively correlated with their perceived competence, as tested with a
Spearman’s correlation (t = 2.4988, df = 9, p− value = 0.03393, r = 0.64).

The evaluation of the conversation content through Thematic Analysis resulted in two
interesting topics: ‘Misunderstandings and Hallucinations ’, and ‘Timing and Initiative’,
which will be presented in the following paragraphs.

Misunderstandings and Hallucinations Out of the total of 55 prompts, 15 were state-
ments like “okay”, “ready”, “done”, or “thank you”. From observations, prompts like
“done” sometimes led to misunderstandings, resulting in the IVA continuing to explain
the next game rule, even if tasks were not successfully finished yet. For example, this
happened if the calibration button was only touched for a short time, or if not all of the
balloons were touched yet. The participants believed they were done, communicated
this, and this false belief in turn was transferred to the IVA (P6: “Was this enough?”,
IVA: “Yes, this should be enough. Lets continue with the second step”).

Another twelve prompts were questions about the game, for example which button to
press (P6), how to reach the bubbles (P11), what comes next (P9) or the inquiry to
repeat what the agent just said (P2). Further, they asked for confirmation on if they
should perform an action now (P2, P7, P11). Here, another limitation became visible
- hallucinations. When users asked for a confirmation on their action by using deictic
communication such as pointing, the IVA tended to confirm their question, even if
the participants meant the wrong action. For example, P6 asked if “the black round
start button” was the correct one to start the game, whereupon the IVA confirmed it:
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“Yes, exactly. Press the round black start button to start the canoe”. In this case, the
participant was looking at the trigger button on the controller and the correct button
was spatially on their right side and colored in red. A similar error happened for P2,
who commented that she had “a finger back [on the trigger button] but nothing [was]
moving”. The IVA then explained that the start button was on the right side of the
screen and that they should point the controller onto the button and then press the
trigger button. Again, this was not correct, since the button worked by simply pushing
it away with the controller, similar to a real-world button.

Timing and Initiative Most of the questions occurred during the calibration of the
game. Another eleven prompts followed immediately after the initial greeting, where the
users were asked if they had any questions about the game. Here, only two participants
asked a question regarding what the game was about (P1), and what the IVA was
planning to do with them (P8). All others stated that they currently did not have any
questions. During the gameplay, the participants did not ask questions anymore, but
rather voiced some comments about the gameplay, for example that the bubbles were
“too high” (P5), “I can’t do this” (P11), or reminding themselves of the game rule “No,
that’s left, red right, left [yellow]” (P5). After the game ended, the parrot told the users
that if they wanted, they could continue talking to him. Similarly to the start, only
two participants used this opportunity. One user asked the parrot how many bubbles
they missed (P9), while another one told him that the topic of AI was very unfamiliar
to them (P10), which was followed by a short explanation of AI by the IVA. The other
users ended the game or took the HMD off. Another interesting observation was that
often, participants made understanding comments while the IVA was talking. In order
to prevent interference, these comments or interruptions were not recorded at this point,
because the IVA only listened for input while it was not talking.

12.4 Discussion

In this section, the results from the questionnaires, interviews, and interactions with the
IVA will be discussed and put into context. Furthermore, guidelines for future research
are presented.

12.4.1 Questionnaires

While the design of our study, as well as the relatively small number of participants, chal-
lenged statistical evaluations of our questionnaire results, we chose to present the find-
ings and comparisons with prior studies, along with a discussion on observable trends.

The UEQ shows below-average results for perspicuity, efficiency, and dependability. We
suspect that this might partly be due to the delay from asking a question to receiving
the verbal answer. Due to network restrictions of the senior living facility affecting
access to the GPT API server, we were limited to use a mobile network instead of a
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faster WIFI connection. Furthermore, the silence timeout we used to detect that the
participants were done talking added an additional short delay. These delays could lead
to a more unnatural and less efficient perception of the conversation.

The dependability score of the application was also negatively impacted by the techni-
cal limitations, such as long delays, or sometimes no reply at all due to network errors.
While these issues will be resolved with advanced versions of GPT and faster network
connections, current programmers should account for them. One idea could be to use
animations or filler words that subtly indicate that an answer is currently being gener-
ated [182].

While the GQS showed relatively high scores for likeability, they are lower than the
ones experienced in a prior study without the use of AI. We note that in both studies,
the number of participants was relatively low and the different ratings can be due to
interpersonal reasons. Nevertheless, there might also be some reasons for the lower
likeability score. For example, in normal conversations, humans often make confirming
sounds or use words and behaviors showing their interest in the conversation, e.g., back-
channeling [350]. While our participants showed this behavior in the conversation with
the IVA, the IVA was neither sensing, interpreting nor showing the same behavior when
the older adults were talking. This could have further made the conversation with the
IVA feel less natural and reduced the older adults’ sympathy for the IVA. Nevertheless,
the parrot did show slightly higher values for perceived intelligence compared to the pre-
scripted assistant from prior work, reflecting its use of a responsive AI. Additionally,
prior versions of the game did not feature any negative feedback, whereas the agent this
time reminded the player of the rules if mistakes were made.

As one participant noted, the IVA’s dialogue during gameplay could be distracting and
may have increased the pressure to perform well. This might also be reflected in the IMI
score, with a low perceived competence, and, compared to prior versions, also a lower
interest/enjoyment. Interestingly, the perceived competence was positively correlated
with the number of prompts sent by the participant. This might indicate that asking
the IVA for help increased the feeling of competence of the players. Nevertheless, these
results should be taken with caution and further comparison studies are needed to
confirm these observations.

12.4.2 Qualitative Discussion

While the qualitative evaluation showed great potential for the use of IVAs, e.g., having
the opportunity to ask questions, the main focus of the participants was on the game
itself, and not on the IVA – similarly to the results we found in the study about agent
visibility (See Chapter 11). In our case, the IVA guided the conversation and explained
the next step automatically when an action, for example the calibration, was completed.
In future research, it would be interesting to see how the conversation would be shaped
if this behavior was different, e.g., if the participants had to actively inquire about
each step to receive more information. Nevertheless, we suspect that this might further
decrease the perceived efficiency of the game. After all, the IVA only served as a helper
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and, for the older adults, was not the main part of the experience. As researchers, we
are interested in the results of a user study, however, the older adults were most likely
more interested in experiencing the game content and benefiting from the immersive
training. One older adult also voiced a concern about the research itself, stating: “How
much sense does such an invention or [...] scientific endeavor make at all? [...] Is
it worth investing all the time and money into such a project, or could [...] things be
invented that [...] are more helpful?”.

In this regard, we can confirm that all players were able to navigate through the game
and play it until the end, without input from the researchers. This is also confirmed by
the interview data that stated that all players would be happy to play only with the
IVA, without a researcher present. Nevertheless, it remains an open research question
whether in reality, this is feasible and also safe. Especially for movement-intensive
games, we believe that there should be a human observer present to intervene in case
of a (medical) emergency, at least until AI capabilities are advanced enough to ensure
the safety of the older adults at all times.

12.4.3 Technical Discussion

The largest technical limitation we encountered during the study was the latency in
the responses from the agent, which resulted from the slow internet connection we
experienced while at the facility. This influenced all the connections for interacting
with the agent, namely the STT, AI and TTS. While the connection speed is the main
cause, in each of these steps, improvements are possible and necessary to result in
smooth, natural communication.

Further, we encountered several hallucinations of the agent. While LLMs are prone to
hallucinate unintended outcomes, there are different ways to prevent this. First, we
only observed extrinsic hallucinations, which are hallucinations that cannot be verified
from the source input [145]. In our case, this was observed with the color of the button
(original: red, hallucination: black), which we did not include in our initial prompt
to the agent, and the interaction with the button (original: pressing, hallucination:
raycasting). In future implementations, pre-testing might be able to identify these issues
and prompts can be adjusted. Another idea would be to mitigate the hallucinations
through modeling and interference methods [145], such as reinforced learning or fine-
tuning. The IVA also tended to agree with the user when they asked a question, without
having the corresponding information. Rychert et al. integrated a prompt into their
agent that stated to “never assure the user that they can do something with a specific
object” [283], which might also help to decrease the certainty with which the agent
suggests actions in our implementation. Further, if information is not provided to the
agent, it could visually and audibly show signs of uncertainty, as it was also done in
prior research [294]. Further, the latest advancements of GPT feature vision abilities.
Including this could help to make the intentions of the users more clear, e.g., by detecting
which objects their gaze or attention is on, and could also account for the imprecise
speech of the users, e.g., “Should I press this button?”. It could also help to include
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state awareness, e.g., by always sending the state of the game and of interactable objects
to the IVA in each prompt [283]. This could help to reduce errors from users falsely
claiming to be done with a task.

12.4.4 Guidelines

With the knowledge gained from our exploratory user study, we propose the following
guidelines for designers and programmers planning to integrate IVAs into their applica-
tions that are made for older adults.

1. Make the Agent More Approachable Often, the older adults were not aware of
all the possibilities the IVA provided, or they had hesitations to ask questions. One
idea would be to make the agent more approachable, e.g., with a friendly introduction,
emphasizing that it is in the game to help the players and that they can always ask
questions. Further, it could give examples on what to ask. This could, on one hand,
lower the barrier to ask questions in the first place, and on the other hand, it would
help players to discover more of the ways they can use the IVA.

2. Use Specific Prompts Prompts and information given to the AI should be as
specific as possible, with as much information as possible. While we aimed to provide
all information necessary for the gameplay, which was even more than prior versions
of the game communicated, we could still observe hallucinations where the IVA filled
in missing knowledge with suggestions of the user, e.g., touching the wrong button.
Through careful playtesting with the end users in a user-centered design approach,
common misconceptions can be identified and prompts can be altered.

3. Implement State Awareness In our implementation, the whole conversation was
guided through user prompts. Here, the LLM did not make a difference between prompts
that were sent by our system, and prompts that originated from the verbal conversation
with the older adults. This led to misunderstandings if the participants falsely commu-
nicated the successful execution of an action. We, therefore, propose to implement state
awareness in the IVA, e.g., through the ability to access the state of the game flow [283],
or by integrating new advancements such as vision abilities.

4. Consider Whether to Really Use AI While using AI has many advantages, there
might be situations where predefined dialogues surpass the non-deterministic communi-
cation of IVAs. Posing the same question several times can lead to different outcomes,
and some of those might not be the desired ones, e.g., wrong or misleading information.
Designers should carefully consider whether there are situations where exact words are
needed to understand the instructions or context – which could be implemented without
the integration of AI. Furthermore, environmental and ethical considerations of using
LLMs [21] should be kept in mind when using them in large-scale implementations.
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12.4.5 Limitations and Future Work

Our study design shows several limitations that should be addressed in future work.
First, we only evaluated one condition, namely the exergame with the integration of
an IVA using GPT-4o. This was done to get a first glimpse into the usage of IVAs by
older adults, and to inform us about possible barriers and difficulties. In future studies,
within-subject studies should be conducted to compare different implementations with
each other, e.g., an LLM-based IVA with a pre-scripted dialogue system. Furthermore,
our sample size was relatively small. While larger sample sizes could help to confirm the
patterns we found in this paper, larger sample sizes could also diversify the perspective
and interactions of our users on this topic. For example, it would be interesting to
also include older adults who have prior experience with LLMs, or those who have no
experience with (VR) exergames at all. Finally, technical limitations such as a long
delay should be minimized, or ways to bridge the waiting time should be implemented.
Moving on with this topic, we plan to evaluate how prior training in using LLMs might
benefit the interaction between older adults and the IVA. Furthermore, we plan to
investigate the interaction between IVAs and older adults in the context of different
usage scenarios, e.g., physical or cognitive therapy.

12.5 Conclusion

In our exploratory user study, we evaluated the feasibility of an IVA in a VR exergame
that assisted the players and guided them through the gameflow. In interviews and
through questionnaires, we found that the communication with the IVA was perceived as
positive, the participants’ questions could be answered understandably and all of them
stated that they would also play the game alone with the IVA, without a researcher
being present.

Nevertheless, technical limitations such as a high delay and hallucinations deteriorated
the experience. Especially wrong information being communicated by both, the IVA
and the users, led to misunderstandings. State awareness is needed to reduce these
occurrences. Further, we found that the older adults in our study rather focused on the
game, and the conversation with the IVA only played a subordinate role. We propose
that the possibilities of AI should be explained and demonstrated to the older adults
beforehand, informing them about possible use cases.

While it is easier to use pre-scripted tutorials, IVAs present a possibility for further
tailoring the agent’s behavior and communication to the needs of the individual users.
In the future, this might enable older adults to access technology such as VR exergames
more independently, empowering them to ask questions and fully enjoy the benefits
these programs offer.
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Chapter 13

Discussing Intelligent Virtual Agents for
Immersive Training

In this part, our research focused on intelligent virtual agents in the healthcare context
and in immersive training applications. Each paper emphasizes the importance of a good
user experience for the successful interaction with the IVA, highlighting how different
user preferences can influence engagement and user experience.

In the first paper, a systematic literature review was conducted that analyzed 59 pa-
pers on embodied virtual agents in healthcare (RQ4). Most agents were represented as
humanoid agents, with different visual preferences depending on the use case and user
group. They were often employed for treatment of various conditions, e.g., for conver-
sational therapy or physiotherapy, but also served as motivators or educators. Positive
attributes of IVAs were identified, such as their availability and accessibility, but techni-
cal limitations and the inability to perform well in crisis situations diminished the view
of participants on IVAs.

The second paper presented a study evaluating one aspect of agent representation –
agent visibility (RQ5). In this study, participants performed an anagram solving task
in VR in the presence of five different agent representations, ranging from a voice-only
agent to a full-body agent. The study found that a higher visibility positively influenced
the perceived social presence, but it did not have an effect on the cognitive-physical task
performance. Further, preferences of the users on the agents depended on the task and
duration. Importantly, the agent representation should support the users in their task,
and not distract them. Finally, eye tracking data showed that the agent was only
looked at during the explanation of the task, while the users focused predominantly on
the anagram solving task afterwards.

In the last study, the knowledge gathered on IVAs was used to integrate an interactive
assistant into the Canoe Game. It was able to explain the game rules and answer
questions of the players about the game or its controls using GPT-4o. In a user study,
the interaction with the agent was evaluated and older adults were asked to share their
insights, as well as barriers and preferences they had about the agent (RQ6). The study
found that the agent successfully guided the players through the exergame, and all
older adults stated that they would also play the game only with the IVA and without
a researcher in the room. Nevertheless, technical limitations such as hallucinations of
the LLM or a long delay deteriorated the experience. Further, participants were more
interested to play the game instead of interacting with the agent, again emphasizing the
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subordinate role that assistants play in exergames.

The three works demonstrate that research in this direction is still relatively new, with
advancements in recent years dynamically changing the technical possibilities, and also
shaping the view of the public on IVAs and AI. Our studies show that integrating IVAs
into exergames, while being promising and technically feasible, needs the involvement of
the end users to determine a suitable representation and interaction modalities. Further,
the agent’s role as assistants and not as the main content of the application was pointed
out in both of our studies, which is also underlined by literature.

13.1 Design Considerations

This part of this thesis has demonstrated that, while IVAs show enormous potential for
assisting users in immersive training applications, several challenges were observed, and
there is not one universal solution for the design of IVAs. Therefore, we drew three design
considerations for future studies employing IVAs: (i) To choose a suitable visualization
depending on the user group, context and task, (ii) to note that the attention of the
users is not necessarily on the agent, and (iii) to consider whether a fully realistic and
natural agent is needed for VR exergames.

13.1.1 Suitable Visualizations Depend on the Task, Context and Users

Both the systematic literature review from Chapter 10 and the user study on agent
visibility presented in Chapter 11 showed that the preference of users regarding the
representation of the agent differ. In prior literature, this varied from users wishing for
text-only agent interfaces [344], to preferring cartoon models of humanoid agents [322],
and to wanting realistic representations of doctors in formal clothing [349, 364]. Here,
it depended on the use case, the situation and the user group. In our study on agent
visibility, this was also pointed out in the preferences of the users, with a similar num-
ber of them preferring the voice-only, half body and the full body agent. When asked
which one they would prefer for long-term training, their opinions shifted towards the
voice-only agent, but almost half of the participants could not decide on a single visual-
ization for this question. This is similar to another research paper, where the preferred
communication modality with an agent depended on the usage context [163]. For our
last study, we decided on using a parrot representation, as we found that this was the
preferred option for this specific exergame [187]. Nevertheless, when employing an IVA
in a different context, a parrot might not be the most suitable representation. This
indicates that more research in this area is needed, and conclusions drawn from our –
context-dependent – exergames might not be transferable to every VR exergame sce-
nario.
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13.1.2 The Attention of the Users is Not Always on the Agent

In both of the user studies we conducted, we realized that the attention of the users
was not predominantly on the agents, but on the cognitive-physical task they had to
fulfill. While for us, the effect of the agent was what guided the research, this was not
necessarily the most interesting part of the experience for our study participants. In the
agent visibility study, we recorded the participants’ gaze, and it was shown that they
only looked at the agent during the explanation of the task – during the task execution,
their visual attention was mostly on the interactive elements. In the last study, our
participants also noted that they just wanted to play the game, instead of finding out
more information about it, e.g., its cognitive-physical benefits. In both studies, the
agent only served as a method to understand the game rules, without the participants’
desire to form a deeper connection with it.

13.1.3 Reconsidering the Need for Hyperrealistic Agents

All three works have shown that the most realistic agent is not necessarily the best op-
tion. In the literature review, sometimes cartoonish agents were preferred over realistic
ones [322]. The visibility study also indicated that a voice-only interface might be supe-
rior to a realistic full-body agent in some cases, which might be unrealistic in real-world
co-located scenarios. Our prior work also confirmed this for the agent used in the last
study, where a speaking parrot was preferred over a humanoid agent [187], which is also
not easily transferable to real-world cases. This indicates that, in some scenarios, visual
realism might not be the most important factor to a successful human-agent-interaction.

Additionally, in the final study, the realistic communication skills of the agent were
barely used - only few older adults used the opportunity to ask questions to the IVA.
Further, even though the LLM showed potential in communicating game rules differ-
ently, depending on the users’ skills, conversations between participants were often very
similar. In this case, it is worth considering whether integrating an LLM is worth
it. Positive aspects include the possibility to engage in realistic conversations, and
the availability of immediate verbal help for user questions. But on the downside, the
non-deterministic nature of LLMs makes it hard to control what the IVA will say in
all situations; leading to misunderstandings and hallucinations. For future research, it
should be considered to only use an LLM when necessary, e.g., for intermediate ques-
tions, and employ fixed, pre-recorded rules in other situations. This does not only have
benefits in terms of reduced costs and environmental considerations [21], but also helps
developers to remain fully in control of their application.
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Part IV

Conclusion
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Chapter 14

Summary

In this thesis, different research in the domain of XR exergames and IVAs was pre-
sented. The first study showed that engaging older adults with dementia in playing a
VR exergame over the course of several weeks improved their well-being, and provided
a meaningful, engaging activity, especially during the COVID-19 pandemic (RQ1). In
the second study, we concluded that VR exergames for older adults are comparable to
traditional, video-based training, but the acceptance and engagement depends on the
chosen tasks, difficulty and user preferences (RQ2). The third study highlighted differ-
ences between the user groups of younger and older adults in their preferred difficulty
level, but also indicated that an increased difficulty led to a higher enjoyment among
both user groups, while at the same time deteriorating the movement accuracy (RQ3).

Intending to improve the independence of older adults in engaging with VR exergames
on their own, the design and integration of IVAs was explored in the following three
works. Our systematic literature review indicated that embodied IVAs in healthcare
are designed in various ways, they are employed for a variety of different tasks, and we
point out different design recommendations (RQ4). In a user study, we showed that
an increased visibility of IVAs enhances perceived social presence, but it did not have
an effect of task performance. Here, we highlight the need for IVAs to be designed
to assist users without distracting them (RQ5). The final study showed that older
adults appreciated the integration of an IVA, but technical limitations impacted their
experience, and participants showed a preference for engaging with the game content
over interacting with the IVA (RQ6).

The general research question of this dissertation was how to design immersive cognitive-
physical training applications, especially for older adults. Overall, our research has
shown that, in order to design effective cognitive-physical training in VR, a multitude
of considerations has to be taken into account, and that there is rarely one determin-
ing factor. In this thesis, these considerations ranged from the employed technology
(Chapter 6) to varying difficulty levels (Chapter 7), and design considerations when
integrating IVAs in exergames (Chapter 11 and Chapter 12).

The exergames we developed were a source of joy and lively discussions. Our study
participants often volunteered to be included in future studies, and emphasized the po-
tential of the exergames. Additionally, caregivers noted the engagement of the older
adults who participated in our study sessions, especially during the COVID-19 pan-
demic. This emphasizes that even in exceptional circumstances, VR exergames can
help to entertain and keep older adults fit.
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Chapter 15

Design Recommendations

To give researchers working on the design and evaluation of VR exergames for older
adults directions for future developments, the following section will present design rec-
ommendations derived from this thesis.

In Chapter 8, we already proposed some design considerations leading to the integration
of IVAs in the following part:

• The dependability of older adults on caregivers.

• The importance of feedback and encouragement in exergames.

• The differing needs of different user groups.

Further, in Chapter 13, considerations for the integration of the IVAs were proposed:

• To choose a suitable IVA visualization depending on the user group, context and
task.

• To note that the attention of the users is not necessarily on the agent.

• To consider whether a hyperrealistic IVA is needed for VR exergames.

Reflecting on these design considerations and the work conducted as a whole in this
thesis, the following implications can be drawn.

15.1 Include the Actual End Users in the Design Process

Our user studies have shown that it is essential to integrate the end users in the design
process. This helps to obtain their opinion on preferences, to observe possible barriers
and to ensure that the developed applications have a good user experience. Throughout
this thesis, applications and elements were sometimes evaluated with younger users due
to unavailability of larger numbers of older adults during the COVID-19 pandemic.
While the younger adults helped to identify flaws in the implementation and design,
they are not a suitable substitute for fine-tuning the game due to differences in aspects
such as technical expertise and cognitive-physical fitness. Further, preferences for the
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game context, wishes for music, or physical accommodations, highly depend on the users
and might substantially differ between diverse demographic groups.

Additionally, it is worth reevaluating whether the interfaces we design are wanted and
needed by the older adults, and whether each element contributes to a positive user
experience. As an example, the IVA integrated into the exergame in Chapter 12 was not
evaluated as positively as we had expected. The older adults’ engagement with the IVA
was limited, and UEQ scores for perspicuity, efficiency, and dependability were below
average. Furthermore, one older adult raised doubts about whether the integration of AI
makes sense in this context. Therefore, early focus groups and brainstorming sessions
with target users are important to quickly identify these issues. Here, showing early
prototypes or demonstrators is encouraged to foster the engagement of the users, and
move beyond theoretical discussions about novel, unknown concepts.

15.2 Designing Engaging, Enjoyable Tasks for VR Ex-

ergames

The exergames often showed a consistently high enjoyment, confirming that the tasks
and settings were suitable for most participants. For example, enjoyment remained
over 4 (out of 6) during the long-term study of Memory Journalist [167], and IMI
scores remained over 4 (out of 5) for the Maestro Game [168], and in the Canoe Game
[169]. Only in the last study of the Canoe Game it was lowered to 3.64, which is still
comparatively high (See Chapter 12). Therefore, it can be concluded that all of our
exergames showed to be motivating, and that the condition, e.g., the difficulty in [169],
only played a minor role. Hence, we encourage researchers to design the tasks and
setting together with the end users to create engaging experiences and identify settings
that are less suitable early on [149].

15.3 Choosing the Correct Difficulty of VR Exergames

When designing VR exergames, special care should be placed on delivering a suitable
difficulty, or providing the possibility to adjust the difficulty to the user. The second
game, Maestro Game, was originally developed for people with dementia, but could not
be evaluated with them due to the COVID-19 pandemic and the risks associated with
their participation. Therefore, older adults without dementia evaluated the game, but it
proved to be too easy for most of them, leading to a lower intention to use this game for
long-term training. While older adults in prior focus groups enjoyed the exergame [270],
it was not deemed suitable for more athletic players, and even not perceived as sports.

In the first evaluation of the Canoe Game, the effects of different difficulties could be
shown, with a higher movement intensity leading to a higher enjoyment [169]. Nev-
ertheless, this also reduced the movement accuracy, which is important for obtaining
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healthy training effects and preventing injuries. Therefore, a suitable balance between
these two factors should be maintained.

15.4 Considering the Safety of VR Experiences

Particular attention should be given to the design of safe experiences. This ranges from
data safety, to physical safety, but also to mental well-being, e.g., avoiding experiences
that trigger unwanted negative effects [359].

First, data safety, especially in combination with third party services, should be con-
sidered. In VR, movement and other nonverbal data can be collected, and these could
potentially be used to determine the users’ future behavior [15], therefore identifying
users. Further, developers of VR applications could potentially get insights into the
physical environment surrounding the users via the use of the passthrough mode, or
the correspondingly drawn boundary. Regarding IVAs, their AI abilities are still largely
based on proprietary LLMs, such as OpenAI’s GPT. This company is based in the US
and while they are committed to protecting their users’ privacy and developing a safe AI
system [285], different laws in different countries, such as the General Data Protection
Regulation (GDPR) in EU countries, can apply. Further, special care should be taken
when handling sensitive data, e.g., in the healthcare context [278].

Physical safety encompasses the necessity of creating applications that prevent physical
injuries, such as falls, or warn the users if their behavior is likely to cause such injuries.
For example, in Chapter 7, a higher difficulty led to faster, uncontrolled movements,
which could possibly result in injuries. Moreover, when immersed in VR, the users’
awareness of their real surroundings and their proprioception might be impaired, es-
pecially if there is a conflict between visual and proprioceptive senses. Additionally,
symptoms of cybersickness can occur. As a way to prevent this, intelligent sensors
could be used to track the movement of the players and information should be provided
if the movements are likely to deteriorate the well-being of the users. Additionally,
environmental dangers such as cables should be eliminated before starting the VR ex-
perience [150].

Finally, the mental well-being of the participants should be kept in mind. This means
that experiences should not trigger negative effects, e.g., remind users of traumatic
events that happened in their past [359]. While this should be prevented as much
as possible through careful design of the applications, suitable strategies should be
developed to react to these situations if they occur, e.g., peacefully ending the VR
experience [167]. Further, the games should not cognitively or perceptually overwhelm
participants. While this could be solved by developing games that can be customized
to the users, again, stop markers should be developed to smoothly end the experiences.
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Chapter 16

Future Work

This thesis shows that there are many remaining research directions in the domain of
exergames for older adults and IVAs, and for the combination of these two topics. In
order to develop motivating exergames that foster long-term adherence, these should be
addressed in future research.

16.1 A Suitable Choice of Technology

While the exergames investigated in this thesis all used immersive VR through HMDs,
other display technologies might be easier to handle for older adults. For example,
CAVE environments like the ExerCube [317] have been integrated into senior living
facilities and show a considerable success in engaging the older adults to exercise [120].
Here, weekly training sessions are offered, and high score lists document and display
the progress of the older adults and foster competitiveness and adherence. On the other
hand, these systems are not suitable for individual, home-based training due to their
size and price, where HMDs show some advantages.

16.2 Exploring Exergames Outside the Research Context

For the future of XR exergames, it is important that they are available and affordable
for all users. For example, even if a standalone HMD like the Meta Quest costs be-
low 500=C, this is still a significant barrier for people with limited income, e.g., people
on a pension – and it does not automatically include customized games or therapies.
One therapy application that is currently on the market is Cureo, a VR application
for treating sensorimotor or cognitive impairments, such as strokes [55]. It is available
with a session-based license, with around 5=C per session. While the therapy is paid
for by one insurance company in Germany [56], users largely have to pay for it them-
selves. One possibility for financial support in Germany are so-called DiGas (“Digitale
Gesundheitsanwendungen”) [62]. These are digital applications in the health domain
that show a positive effect for patients and are paid for by insurance companies. While
this concept is still relatively new, there is already one DiGa available that uses VR to
treat agoraphobia, highlighting the potential for XR technology to be included in this
DiGa register [142].
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While medical certifications of VR exergames are out of the scope of this thesis, the
idea to work towards this in the future is intriguing. One factor for getting a product
medically certified is that it is low-risk, and that it improves the users’ health or their
ability to live with a diagnosis [140]. In the scope of this thesis, we were not able
to conduct multiple long-term studies. An exception is the first study, which was,
however, only conducted on a small scale. Therefore, the effectiveness of the exergames
could not be evaluated on long-term physical or cognitive effects. Prior research has also
found that the long-term effects and the adherence to XR exergames has been poorly
studied [148], and this shows the necessity of conducting such studies.

16.3 Confirming the Effects Found During the Pandemic

Especially during times of social isolation, an imminent need for training opportuni-
ties for older adults was observed, and this need could not be fulfilled by traditional,
face-to-face methods. Nevertheless, the pandemic situation also led to limitations in
the studies; namely small test groups, dropouts due to sickness and lock-downs and un-
availability of special test groups such as people with dementia in later studies. These
limitations negatively influenced the statistical power of our user studies. Further, since
other training programs or social activities were canceled during the pandemic, our user
studies might have been evaluated more positively than they would during normal cir-
cumstances - simply because they were some of the limited events available during that
time. Therefore, it is important to confirm these findings under normal circumstances.

16.4 The Future of IVAs

For future research, it remains an interesting research question how to further improve
the independence of older adults in using XR technology. Our approach of integrating
IVAs to improve the independence of older adults indicated that the older adults would
also exercise alone without the IVA. On the other side, technical limitations decreased
our confidence in this technology at this point (See Chapter 12). Furthermore, while
we can largely control the content within our application, external factors such as the
HMD hardware and operating system, especially standalone HMDs, remain out of our
control, since the integration of an IVA in these domains is – currently – not intended
by the manufacturers. This hinders IVAs to also help the users with the preparation
of the hardware or with starting the application. Nevertheless, advancements of AI
assistants in everyday life look promising, e.g., the integration of AI assistants in the
Meta Smart Glasses [215]. Following this trend, we can expect to see the integration of
IVAs in further areas of our life, and their usage is likely to also become more common,
and more natural over time.

Advancements in LLMs are quickly progressing, which will enable more natural conver-
sations, quicker responses and improved reasoning skills of LLMs. These again need to
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be evaluated with end users. Already now, OpenAI integrated vision abilities into GPT-
4o, meaning that the model can analyze images and answer questions about them. This,
in combination with scene and state awareness, can help to eliminate communication
errors such as wrong beliefs about the state of VR experiences.

Moreover, IVAs should be integrated and investigated in different use cases, which foster
a more active communication of the human users. For example, conversational games
where the agent and the user solve riddles together, or reminiscence activities, where
the agent asks interactive questions about the user’s past could be investigated. Fi-
nally, the interactive abilities of IVAs could also be used for conversational therapy
or psychotherapy in order to improve the psychological well-being of users, i.e., older
adults [176].

16.5 Ethical Considerations

In all of these cases, ethical considerations need to continuously be taken into account.
LLM technology is currently not in a state that is without errors, e.g., biases, hallu-
cinations, and lack of knowledge about real-time events [21, 136, 234]. Future work
should evaluate the safety of the developed systems, and also investigate whether ethi-
cal guidelines are followed. For example, the (AI) systems should be thoroughly tested
in long-term evaluations while also evaluating critical situations with experts. When
working with vulnerable user groups, such as people with dementia, special care should
be taken, and their interests should take precedence over those of the researchers.

Additionally, researchers should ensure that the data collected within the VR systems
is securely stored. Aggregated or irreversibly anonymized data are not considered ”per-
sonal data”, and, therefore, lack legal protection. Nevertheless, there is the potential to
infer highly sensitive information from this data [355], and it can be used by machine
learning algorithms to identify users, even if users try to deliberately change their behav-
ior [179]. There are some positive effects in inferring information about, for example,
the procession of diseases like dementia, or the training effects obtained through the
exergames. Still, this medical information needs to be protected and user should retain
control about their data.

16.6 Summary

There are still many research gaps that should be filled in the future. An emphasis
should be put on the people using the systems, and their lived experiences. Further,
technical advancements will facilitate the development of faster, more capable systems,
which should be evaluated for feasibility, safety and for ethical implications with the
end users.
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Chapter 17

Conclusion

This thesis investigated the effect and the user experience of VR exergames. In three
studies with older adults, different aspects of these games were evaluated, i.e., (i) their
effect on the well-being of older adults, (ii) their comparability against traditional video-
based exercises, and (iii) the ability to transfer information about suitable difficulties of
an exergame between user groups. In these three studies, we found that VR exergames
can have a positive effect on the users, even in exceptional situations such as the COVID-
19 pandemic. Furthermore, we found that VR exergames are comparable to traditional
video-based training, but that they need to match the skills of the users. Finally, the
last study showed that users prefer faster-paced games. It highlights the potential of
testing exergames with different user groups for identifying structural mistakes in the
games, but also showed the differences of user groups in terms of fitness and preferences.
In all of these studies, caregivers or researchers had to assist the older adults in playing
the exergames; however, this reliance on assistance is not sustainable in the long term
due to the high workload of caregivers and for financial reasons.

Aiming to improve the independence of older adults in experiencing the VR exergames
on their own, we further investigated the concept of intelligent virtual agents. Here,
starting with a systematic literature review, we found that the preference of users on
IVAs largely depends on the use case, the context, and the user group. In a user
study, we investigated the impact of different representations of an IVA in terms of
body visibility during cognitive-physical training in VR. Here, we found that more
visible representations led to a higher feeling of social presence, but no effect on task
performance could be observed. Further, social presence ratings remained rather low
for all agents, and the attention of the users was on the cognitive-physical task – not on
the agent. In a final user study, we combined the knowledge gathered in previous work
into an exergame. Here, we integrated an IVA guided by GPT-4o, and investigated
the interaction and the opinions of older adults with the IVA. We found that while the
older adults would also play alone with the IVA, and without a researcher or caregiver
present, technical limitations and hallucinations of the LLM deteriorated the experience.
Additionally, similarly to the previous study, the agent was not in focus for many of the
older adults, whose goal it was to play the exergame.

Future work should aim to improve the interaction between the users and the IVAs, or
investigate other ways to improve the independence of the older adults. Finally, studies
to investigate the long-term impact of VR exergames on the psychological, cognitive and
physical well-being of older adults should be conducted. This would help to verify the
enormous potential that exergames show for improving the well-being of older adults.
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Bono Cabré, Rebecca Bendayan, et al. “Non-normal data: Is ANOVA still a valid
option?” In: Psicothema (2017).

[28] Jessica Blaynee, David Kreps, Maria Kutar, and Marie Griffiths. “Collaborative
HCI and UX: longitudinal diary studies as a means of uncovering barriers to dig-
ital adoption”. In: Proceedings of the 30th International BCS Human Computer
Interaction Conference 30. 2016, pages 1–6. doi: 10.14236/ewic/HCI2016.72.

[29] Charles F Bond and Linda J Titus. “Social facilitation: a meta-analysis of 241
studies.” In: Psychological bulletin 94.2 (1983), page 265.
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mersive virtual reality as physical therapy in older adults: present or future (sys-
tematic review)”. In: Virtual Reality (2021). doi: 10.1007/s10055-020-00495-
x.

[44] Dale Cantwell, Daire O Broin, Ross Palmer, and Greg Doyle. “Motivating elderly
people to exercise using a social collaborative exergame with adaptive difficulty”.
In: Proceedings of the 6th European Conference on Games Based Learning, Cork,
Ireland. 2012, pages 4–5.

[45] Wojtek J Chodzko-Zajko, David N Proctor, Maria A Fiatarone Singh, Christo-
pher T Minson, Claudio R Nigg, George J Salem, and James S Skinner. “Exercise
and physical activity for older adults”. In: Medicine & science in sports & exercise
41.7 (2009), pages 1510–1530.

[46] Zubin Choudhary, Gerd Bruder, and Greg Welch.“Visual Hearing Aids: Artificial
Visual Speech Stimuli for Audiovisual Speech Perception in Noise”. In: Proceed-
ings of the 29th ACM Symposium on Virtual Reality Software and Technology.
2023, pages 1–10.

[47] Sue VG Cobb, Sarah Nichols, Amanda Ramsey, and John R Wilson. “Virtual
reality-induced symptoms and effects (VRISE)”. In: Presence: Teleoperators &
Virtual Environments 8.2 (1999), pages 169–186.

[48] Jacob Cohen.“A power primer.” In: Psychological bulletin 112.1 (1992), page 155.

[49] Stanley Colcombe and Arthur F Kramer. “Fitness effects on the cognitive func-
tion of older adults: a meta-analytic study”. In: Psychological science 14.2 (2003),
pages 125–130. doi: 10.1111/1467-9280.t01-1-01430.

[50] World Wide Web Consortium. Introduction to Understanding WCAG 2.0. 2023.
url: https://www.w3.org/TR/UNDERSTANDING-WCAG20/intro.html (visited
on 11/08/2024).

[51] Aurora Constantin, Catherine Lai, Elaine Farrow, Beatrice Alex, Ruth Pel-Littel,
Henk Herman Nap, and Johan Jeuring. “”Why is the Doctor a Man”: Reactions
of Older Adults to a Virtual Training Doctor”. In: Extended Abstracts of the
2019 CHI Conference on Human Factors in Computing Systems. Chi Ea ’19.
Glasgow, Scotland Uk: Association for Computing Machinery, 2019, pages 1–6.
isbn: 9781450359719. doi: 10.1145/3290607.3312811. url: https://doi.
org/10.1145/3290607.3312811.

157

https://doi.org/10.1007/s10055-020-00495-x
https://doi.org/10.1007/s10055-020-00495-x
https://doi.org/10.1111/1467-9280.t01-1-01430
https://www.w3.org/TR/UNDERSTANDING-WCAG20/intro.html
https://doi.org/10.1145/3290607.3312811
https://doi.org/10.1145/3290607.3312811
https://doi.org/10.1145/3290607.3312811


[52] Eric J. Cooks, Kyle A. Duke, Jordan M. Neil, Melissa J. Vilaro, Danyell Wilson-
Howard, Francois Modave, Thomas J. George, Folakemi T. Odedina, Benjamin
C. Lok, Peter Carek, Eric B. Laber, Marie Davidian, and Janice L. Krieger.
“Telehealth and racial disparities in colorectal cancer screening: A pilot study
of how virtual clinician characteristics influence screening intentions.” eng. In:
Journal of clinical and translational science 6 (1 2022), e48.

[53] Anna Cox, Paul Cairns, Pari Shah, and Michael Carroll. “Not doing but thinking:
the role of challenge in the gaming experience”. In: Proceedings of the SIGCHI
Conference on Human Factors in Computing Systems. 2012, pages 79–88.

[54] Carolina Cruz-Neira, Daniel J Sandin, and Thomas A DeFanti. “Surround-screen
projection-based virtual reality: the design and implementation of the CAVE”.
In: Seminal Graphics Papers: Pushing the Boundaries, Volume 2. 2023, pages 51–
58.

[55] CUREO® ist die Zukunft der Therapie für sensomotorische, kognitive und
perzeptive Therapie. 2024. url: https://www.cureosity.com/de (visited on
11/08/2024).

[56] CUREosity und Partner starten Pilotprojekt für Virtual-Reality-Therapie. 2024.
url: https://www.rehacare.de/de/business/cureostiy-pilotprojekt-
virtual-reality-therapie (visited on 11/08/2024).

[57] Rachel G Curtis, Bethany Bartel, Ty Ferguson, Henry T Blake, Celine North-
cott, Rosa Virgara, and Carol A Maher. “Improving User Experience of Vir-
tual Health Assistants: Scoping Review”. In: Journal of medical Internet research
23.12 (2021), e31737.

[58] Elaine Czech, Mina Shibasaki, Keitaro Tsuchiya, Roshan L Peiris, and Kouta Mi-
namizawa. “Discovering Narratives: Multi-sensory Approach Towards Designing
with People with Dementia”. In: Extended Abstracts of the 2020 CHI Confer-
ence on Human Factors in Computing Systems. 2020, pages 1–8. doi: 10.1145/
3334480.3375209.

[59] Ryan Dahl. NodeJS. 2009. url: https : / / nodejs . org / en/ (visited on
11/08/2024).

[60] Jiamin Dai and Karyn Moffatt. “Surfacing the voices of people with dementia:
Strategies for effective inclusion of proxy stakeholders in qualitative research”. In:
Proceedings of the 2021 CHI conference on human factors in computing systems.
2021, pages 1–13.

[61] Zhengyan Dai and Karl F. MacDorman. “The doctor’s digital double: how
warmth, competence, and animation promote adherence intention.” eng. In:
PeerJ. Computer science 4 (2018), e168.

[62] Das DiGa Verzeichnis. 2024. url: https : / / diga . bfarm . de/ (visited on
11/08/2024).

158

https://www.cureosity.com/de
https://www.rehacare.de/de/business/cureostiy-pilotprojekt-virtual-reality-therapie
https://www.rehacare.de/de/business/cureostiy-pilotprojekt-virtual-reality-therapie
https://doi.org/10.1145/3334480.3375209
https://doi.org/10.1145/3334480.3375209
https://nodejs.org/en/
https://diga.bfarm.de/


[63] Rick Davidson and Ron Henderson. “Electronic performance monitoring: A lab-
oratory investigation of the influence of monitoring and difficulty on task perfor-
mance, mood state, and self-reported stress levels”. In: Journal of Applied Social
Psychology 30.5 (2000), pages 906–920.

[64] Statista Research Department. Distribution of opinions of adults on the preferred
use of virtual reality (VR) for personal fitness training in Great Britain (GB) in
2019. 2019. url: https://www.statista.com/statistics/1137335/distribu
tion-of-opinions-on-the-preferred-use-of-vr-for-personal-fitness-

training/ (visited on 07/13/2021).

[65] Statista Research Department. Share of adults who watch more online exercise
videos due to social distancing during the coronavirus pandemic in the United
States as of March 26, 2020. 2020. url: https://www.statista.com/stati
stics/1108538/online-fitness-video-usage-during-coronavirus-usa/

(visited on 11/08/2024).

[66] Statista Research Department. Share of individuals worldwide accessing the inter-
net via computers as of 2nd quarter 2024, by age group and gender. 2024. url:
https://www.statista.com/statistics/1380363/users-going-online-

via-computers-by-age-and-gender/ (visited on 11/08/2024).

[67] Anna Dickinson, John Arnott, and Suzanne Prior. “Methods for human–
computer interaction research with older people”. In: Behaviour & Information
Technology 26.4 (2007), pages 343–352.

[68] Angela DiDomenico and Maury A Nussbaum. “Interactive effects of physical and
mental workload on subjective workload assessment”. In: International journal
of industrial ergonomics 38.11-12 (2008), pages 977–983.

[69] Mike van Diest, Jan Stegenga, Heinrich J Wörtche, Gijsbertus J Verkerke, Klaas
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[204] Anabela Correia Martins, Cláudia Santos, Catarina Silva, Daniela Baltazar, Ju-
liana Moreira, and Nuno Tavares. “Does modified Otago Exercise Program im-
proves balance in older people? A systematic review”. In: Preventive medicine
reports 11 (2018), pages 231–239.

[205] Mara Mather and Laura L Carstensen. “Aging and motivated cognition: The
positivity effect in attention and memory”. In: Trends in cognitive sciences 9.10
(2005), pages 496–502.

[206] Pavagada Mathuranath, Peter Nestor, German Berrios, Wojtek Rakowicz, and
John Hodges. “A brief cognitive test battery to differentiate Alzheimer’s disease
and frontotemporal dementia”. In: Neurology 55.11 (2000), pages 1613–1620.

[207] Deborah Dillon McDonald, Timothy Gifford, and Stephen Walsh. “Effect of a
virtual pain coach on older adults’ pain communication: a pilot study.” eng. In:
Pain management nursing : official journal of the American Society of Pain
Management Nurses 12 (1 2011), pages 50–6.

[208] Joan M McDowd and Fergus IM Craik. “Effects of aging and task difficulty on
divided attention performance.” In: Journal of experimental psychology: human
perception and performance 14.2 (1988), page 267.

[209] Andre McGrail, Alex Best, and Stintah. Boat Attack. https://github.com/Unity-
Technologies/BoatAttack. 2020. (Visited on 01/06/2022).

[210] Mary L McHugh. “Interrater reliability: the kappa statistic”. In: Biochemia med-
ica 22.3 (2012), pages 276–282.

172



[211] Sumit Mehra, Bart Visser, Nazli Cila, Jantine van den Helder, Raoul HH Engel-
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Appendix A

Supplementary Material: Chapter 5

This chapter includes the questions of the semi-structured interviews for the paper: A
Long-Term User Study of an Immersive Exergame for Older Adults with Mild Dementia.

A.1 HRQOL and DEMQOL

Measures Sessions
Control Group Test Group Mean SD

CG1 CG2 CG3 CG4 CG5 TG1 TG2 TG3 CG4 TG5 CG TG CG TG

HRQoL
Session 1 0 1 1 1 1 1 1 2 2 3 0.8 1.8 0.45 0.84
Session 2 0 - 2 2 - 1 - 1 1 3 1.33 1.5 1.15 1
session 3 0 - 2 0 2 - 1 3 2 2 1 2 1.15 0.82

DEMQoL-Proxy
Session 1 92 90 90 107 117 93 102 100 88 118 99.2 95.4 12.24 10.92
Session 2 88 91 97 107 - 90 - 78 81 99 95.75 82.75 8.38 8.73
Session 3 106 94 100 88 83 - 104 89 116 115 94.2 101 9.18 12.03

Table A.1: Descriptive values from the HRQOL and DEMQOL-Proxy questionnaire.

A.2 Game-Related Interviews

In this section, we will enumerate the questions that were asked in the semi-structured
interviews directly after the last game session.

A.2.1 Participants

1. How would you describe your game experience? / game experience

2. How was your attachment to the game? / game engagement

3. How much fun or boredom did you have while playing? / enjoyment

(a) If you got bored, what could have been changed to counteract that?

(b) Would more / different videos have helped? Or were the game mechanics
themselves boring?

4. How did you feel when you were in the places you saw? / presence
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5. How would you describe your visits to the touristic locations? / presence

6. How do you feel about the camera in your hand? / interaction with game me-
chanics

7. Did you feel different after playing than right before? Did you feel happier, or less
happy?

8. What are your thoughts on the game in general?

(a) What did you like about the game?

(b) What did you not like?

9. Would you participate in a fitness game study again? / repeatability

(a) If yes, why?

(b) If no, why not?

10. Would you recommend this game to others? / generalization

(a) If yes, to whom and why?

(b) If no, why not?

11. What would make the game better? / game mechanics

A.2.2 Caregiver

1. How would you describe the mental (e.g emotional) well-being of the participant
before the study? / psychological

2. How would you describe the mental (e.g emotional) well-being of the participant
after the study? / psychological

3. How would you describe the cognitive (e.g memory, complex actions, making
plans) well-being of the participant before the study?/ cognitive

4. How would you describe the cognitive (e.g memory, complex actions, making
plans) well-being of the participant after the study? / cognitive

5. How would you describe the physical (e.g mobility, pain, performance) well-being
of the participant before the study? / physical

6. How would you describe the physical (e.g mobility, pain, performance) well-being
of the participant after the study? / physical

7. How was the social life of the participant before the study? Was s/he often alone?
/ social
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8. How was the social life of the participant after the study? Was s/he often alone?
/ social

9. How would you describe the quality of life (e.g., feelings, memory, everyday activ-
ities) of the participant before the study? / HRQOL

10. How would you describe the quality of life (e.g., feelings, memory, everyday activ-
ities) of the participant after the study? / HRQOL

11. Was the participant’s mood different immediately before and immediately after a
gaming session? Were they in a more positive or negative mood?

12. Did the participant talk about the study?

(a) Did the participant talk about it right before or after the study? Or in
between?

A.2.3 Healthcare Professional

For each participant:

1. Did the participant have prior experience with VR (VR games, another study,
etc. . . )?

2. How would you describe your game experience? / game experience

3. How would you describe the game experience of the participant? / game experi-
ence

4. How would you describe the game engagement of the participant? / game engage-
ment

5. How would you describe the interaction (e.g controlling, like to use the camera)
of the participants with the photo camera? / interaction with game mechanics

6. How would you describe the enjoyment of the participant during game-play? /
enjoyment

7. How would you describe the participant’s presence during the game? / presence

8. Have you observed differences in the participant’s mood immediately before and
immediately after a gaming session?

Only once for the healthcare professional:

1. What are your thoughts on the game in general?

2. What are your thoughts on teamwork with the participant?
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3. Would you recommend this game for people with dementia and their caregivers
or relatives?

(a) If yes, why?

(b) If no, why not?

4. What would make the game better? / game mechanics

A.3 General Interview (post-game)

The following questions were asked to the caregivers of both the test group and the
control group in the week after the last game session.

1. How would you describe the mental (e.g emotional) well-being of the participant
before the study? / psychological

2. How would you describe the mental (e.g emotional) well-being of the participant
after the study? / psychological

3. How would you describe the cognitive (e.g memory, complex actions, making
plans) well-being of the participant before the study?/ cognitive

4. How would you describe the cognitive (e.g memory, complex actions, making
plans) well-being of the participant after the study? / cognitive

5. How would you describe the physical (e.g mobility, pain, performance) well-being
of the participant before the study? / physical

6. How would you describe the physical (e.g mobility, pain, performance) well-being
of the participant after the study? / physical

7. How was the social life of the participant before the study? Was s/he often alone?
/ social

8. How was the social life of the participant after the study? Was s/he often alone?
/ social

9. How would you describe the quality of life (e.g., feelings, memory, everyday activ-
ities) of the participant before the study? / HRQOL

10. How would you describe the quality of life (e.g., feelings, memory, everyday activ-
ities of life) of the participant after the study? / HRQOL

11. Did the participant talk about the study?

(a) Did the participant talk about it right before or after the study? Or in
between?
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Appendix B

Supplementary Material: Chapter 6

In detail, the exercises and number of repetitions in the video condition were the fol-
lowing, taken from [168]:

• side arm raises (5×)

• neck lateral flexion stretch (5×)

• neck rotation to the sides (5×)

• neck flexion/extension forward and backward (5×)

• shoulder circles to the front (7×)

• shoulder circles to the front, including elbows (7×)

• shoulder circles to the back (7×)

• shoulder circles to the back including elbows (7×)

• arm circles to the front (6×)

• arm circles to the back (6×)

• torso rotations (7×)

• punches to the upper sides (5×)

• overhead punches (7×)

• side arm raises (5×)

B.1 Correct Bubble Percentage in the Follow-Up Study

Figure B.1 shows the number of correctly collected bubbles for each distance between
them. It was fit with a loess-function.
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Figure B.1: The percentage of correctly collected bubbles for each spawning time
between bubbles, measured during the confirmation study. Fit with a Loess function.
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Appendix C

Supplementary Material: Chapter 11

This section shows supplementary information about Chapter 11.

Easy Medium Hard
BAUM SCHILD VORRAT
BRUT TASCHE UMLAUF
BURG MORGEN REPTIL
CHEF GRUPPE ANKAUF
CLUB BAGGER WINKEL
DAMM TEUFEL EGOIST
ECKE ABWEHR UNRUHE
EXIL FLUCHT SONATE
HAUT SOMMER IRRTUM
HEMD VERBOT ADVENT
HUND STRICH HAUFEN
KAUF OBJEKT CHORAL
KEIM VENTIL UNHEIL
LAMM SCHNEE BENGEL
NAHT SCHLAG ROHBAU
NAPF SYMBOL KLETTE
NETZ RITTER LIZENZ
QUIZ UMFANG FREUDE
TAXI EXPORT OKTAVE
TURM ZUCKER EMPORE

Table C.1: All words used for the anagram solving task, divided by difficulty.
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Appendix D

Supplementary Material: Chapter 12

This section presents the supplementary material for Chapter 12.

D.1 GPT Prompts

This section lists the exact prompts given to GPT during the game. These have been
translated from German to English for this thesis, using ChatGPT.

D.1.1 General Information

The following prompt was provided to the IVA at the start of the game. It contains all
information on the game, the game flow as well as the game rules. We found it beneficial
to provide this information right from the start in order to empower the IVA to answer
questions and be aware of the game flow before reaching certain events:

You are a parrot named Ara, controlled by artificial intelligence, in a virtual reality game
programmed by the Universität Hamburg. Your task is to assist older adults by providing
them with tips on interactions and the game rules. Please address me formally and use
polite language.

Importantly, the text will be converted to speech, so avoid complex punctuation like
asterisks, semicolons, or similar. Also, try to keep explanations fluent and as brief as
possible. Use simple words that older adults can easily understand. Speak in German
and refrain from using foreign words, English terms, or slang. Do not ask after every
sentence if you can assist further.

I will explain to you the rules and setting of the game. I must go through the steps in the
given sequence. Explain one step at a time to me and do not jump ahead to future steps.
If I ask you questions in between, answer them in an easily understandable manner.

The game takes place on a tropical island. I am wearing a virtual reality headset, the
Meta Quest. With it, I perceive the world around me in stereoscopic 3D. I have a
controller in each hand, which are small handy technical devices with various buttons.
They have trigger buttons. These are located at the back of the controller and can be
reached with the index finger.
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Step 1: The game begins with a calibration of my seating position. For this, I have to
look forward and press the two trigger buttons on the controllers for three seconds.

Step 2: Next, my range of motion is measured with four balloons. These balloons are
located above and beside me. If they can’t be found, I should look up a bit. The balloons
are very sluggish. It’s enough to briefly touch them. When I touch them, they move
further away from me. If I’m satisfied with the distance, I can simply lower my hands
briefly. The blue balloons must be touched with the left hand and the orange balloons
with the right hand.

Step 3: Then the real game starts. The game involves paddling down a river in a virtual
canoe. Soap bubbles appear in front of me, which can be popped. There are three levels
in total, each lasting one minute. There are different rules in the levels. In the first
level, all soap bubbles should be destroyed. In the second and third levels, various mental
tasks are added.

The game is intended to keep older adults like me fit in advanced age. Targeted move-
ments and mental tasks strengthen my abilities. The game should not be too strenuous.
It is not a test, but should be fun. It is played while sitting. The game automatically
becomes more difficult if many correct bubbles are popped and automatically becomes
easier if I make some mistakes.

The rule of the first level is to touch all soap bubbles. The rule in the second level is
to pop all red soap bubbles with the right hand and all yellow soap bubbles with the left
hand. The rule in the last level is to alternate between popping a bubble with a letter
above it and then a bubble with a number above it.

D.1.2 Situational Prompts

At certain points in the game, additional prompts were given to the agent, independent
of the verbal input of the user. These prompts informed the agent about the current
state of the game and gave further instructions on how to proceed. Prompts were given
after transitioning from passthrough to the immersive environment, after a successful
calibration of the sitting position, after calibration of the ROM, once a level was started,
and once it ended. Further, the agent made comments if the user played well, or if they
made mistakes. The specific prompts are the following:

Introduction: Introduce yourself with your name Ara and say that you are an artificial
parrot. Then ask if I have any questions about the game.

After calibration: Finished with the calibration of the seating position. Now explain to
me that my range of motion will be measured. For this, I need to push four balloons as
far away from me as possible.

After ROM calibration: Finished with the measurement of the range of movement. Now
there is a start button on the right side. As soon as it is pressed, the canoe will slowly
start moving. Point out to me that I should immediately inform you if I start feeling
seasick. If I do, it helps to close my eyes and quickly take off the headset.
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After pressing the start button to play a new level: Explain to me the rule for level
number [1,2,3].

If the user was doing well: Give me a compliment because I’m playing so well.

If the user is making mistakes: Politely point out to me that I’m still making some
mistakes and explain the rule of the level again.

At the end of a level: The level is over. Ask me if I want to play again or if I want to
end the game. The corresponding buttons are on the right side.

At the end of the game: ”The game is now over. Congratulate me and tell me that I
collected [number] correct soap bubbles. Point out to me that I can take off the virtual
reality headset now, or I can continue talking with you if I want.

D.2 Semi-Structured Interview Questions

The following questions were used as a basis for the semi-structured interviews:

1. How did you find entering the virtual world? Did you like the passthrough mode?

2. Were you able to hear everything clearly?

3. Was there anything you didn’t like? Do you have any wishes?

4. How did you find it to play with the parrot as a helper?

5. Did you miss having a human contact person?

6. How intelligent did you find the parrot? Did it make mistakes?

7. What else would you have wished for from the parrot?

8. What behaviors should it show more of? What should it stop doing?

9. Have you used AI before, such as GPT? What do you think about it?

10. Can you imagine using AI in real life as well? If so, for what and how?
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Appendix E

Usage of Generative AI

OpenAI’s ChatGPT was used for correcting grammar and improving the readability of
my writing. The assistance of ChatGPT helped to enhance the overall quality of this
thesis, while all original research and analysis remains my own. I used UHHGPT with
the models GPT 4 omni and GPT 4 omni mini. Additionally, ChatGPT was used
to translate the Abstract of this thesis from English to German, and to translate the
prompts used for the study presented in Chapter 12 from German to English. A list of
typical sample prompts I used can be found below.

• [Grammar Correction] Is it A or B in this sentence?
Sample Input: Is it adopted or adapted in this: “It has been widely adopted for
virtual reality research”?
Sample Output: In this context, “adopted” is correct. The phrase means
that something has been widely accepted or utilized for virtual reality research.
”Adapted”would imply that it has been modified or adjusted for a specific purpose,
which does not fit the intended meaning here.

• [Grammar Correction] Correct this.
Sample Input: Correct this: “It was no longer save”
Sample Output: “It was no longer safe.”

• [Correction and Rephrasing] Is the following sentence correct?
Sample Input: Is the following sentence correct? Is there a better word for“high”?
“It shows a high success in engaging the older adults to exercise.”
Sample Output: The sentence has a small grammatical error; it should be “It
shows a high level of success in engaging older adults to exercise.” For a better
word than “high,” you could use “significant,”“notable,” or “considerable.” Here’s
a revised version of the sentence with one of those options: “It shows a significant
level of success in engaging older adults to exercise.”

• [Rephrasing] Make this sound better.
Sample Input: Make this sound better: “the Social Presence Survey (SPS), which
consists of five questions, which are answered on a Likert-scale”
Sample Output: “The Social Presence Survey (SPS) comprises five questions, each
answered using a Likert scale.”

• [Rephrasing] Give me a better word for X in this sentence.
Sample Input: Give me a better word for“deteriorated”in this sentence: Technical
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limitations and the inability to perform well in crisis situations deteriorated the
view of participants.
Sample Output: Technical limitations and the inability to perform well in crisis
situations undermined the view of participants.

• [Translating] Translate this to English/German.
Sample Input: Translate this to English: Also dem Papagei mache ich gar keine
Vorwürfe.
Sample Output: “I don’t blame the parrot at all.”
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Ich bin damit einverstanden, dass meine Arbeit in den Bestand der Bibliothek
eingestellt wird.

Ort, Datum Unterschrift
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