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Abstract

The Standard Model’s known limitations drive the search for new physics, a major focus
of modern experimental particle physics. This thesis presents two searches for Beyond the
Standard Model physics in the four-top-quark final state at the ATLAS experiment. The first
search focuses on final states with a single lepton. The mass of the resonance is explicitly
reconstructed by using the products of its fully-hadronic decay. The presence of the signal is
investigated both for a simplified vector top-philic boson model, and without model dependence
by identifying localized deviations in data compared to the background. The data was found to
be compatible with the background-only hypothesis, and exclusion limits were set. The second
search investigates final states with at least two reconstructed leptons with the same-sign electric
charge. This thesis presents the algorithm for reconstruction of the resonance in this final state
and shows its potential application for obtaining model-independent results for final states with
multiple leptons.

Before the next LHC phase, the current ATLAS tracking detector will be replaced by a new
one, called the ITk. The outer part of the ITk is made using silicon strip sensors, and in the
forward regions the tracking is performed in the endcaps. This thesis describes the work on
production and quality control of ITk silicon strip endcap modules, the single sensitive units
in the ITk strip endcaps. A tool for monitoring module production is presented, which allows
to identify deviations in the production process in time and quickly mitigate them in order to
ensure excellent quality of the produced modules. The most demanding module quality control
step is thermal cycling, requiring a specific setup and dedicated software, both of which are
described in this work.
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Zusammenfassung

Die bekannten Einschränkungen des Standardmodells treiben die Suche nach neuer Physik
voran und bilden einen zentralen Schwerpunkt der modernen experimentellen Teilchenphysik.
Diese Dissertation präsentiert zwei Suchen nach Physik jenseits des Standardmodells am ATLAS
Experiment, fokussiert auf Endzustände mit vier Top-Quarks. Die erste Analyse untersucht
Endzustände mit einem einzelnen Lepton, wobei die Masse der Resonanz explizit rekonstruiert
wird. Hierbei werden die Produkte des vollständig hadronischen Zerfalls verwendet. Das
Vorhandensein eines Signals wird sowohl innerhalb eines vereinfachten top-philic Boson Models
als auch modellunabhängig geprüft, indem lokale Abweichungen zwischen den Daten und dem
Hintergrund identifiziert werden. Die Ergebnisse weisen eine Kompatibilität der Daten mit der
Untergrundhypothese auf, und es wurden Ausschlussgrenzen festgelegt. Die zweite Untersuchung
richtet sich auf Endzustände mit mindestens zwei rekonstruierten Leptonen gleicher elektrischer
Ladung. In diesem Kontext wird ein Algorithmus zur Resonanzrekonstruktion vorgestellt, der
eine vielversprechende Grundlage bietet, um modellunabhängige Ergebnisse für Endzustände
mit mehreren Leptonen zu erzielen.

Für die nächste Phase des LHC wird der aktuelle ATLAS Spurendetektor durch den sogenannten
ITk ersetzt. Der äußere Teil des ITk besteht aus Silizium-Streifensensoren, während in den Vor-
wärtsregionen die Spurrekonstruktion in den Endkappen erfolgt. Diese Dissertation beschreibt
die Produktion und Qualitätssicherung der ITk-Silizium-Streifen-Endkappenmodule, den grundle-
genden Einheiten in den Endkappen. Ein speziell entwickeltes Werkzeug zur Überwachung des
Produktionsprozesses wird vorgestellt, das dazu dient, Abweichungen frühzeitig zu erkennen
und zu beheben, um die hohe Qualität der Module sicherzustellen. Besonderes Augenmerk liegt
auf die thermische Wechselbeanspruchung, dem anspruchsvollsten Schritt der Qualitätskontrolle.
Dieses Verfahren erfordert eine eigens entwickelte Einrichtung und spezielle Software, die beide
in dieser Arbeit detailliert beschrieben werden.
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Introduction

The Standard Model is the most successful theory in particle physics to date, providing an
accurate description of nearly all experimentally observed phenomena in particle physics. Its
final missing component, the Higgs boson, was discovered by the ATLAS and CMS experiments
at the Large Hadron Collider (LHC) in 2012. This discovery was an important achievement,
as it confirmed the mechanism responsible for giving mass to elementary particles. Despite
its remarkable success, the Standard Model has major shortcomings. For example, it does
not account for gravity, dark matter or dark energy. To address these limitations, multiple
experimental searches are underway to explore physics beyond the Standard Model (BSM).
These include analyses of cosmological data, studies of neutrinos from various sources, and
investigations using data from particle colliders.

The LHC is the largest and the most energetic particle collider ever built. It currently accelerates
and collides protons with the center-of-mass energy of 13.6 TeV. ATLAS is one of the experiments
analyzing the collision data from the LHC. It utilizes a multipurpose detector, capable of
measuring the kinematic characteristics of almost all long-living particles produced in a proton-
proton collision. It is well suited for both precision measurement of the parameters of the
Standard Model and for searches for new phenomena. The high collision energies and the large
dataset recorded at the LHC facilitate opportunities for the new physics searches and enable
exploration of previously inaccessible rare final states, such as those involving simultaneous
production of multiple top quarks. A recent observation of four top quark production at the
LHC by the ATLAS and CMS experiments and a measured excess in the rate of such events
compared to Standard Model predictions motivates searches for BSM contributions to this final
state. Such contributions are predicted by several BSM theories, postulating the existence of
particles, which couple predominantly to top quarks.

Two searches for new physics in the multi-top-quark final states are presented in this thesis. The
first search probes a theory that predicts a resonant production of a new particle in association
with two top quarks, one of which decays to produce a lepton. This analysis, the first of its
kind at the LHC, reconstructs the resonance directly, allowing for a model-independent result.
Additionally, a model-dependent result is obtained for a simplified theory predicting a heavy
vector boson, coupling exclusively to top quarks.

The second search focuses on the final states with several leptons, expanding and refining the
first analysis. In addition to the previously mentioned theory, the two-Higgs doublet model is



Introduction

also probed in this search. The search benefits from improved modeling and data reconstruction
techniques and utilizes machine learning algorithms to separate signal and background events.
An algorithm for explicit reconstruction of the resonance has been developed, which opens
unique possibilities of obtaining a model-independent result in this search as well, which was
never previously done for multi-lepton final states.

In the coming years, the LHC will be upgraded to provide a higher rate of proton-proton
collisions, requiring upgrades to key components of the ATLAS detector. In particular, the
tracking detector, that does not have enough radiation hardness or granularity to operate in
these high luminosity conditions, will be replaced by an all-silicon Inner Tracker (ITk). This
tracker, currently under construction, is a collaborative effort involving multiple institutions
worldwide. The ITk consists of two parts, with the inner part made using silicon pixel sensors
and the outer part made using silicon strip sensors. The individual sensitive units of the strip
sub-detector are called modules, and their construction involves multiple steps and requires strict
quality control at every step. The most complicated and demanding quality control procedure is
thermal cycling, which is a stress test performed for every assembled module in dedicated testing
setups. This thesis describes module assembly and quality control with focus on the thermal
cycling procedure and presents a tool for monitoring the quality of the modules throughout the
production steps.

The thesis is organized as follows. Chapter 2provides an overview of the Large Hadron Collider
and describes the subsystems of the ATLAS detector. Chapter 3 introduces the LHC upgrade
and presents the Inner Tracker, including details on strip module assembly and quality control,
the thermal cycling process and the module production monitoring tool. Chapter 4 describes
the reconstruction of physics objects from the data gathered by the ATLAS detector. Chapter 1
presents the Standard Model and discusses its limitations, followed by an overview of BSM
theories that motivate searches in multi-top-quark final states. Chapter 5 presents the search
for a heavy vector boson in a single-lepton final state, detailing all steps of the analysis and
the final results. Chapter 6 covers the ongoing search for BSM resonances in multi-lepton final
states. Although this analysis is still in development, the chapter outlines the current plan and
emphasizes the development of an algorithm for resonance mass reconstruction. The algorithm’s
sensitivity is evaluated using simulated events, and the expected results are presented. Finally,
the ?? chapter summarizes the projects covered in the thesis and offers an outlook on their
potential and future directions.
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Author’s contributions

Author’s contributions
Large experiments like ATLAS are only possible through collaborative efforts of thousands
of people. The collaboration includes more than 3000 members, each contributing to various
aspects of the experiment, including detector design, construction, operation, as well as data
reconstruction and numerous physics analyses. The work presented in this thesis builds on the
combined efforts of the entire collaboration. This section lists the author’s direct contributions
to these projects.

The author’s primary contributions to the single-lepton resonance search include finalizing key
aspects of the analysis, such as the classification of the tt̄+jets events and de-correlation of
systematic uncertainty related to the choice of the Monte Carlo generator. The author also
contributed to the inclusion of signals with various model parameters, performing signal bias
uncertainty calculations for several individual signal samples and calculating the final exclusion
limits. In addition, the author created an event display with one of the events collected by the
ATLAS detector, implemented interaction between the analysis framework and the RECAST
software, enabling future reuse of the framework and validated this workflow using an alternative
signal model sample.

For the search for heavy resonances in the same-sign multi-lepton final states, the author
developed an algorithm for reconstruction of the resonant particle mass, utilizing a previously
existing algorithm for reconstruction of neutrino momenta. The mass reconstruction algorithm
was validated and its expected performance was evaluated.

The author contributed to multiple steps of ITk strip endcap module production performed at
DESY, including testing silicon sensors, assembled modules, and conducting module assembly.
The author developed software for IV curve comparison and performed all related studies
mentioned in this thesis. Furthermore, in collaboration with colleagues from DESY, the author
integrated the PLC-based thermal cycling setup into the common software framework and
automated the thermal cycling procedure. That involved implementation of all the classes in
the ColdJigLib2 software, that are specific to the PLC-based setups. The author optimized
the parameters of the PLC program to ensure that the thermal cycling procedure fits the
requirements and performed thermal cycling of several ITk strip endcap modules.
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1. Theoretical overview

Particle physics aims to answer fundamental questions about the world that surrounds us,
about its construction and interactions between its constituents. The Standard Model has been
remarkably successful at this task, however it has significant limitations, as it fails to explain
some of the observed phenomena.

This chapter gives an overview of the Standard Model, describes its shortcomings and details
several theories Beyond the Standard Model, able to address some of the them. Finally,
contributions to the four-top-quark final state from both Standard-Model and Beyond-the-
Standard-Model processes are discussed.

1.1 The Standard Model
The Standard Model (SM) is the most complete theory to date describing nearly all observed
phenomena in particle physics. The predictive ability of this theory was proven by many
experimental observations, such as the discovery of Z [1] and W [2] bosons, gluon [3], and
top [4, 5] and charm [6, 7] quarks. It was most recently shown in 2012 when the Higgs boson,
the last missing piece of the Standard Model, was discovered [8, 9]. This section provides a brief
overview of the most important aspects of the SM. More detailed descriptions can be found
in [10–12].

1.1.1 Particles

All particles in the Standard Model can be classified by their spin, which is the intrinsic angular
momentum of a particle. Particles with integer spin are called bosons and they follow Bose-
Einstein statistics [13]. Particles with half-integer spin follow Fermi-Dirac statistics and are
called fermions [14, 15]. While all known matter consists of fermions, bosons mediate interactions
in the Standard Model. Three fundamental interactions are described by the Standard Model:
electromagnetic, weak, and strong. The fourth interaction that can be observed is gravitation,
which is not included in the SM, however its effects on particle physics are often several orders
of magnitude weaker than those of the other tree forces, which makes it possible to neglect
gravitation in most cases. The electromagnetic interaction is mediated by photons, and the
weak interaction is mediated by an electrically neutral gauge Z-boson and the two charged
gauge W ±-bosons. Above the so-called electroweak unification energy, these two interactions
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are united into one electroweak interaction. This unification was proposed by S. Glashow [16],
A. Salam [17], and S. Weinberg [18]. There are four electroweak charges that include the electric
charge.

The electrically-neutral gluons mediate strong force interactions, and these mediators carry a
so-called color charge. There are three color charges: red, green, and blue, each of which has a
corresponding anticolor charge. Every gluon carries one color and one anticolor charge.

The fermions are represented by three generations of quarks and leptons. There are three up-type
quarks: up, charm, and top, and three down-type quarks: down, strange, and bottom. The
up-type quarks have an electric charge of +2/3e, where e is the fundamental electric charge,
while the down-type quarks have a charge of −1/3e. Each quark carries a color charge and
each antiquark carries an anticolor charge. The leptons can be divided into charged and neutral
ones. The charged leptons include electron, muon, and tau lepton; the neutral leptons, called
neutrinos, have three flavors, each corresponding to a charged lepton type. Fermions can be
organized into three generations, with the masses of the fermions increasing in each subsequent
generation. The schematic structure of these generations is shown in Figure 1.1. Each generation
has one up-type and one down-type quark, one charged lepton, and one neutrino, as well as
all of their antiparticles. Leptons only interact via the electromagnetic and weak interactions,
while quarks can also interact via the strong interaction.

Due to the color confinement, quarks are always observed in bound states, called hadrons, which
are color-neutral and have integer electric charges. Based on the number of quarks they are
composed of, hadrons can be classified as mesons or baryons. Mesons consist of a quark-antiquark
pair, and the color neutrality is ensured by the antiquark having the anticolor to the color
carried by the quark. Baryons, on the other hand, are composed of three (anti-)quarks, each
carrying a different (anti-)color, making them color neutral as well.

1.1.2 Symmetries and interactions

The Standard Model can be described in the mathematical framework of Quantum Field
Theory (QFT) which combines the principles of classical relativistic field theory and quantum
mechanics. The gauge symmetry group of the SM is

SU(3)C × SU(2)L × U(1)Y , (1.1)

which is the direct product of three fundamental gauge groups. SU(3)C is a special unitary group
of degree 3, which describes the strong interaction. The subscript C denotes color. SU(2)L is a
second-order special unitary group associated with weak interaction. The subscript L indicates
that only the left-handed fermions carry this quantum number. U(1)Y is a unitary group of
degree 1, which describes electromagnetic interaction, and the subscript Y refers to the weak
hypercharge defined as Y = 2(Q − T3), where Q is the electric charge and T3 is the z-component
of the weak isospin.

To construct the Lagrangian of the Standard Model one needs to create a renormalizable
Lagrangian from the fields in the system that respects the postulated symmetries. In the
following sections the separate parts of the Lagrangian are explained in detail.

Electromagnetic interaction

Quantum electrodynamics (QED) describes the electromagnetic interaction in the Standard
Model.

6
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1 Theoretical overview

The Lagrangian of a free fermion field Ψ with mass m is given by

L0 = Ψ̄(iγµ∂µ − m)Ψ, (1.2)

where Ψ̄ = Ψ†γ0 is the Dirac adjoint of Ψ, and γµ are the Dirac matrices. In this context
and throughout the discussion, we apply the Einstein summation convention, assuming that
summation occurs over the index µ or ν when in a product a same letter is used as an upper
and a lower index (e.g. γµ∂µ ≡

∑3
µ=0 γµ∂µ).

Although this Lagrangian is invariant under a global U(1) transformation Ψ(x) 7→ eiαΨ, where
α is constant, it is not invariant with respect to local U(1) transformations Ψ(x) 7→ eiqθ(x)Ψ,
where q is the electric charge and θ is a local quantity. However, by introducing an additional
field Aµ and replacing the partial derivative ∂µ by the covariant derivative Dµ defined as

Dµ ≡ ∂µ − iqAµ, (1.3)

the Lagrangian can be made invariant under local U(1) transformations as well. This additional
field corresponds to the photon and transforms under local transformations as

Aµ(x) 7→ Aµ(x) + ∂µθ(x). (1.4)

The kinetic part of the photon Lagrangian is given by

Lkin = −1
4FµνF µν , (1.5)

where Fµν = ∂µAν − ∂νAµ. If a mass term −1/2 × m2
AAµAµ for the photon is added, the

Lagrangian stops being invariant under the local U(1) transformation, which means that the
photon must be massless in QED.

The complete QED Lagrangian is therefore defined as follows:

LQED = −1
4FµνF µν + Ψ̄(iγµDµ − m)Ψ. (1.6)

Weak interaction and electoweak unification

The weak interaction in the SM is described together with the elecromagnetic, following the
electroweak unification proposed by Glashow, Weinberg, and Salam. The electroweak Lagrangian
is invariant under SU(2) × U(1) transformations. Above the so-called unification energy equal
to ≃246 GeV electromagnetic and weak forces unite into one electroweak force. Starting with
the same Lagrangian for free fermions as in the beginning of the last section, while omitting the
mass terms due to them violating the gauge symmetry, the Lagrangian for quarks and leptons
can be written as

L =
∑

f

Ψ̄f
L/R(x)iγµ∂µΨf

L/R(x), (1.7)

with
Ψf

L/R = 1 ∓ γ5
2 Ψf , (1.8)

where index f denotes quarks and leptons, and the matrix γ5 ≡ iγ0γ1γ2γ3. ΨL/R denote left- and
right-handed bispinor projections, which behave differently under the gauge group in the sense
that left-handed components form doublets, while the right-handed ones are singlets. Therefore,

8



1.1 The Standard Model

the mixed mass terms for fermions (e.g. Ψ̄LΨR) are forbidden. The covariant derivative in this
case is defined as

Dµ ≡ ∂µ − ig
3∑

j=1

σj

2 W j
µ − ig′ Y

2 Bµ, (1.9)

where g and g′ denote the gauge coupling constants for SU(2) and U(1) respectively, σj are the
Pauli matrices, and Y is the weak hypercharge. The photon Aµ and the W ± and Z0 bosons can
be expressed in terms of the W j

µ and Bµ boson fields:

W ±
µ = 1√

2
(W 1

µ ∓ iW 2
µ), (1.10)

Z0
µ = 1√

g2 + g′2
(gW 3

µ − g′Bµ), (1.11)

Aµ = 1√
g2 + g′2

(g′W 3
µ + gBµ). (1.12)

The Weinberg angle θW is defined as

cos θW = g√
g2 + g′2

, sin θW = g′√
g2 + g′2

. (1.13)

Kinetic terms for W j
µ and Bµ are

Lkin = −
3∑

j=1

1
4W j

µνW µν
j − 1

4BµνBµν , (1.14)

where W j
µν = ∂µW j

ν − ∂νW j
µ −

∑3
k=1

∑3
l=1 gϵjklW j

µW k
ν , Bµν = ∂µBν − ∂νBµ, and ϵjkl is the

totally antisymmetric Levi-Civita tensor.

Thus, the final electroweak Lagrangian without the mass terms reads

LEW =
∑

f

Ψ̄f
L/R(x)iγµDµΨf

L/R(x) − 1
4W j

µνW µν
j − 1

4BµνBµν . (1.15)

The mechanism of mass generation for gauge bosons and charged fermions is discussed below in
the paragraph about the Higgs mechanism.

Strong interaction

The strong interaction in SM is described within the framework of quantum chromodynam-
ics (QCD). An approach similar to the one used in the previous sections can be used to obtain
the QCD Lagrangian. The six quark fields carry color charge and can be represented by

Ψq =

 Ψred
q

Ψgreen
q

Ψblue
q

 , (1.16)

where q = u, d, c, s, t, b is the quark type. Considering these fields, the Lagrangian can be written
as

L =
∑

q

Ψ̄q(iγµ∂µ − mq)Ψq. (1.17)
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The covariant derivative for QCD is defined as

Dµ ≡ ∂µ − igs

∑
a

λa

2 Ga
µ, (1.18)

where gs is the strong coupling constant, λa are the Gell-Mann matrices, Ga
µ denotes the eight

gluon fields, and index a denotes the gluon types. The commutation relation for the Gell-Mann
matrices is

[λa, λb] = 2ifabcλc, (1.19)

where fabc are the structure constants, completely antisymmetric in the three indices. Defining
Ga

µν as
Ga

µν = ∂µGa
ν − ∂νGa

µ − gsfabcGb
µGc

ν , (1.20)

and adding the kinetic term for the gluons

Lkin = −1
4
∑

a

Ga
µνGµνa, (1.21)

the GCD Lagrangian can be written as

LQCD =
∑

q

Ψ̄q(iγµDµ − mq)Ψq − 1
4
∑

a

Ga
µνGµνa. (1.22)

Higgs mechanism

Due to the electroweak gauge symmetry bosons and fermions in the SM must be massless. This,
however, contradicts the experiments in which masses of the particles, such as the gauge bosons,
charged leptons and quarks, were measured with high precision. The solution to this problem
involves introducing another field – the Higgs field – which gives mass to the particles via the
Higgs mechanism. This solution was first proposed by Philipp Warren Anderson [20] and later
developed independently by Robert Brout and François Englert [21]; Peter Higgs [22]; and
Gerald Guralnik, Carl Richard Hagen and Tom Kibble [23].

Consider a Lagrangian
L = (Dµϕ)†(Dµϕ) − V (ϕ), (1.23)

where ϕ is an SU(2) doublet and the potential V (ϕ):

V (ϕ) = −µ2ϕ†ϕ + λ(ϕ†ϕ)2. (1.24)

Spontaneous symmetry breaking is possible when the minimum of that potential is obtained for
non-zero values of ϕ. In the above-defined potential considering positive µ2, the minimum is at

ϕ†ϕ = µ2

λ
≡ v2. (1.25)

Without loss of generality the minimum is chosen as

ϕ0 = 1√
2

(
0
v

)
, (1.26)

where v is called the vacuum expectation value (VEV) of ϕ.
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1.1 The Standard Model

Expanding the Lagrangian around ϕ0,

ϕ = 1√
2

(
0

v + h

)
, (1.27)

the Lagrangian becomes

L = (Dµϕ)†(Dµϕ) − 1
2(2µ2)h2 − λuh3 − 1

4λh4 + Const. (1.28)

This allows one to derive the mass of the Higgs boson from the quadratic term:

mH =
√

2µ2. (1.29)

With the electroweak covariant derivative defined as above in 1.9,

Dµ ≡ ∂µ − ig
3∑

j=1

σj

2 W j
µ − ig′ Y

2 Bµ (1.30)

Mass terms for the gauge bosons can be derived by expanding the first term of the La-
grangian 1.28:

(Dµϕ)†(Dµϕ) = |(∂µ − ig
σj

2 W j
µ − ig′ Y

2 Bµ)ϕ|2. (1.31)

∣∣∣∣∣(−ig
σj

2 W j
µ − ig′ Y

2 Bµ)ϕ
∣∣∣∣∣
2

= 1
8

∣∣∣∣∣
(

gW 3
µ + g′Bµ g(W 1

µ − iW 2
µ)

g(W 1
µ + iW 2

µ) −(gW 3
µ − g′Bµ)

)(
0
v

)∣∣∣∣∣
2

= 1
8

∣∣∣∣∣
(

vg(W 1
µ − iW 2

µ)
−v(gW 3

µ − g′Bµ)

)∣∣∣∣∣
2

= 1
8
(
v2g2(W 1

µ − iW 2
µ)(W 1

µ + iW 2
µ) + v2(gW 3

µ − g′Bµ)2
)

= 1
2

(
vg

2

)2
W +

µ W −
µ + 1

2


√

g2 + g′2

2

2

Z0
µ.

(1.32)

From this, masses of W and Z bosons are

mW = vg

2 , mZ =
v
√

g2 + g′2

2 , (1.33)

while the photon remains massless as it does not get a mass term.

Fermions obtain their masses via Yukawa coupling with the Higgs field:

LYukawa =
∑

f

−gf
Y (Ψ̄f

LϕΨf
R + Ψ̄f

Rϕ̄Ψf
L), (1.34)

where gf
Y represent the coupling constants, and masses of the fermions therefore are

mf = vgf
Y√
2

. (1.35)
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1.1.3 Open questions

Despite its success in describing a large variety of processes, the Standard Model cannot be
considered the theory of everything as it has its limitations:

• Gravity is not incorporated in the SM framework. The most successful theory that
describes gravity is general relativity [24], and so far all attempts to quantize it and thus
unite the two theories have not been successful.

• Dark matter and dark energy. According to many astrophysical observations, visible
matter is not the only matter existing in our universe. For example, galaxies rotate
at a higher speed than would be allowed if all their mass was contained in the visible
matter [25, 26], therefore there needs to exist the invisible so-called dark matter. The name
dark matter comes from the fact that this matter does not interact electromagnetically
and therefore does not emit, reflect, or absorb light, making it impossible to see. Only
∼5% of the universe consists of known matter, around 27% is dark matter and 68% is
dark energy, an energy uniformly distributed through the spacetime, which is responsible
for the accelerated expansion of the universe. Neither dark matter, nor dark energy are
explained by the SM.

• Neutrino masses and oscillations. It has been experimentally observed that the three
flavors of neutrinos can oscillate into each other, which is not explained by the Standard
Model [27, 28]. Moreover, this oscillation is only possible if at least some neutrino flavors
have non-zero masses, which also goes beyond the Standard Model predictions. The SM
can be expanded to include massive neutrinos and their oscillations. In this case, the mass
eigenstates are not the same as the flavor eigenstates, which makes the oscillation possible.
The relation between the eigenstates is given by the Pontecorvo–Maki–Nakagawa–Sakata
matrix (PMNS matrix) [29, 30]:νe

νµ

ντ

 =

Ue1 Ue2 Ue3
Uµ1 Uµ2 Uµ3
Uτ1 Uτ2 Uτ3


ν1

ν2
ν3

 , (1.36)

where νe, νµ and ντ denote the flavor eigenstates and ν1, ν2 and ν3 – the mass eigenstates.

• Hierarchy problem. There is a big difference in scales between the mass of the Higgs
boson (O(102) GeV) and the Planck mass, mP =

√
ℏcG−1 = O(1019) GeV, where ℏ is

the reduced Planck constant, c is the speed of light and G is the gravitational constant.
The Planck mass reflects the energy scale at which the quantum effects of gravity become
significant.

As the Higgs boson’s mass is sensitive to quantum corrections from all scales present in
nature, including the Planck scale, the mass that one would expect for the Higgs boson
given the scale of these corrections is significantly higher than the experimentally observed
mass. One possible explanation for this would be that there is a numerical cancellation,
which reduces the mass to the observed value, however such a cancellation would require
extreme fine-tuning of the parameters, which is considered unnatural. The mass of the
Higgs boson is not a calculable parameter of the SM, and thus there is a need to search
for a solution beyond the Standard Model.

• Baryogenesis and matter-antimatter asymmetry. In our universe, a dominance
of matter over antimatter can be observed, and the Standard Model does not provide
enough mechanisms that could lead to this. According to the SM, matter and antimatter
in comparable amounts should have been created at the beginning of the universe, and
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the amount of CP violation that exist in the SM is insufficient to explain the observed
matter-antimatter asymmetry.

1.2 Beyond the Standard Model theories
To address the shortcomings of the Standard Model extensive searches for new physics are being
conducted now in many experiments all over the world. In particular, many scientists hope that
the LHC can provide an opportunity to find hints at this new physics due to the high statistics
of gathered data and the high energies of the colliding protons.

Recent observation of four top quark production at the LHC by the ATLAS [31] and CMS [32]
experiments motivates searches for Beyond Standard Model contributions to this final state.
Many Beyond Standard Model (BSM) theories predict the existence of top-philic resonances,
which couple more strongly to the top quark than to the light quarks, rendering other couplings
negligible. In this section three such theories are presented and the production of the multi-top-
quark final states is discussed.

1.2.1 A simplified model for a top-philic color-singlet Z ′

This model, constructed with minimal assumptions about the properties of the Z ′ particle, is
suitable for general searches for top-philic resonances [33]. The only postulated properties of
the Z ′ are that it is a color-singlet, that it dominantly couples to the top quark pair and that it
rarely interacts with the other SM particles. Such Z ′ boson could be a dark matter interaction
mediator, and therefore this model allows one to probe the dark matter sector.

The interaction Lagrangian is

L = t̄γµ (cLPL + cRPR) tZ ′µ = ctt̄γµ (cos θPL + sin θPR) tZ ′µ, (1.37)

where PL/R = (1 ∓ γ5)/2 are the chirality projection operators, ct =
√

c2
L + c2

R is the coupling
strength of Z ′ to the top quarks, and the chirality angle θ is defined as tan θ = cR/cL.

The Lagrangian 1.37 yields the tree-level decay width

Γ
(
Z ′ → tt̄

)
=

c2
t MZ

′

8π

√√√√1 − 4m2
t

M2
Z

′

[
1 + m2

t

M2
Z

′
(3 sin 2θ − 1)

]
≈

c2
t MZ

′

8π
for mt ≪ MZ

′ . (1.38)

Therefore, when resonances with mass higher than the top quark mass are considered, the
resonance is narrow for ct ∼ 1, as the relation Γ/MZ

′ ≈ 1/8π. Also worth noting is the fact that
this model has only three parameters: the mass of the resonance MZ

′ , the chirality angle θ and
the coupling strength ct.

On tree-level, the Z ′ resonance is always produced together with at least one more top quark.
Sample Feynman diagrams of tree level production are shown in Figure 1.2. For pp → Z ′ + tt̄
production the channel gg → Z ′ + tt̄ gives the dominant contribution, accounting for up to 95%
of the total production cross section. For the tqZ ′ and the tWZ ′ production, where q denotes a
light quark, the dominant contribution comes from the initial states with b-quarks. The cross
section of the tWZ ′ production is the smallest out of these three final states, the cross section
of the tqZ ′ production is slightly larger, and the production cross section of tt̄Z ′ is around
two times bigger as the ones for tWZ ′ and tqZ ′. Therefore all three production modes give
substantial contributions to the Z ′ production.
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Figure 1.2: Sample diagrams for production of the Z ′ particle, showcasing different possible
production modes. (a) s-channel production via strong interaction, (b) production
along with a top quark and another quark via electroweak interaction, (c) pro-
duction along with a top quark and a W boson via mixed strong and electroweak
interactions [33].

Figure 1.3: A Feynman diagram showing the t-channel production of the Z ′ particle.

The tWZ ′ and tqZ ′ production modes, the so-called single top production modes, strongly
depend on the chirality parameter θ, because they are mediated by the t − W − b interaction.
For these processes, the value θ = 0 corresponds to the pure left-handed interaction and leads to
the largest cross-section for a given Z ′ mass, while θ = π/2 corresponds to the pure right-handed
interaction and leads to the smallest cross-section. For the tt̄Z ′ production mode there is no
such dependence on the chirality angle, as the process does not include a t − W − b coupling.

Additionally to production of the Z ′ resonance in the s-channel, as shown in Figure 1.2 (a),
the t-channel production contributes to the four top quark final state. The Feynman diagram
for this process is shown in Figure 1.3. This contribution is small, and for higher masses of Z ′

it increases the cross section by about 10%, while for lower masses this contribution is even
smaller.

The search described in this thesis considers only tree-level Z ′ production to minimize model
dependence.

1.2.2 Two-Higgs-doublet model
The two-Higgs-doublet model (or 2HDM) is an extension of the SM, in which the Higgs sector
includes two doublets instead of just one [34]. This minimal extension of the Higgs sector may
help explain baryogenesis and solve the hierarchy problem, mentioned in the previous section.

The most general scalar potential contains 14 parameters and can have CP-conserving, CP-
violating, and charge-violating minima. In most studies, however, it is assumed that CP is
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conserved and not spontaneously broken and that the quartic terms odd in either of the Higgs
doublets are removed by discrete symmetries, but one usually considers all possible quadratic
terms.

Thus, the most general potential for two doublets Φ1 and Φ2 is defined as follows:

V = m2
11Φ†

1Φ1 + m2
22Φ†

2Φ2 − m2
12
(
Φ†

1Φ2 + Φ†
2Φ1

)
+ λ1

2
(
Φ†

1Φ1
)2

+ λ2
2
(
Φ†

2Φ2
)2

+λ3Φ†
1Φ1Φ†

2Φ2 + λ4Φ†
1Φ2Φ†

2Φ1 + λ5
2

[(
Φ†

1Φ2
)2

+
(
Φ†

2Φ1
)2
]

.
(1.39)

Similarly to the SM Higgs potential before, the minimization of this potential gives

⟨Φ1⟩0 =
(

0
v1/

√
2

)
, ⟨Φ2⟩0 =

(
0

v2/
√

2

)
. (1.40)

Thus, the scalars Φ1 and Φ2 can be expressed as

Φa =
(

ϕ+
a

(va + ρa + iηa)/
√

2

)
, where a = 1, 2. (1.41)

Three of the eight fields give mass to the three gauge bosons, Z0 and W ±, which leaves five free
physical scalar fields: two charged scalars, two neutral scalars, and one pseudoscalar.

Mass terms for the charged scalars are given by

L
ϕ

± mass =
[
m2

12 − (λ4 + λ5)v1v2
] (

ϕ−
1 ϕ−

2

)( v2
v1

−1
−1 v1

v2

)(
ϕ+

1
ϕ+

2

)
. (1.42)

One of the eigenvalues of the matrix is 0 and it corresponds to the charged Goldstone boson G±

which is responsible for the mass of W ±. The second eigenvalue therefore gives the mass of the
charged scalar particles:

m2
+ =

(
m2

12
v1v2

− λ4 − λ5

)
(v2

1 + v2
2). (1.43)

The mass term for the pseudoscalars is

Lη mass =
[

m2
12

v1v2
− 2λ5

] (
η1 η2

)( v2
2 −v1v2

−v1v2 v2
1

)(
η1
η2

)
, (1.44)

and in addition to the pseudoscalar Goldstone mode, this equation provides the mass of the
physical pseudoscalar boson A:

m2
A =

(
m2

12
v1v2

− 2λ5

)
(v2

1 + v2
2). (1.45)

Finally, the mass term for the scalars is

Lρ mass = −
(
ρ1 ρ2

)( m2
12

v2
v1

+ λ1v2
1 −m2

12 + λ345v1v2

−m2
12 + λ345v1v2 m2

12
v1
v2

+ λ2v2
2

)(
ρ1
ρ2

)
, (1.46)
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where λ345 = λ3 + λ4 + λ5. The matrix can be diagonalized and α denotes the necessary rotation
angle for that diagonalization. Another parameter of the model is β, defined as

tan β ≡ v2
v1

. (1.47)

β is the rotation angle which diagonilazes the matrices of the charged scalars and pseudoscalars.
Given that there is no CP violation in the vacuum expectation values v1 and v2, both can be
assumed without loss of generality to be real and non-negative. Replacing in the definition 1.41
v1 = v cos β and v2 = v sin β, one can derive the expressions for the neutral Higgs bosons:

• Goldstone boson:
G0 = η1 cos β + η2 sin β; (1.48)

• Physical pseudoscalar, orthogonal to G0:

A = η1 sin β − η2 cos β; (1.49)

• Lighter (h) and heavier (H) physical scalars:

h = ρ1 sin α − ρ2 cos α, (1.50)

H = −ρ1 cos α − ρ2 sin α. (1.51)

In principle, under certain assumptions 2HDMs with flavor-changing neutral currents (FCNC)
can be viable; however, in many applications, it is assumed that there are no tree-level FCNCs.
Several types of the 2HDM theory are defined depending on the Higgs bosons, to which quarks
and leptons couple, types I and II, and so-called lepton-specific and flipped. It is clear that when
all fermions with the same quantum numbers are coupled to the same Higgs multiplet, such
currents do not exist. In the quark sector of the 2HDM, there are only two possibilities to realize
this condition:

• Type I 2HDM – all quarks couple to just one Higgs doublet (which is conventionally
chosen to be Φ2).

• Type II 2HDM – the quarks with electrical charge Q = 2/3 couple to one Higgs doublet
(conventionally Φ2), while the quarks with electrical charge Q = −1/3 couple to the other
doublet Φ1.

In the above-defined models, leptons couple to the same Higgs doublet as the down-type quarks,
however this is not required for the absence of FCNCs. Therefore, there are two options for the
leptons: they can either couple to the same Higgs doublet as the down-type quarks or they can
couple to the other one. In the second case, two more models arise, lepton-specific and flipped.
All four cases are summarized in Table 1.1.
Type II 2HDM is the most studied out of these four models. For the 2HDM to be consistent
with the existing data from direct searches for neutral bosons, performed by the ATLAS and
CMS collaborations, as well as with the data from precision measurements of the parameters
of the SM Higgs boson, the parameter space needs to be restricted to the so-called alignment
limit cos (β − α) → 0 [35]. Given this limit, the scalar boson h very closely resembles the SM
Higgs boson.
For heavy neutral bosons H/A, the dominant decay mode would be into a pair of top and anti-top
quarks. Due to destructive interference with the SM background gg → tt̄ in the final state with
two top quarks, the searches in that final state depend on the exact parameters considered.
The four top quark final state, on the other hand, does not suffer from this complication. The
Feynman diagram of this final state production is shown in Figure 1.4.
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Table 1.1: The 2HDM model types which lead to natural flavor conservation. The three right
columns depict the Higgs doublet, to which the corresponding particles couple.

Type up-type quark down-type quark lepton
Type I Φ2 Φ2 Φ2
Type II Φ2 Φ1 Φ1

Lepton-specific Φ2 Φ2 Φ1
Flipped Φ2 Φ1 Φ2

Figure 1.4: Feynman diagram showing the production of a scalar or pseudoscalar Higgs boson
along with a pair of two top quarks, with the subsequent decay of the Higgs boson
into a pair of top quarks.

1.2.3 Composite Higgs models

Composite Higgs models are extensions of the SM in which the Higgs boson is not considered
to be a point-like elementary particle, but is a bound state of new interactions that has finite
size [36]. The SM is extended by adding a composite sector with strongly-coupled dynamics
characterized by an exact global symmetry that is spontaneously broken. The symmetry group
needs to be large enough to allow for at least four Goldstone bosons to arise from its breaking.
These bosons are defined as the Higgs doublet. In the modern composite Higgs models, an
important feature is the so-called partial compositeness, where the SM particles are linear
combinations of elementary and composite states:

|SM⟩ = cos θ|Elementary⟩ + sin θ|Composite⟩. (1.52)

Thus, in addition to the SM particles, additional heavy resonances are expected:

|Heavy⟩ = − sin θ|Elementary⟩ + cos θ|Composite⟩. (1.53)

Fermions are not coupled to the Higgs boson itself but to its parts with proto-Yukawa couplings
depending on the mixing between the fundamental states and composite fields. Moreover, a
composite Higgs boson acquires its mass by a different mechanism than a fundamental Higgs
boson in the SM, which could explain the small size of the experimentally measured Higgs boson
mass without fine-tuning.

It is possible to probe composite Higgs models at LHC, in particular, in four-top-quark final
states. The SM production of this final state has low cross section, and in composite Higgs
models one can expect couplings between composite bosons and the top quark, which would
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Table 1.2: Distribution of final state composition by lepton count.

Number of leptons Fraction of final states, %
0 20.15
1 39.70
2 29.33
3 9.63
4 1.19

add a BSM contribution to the final state. This can be modelled by extending the SM as
SU(3)C × SU(2)L × U(1)Y × U(1)X , where U(1)X is linked to a symmetry breaking resulting
in creation of a massive particle Z ′. The width of this particle is calculated as

Γ =
g2

tR

24π

(
mZ

′ − 2 m2
t

mZ
′

)√√√√1 − 4 m2
t

m2
Z

′
, (1.54)

where gtR
is its coupling to the right-handed top quark.

1.3 Four top quark final state
This thesis presents two searches for Beyond Standard Model physics in the four-top-quark final
state. Such searches are well motivated by the theories presented above, and in this section,
production of such final states is discussed in more detail. Moving away from a purely theoretical
discussion and looking at the final state from an experimental point of view, it is important to
note that it is impossible to observe four top quarks, as their short lifetime (O(10−25) s [37])
means that they decay almost immediately after being produced. Therefore, in addition to the
four top quark final state, a different composition of particles can be referred to as the final
state. Namely, the set of all particles, resulting from the decays of the four top quarks.

The top quark has one main decay mode t/t̄ → bW ±, which accounts for more than 99% of all
decays. The W boson in turn also promptly decays [37]:

W + → l+ν in ∼ 33% of all cases, W + → qq̄ in ∼ 67% if all cases.

Therefore, each top quark results in a b-quark and either a quark-antiquark pair or a lepton and
a neutrino. In the first case, the top quark will be referred to as hadronically decaying, and in
the latter as leptonically decaying.

Table 1.2 shows the final state composition by lepton count. While final states with fewer leptons
are more frequent, they are also more complicated to analyze because of increased background
compared to the final states with higher numbers of leptons.

Sample Standard Model diagrams for a four-top-quark final state production is shown in
Figure 1.5.

At
√

s = 13 TeV, the production cross section of this final state has been calculated to be
σtt̄tt̄ = 13.4+1.0

−1.8 fb at next-to-leading order in QCD including electroweak corrections [39]. The
results of the recently observed production of the four-top-quark final state show an excess in
the number of produced events, but are in agreement with the SM prediction. This excess,
however, motivates searches for BSM contributions to the production of this final state. While
in the SM there is a possibility for resonant four-top-quark production, as shown in Figure 1.5
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1.3 Four top quark final state

Figure 1.5: Sample Feynman diagrams of four top quark production at leading order in the
SM [38].

on the right, it has a very small cross section due to the Higgs boson being strongly off-shell.
Many BSM theories predict such production with resonances heavier than the Higgs boson.

Generally speaking, there are two main strategies that can be used for searches for new physics:
model-independent and model-dependent. The first possibility to probe BSM in this final state
arises from explicitly reconstructing the resonance and thus obtaining a model-independent
result. The second possibility is obtaining model-dependent results by fitting the measured data
using simulated samples which were generated using a particular model. Both approaches are
touched on in Chapters 5, where a single lepton final state is considered, and in Chapter 6,
where multilepton final states are studied.

The strategies have both advantages and disadvantages: model-dependent searches are signif-
icantly more sensitive to each individual BSM model, while model-independent analyses can
probe various models at the same time. Perhaps, since it is currently unclear where the new
physics lies, model-independent searches with their broad but coarse results can first roughly
point to the regions of interest, where afterwards other searches, each tailored to an individual
BSM model, can focus in more detail.
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2. ATLAS and LHC

The data for testing the theoretical predictions is obtained experimentally using many different
setups targeted at various areas of particle physics. On the Large Hadron Collider (LHC),
protons of high energies are collided and the data about the products of these collisions is
collected using detectors, such as the ATLAS detector. This data is then used to both measure
the parameters of the SM precisely and to probe new physics theories. This chapter describes
the purpose and operation of the LHC and its four major experiments with a particular focus
on the ATLAS experiment.

2.1 LHC
The Large Hadron Collider (LHC) in Geneva, Switzerland is the most powerful particle accel-
erator ever built [40], occupying the tunnels, previously used by The Large Electron-Positron
Collider [41]. Along its circumference of 27 km, it collides high energy protons in four interaction
points, where the four major LHC experiments are located, ATLAS [42], CMS [43], ALICE [44]
and LHCb [45]. While ATLAS and CMS (Compact Muon Solenoid) experiments are multipur-
pose, able to detect a wide range of physics processes, ALICE and LHCb are targeted at more
specific studies. ALICE (A Large Ion Collider Experiment) is designed, as is evident from the
name, for studying heavy-ion physics. LHCb (Large Hadron Collider beauty) aims to investigate
the differences between matter and antimatter by studying the properties of the B-mesons.

The protons for collisions are obtained from hydrogen ion gas, in which ions are stripped from
electrons using a strong electric field. Before the protons reach the four interaction points, they
undergo a series of accelerations. A sketch of the acceleration chain is shown in Figure 2.1. First,
the particles are accelerated to energies of 50 MeV by a linear accelerator, LINAC2, and then
injected into the Proton Synchrotron Booster, a circular accelerator with the circumference of
157 m, and accelerated to the energy of 1.4 GeV. After this they are accelerated up to 25 GeV
inside of the Proton Synchrotron and then in the Super Proton Synchrotron they are accelerated
up to the energy of 450 GeV. At this point, the protons are injected into the LHC ring and it
takes less than half an hour for the particles to reach the energy of 6.8 TeV (6.5 TeV during the
years 2015–2018) and be ready for the collisions.

The data taking periods are called runs. During the shutdown periods between runs, essential
maintenance work is carried out on the accelerators and detectors. This downtime also provides
an opportunity for the installation of detector upgrades and necessary equipment enhancements.



2 ATLAS and LHC

Figure 2.1: Structure of the CERN accelerator complex [46].
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Figure 2.2: Schematic view of the ATLAS detector [48].

2.2 ATLAS
The ATLAS experiment is one of the two general purpose experiments at the LHC [47]. The
detector is aimed at registering a wide variety of particles in a nearly 4π solid angle, making it
a great tool for precision studies of the Standard Model, as well as for searching for new physics.
Figure 2.2 shows a schematic view of the ATLAS detector. The main subsystems include the
Inner Detector, which provides information about trajectories of the charged particles, the
electromagnetic and hadronic calorimeters, which are used for measuring the energy of the
particles, the magnets for creating a magnetic field around the interaction point, the muon
spectrometer for muon detection, and the forward detectors for measuring the luminosity and
beam characteristics. Luminosity is a parameter characterizing the number of collisions that
happen in a detector. A simplified expression for luminosity is

L = fN2

4πσ2 , (2.1)

where it is assumed that the two colliding bunches of particles contain the same number of
particles N , f is the crossing frequency of the bunches, and each bunch has a transverse size of
σ.

To extract the data measured by the detector subsystems, the ATLAS experiment is equipped
with a Trigger and Data Acquisition system.

2.2.1 Coordinate system

A right-handed coordinate system is utilized in ATLAS, with the x-axis pointing to the center
of the LHC ring, the z-axis along the beam counter-clockwise if seen from above, and the y-axis
is pointing upwards. Along with the Cartesian coordinate system, a cylindrical one, with R
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Figure 2.3: Schematic view of the ATLAS Inner Detector [47, 50].

being the distance from the beam in the transverse plane, ϕ – azimuthal angle around the beam
axis and θ – polar angle to the beam axis. Other important parameters include pseudorapidity
η = − ln tan θ/2, distance ∆R =

√
∆η2 + ∆ϕ2 and transverse momentum pT , which is defined

as the projection of particle momentum on the plane, perpendicular to the beam.

2.2.2 Inner detector

The Inner Detector (ID) is pictured in Figure 2.3. It is immersed in a magnetic field of 2 T and
consists of three independent parts: silicon pixel detector, silicon microstrip SemiConductor
Tracker (SCT) and a Transition Radiation Tracker (TRT). Together they provide track, vertex
and momentum reconstruction for particles with transverse momenta above a given threshold
(nominally set to 0.5 GeV, but it can go as low as 0.1 GeV), as well as electron identification for
electrons with transverse momenta between 0.5 and 150 GeV. The pixel detector and the SCT
cover the region |η| < 2.5, while the TRT allows tracking for |η| < 2. Each sub-detector has a
barrel region, where the module layers for the SCT and the pixel detector or straw tubes for
TRT are placed parallel to the beam pipe, and two endcap regions, where the layers and the
tubes are perpendicular to the direction of the beam.

The track density is the highest close to the collision point, therefore a high detector granularity
is required close to the beam pipe. Moreover, radiation hardness is another crucial quality for
the detector so close to the beam. Over the years of operation, the trackers accumulated a
substantial amount of radiation damage, which worsened their performance and precision, and
for that reason during the long LHC shutdown in 2013–2014 a new layer of pixel modules, a
so-called Insertable B-Layer or IBL, was inserted between the beam pipe and the innermost
pixel barrel layer [49]. It improves low-pT tracking and provides useful information for jet
flavor-tagging, described in more detail in Chapter 4.

On average, a particle, passing through the detector, crosses three layers of pixel modules and
six layers of microstrip modules and leaves 36 “hits” in the TRT. The pixel detector and the
SCT provide information both about the transverse (R − ϕ) and the longitudinal (z) position of
the particle track. The spatial precision of the pixel detector is 10 µm in R − ϕ and 115 µm in z,
the precision of the SCT is 17 µm in R − ϕ and 580 µm in z. The pixel detector and the SCT
have approximately 80.4 and 6.3 million readout channels respectively. The TRT with 351,000
readout channels is segmented only in the transverse plane, and it has a spatial precision of
130 µm per straw.
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Figure 2.4: Schematic view of ATLAS calorimeters [47].

2.2.3 Calorimeters

The schematic view of ATLAS calorimeters is shown in Figure 2.4. They operate in the range
|η| < 4.9, utilizing various technologies, and have a higher granularity in |η| range, compared to
the Inner Detector. This allows for precision measurement of electrons and photons in the |η|
region of the Inner Detector, complementing its data, as well as for reconstruction of jets and
missing transverse energy outside of that region.

The inner-most part is the Electromagnetic Calorimeter (EM), divided into a barrel part,
covering the range |η| < 1.475 and two endcaps with ranges 1.375 < |η| < 3.2. It has an
accordion geometry and consists of lead and liquid argon. Such geometry provides ϕ symmetry.
The calorimeter is more than 22 radiation lengths thick, which ensures good containment for
the electromagnetic showers. Radiation length is defined as the mean distance in the material,
after passing which an electron’s energy is reduced by 1/e.

In the pseudorapidity region 0 < |η| < 1.8 the EM calorimeters are complemented by presampler,
a single argon layer that allows to account for energy lost in front of the EM calorimeters.

Directly outside of the EM calorimeter is the hadronic Tile Calorimeter. It is a sampling
calorimeter made from steel and scintillating tiles and it covers the ranges |η| < 1.0 with a barrel
and 0.8 < |η| < 1.7 with two extended barrels.

Along the beam pipe right behind the EM endcaps are the Hadronic Endcap Calorimeters (HEC).
They extend to the range 1.5 < |η| < 3.2, therefore overlapping with the Tile Calorimeter at
the lower end and with the forward calorimeter at the upper. HEC consists of two independent
copper wheels with gaps for the active material – liquid argon.

Inside of HEC wheels and closest to the beam pipe are the forward calorimeters (FCal), covering
the pseudorapidity range 3.1 < |η| < 4.9. Each calorimeter consists of three modules: a copper
one, optimized for precise electromagnetic measurements, and two tungsten ones for measuring
the energy of hadronic interactions. As in the previous calorimeters, the sensitive medium in
the FCal is liquid argon in the gaps between metal parts.
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Figure 2.5: Schematic view of the ATLAS Muon System [47].

2.2.4 Muon spectrometer and magnet system

The Muon Spectrometer (MS) and the magnets creating the magnetic field are shown in
Figure 2.5. The MS is targeted at detecting muons, deflected by the magnetic field. In the
range |η| < 1.4 the magnetic field is provided by the toroid magnets, in the range 1.6 < |η| < 2.7
by two smaller endcap magnets, the range 1.4 < |η| < 1.6 is the transition range, where both
magnet types contribute to the magnetic field. Each toroid magnet consists of 8 coils, assembled
radially and symmetrically around the beam pipe.

The Muon Spectrometer has a barrel part with three layers of measuring chambers, parallel
to the beam pipe, and two endcap parts, where the measuring chambers are installed in three
planes, perpendicular to the beam. The track coordinates in most of the pseudorapidity range
are measured by Monitored Drift Tubes (MDT’s), and at the large pseudorapidities by Cathode
Strip Chambers (CSC’s), which are multiwire proportional chambers with cathodes segmented
into strips. They have higher granularity than MDT’s and therefore are more suitable for higher
rate. Before LHC Run 3 the innermost planes of the endcaps have been replaced by New Small
Wheels [51], utilizing two chamber technologies: small-strip Thin Gas Chambers and micro-mesh
gaseous structure (Micromegas). This update provides robust, fast, high-resolution performance
required by conditions of High Luminosity LHC and LHC Run 3. [52]

Additionally, the muon system includes a trigger system that covers the range |η| < 2.4. It
consists of Resistive Plate Chambers in the barrel region and Thin Gas Chambers in the endcap
regions. The goal of this system is to provide bunch crossing information and well-defined
pT -thresholds, as well as to measure the muon coordinate in the direction, perpendicular to the
direction of the precision-tracking chambers.

2.2.5 Forward detectors

LUCID (LUminosity measurement using Cerenkov Integrating Detector) is the main online
relative-luminosity monitor for ATLAS. It measures inelastic p − p scattering in the forward
region and is located 17 m from the interaction point on both sides of the ATLAS detector.
Further, at ±140 m from the interaction point, are the Zero-Degree Calorimeters, which help
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Figure 2.6: Schematic view of the ATLAS forward detectors. IP – particle interaction point in
the middle of ATLAS detector [47].

to determine centrality of the heavy ion collisions. Finally, at the distance of 240 m from the
interaction point on each side are ALFA (Absolute Luminosity For ATLAS) detectors, which
measure elastic p − p scattering at small angles.

2.2.6 Trigger and data acquisition

The Trigger and Data Acquisition (TDAQ) systems, as well as the timing and trigger control logic,
and the Detector Control System (DCS), are organized into sub-systems, often associated with
specific sub-detectors [53]. The trigger system has two levels, with the second level improving
the decisions made at the first level and, when necessary, applying additional selection criteria
to identify events of interest.

The L1 (Level 1) trigger is hardware-based. It uses only a subset of detectors, namely the trigger
chambers of the spectrometer, as well as reduced granularity information from all calorimeters. It
looks for the presence of objects with high transverse momentum and for large missing transverse
momentum. In addition to selecting events, the L1 trigger also highlights Regions-of-Interest
(RoI), the areas of the detector, where interesting features were observed. Events that pass
the L1 trigger are passed to the next trigger level. The L1 trigger reduces the event rate from
40 MHz to around 100 kHz.

The second level is the High Level Trigger (HLT). It is software-based and runs on CPU farms.
It performs online reconstruction with respect to the RoI, obtained from the L1 trigger, and
reduces the event rate to approximately 1 kHz.

In the beginning of Run 3, the electronics used for the triggers were updated [54]. New FPGA-
based feature extractors were introduced, and the online readout capability of the hadronic
calorimeter was improved, making the granularity of the calorimeter information finer. This
has achieved better selection of electrons and photons. Moreover, additional systems, such as
the New Small Wheel, were introduced into the ATLAS detector, improving the work of the L1
trigger as well.

Furthermore, the HLT software framework was reorganized using multithreading, which supports
efficient memory use. Due to a significant increase of the track reconstruction speed, for some
trigger signatures, the HLT can now be run for the full detector volume, providing an improvement
for online energy calibration. In addition, machine learning techniques allow for a further increase
in processing speed without a significant loss of sensitivity.
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3. ITk module assembly and testing

The Inner Detector, described in the previous chapter, is reaching the end of its operating life.
After the end of the current run it will be replaced by a new fully-silicon Inner Tracker or
ITk. The construction of the ITk is a complex process that requires the joint effort of various
institutions worldwide. One of the silicon strip endcaps is assembled at DESY. This chapter
describes the ITk in detail with focus on the strip endcap building efforts at DESY Hamburg.
In addition, module quality control procedures are described, in particular the module thermal
cycling.

3.1 Tracker upgrade for High-Luminosity LHC
The current ATLAS Inner Detector was designed to work in conditions with instantaneous
luminosity up to 1034 cm−2s−1 [55]. During the High Luminosity LHC phase, the instantaneous
luminosity will increase by almost one order of magnitude, up to 7.5 × 1034 cm−2s−1 [56]. In
order to cope with this increase, multiple parts of the ATLAS detector will need replacement.
The Inner Detector will be completely replaced by the Inner Tracker (ITk), which is a fully-silicon
detector with higher granularity, higher radiation hardness and faster readout, better suited
for work in high luminosity conditions. The ITk has two subsystems: the pixel subsystem,
located closest to the beam pipe [57], and the strip subsystem, situated outside of the pixel
subsystem [58]. Figure 3.1 shows the schematic view of the ITk, and Figure 3.2 depicts individual
layers of the detector.

The number of readout channels is increased tenfold, and a novel powering scheme is employed in
order to provide a more efficient power budget per channel. The design minimizes the material
budget (the total amount of material in the detector) to limit the production of secondary
particles in the bulk of the detector outside of the active volume. Figure 3.3 shows the material
distribution in units of radiation length (the mean distance that an electron will travel through
the material until its energy is reduced by 1/e) for various detector subsystems. Below, a
description of both ITk subsystems with more focus on the strip part is provided.

3.1.1 ITk pixel

The pixel detector consists of a five-layered barrel, located in the central region of the detector,
and two endcaps, located in the forward regions of the detector. It covers the pseudorapidity
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Figure 3.1: Visualization of a quadrant of the ITk [59]. Only the sensitive units of each system
are shown without support structures and cabling. The pixel subsystem is shown
in green, and the strip subsystem is shown in blue. The beam collision point is
marked with η = 0.0, z = 0 mm lines.

Figure 3.2: Cross-sectional view of a quadrant of the ITk. The horizontal axis is directed along
the beam with the interaction point being at z = 0, the vertical axis shows the
radial distance from the interaction point. The pixel layers are shown in red and
the strip layers are shown in blue [60].
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Figure 3.3: Material distribution within the ITk volume in units of radiation length for various
ITk components [60].

range |η| < 4. In each layer of the barrel, the central sensors are placed parallel to the beam
pipe, while the outermost sensors are placed at an angle with respect to the beam axis. In the
endcaps, the sensors are perpendicular to the beam axis. 3D pixel sensors are used in the barrel
and endcap layers that are closest to the beam and that will be most affected by radiation. The
outermost layers are made using planar pixel sensors [61]. The design of the detector allows for
replacement of the two innermost barrel layers and the innermost endcap layers. These parts
are the most susceptible to radiation damage and therefore will need to be replaced after some
runtime.

3.1.2 ITk strip

The strip detector consists of a four-layered barrel and two six-layered endcaps and covers the
pseudorapidity range |η| < 2.7.

Strip barrel

The single sensing units of the ITk strip tracker are called modules. The two innermost barrel
layers are made using modules with shorter strip length than the modules used for the two
outermost layers. This is done in order to achieve higher granularity of the detector closer to
the beam axis. The modules are placed parallel to the beam pipe on both sides of local support
structures called staves. Staves are low-mass carbon-fiber structures [62]. They are mechanically
stable, precisely made, exhibit good thermal and electrical performance, and have titanium lines
for CO2 cooling. The modules on the two sides of the stave are rotated by 26 mrad in opposite
directions with respect to the stave axis, so that the stave is able to provide 3D information
about the passing particles [58]. A single strip module is able to detect the coordinate of the
passing particle on an axis, orthogonal to the strip direction. When the modules are placed at
an angle to each other, these axes do not coincide, and therefore the approximate point where
the particle crosses the stave can be measured. Each stave holds 28 modules, and the total
number of staves in the barrel is 392. Figure 3.4 shows a photograph of an assembled short strip
stave.
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Figure 3.4: Picture of an assembled stave [63]. A module is shown by the white rectangle, and
the yellow rectangle surrounds the electronics used for reading out the data from
the whole stave.

R5

R3
R4

R2
R1

R0

Figure 3.5: Picture of an assembled petal with module type labels [62].

Strip endcaps

Each silicon strip endcap consists of six disk-shaped layers, each of which is made of 32 petals.
Six modules of different types are mounted on both sides of the so-called petal cores. Petal
cores are similar to staves in construction, but are different in shape. Modules are placed on
both sides of the petal cores, rotated by 20 mrad with respect to the petal axis to enable stereo
measurements [58]. Figure 3.5 shows a photo of an assembled petal, on which the six module
types are labeled.

Strip endcap modules

The strip endcap modules have arc segment shape and are labeled R0 to R5 from the innermost
to the outermost with respect to the beam axis, as labeled in Figure 3.5. The three innermost
modules R0, R1 and R2 are made using one silicon sensor per module, while each of the
outermost modules R3, R4 and R5 is made using two sensors. Each module consists of a
silicon strip sensor, readout electronics and a powerboard that controls the module’s operation.
Figure 3.6 shows an exploded view of a strip module with all its parts labeled and a photograph
of an endcap R4 module.

Silicon strip sensors, manufactured by Hamamatsu Photonics on 6-inch wafers, are the medium
for particle detection. The n+-in-p semiconductor type was chosen because it offers better signal
speed and radiation hardness than the p-in-n type and can provide good signals even when the
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Figure 3.6: Schematic view of ITk strip module parts (left) [58], and a photo of an ITk strip
endcap R4 module assembled at DESY. The module is placed on a test frame,
used for testing it electrically.

sensors are partially depleted [64]. There are six different types of sensors for the endcap with
strips placed radially in order to give a measurement of the R − ϕ coordinate. The strip lengths
are chosen to balance the strip occupancy. Sensors for the R0, R1 and R3 modules have four
rows of strips, while sensors for the R2, R4 and R5 modules have two rows.

The front-end readout chips are called ABCStar (ATLAS Binary Chip) [63], and they are
glued on top of hybrid flex-PCBs (Printed Circuit Board). Each chip reads out the data from
256 individual strips, and the data from the ABCStar chips is then gathered by the HCCStar
(Hybrid Controller Chip) chips that are also located on the hybrids. The gathered data is
repackaged and sent out of the module. Powering and monitoring of the module are controlled
by the AMACStar (Autonomous Monitor and Control Chip) chip on the powerboard. The
hybrid and the powerboard are glued on top of the silicon sensor, and the electrical connection
between the components is achieved through wire bonds, thin wires ultrasonically welded to the
components. The module construction process has multiple manufacturing and testing steps
and requires regular strict quality control [63].

3.2 Overview of the strip module assembly and testing
Dedicated tooling have been designed for each module type, taking into account the various
shapes of the modules [63]. The tools are made of stainless steel and aluminum, which is hard
anodized to prevent scratching. Vacuum is used to hold the components in place, and locating
pins are used to precisely position the components. Glue layer thickness is controlled by setting
the distance between the components during gluing using spacing pads on the tooling. A set
of tooling for one module type includes jigs for holding the components with vacuum, a tray
for readout chips where they are placed before being glued to the hybrid flex, weights that are
used to press down on the components while they are being glued, and several pickup tools: one
for the powerboard and one for each hybrid type that is used for both separate chips and the
assembled hybrid. As an example, the tooling for the R2 module type is shown in Figure 3.7.

Electrical connections to both sensor planes are required for biasing a sensor, and once the
modules are mounted onto support structures, the back plane is no longer accessible. For this
reason, a flat aluminum tab, called an HV-tab, is attached to the back of the sensor using
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weights

hybrid pickup tool

powerboard pickup tool

sensor jig powerboard jig chip tray

hybrid jig

Figure 3.7: Tooling for assembling R2 modules.

automated tab bonding, a procedure of ultrasonically welding the tab directly to the sensor’s
back plane. Figure 3.8 shows the process of attaching an HV-tab to the back of a sensor.

The next step of module building is gluing of the electronics on top of the silicon sensor using
Loctite Eccobond F112 glue [65], that can be applied either using a stencil or by a glue dispensing
robot. At DESY, the latter approach is used. The glue is loaded into a pressure-actuated
syringe, and the pressure is adjusted over time to account for the change of the glue viscosity as
it cures. The glue dispensing patterns are tailored to each module and component type in order
to achieve uniform coverage, especially under the pads for wire bond placement. The complete
curing takes up to 12 hours. Figure 3.9 shows the glue dispensing robot.

25-µm-thick aluminum wires are then used to connect the components electrically. Advances in
bonding techniques allow for angled wire bond placement, eliminating the need for intermediate

Figure 3.8: Left: the process of attaching an HV-tab. Right: the attached tab on the back
plane of an R2 sensor. The sensor is placed on a sensor jig with the back side
facing up.
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Figure 3.9: The glue dispensing robot (left) and a close-up view showing the position of a
syringe filled with glue (right).

bond connections, necessary for straight bonds. The front-end wire bonds, or the wire bonds
that connect the sensor strips to readout chips, are placed in four rows, each row over the
previous one, as shown in Figure 3.10. This precise technique has now been proven reliable [63].

Quality control tests are performed throughout module assembly to ensure good quality of the
assembled components.

To assess whether the module geometry fits the requirements, module metrology is performed
using a 3D microscope (Smartscope Flash CNC 300 [66]). The horizontal placement of the
electronics is evaluated, along with the thickness of the glue and the so-called module bow. The
powerboard and the hybrids must not be shifted from their nominal position by more than
0.1 mm in the direction orthogonal to the strips and by more than 0.3 mm in the direction
along the strips. This measurement is important to ensure that the modules do not clash with
neighboring modules and other structures of the detector and to ensure that the performance of
the silicon sensor does not degrade. The thickness of the glue is important for reliable placement
of the wire bonds and for providing good electrical and thermal performance. The nominal
glue thickness is 120 ± 40 µm. For the module bow test, the sensor is not held with vacuum to
the holding jig, but is instead allowed to bend under the influence of the glued components. A
maximum deviation from flatness of 150 µm in the case when the center of the sensor is below
its edges when placed on the back surface and 50 µm for bowing in the opposite way is allowed
by the specifications.

For the split modules (the modules that are built using two sensors), each half is assembled
separately and is called a half-module. After assembly, modules and half-modules are placed
onto test frames, which allow their electrical testing to ensure good performance.

Electrical tests are performed multiple times throughout the module assembly process. These
tests will be covered in more detail in the following sections, and here only a brief overview is
presented.

35



3 ITk module assembly and testing

Figure 3.10: Front-end wire bonds, that connect the front-end chips to the sensor strips, placed
in four rows [63].

An IV curve, a dependence of the sensor leakage current on the bias voltage, serves as a good
indicator of the performance of the silicon strip sensor. This test is performed at every step of
module assembly: for bare sensors with no electronics components attached, for sensors with an
HV-tab attached, for complete modules, and after all other major handling steps that could
affect the quality of the sensor, such as shipment. This test is described in Section 3.3.

Tests aimed at evaluating performance of the readout electronics are conducted for hybrids and
powerboards that are not yet part of the module, and then for assembled modules. These tests
are described in Section 3.4.

A quality control step that unites all these tests is the module thermal cycling, described in
Section 3.5.2. It is a stress-test, performed for every fully-assembled module, and it involves
multiple IV curve measurements, as well as electrical tests, while the temperature of the module is
changed several times between the room temperature and the temperature of the ITk operation.

3.3 IV comparison studies
An important step in sensor and module quality control is the IV curve measurement [58, 63].
As such measurements are performed multiple times during the module assembly, comparison
of these curves for the same component at different times during module construction allows
monitoring of the quality of the sensor. In this section, the test itself is described, as well as the
developed criteria for IV curve comparison and the software created for that purpose [67]. The
developed software was first used to determine whether the number of required tests could be
reduced. Next, it was modified to allow for a more thorough production monitoring and for
identifying deviations in module assembly and handling procedures at different institutions and
for different module types.

3.3.1 IV test description

An IV curve is the dependence of the leakage current of the sensor on the applied bias voltage
and it is a good characteristic of a semiconductor’s quality. An example of a nominal IV curve
is shown in Figure 3.11 on the left.
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(a) A nominal IV curve of a bare sensor. (b) A failing IV curve with sensor breakdown
visible.

Figure 3.11: Examples of nominal and failing IV curves.

A breakdown is an important concept for sensor characterization. Due to defects, surface charges
or high humidity a semiconductive sensor can become conductive, which leads to a sudden
big increase in the leakage current with small increases in voltage, as shown on the right in
Figure 3.11. Normally, this happens in small, point- or line-like areas on the sensor surface.
When the breakdown happens due to reasons such as high humidity or presence of surface
charges, the sensor can be recovered and used, however when it is caused, for example, by
mechanical damage, the sensor is typically not recoverable.

In order to monitor the characteristics of the sensors, multiple IV curves are measured during
the production of each module: after reception of a sensor at each sensor site, after attaching
the HV-tab and after the module is finished, as well as after each shipment and whenever it
is necessary to check the performance of a module. At DESY, the IV curve of a bare sensor
(a sensor with no other components attached to it) is measured using a probe station. The
sensor is held onto a chuck (metal plate) with vacuum, and the opening in the bias ring (an
implant used to establish and maintain the electric field necessary for the operation of the
sensor [63]) of the sensor is touched with a thin grounded needle. The high voltage is applied to
the chuck, and module’s surroundings are flushed with dry air to ensure low humidity during
the measurement. Figure 3.12 shows the probe station itself, as well as a microscope picture
depicting the needle touching the opening in the bias ring. The temperature and humidity
during measurement are monitored, but not controlled. The dry air flow quickly reduces the
relative humidity to almost 0%, so it is roughly constant in all tests, and the temperature during
the test is determined by the room temperature, which is constant typically within 0.5◦C.

After the HV-tab is attached, the next IV curve is measured using a different setup, shown in
Figure 3.13. The module is wire-bonded to a test frame, which is connected to high voltage
using dedicated power cables attached to connectors on the test frame. Although the HV-tab is
already in place, it is not used for biasing the sensor during this test. Instead, wire bonds are
in place for that purpose. This allows to assess the effect that HV-tab attachment had on the
sensor and does not take into account the quality of the tab itself. As before, a constant flow of
dry air is provided in order to ensure low humidity, and the environment parameters are also
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(a) Probe station. (b) Sensor on the probe station’s chuck.

(c) Probe station needles, with one of them
touching the opening in the bias ring of the
sensor.

(d) A microscope image of the needle touching
the opening in the sensor’s bias ring.

Figure 3.12: Setup for measuring IV curves for bare sensors.
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Figure 3.13: Setup for single module testing: a light-tight box with an electrically insulated jig
for module placement. Dry air is supplied to the setup, humidity and temperature
inside of the box are measured by environment sensors.

monitored. The leakage current at this stage is normally higher than before this attachment,
however it is still at an acceptable level.

The measurement procedure changes once again once the full module is built. Whereas before
the leakage current was measured by the power supply, and a 1 MΩ resistor was connected
externally in series with the module to prevent possible sudden changes in current or voltage
from damaging the sensor, the powerboard of an assembled module is capable of both of these
functions. This measurement is also performed on a test frame. Apart from the power cables,
two mini-Display Port cables for reading out the data from the powerboard and hybrids are
connected as well. The leakage current is measured by the AMACStar chip instead of by the
power supply, as before, and biasing the sensor is achieved in a way, close to real detector
operation, through the HV-tab and controlled by the AMACStar.

Since IV curves are measured repeatedly throughout module production, these results can be
used for assessing the quality of the module construction process and identifying factors that
result in worsening of sensor quality.

All the data about the ITk strip components, as well as the results of the performed tests
are stored in a dedicated database, the ITk production database, designed specifically for this
purpose [68]. A tool for production monitoring, which interfaces with this database and allows
to compare the IV curves at various module production stages, was designed.
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3.3.2 Comparison procedure

For IV curve comparison, criteria need to be designed that would allow to mark the cases where
the IV curve has changed. The most important characteristic of an IV curve is the sensor’s
breakdown voltage that needs to be above the maximum ITk strip operation voltage of 500 V.
Another important value is the leakage current at 500 V, which cannot be too large as it would
hinder charge collection. Finally, the shapes of the curves have to be similar enough in order to
prove that the sensor’s properties have not changed significantly.

The goal of the study is to compare the sets of IV curves for the same sensor before and after
the HV-tab attachment, shipping of sensors between ATLAS sites, and long storage. The first
two categories are designed to monitor the sensor quality and to study if the attachment of the
HV-tab and the shipment of the sensor affect it. When sensors are used for module assembly
more than three months after the last IV test, they are required to be tested again. The last
comparison category is aimed at determining the necessity of this requirement.

The study is focused on identifying the stages of module production, which do not change
the quality of the sensors, with the purpose of reducing the required amount of testing. This
reduction is important as every test adds a risk of damaging the sensor during its handling.
Additionally, conducting fewer tests for each sensor would save significant time during production,
as measuring of an IV curve for one sensor can take up to one hour. The possible changes
that were considered include removing the requirement to test the sensors at certain stages,
performing the tests after shipping only when issues during shipping were observed, and testing
only a few sensors from each shipment instead of all of them.

As the leakage current depends on the sensor temperature, before comparing the two curves, it
is necessary to normalize the currents to the same temperature. However, the temperature data
provided in the database are not always reliable, and it is possible that the actual temperature
was different from the one reported in the database due to measurement errors and errors in
entering the numbers when uploading the test results. For this purpose, a temperature correction
procedure is applied to account for possible inaccuracies in temperature measurement.

Temperature correction

The leakage current at an arbitrary target temperature can be derived from the current at the
source temperature as

Itarget = Isource ×
(
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where E = 1.2 eV is the silicon band gap energy, and kB = 8.6 × 10−5 eV/K is the Boltzmann
constant [64].

The scaling coefficient C(Tsource, Ttarget) for current conversion is defined as
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(

Ttarget
Tsource

)2
× e

− E
2kB

(
1

Ttarget
− 1

Tsource

)
. (3.2)

If the temperature at the time of measurement can deviate from the value stored in the
database by ∆T = 5◦C, the scaling coefficient has a maximum allowed range [C(Tsource +
∆T, Ttarget); C(Tsource − ∆T, Ttarget)] for this ∆T , as C(Tsource, Ttarget) decreases monotonically
with increase of Tsource for a fixed Ttarget.
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3.3 IV comparison studies

For this correction, it is assumed that the IV curves have the same shape. If this is not the case,
the correction will be wrong, but it will not interfere with the goal of the comparison, which is
to identify the discrepant test pairs.

The measured currents of the two IV curves are I(1)
source and I(2)

source. To correct for temperature
effects, the scaling coefficients are adjusted to minimize the difference between the scaled currents
defined as

D(I(1)
target, I

(2)
target) ≡

∑
i

(I(1)
target i − I

(2)
target i)

2, (3.3)

where the index i denotes a point of an IV curve, corresponding to a certain bias voltage.
As the currents can be unstable at low voltages and after the breakdown occurs, the current
values, corresponding to voltages between 30 V and the smallest breakdown voltage of the two
measurements, are used.

For obtaining the optimal scaling coefficients, one needs to minimize the difference between the
two target currents by varying the coefficients C1 and C2:

D(I(1)
target, I

(2)
target) = D(C1 × I(1)

source, C2 × I(2)
source). (3.4)

Instead of varying two coefficients, one can vary one combined coefficient, defined as

C12 = C1
C2

, (3.5)

in the following difference:
D(C12 × I(1)

source, I(2)
source). (3.6)

Thus, I(1)
source is effectively scaled to the temperature of the measurement of I(2)

source.

Given the maximum potential deviation of the temperature measurements ∆T , the allowed
ranges for the coefficients C1 and C2 are

C1 ∈
[
C(T (1)

source + ∆T, Ttarget), C(T (1)
source − ∆T, Ttarget)

]
, (3.7)

C2 ∈
[
(C(T (2)

source + ∆T, Ttarget), C(T (2)
source − ∆T, Ttarget)

]
. (3.8)

As the function 3.2 monotonically decreases for Tsource for each fixed Ttarget, the allowed range
for the combined coefficient C12 is

C12 ∈
[

C(T (1)
source + ∆T, Ttarget)

C(T (2)
source − ∆T, Ttarget)

,
C(T (1)

source − ∆T, Ttarget)
C(T (2)

source + ∆T, Ttarget)

]
. (3.9)

For each pair of compared tests, the currents of the first test are multiplied by C12, and
afterwards the curves are compared. That way the inaccuracies of the T values in the database
are accounted for. In Figure 3.14 an example of temperature correction is shown. It is clear that
curve shapes are similar, and after temperature correction the curves almost completely overlap.

When both currents are scaled to 20◦C using the temperature stated in the database, a combined
coefficient can be obtained in the same way as in Equation 3.9 by dividing the coefficient for the
first current by the coefficient for the second current.

Figure 3.15 shows distributions of the combined coefficient for scaling to +20◦C using the
temperature during the test stated in the database and the combined coefficient obtained with
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First test

Second test

First test

Second test

(a) IV curves scaled from the temperature re-
ported in the database to 20◦C with the
scaling coefficient determined purely by the
temperature values.

First test

Second test

First test

Second test

(b) IV curves scaled using the combined scaling
coefficient determined using the minimiza-
tion procedure.

Figure 3.14: Example of two IV curves and the different current scaling approaches

minimization. Both distributions have peaks around 1, corresponding to cases when the reported
temperature was correct and close to 20◦C, but the shapes are different.
Due to the database being at early stages of its development at the time of this study, the
uploading process was not the same for all test data. In some results, the currents were
automatically corrected from the test temperature to +20◦C with no indication of it and the test
temperature stated in the database being different from +20◦C, while in others the measured
currents were reported. This ambiguity affects the IV curve comparison and it can be addressed
by the temperature correction, introduced here, to some extent. After this was noticed, the
uploading procedures were unified, and the currents in the database now correspond to the ones
measured during test without any temperature correction applied during data upload.

3.3.3 Comparison criteria
As stated above, the important characteristics of an IV curve comparison are the breakdown
voltage, the leakage current at 500 V and the curve shape, so a comparison of these parameters
will provide information about the changes in the sensor’s quality. Apart from the absolute value
of the breakdown voltage, its change from the earlier test to the later one holds information
about the changes in the quality of the sensor, so this change enters the comparison as well.
Two IV curves are considered similar if

1. Breakdown voltages in both tests are > 500 V. This criterion is referred to as the Vbd value
criterion.

2. The breakdown voltage of the second (later in time) test is not smaller than breakdown
voltage of the first test. If it is smaller, then the difference should not exceed 100 V. This
criterion is later referred to as the Vbd diff criterion.

3. The leakage current at 500 V of the second (later in time) test is smaller than of the first
test. If it is bigger, then the difference should not exceed 50% of the current in the first
test. This criterion is later referred to as the I500 diff criterion.
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3.3 IV comparison studies

Figure 3.15: Distribution of coefficients for scaling from the reported test temperature to
+20◦C and coefficients obtained with minimization.

4. The curve shapes are similar enough (this criterion is later referred to as the Shape
criterion):

• All voltage values, for which the leakage current is measured in both curves, are used.

• For those common voltage points the values of the current are compared.

• If less than half of compared currents differ no more than 50%, the curves are
considered to have the same shape.

Comparison of IV curves before and after a given handling procedure allows us to draw conclusions
about the impact of this specific procedure on an individual sensor. A procedure (shipment,
HV-tab attachment or storage) is considered flagged if at least one of the comparison criteria is
not met and non-flagged otherwise.

In order to establish the proper allowed changes for the different parameters used in the
comparison, the full range of changes was studied, both simultaneously and independently. The
allowed leakage current difference affects criteria I500 diff and Shape. Figure 3.16 shows the
dependence of the fraction of non-flagged procedures on the allowed current difference for each
criterion separately, as well as for all of them applied together. Based on these plots, an allowed
difference of 50% was selected.

The allowed breakdown voltage decrease affects criterion Vbd diff. The dependence of the fraction
of non-flagged procedures on allowed breakdown voltage decrease is shown in Figure 3.17. Based
on these plots, the allowed decrease of the breakdown voltage is set to 100 V.

The criteria in this list are sorted from most important to least important. If a more important
criterion is not satisfied in a comparison, this would be noted as the cause for flagging the test
pair. For example, if for a pair of tests the breakdown voltage is 400 V and the shapes are
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3 ITk module assembly and testing

(a) HV-tab attachment

(b) Shipping

(c) Storage

Figure 3.16: Dependence of the ratio of non-flagged procedures on the allowed current difference
for the (a) – HV-tab attachment, (b) – shipping, (c) – storage. Orange, green,
red and purple lines show the fractions of passed comparisons if only one of the
criteria is used. Blue line shows the fraction if all criteria are used together.
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(a) HV-tab attachment

(b) Shipping

(c) Storage

Figure 3.17: Dependence of the ratio of non-flagged procedures on the allowed breakdown
voltage difference for the (a) – HV-tab attachment, (b) – shipping, (c) – storage.
Orange, green, red and purple lines show the fractions of passed comparisons if
only one of the criteria is used. Blue line shows the fraction if all criteria are
used together.
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3 ITk module assembly and testing

different, the cause of flagging would be criterion Vbd value, as it is more important than the
Shape criterion.

3.3.4 Results of the study

The results for all three categories are presented in Table 3.1.

Table 3.1: Results of IV comparison for all three studied categories, broken down by individual
comparison criteria.

Criterion HV-tab attachment Shipping Storage
Total number of entries 1216 1790 941
Vbd value 84 (6.91%) 110 (6.15%) 12 (1.28%)
Vbd diff 54 (4.44%) 50 (2.79%) 10 (1.06%)
I500 diff 149 (12.25%) 75 (4.19%) 56 (5.95%)
Shape 19 (1.56%) 456 (25.47%) 33 (3.51%)
Non-flagged 910 (74.84%) 1099 (61.40%) 830 (88.2%)

For all categories, a possible correlation with the institution, where the sensor was tested, was
studied, as shown in Figure 3.18.

For comparison of tests before and after shipping, correlations with issues and humidity level
during shipping were considered, as shown in Figure 3.19 and 3.20. Due to low statistics in
many institutions and very few issues during shipping, no such correlations can be determined.
The comparison of IV curves before and after shipping is particularly sensitive to differences in
the format of the uploaded data as the tests that are compared were uploaded at different sites,
in particular some tests were uploaded with leakage current normalized per sensor area, and
others without that normalization. For this reason, many shipments in that comparison were
flagged by the Shape criterion. Each such case was investigated individually to ensure that no
other underlying issue is present. As the vast majority of IV curves stay the same after the long
storage, the requirement to retest the sensors if they are used more than three months after the
last IV test was removed.

For shipping, a possibility to test only a part of the sensors in the shipment was considered.
Figure 3.21 shows the fraction of flagged procedures for shipments containing different numbers
of sensors. The relatively constant and high ratio of flagged sensors does not allow sample
testing, which means that every sensor in a shipment needs to be tested.

3.3.5 Further development for production monitoring purposes

For monitoring production, the goal of the comparison shifts from identifying the stages of
module production that do not affect the quality of the sensors to identifying sensor types or
institutions that suffer from a particularly high test failure rate. During the previous comparison
the aim was to modify the handling procedure in order to reduce testing time, while maintaining
high quality of the sensors. Now that the procedure is established it becomes more important
identify and react to problematic setups, test conditions or procedures at specific cites in order
to maintain a high sensor quality throughout the collaboration. This change of goal means
that the selection of the tests needs to be adjusted from the previously described. Comparing
the IV curves before and after HV-tab attachment is not changed, while the other categories
have to be modified. The focus is shifted from shipping (i.e. physical movement of the sensors)
to distribution (i.e. changing the status of the sensor in the database that does not always
require shipping). This includes the sites that do both sensor testing and module assembly,
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(a) HV

(b) shipping

(c) storage

Figure 3.18: Numbers of flagged procedures for various institutions doing the test before
HV-tab attachment (a), after shipping (b) and after long storage (c).
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3 ITk module assembly and testing

Figure 3.19: Numbers of flagged shipments for issues which occurred during shipping for
comparison of IV curves before and after shipping between ATLAS sites. ”All ok”
means that no issues were observed for the shipping.

Figure 3.20: Numbers of flagged shipments for relative humidity level during shipping for
comparison of IV curves before and after shipping between ATLAS sites.
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Figure 3.21: Dependence of the percentage of flagged sensors in a shipment on the total number
of sensors in the shipment. Each point corresponds to one shipment, with its x
coordinate reflecting the number of sensors in the shipment and the y component
reflecting the fraction of the sensors that are flagged.

and therefore do not ship the sensors. After this change all sites are treated uniformly and the
production chain is monitored independently of whether an actual shipping takes place. The
comparison of tests before and after long storage is removed along with the requirement to
retest the sensors, mentioned in the previous section. Instead, a study of sensor recovery is done.
With development of sensor handling procedures, several methods were identified that can be
used for sensor recovery after a failed IV test. For this study, the sensors that failed an IV test
are selected and their recovery process is monitored, allowing to compare effectiveness of the
used recovery procedures and to monitor the fraction of sensors that were successfully recovered.

In addition to changing the test selection procedure, the comparison criteria are also slightly
reworked to better reflect the status of the sensor and to clearly identify the moment in which
the issues occur.

In the following, the updated comparison criteria are introduced, the specifics of each category
are explained in more detail, and the up-to-date statistics are presented.

Criteria for comparison before and after HV-tab attachment or sensor distribution

The Vbd value criterion is replaced by the one that assesses whether the IV tests passed or
failed. An IV test is failed if the breakdown voltage is below 500 V or if the leakage current at
500 V divided by the sensor area is above 0.1 µA/cm2. In addition, the Vbd diff criterion is no
longer considered more important than the I500 diff criterion. Instead, the updated criteria are
based on a combination of the two differences.

For clarity, the words Pass and Fail were added to the criteria labels in order to emphasize the
status of the IV tests themselves: even if the IV curves are different, the sensor may still fulfill
all the requirements for its performance and be suitable for becoming a part of an assembled
module.
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3 ITk module assembly and testing

The sensors that are selected for the comparison, are supposed to pass the first IV by design
of the selection – only the sensors that have successfully passed the test, are moved up to the
selected stage in the database. Thus, in the criteria only passing or failing of the second IV test
is mentioned. Moreover, the updated selection is focused more on the sensor itself than on the
specific handling procedure, and therefore the sensors are labeled as flagged or non-flagged in
this comparison and not the procedures.

The criterion for the shape difference is the same: for no more than half of the applied voltage
values, the measured leakage currents are different by more than 50%.

The sensors are labeled as follows:

1. Pass (similar IV): the second IV curve passes the test, the breakdown voltage decreases
by no more than 100 V, the leakage current at 500 V increases by no more than 50%, and
the curve shapes are similar.

2. Pass (Vbd diff): the second IV curve passes the test, the leakage current at 500 V increases
by no more than 50%, but the breakdown voltage decreases by more than 100 V.

3. Pass (I500 diff): the second IV curve passes the test, the breakdown voltage decreases by
no more than 100 V, but the leakage current at 500 V increases by more than 50%.

4. Pass (Vbd+I500 diff): the second IV curve passes the test, but the breakdown voltage
decreases by more than 100 V and the leakage current at 500 V increases by more than
50%.

5. Pass (shape diff): the second IV curve passes the test, the leakage current at 500 V
increases by no more than 50%, the breakdown decreases by no more than 100 V, but the
curve shapes are different.

6. Fail: the second IV curve fails the test, i.e. the breakdown voltage is lower than 500 V or
the leakage current at 500 V is higher than 0.1 µA/cm2.

Comparison criteria for monitoring sensor recovery

The goal of this study is not monitoring the differences in the IV curves, but monitoring the
recovery of sensors. In addition to the IV curve data, the information about the recovery
measures carried out is provided in the database. The sensors that are selected for this study,
did not pass the first IV test. Each sensor is then labeled as

• Recovered, if the second IV curve passes the test, and there is data in the database about
the measures, carried out to recover the sensor.

• Not recovered, if the second IV curve fails the test, and there is data in the database about
the measures, carried out to recover the sensor.

• Not attempted, if there is a failed IV curve test, and no further information is uploaded,

• No recovery data, if there is a passed IV test after the failed one, but no information about
recovery measures is uploaded.

Effects of HV-tab attachment

For this comparison, the last IV curve measured before the HV-tab attachment is compared to
a measurement after its attachment. Two comparisons are done for each sensor: comparison
with the first IV curve after the HV-tab attachment and with the last IV curve after HV-tab
attachment measured in the same institution as the first one. The first comparison allows to
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Figure 3.22: Results of the comparison of the IV curves of the last test before HV-tab attach-
ment and the first test after HV-tab attachment at the top, and the last test
after the HV-tab attachment at the bottom, for different institutions.

monitor the effects that the procedure had on the sensor. The second comparison allows to
assess the quality of the future module and takes into account the possible recovery that took
place.

Figure 3.22 shows the results of the study for different HV-attachment institutions for comparison
with the first and the last IV curve measured after the HV-tab is attached. Figure 3.23 shows
the same information, given for different sensor types.

Effects of sensor distribution

For this comparison, the last IV curve measured during sensor quality control tests at sensor
testing site is compared to an IV measured at the module assembly site. As with the previous
category, the second IV curve can be the first or the last in time at that module stage, which
allows to see potential recovery and the effects of distribution.

Figure 3.24 shows the results of the study for different module assembly institutions for compar-
ison with the first and the last IV curve measured after the sensor distribution. Figure 3.25
shows the same information, given for different sensor types.

Sensor recovery monitoring

For this comparison, the senors that have a failed IV test at the module assembly site are chosen.

The possible methods used for recovery include:
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3 ITk module assembly and testing

Figure 3.23: Results of the comparison of the IV curves of the last test before HV-tab attach-
ment and the first test after HV-tab attachment on the left, and the last test
after HV-tab attachment on the right, for different sensor types.

Figure 3.24: Results of the comparison of the IV curves of the last test before distribution
and the first test after it at the top, and the last test after the distribution at the
bottom, for different institutions.
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3.4 Strip module electrical tests

Figure 3.25: Results of the comparison of the IV curves of the last test before distribution and
the first test after it on the left, and the last test after distribution on the right,
for different sensor types.

• Annealing – heating the sensor up to 160◦C for up to 15 hours;

• UV irradiation;

• Storage in a dry environment for an extended period of time;

• Long term HV – keeping the sensor at 450 V for 40 hours;

• Repeating the IV curve measurement;

• Plasma cleaning;

• De-ionization.

Annealing is performed in order to treat defects in the bulk of the semiconductor [64], while all
other methods are aimed at releasing charges trapped in the oxide layer of the sensor and are
an established standard in the microelectronics industry.

Figure 3.26 on the left shows the recovery success rate for various recovery methods that were
used. Due to insufficient statistics, no conclusions can be drawn on the comparison between the
methods, however it is shown that most of the sensors are recovered. On the right, recovery
information is shown for different sensor types.

Figure 3.27 shows the information about sensor recovery for different sensor testing institutions.
Currently there is not enough data about the recovery measures in the database, however from
this plot it can be seen that many sensors can be recovered. As more recovery data is obtained,
conclusions could be drawn from these about the recovery measures that should be used and
the institutes with anomalous sensor recovery rate could be identified.

3.4 Strip module electrical tests

After the modules are assembled, a thorough electrical test program is performed as part of
the module quality control in order to assess the parameters of the module, such as input and
output noise and the gain of the amplifiers on the readout electronics. The parameters are
introduced in more detail below in the description of the tests.
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Figure 3.26: Results of the sensor recovery monitoring for various recovery techniques (left)
and sensor types (right).

Figure 3.27: Sensor recovery information for sensor testing institutions.
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active zone

p+ layer

n+ strips
charged particle

electron drift

hole drift

Figure 3.28: Schematic cross section of a fully depleted silicon strip sensor. A depleted active
zone without free charge carriers is maintained by applying bias voltage, and the
charges created by a passing charged particle drift to the electrodes in the electric
field. Image adapted from [69].

3.4.1 Charge collection and binary readout

Biasing a semiconductor sensor creates a depletion zone in its bulk, with electric field, but
without free charge carriers. Passage of a charged particle through the depletion zone creates
free charge carriers, electron and hole pairs, through ionization. Electron-hole pairs begin to
drift under the influence of the electric field in the depletion zones to the sensor surfaces, each
carrier type to the corresponding electrode, as shown in Figure 3.28.

Induced currents on the electrodes are created as a result of this drift, and the current pulses can
be amplified and measured by the readout electronics. The ITk strip detector is designed with
binary readout architecture, which means that the current pulses with amplitudes exceeding a
predefined threshold are considered signal, and the pulses below that threshold are not considered
signal. Due to electronic noise, the detection of current pulses with amplitudes close to the
threshold can be ambiguous. Figure 3.29 (a) shows the signal pulses of different amplitude in
the absence of noise. For this case, pulses with amplitudes bigger than that of the middle pulse
would be identified as signal and the pulses with amplitudes lower than the amplitude of the
middle pulse would be identified as no signal. Figure 3.29 (c) depicts the non-ideal case with
presence of noise, which is represented by the gray-shaded area for the middle charge pulse. In
the presence of noise, the pulse detection becomes ambiguous, and not all pulses with amplitudes
close to the threshold would be correctly identified. For a threshold scan, a charge is repeatedly
injected at the input of the amplifier of a readout channel. Pulse detection efficiency is measured
for a wide range of threshold values, and the dependence of this efficiency on the threshold value
is called an S-curve. Without any noise, the distribution would be a step function, as shown
in Figure 3.29 (b), however when noise is present, the distribution becomes an S-curve, as is
shown in Figure 3.29 (d).

3.4.2 Description of the electrical tests

The module quality control tests are listed below [63, 70], and some of these tests are also
performed for hybrids before module assembly. Full test in the following descriptions will refer
to a combination of all of these tests. The tests with current pulse injection are performed
by injecting a charge into the input of the amplifier of each readout channel using dedicated
calibration capacitors included in the front-end circuitry.
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3 ITk module assembly and testing

Figure 3.29: The principle of binary readout. (a): current pulses of different amplitudes without
noise. (b): dependence of hit fraction on the threshold charge for the case without
noise. (c): current pulses of different amplitudes in the non-ideal case, the noise
for the middle pulse is represented by the gray-shaded area. (d): dependence of
hit fraction on the threshold charge for the case with noise. [64]
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Chip communication test
Chip communication test is used to ensure that the wire bonds, connecting the chips to the
hybrids and the hybrids to the test frames, are present. During these tests, the IDs of the
HCCStar and the ABCStar chips are extracted, verifying also that the chips are functional and
the communication with them is possible.

Strobe delay
Strobe delay test is performed in order to ensure that the injected calibration pulse is synchronized
with the discriminators, always firing at clock frequency. Since there is a delay between issuing
the command to inject the pulse and the actual injection, the time of sending this command
needs to be adjusted in order for the pulses to be injected at the right times. The time varies
between the chips due to small differences between them. It is also sensitive to environment
conditions.

Three-point gain
In a threshold scan, the threshold value that provides an efficiency of 50% is called Vt50, the
efficiency of 50% is chosen for this definition arbitrarily. The first derivative of the S-curve
has a maximum at Vt50, and the standard deviation of that distribution corresponds to the
output noise of the amplifier. For the three-point gain test, a threshold scan is performed for
three different injected charges – 0.5 fC, 1.0 fC and 1.5 fC, and the dependence of Vt50 on
the injected charge can be approximated using a linear function. The slope of this line is the
signal amplification, called gain. The input noise at the amplifier circuitry can be calculated by
dividing the output noise by the gain of the amplifier. Example plots from a three-point gain
measurement are shown in Figure 3.30.

Trim range
The readout threshold values for module operation are set globally for each readout chip and not
for individual channels. The threshold value for the chip is chosen to be as low as possible, while
also providing an acceptable noise occupancy. The S-curves for different channels are naturally
slightly shifted with respect to each other due to slight differences between the channels. A
scan is performed in order to find a threshold to which a majority of channels can be trimmed,
and a charge is injected into the front ends, artificially shifting some of the S-curves. After this
procedure, the Vt50 values are distributed uniformly across the channels of the chip.

Response curve
For the response curve test, a threshold scan is performed for ten different injected charges up
to 6 fC, expanding their range compared to the three-point gain test, and therefore exploring
the non-linearity in the relationship between the injected charges and the thresholds. This test
is done after the channels have been trimmed.

Noise occupancy
For the noise occupancy test, a threshold scan is performed with no injected charge, and the
noise level for each threshold value is determined. The testing conditions are close to those
during detector operation. This test gives an idea of the effect of the electronic noise on a
threshold scan and its influence on the noise figure.
Based on this result and on the efficiency curve provided by measurements, for example from a
test beam campaign, an operational window can be constructed as a range of thresholds which
provide sufficient signal detection efficiency while at the same time having sufficiently low noise
levels.
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(a) S-curve obtained from a threshold scan of
one readout channel.

(b) Derivative of the S-curve with a Gaussian
fit done to determine output noise of the
channel.

(c) Dependence of Vt50 on the injected charge,
allowing to calculate the gain of an ampli-
fier.

(d) Noise values for multiple readout channels
on one hybrid.

Figure 3.30: Example plots of a three-point gain measurement. Image adapted from [63].

58



3.5 Thermal cycling

Figure 3.31: Left: 3D model od an endcap coldbox. Right: Cross section of a chuck.

Open channel search

Open channel search is designed to check the quality of the front-end wire bonds. The bias
voltage during the test is 10 V, and the noise of the channels is measured as described above.
The electronics channels that are disconnected from the strips have a significantly lower level of
noise than the ones that are connected, as they have a lower coupling capacitance than the ones
attached to a strip channel, which can be used to identify the lower-quality wire bonds.

3.5 Thermal cycling
One of the most important and demanding module quality control steps is the thermal cycling.
It involves placing the assembled modules into a special setup, called a module coldbox, and
subjecting it to 10 cycles of temperature changes between –35◦C and +20◦C with electrical
testing at both temperature extremes. The aim of the procedure is to test the robustness of
every produced module and to ensure that it is suitable for becoming a part of the final detector.
Endcap coldboxes were designed and assembled centrally at DESY, and then distributed to every
endcap module assembly site [71]. The DESY Hamburg setup is controlled by a Programmable
Logic Controller (PLC) SIMATIC S7-1200 [72]. While other approaches exist, they are not
covered in this thesis [70]. This section describes in detail the thermal cycling procedure, the
construction of the setup with all the hardware components, the structure of the software and
the modifications that had to be implemented in order to integrate the PLC-controlled setup
into the common software framework. At the end, results of successful automatic thermal cycling
are presented.

3.5.1 Coldbox hardware

An endcap coldbox is a light-tight and thermally insulated chamber that can hold up to four
modules at once. The locations for modules are called chucks. Figure 3.31 shows a 3D model
of the endcap coldbox and a cross section of a chuck. The temperature is maintained using a
chiller and Peltier elements. The Julabo DYNEO DD-1000F [73] chiller is used mainly to cool
the Peltier elements and prevent overheating of the system. Figure 3.32 shows the three main
parts of the setup: the coldbox itself, the chiller, and the cabinet that holds the electronics,
including the PLC. The PC for operating the setup is located on the same support frame as
the other components, behind the electronics cabinet. Close to the PC, a Diligent Nexys Video
board [74] is placed with the firmware for reading out the module data. The interface with the
modules is done using a custom FMC-DP (FPGA Mezzanine Card-Display Port [75]) board, to
which the mini-Display-Port cables, going to the modules, are connected.
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Figure 3.32: The main components of the thermal cycling setup.

The setup also includes data readout cables and power supply cables for four modules, as well
as a dry air supply in order to maintain a low humidity level during testing. There are lines to
supply dry air to the chiller in order to reduce the water content in the coolant, to the coldbox
chamber, and to each module enclosure separately. Figure 3.33 shows the dry air supply to the
chamber and to the modules. Modules are placed on test frames and secured by ESD-safe foam
and Plexiglas covers, which can hold in- and outgoing pipes with dry air supply. Temperature
and humidity monitoring sensors are installed at the points where the output dry air flows
for pairs of chucks are united. Peltier elements are placed under each chuck, and a thermally
conductive and electrically insulating mat is placed on top, which prevents the formation of
charges on the test frame or on the module itself, while facilitating an even heat transfer. To
prevent overheating, current is supplied to the Peltier elements through thermal fuses that are
placed close to the coolant pipes that enter each chuck. At temperatures higher than +66◦C,
the fuses melt and the Peltier elements can no longer produce heat. During testing, each module
is attached to the chuck using plastic screws and one metal screw for grounding. Figure 3.33
also shows the placement of the modules in the box. Additional thermally insulating foam is
placed around the modules to improve the thermal performance of the setup.

Figure 3.34 shows the interior of the electronics cabinet with the PLC, high voltage (HV) and
low voltage (LV) supplies for the modules, a power supply for the Peltier elements, relays
that change the polarity of the voltage of the Peltier elements (and therefore the heat transfer
direction) and the ones that switch them on and off, and an interlock control module.

Two different chiller coolants were tested: silicone oil [76] and a mixture of 40% water and
60% ethylene glycol. While silicone oil provides better thermal performance, potential leaks
can heavily contaminate the clean room environment. Ethylene glycol leaks are less harmful,
and the thermal performance that it provides is sufficient for thermal cycling of two modules
at once; however, it still needs to be clearly assessed for use with four modules as this is the
design capacity of the coldbox. In this chapter, the parameters tuned for use with water-glycol
coolant are described. An important difference in operation of the setup with these different
coolants arises from the fact that silicone oil, unlike the water and ethylene glycol mixture, is
hygroscopic. When in contact with humid environment it can absorb water, which then leads to
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dry air flow to the chamber

dry air flow to the modules

power cables data exchange cables

Figure 3.33: Module placement inside of the coldbox and the flow of dry air.

formation of ice when the chiller is cooled down below 0◦C and to clogging of the pipes and
their damage. To mitigate this, dry air is supplied to the chiller when silicone oil is used to
reduce the water content in the coolant. With a water-glycol mixture coolant, no dry air flow
needs to be supplied.
In order to speed up the thermal cycling process, the chiller is cooled down only once during
the initial cooldown and then kept cold. The inside of the box can be disconnected from the
cooling loop during warmups. This is achieved by using a bypass that, when switched on, cuts
off the flow of the coolant to the coldbox and sends the liquid back to the chiller instead, so it
circulates in a smaller loop. The bypass is shown on the right in Figure 3.35. The interlock is
depicted on the left. When the lid is open, the high voltage is turned off for operator’s safety.
The interlock is described in more detail in Section 3.5.3 in the paragraph about safety features.

3.5.2 The thermal cycling procedure
Figure 3.36 shows the schematic timeline of the thermal cycling and the tests performed at each
step.
All steps can be divided into temperature change and module testing steps. While the module
testing steps are the same for all types of setups, the temperature change steps are specific to
each type. Below, the procedure for the PLC-controlled setup with the water-glycol coolant is
discussed.
For setting the chuck temperature to the target value, the currents in the Peltier elements are
determined using PID (Proportional-Integral-Derivative) controllers, a control loop mechanism
employing feedback. It uses the following formula to calculate its output:

u(t) = KP e(t) + KI

∫ t

0
e(τ)dτ + KD

de(t)
dt

, (3.10)

where KP , KI and KD are the coefficients for the proportional, integral and derivative terms,
e(t) is the error value, equal to the difference between the measured and the target value, and t
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PLC Interlock

Module HV supplies Peltier relays

Peltier power supply Module LV supplies

Figure 3.34: The electronics of the thermal cycling setup, including the PLC, the power
supplies for the modules and the Peltier elements, the interlock control module
and the relays for switching the state of the Peltier elements and the polarity of
their voltage.

Figure 3.35: Left: coldbox safety interlock. Right: chiller flow bypass.
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…

…

x9

…

…

Figure 3.36: Top: schematic timeline of the thermal cycling procedure. Bottom: overview of
the performed tests and the states of the module’s components [77].
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Setting up the conditions for the first test

Initial cooldown Intermediate warmup

Intermediate cooldown

Final warmup

…

Chiller set temperature

Module temperature

Figure 3.37: Temperature change steps. Only the beginning and the end of the thermal cycling
procedure is shown. The yellow line shows the temperature of the module and
the green line shows the temperature that the chiller is set to.

is the time [78]. Therefore, the output value of a PID controller takes into account the difference
between the measured and the target value using the proportional term, the information about
the effect of the previous output on the behavior of the controlled value using the integral term,
and an estimate of the future changes using the derivative term. In the case of setting currents
of the Peltier elements, KD is set to 0, so the controller effectively becomes a PI controller. The
values of the other coefficients are KP = 1.0, KI = 20.0. The PID controller takes the measured
and the target chuck temperatures as input and uses them to calculate the value of e(t). The
output u(t) ranges between 0 and 100% and is multiplied by the limit on the Peltier element
current set to 6 A to obtain the value that should be set.

In order to prevent damage to modules due to rapid temperature changes, the temperature
change rate is limited to a maximum of 2.5◦C/min. This is controlled by the PLC by ramping
the target temperature provided to the PID controllers at that rate, so the temperature change
is gradual and slow.

The change between warming up and cooling down the chucks is achieved by changing the
polarity of the voltage supplied to the Peltier elements. Thus, there are two modes of their
operation – cooldown mode and warmup mode. To ensure that the temperature changes gradually,
change between these two modes is only performed when the current in the Peltier elements is
at 0.

Figure 3.37 shows the temperature change steps, which are performed as follows:

• Setting up the conditions for the first test. During this step, the modules are
brought to +20◦C for the initial test. The chiller temperature is set to 0◦C in order for it
to start cooling, so less time is spent on that during the initial cooldown. The temperature
of the chucks is controlled with the Peltier elements for the duration of the test.
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• Initial cooldown is performed once the initial testing is finished. During this step, the
modules are cooled down to –35◦C. The Peltier elements are on during the entire step.
The chiller temperature is set to –26◦C, and until it cools to –19◦C, the current of the
Peltier elements is limited, so that the temperature of the chucks is not more than 2◦C
below the chiller temperature. This is done in order to limit the waste heat produced by
the Peltier elements and let the chiller cool down, while also bringing modules to lower
temperatures than that of the chiller. When the chiller reaches –19◦C, the restriction is
lifted, and the Peltier elements are used to linearly bring the temperature down to –35◦ at
the allowed rate.

• Intermediate warmup is done at the beginning of each of the 10 cycles. The bypass is
turned on, so that the chiller is not thermally connected to the inside of the box, and the
Peltier elements are used to bring the module to +20◦C.

• Intermediate cooldown is done after the test at +20◦C in each of the 10 cycles. The
Peltier elements start decreasing the module temperature by decreasing their current.
When the current reaches 0, the mode of the Peltier elements changes from warmup to
cooldown, and the bypass is switched off. At this moment, the chiller slightly warms up
as it suddenly is connected to a warmer system. Then, the temperature of the chucks is
brought to –35◦C.

• Final warmup is performed once the last test at –35◦C is finished. The bypass stays
off, and the chiller target temperature is set to 15◦C. The Peltier elements are used to
gradually bring the temperature of the modules to +20◦C.

There are several test steps that can be performed. Some test types were introduced in
Sections 3.4 and 3.3, and two additional tests are defined for the thermal cycling procedure: an
HV stability test, aimed at checking the stability of leakage current of a biased module over
several hours, and a Shunted Full Test, a modification of the Full Test, mentioned in Section 3.4.
During a shunted test, the power consumption of the module is artificially increased to stress
test the module and model the worst case scenario within the operational range of the module.

During thermal cycling, the tests are performed in different combinations, as shown in Figure 3.36:

• IV curve measurement + Full Test are performed at +20◦C before the thermal
cycling.

• IV curve measurement + Full Test + Shunted Full Test are performed the first
and the last time that the module is at –35◦C.

• Full Test is performed twice every cycle, at +20◦C and at –35◦C.

• IV curve measurement + Full Test + HV stabilization is performed at +20◦C
after the final warmup.

3.5.3 PLC software

The logic of the thermal cycling and the interaction between the hardware components is
governed by the PLC. During the thermal cycling, the only ongoing communication with the
PLC is about the start and end of the module testing, as the testing itself is done externally. As
a target temperature is reached, the PLC confirms that the test can be started, and as soon as it
receives the signal that the test is finished, the cycling is continued. The PLC program is written
using a combination of a graphical Function Block Diagram (FBD) and a text-based Structured
Control Language (SCL) programming languages in Siemens TIA Portal software [79]. In this
section, the features and purposes of the main parts of the program are explained.
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Chiller control

The chiller is not directly connected to the PLC, so an additional software driver, based on
the serial library for Python [80], is used. This driver is integrated into the ColdJigLib2
software [81], introduced later in Section 3.5.5. The PLC program outputs the target chiller
temperature and the target flow of the coolant, and receives the information about the measured
temperatures of the cooling liquid inside the chiller and inside of the box, and its flow from the
external driver.

Peltier elements control

Each set of Peltier elements, corresponding to one chuck, is controlled separately with PID
controllers, introduced above. Each of the two operating modes, cooldown and warmup, are
operated with its own PID controller. As the change between the modes is achieved with
switching polarity of applied voltage, increase in current leads to decrease in chuck temperature
for the cooldown mode and to increase in chuck temperature for the warmup mode. This
can only be taken into account with the introduction of two controllers, each expecting the
corresponding behavior.

At any point during the thermal cycling, the Peltier elements for separate chucks can be enabled
or disabled. This way, thermal cycling of fewer than four modules is possible without putting
unnecessary stress on the system.

Power supply control

The low voltage power supplies for powering the modules constantly provide 11 V. There is a
switch controlled by the PLC that turns all four of the power supplies on or off.

The high voltage power supplies require an additional software wrapper to better fit the
requirements for module testing. Firstly, the voltage ramping speed needs to be an adjustable
parameter to ensure that voltage change is not too fast and does not endanger the module. Every
PLC program cycle, the function adjusts the voltage by vramp × (tnow − tprevious) if necessary,
where vramp is the voltage ramp rate, and tnow and tprevious are the timestamps of this and
the previous program cycle. Secondly, the compliance limit for the current cannot be set by
hardware below 1 mA, but for the module testing purposes it needs to be set to lower values.
This functionality is implemented in the PLC program as well. When compliance limit set by
the user is reached, the power supply outputs a corresponding signal, and the voltage is not
ramped up further, however it can be ramped down as it can only decrease the current.

Environment sensors

The data from all environment sensors is read out by the PLC. There are four humidity sensors
in total: one at the input of dry air into the chamber, one on the wall of the chamber to monitor
the ambient humidity and two sensors for monitoring the humidity of the air exiting the modules
– one for chucks 1 and 2 and another one for chucks 3 and 4. The two latter humidity sensors
are also accompanied by temperature sensors. A combination of temperature and humidity of
the air close to the modules allows to derive the dew point. Dew point is the temperature, at
which, given the current level of humidity, condensation will appear. Monitoring the dew point
is crucial for ensuring the safety of the modules as condensation can damage them. Additionally,
each chuck is equipped with two temperature sensors: one at the top side of the Peltier elements
to measure the temperature of the module, and one at the bottom side to better control the
functioning of the Peltier elements.
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Thermal cycling steps

The steps of the thermal cycling, as they are described in Section 3.5.2, are executed in a
separate program block, where the requirements are checked to proceed to the next step. The
elapsed number of cycles is also controlled in this block, so that when all testing is finished, the
procedure is terminated and the setup is switched off.

Safety features

In order to prevent damage to modules and to the coldbox, and to ensure operator safety, safety
features are included in the program in addition to the thermal fuses described above:

• Neither high voltage for biasing the modules, nor the Peltier elements, are allowed to turn
on unless the humidity values are below 20% and the values of the dew points are at least
5◦C below the current temperatures of the chucks. This is aimed at preventing water
condensation on the surface of the module, which can lead to its damage.

• To prevent system overheating, the power for the Peltier elements is turned off if any of the
temperatures measured by temperature sensors is higher than 25◦C or if the temperature
difference between the sides of the Peltier elements is above 50◦C. This is the first measure
that takes effect in case of overheating danger, and if it fails, the thermal fuse mentioned
in Section 3.5.1 ensures that the setup stays safe. This feature is in place in order to
prevent damage to the setup caused by overheating due to malfunction of some of the
system’s components.

• An interlock is placed onto the box, so that when the lid is (or can be) opened, the high
voltage is switched off for the safety of the operator. When the high voltage is on, the lid
is locked, and if it is manually unlocked, the high voltage is immediately switched off. The
interlock is shown on the left in Figure 3.35 and the control module for it is located in the
electronics cabinet, shown in Figure 3.34.

3.5.4 Software. InfluxDB and Grafana

Influx database [82] is used for several purposes in the workflow, as shown in Figure 3.38:

• Passing signals about start and end of tests between the thermal cycling software
ColdJigLib2 and the module testing software ITSDAQ [83]. This communication is
shown by green arrows in the figure.

• (only in the PLC-controlled setups) Establishing communication between ITSDAQ and
the power supplies for powering and biasing the modules. This communication is shown
by red arrows in the figure.

• Storing data about the system for logging and monitoring purposes.

The information from the Influx database is displayed using a Grafana dashboard [84], which
provides an easy and convenient way to monitor the status during thermal cycling, as well as
for accessing the data about the previous tests.

3.5.5 Software. ColdJigLib2

A software library called ColdJigLib2 has been created for thermal cycling [81]. It is modular
and flexible, and can work with a variety of setups. Moreover, a web GUI is provided for ease
and convenience of thermal cycling [85]. The parts, specific to each setup, are integrated in
separate classes, while the general structure and logic is universal. The interaction between
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Figure 3.38: Components required for the thermal cycling, including software and hardware
parts (image made by Lukas Bayer).

different parts of the framework is achieved through passing the parameters in a global dictionary
called data_dict. The values from that dictionary are written into an Influx database. After
the program is started, all the defined hardware components are initialized, and then a so-called
core loop is launched, which monitors the state of all the components, triggers software interlocks
if the system state requires it, sets the parameters of the hardware components based on the
values in the data_dict, and uploads the contents of the data_dict to the database. Once the
user starts the thermal cycling, another thread is created in addition to the core loop thread,
where the steps of the thermal cycling are performed.

For the setups, where the logic is controlled by a PLC, the classes in ColdJigLib2 serve more
as interfaces with the PLC and not as logic blocks. The MODBUS protocol [86] is used for
communication with the PLC, and the exchanged data is divided into two categories: input
variables, which are changed from the outside and which the PLC can only monitor, and output
variables, which are set by the PLC and monitored from the outside. The variables are listed in
Appendix A.

The classes that need to be implemented separately for each setup type can be split into two
categories: the ones that implement the necessary control elements for the thermal cycling itself
and the actions that need to be taken in case of emergencies, and the ones that implement
interaction with the hardware components. Both categories are described in detail below. Since
there are other setups that use the same chiller, the chiller communication part is shared between
multiple sites and is not limited to the sites with the PLC setups.

Hardware implementation

The structure of the framework implies that handles for all hardware components (Peltier
elements, power supplies, environment sensors, etc.) are implemented as individual classes, and
the interaction between them is controlled by higher-level program parts. However, since for the
PLC setups the interaction is already implemented in the PLC software, only two hardware
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components are defined: the HHChiller and the HHColdbox. The PLCConnector class takes care
of communication with the PLC, while the HHColdbox class has a more high-level implementation,
it interprets the PLC variables and interacts with the data_dict. Similarly, the HHChiller
class serves as a high-level interface enabling the communication with a lower-level driver for
the chiller used in multiple setup types. There is one additional class called ITSDAQConnector,
which serves as an interface for interaction of module testing software ITSDAQ and the power
supplies accessible only through the PLC.

Thermal cycling control

The class endCapHH_TC implements the thermal cycling steps, which include setting up the
parameters before the start of thermal cycling, finishing the procedure either after successful
cycles, aborting the thermal cycling when necessary, as well sending signals for cooling the
coldbox down or warming it up. As the logic is implemented in the PLC, all these steps have
a rather simple structure, usually involving setting one or several PLC variables. In addition,
the endCapHH_TC class sends commands to the module testing software ITSDAQ through the
Influx database. Most of such functions are universal, and no special implementation for the
PLC-controlled setups is required. After the modules reach –35◦C for the first time, a cold
turn-on is performed, which involves switching the low voltage powering the modules off and
then back on to check that the modules can still be initialized at cold temperatures. When
the power supplies are separate units, they are connected to ITSDAQ individually and can
therefore be controlled independently. In this case a signal to turn the voltage off is sent from
ColdJigLib2 to ITSDAQ for each power supply. However, in the PLC-contolled setups, these
power supplies share one power switch that is controlled by the PLC, and it is more convenient
to exclude ITSDAQ from this process and just switch the low voltage off and on directly from
ColdJigLib2. This is the only module testing step that is done differently in the PLC-controlled
setups compared to the other setups.

3.5.6 Software. ITSDAQ

ITSDAQ is the software, which is used for all electrical tests of individual sensors and electronic
components, as well as for testing of complete modules, staves and petals [83]. It can be launched
with a GUI for manually running individual tests, and it can also be run in a terminal, where
it operates in an infinite loop and waits for signals from other software components through
an Influx database. The latter is used for thermal cycling, and two instances of ITSDAQ are
running at the same time, one for reading out data from the AMACStar and the other one for
running the tests. For interaction with the PLC-controlled setups, dedicated implementation of
the power supplies is done in ITSDAQ. To control the power supplies, ITSDAQ sends commands
through an Influx database, and the exchange of data requested in these commands between
the PLC and the database is performed by the ITSDAQConnector class of ColdJigLib2.

3.5.7 Thermal cycling results

Automatic thermal cycling has been performed at DESY multiple times, Figures 3.39, 3.40,
and 3.41 show the monitoring plots for cycling two modules at once. The temperature change
is well controlled and is constant at the allowed rate of 2.5◦C/min = 0.042◦C/s. The whole
process for ten cycles takes slightly more than 24 hours. This is longer than the time estimate
in Figure 3.36 for two main reasons. Firstly, the cooling power of the chiller is too low, and
at the end of each cooldown the temperature change is no longer linear, as seen at the top
panel in Figure 3.39. For this reason, the initial cooldown takes longer as well. Secondly, all
communication with the individual components going through the PLC is a bottleneck for
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module testing, and the testing takes a longer time than when ITSDAQ communicates directly
and separately to each power supply. The second reason contributes to difficulties during
cooldowns as well – the longer the module is tested at +20◦C, the warmer the lower sides of the
Peltier elements become and therefore the harder it is for the chiller to cool it down.

Several ways of estimating the dew point from relative humidity and temperature exist, and the
PLC software calculation is slightly different from the one adopted in ColdJigLib2. The lower
panel in Figure 3.41 shows the dew points calculated using both approaches. While the results
are close, for consistency, the numbers calculated by the PLC are only used in the PLC-internal
safety features, while the numbers calculated by ColdJigLib2 are used within ColdJigLib2.

With this setup, DESY has successfully qualified for module production, meaning that all
requirements for this QC procedure were satisfied, and it was shown that it works reliably.
Automation of the thermal cycling is an important step towards entering module production
and a crucial milestone for the DESY ATLAS group.

Multiple modules have been successfully tested in the setup. As an example, Figure 3.42 shows
the values of noise in all channels of one hybrid of a preproduction R4 module obtained using
a response curve test performed multiple times during the thermal cycling. The noise level is
within the allowed range for all channels, and it is clearly visible that at colder temperatures the
noise value is reduced, as expected due to reduction of thermal movement of the charge carriers.
The module shows good reliability, as the noise level stays the same throughout the thermal
cycling procedure.
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Figure 3.39: Grafana display with plots from successful thermal cycling of two modules on
chucks 3 and 4. The plots of the temperature of the Peltier elements, of the
gradient of the modules’ temperature, and of the temperature of the coolant are
shown. The temperature gradient of 2.5◦C/min corresponds to 0.042◦C/s.
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Figure 3.40: Grafana display with plots from successful thermal cycling of two modules on
chucks 3 and 4. The plots of the temperature of dry air at the output from the
modules, the flow of dry air, relative humidity, and the dew point are shown.
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Figure 3.41: Grafana display with plots from successful thermal cycling of two modules on
chucks 3 and 4. The plots of the module bias voltage, the current powering the
modules, and the current in the Peltier elements are shown.
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Figure 3.42: Noise measurements for one of the hybrids of a preproduction R4 module. Each
point corresponds to one channel. The left plot shows the channels corresponding
to strips not covered by the hybrid, and the right plot shows the channels
corresponding to the strips that the hybrid is glued on top of. The noise is given
in units of equivalent noise charge (ENC).
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4. Object reconstruction in the ATLAS
experiment

After the particles born in the proton-proton collision pass through the detector, leaving traces,
all the measured data is processed and the basic physics objects are reconstructed, which are
used in physics analyses. This chapter describes the reconstruction of physics objects in the
ATLAS detector.

4.1 Common procedures
Basic objects, such as tracks, vertices and energy clusters, are used in reconstruction of different
more complex physics objects.

4.1.1 Tracking

Tracks are reconstructed using the data gathered by the Inner Detector. At first, tracking is
performed inside-out, with reconstruction starting from hits in the silicon part of the Inner
Detector, and then being extended to the TRT. Clusters of hits are assembled in the SCT and
pixel detectors. Three-dimensional measurements called space-points are created using these
clusters. Whereas in the pixel detector each cluster can be turned into a space-point, in the
strip system, clusters from both stereo views are required to form one space-point. Track seeds
are formed from sets of three space-points, defined by hits in the pixel and SCT detectors. A
Kalman filter [87] is used to build track candidates from the seeds by incorporating additional
hits in pixel and SCT systems. The track candidates are assigned a score reflecting the track
quality, and ambiguities in reconstruction are solved based on these scores. Afterwards, the
tracks are extended to the TRT region [88].

Outside-in tracking starting from hits in the TRT is performed in order to reconstruct the
tracks that were missed by the inside-out tracking, for example those that are shadowed by
other tracks in the silicon detectors or those coming from secondary decay vertices or photon
conversion. Therefore, a pattern recognition algorithm starting with hits in the TRT detector
and then following the hits back into the silicon detector is used to perform this outside-in track
reconstruction [89].

Before LHC Run 3, the tracking software was optimized to work with data collected under high
pileup conditions [90].
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Figure 4.1: Schematic passage of an electron through the ATLAS detector. The solid red line
shows the trajectory of the electron, and the dashed line shows the trajectory of a
photon produced by the interaction of the electron with detector material [92].

4.1.2 Vertexing

A vertex is a point where particles interact or decay. The proton-proton interatcion vertices,
also called the primary vertices, are reconstructed using tracks via an iterative vertex finding
algorithm [91]. The z coordinates of the reconstructed tracks at the beamline are used to create
vertex seeds, and afterwards an iterative χ2 fit is performed to reconstruct the vertices and
associate tracks with them. Each vertex is required to contain at least two tracks, and tracks
displaced by more than 7σ from the vertex are used to create a new vertex seed. This process is
repeated until no new vertices can be identified.

4.1.3 Topo-cluster reconstruction

The topo-clusters are reconstructed using the energy deposits left by the particles in the
calorimeters. This process begins by identifying the proto-clusters using a set of thresholds. Cells
that are identified as proto-clusters are required to have significance above a certain threshold,
so that the signal in this cell is most likely to be caused by a real particle and not by a noise
spike. After the identification of proto-clusters, neighboring cells that pass a lowered threshold
are added to the corresponding proto-clusters. If a cell is shared by several proto-clusters, the
clusters are merged. Next, a crown of nearest-neighbor cells is added to each cluster independent
of their energy. If a proto-cluster has several local maxima, it is split into several parts, each
corresponding to a separate maximum.

4.2 Electrons

Electrons are reconstructed using the topo-clusters constructed from the energy deposits in
the electromagnetic calorimeter and tracks left in the tracking part of the detector [92, 93].
Figure 4.1 shows an illustration of passage of an electron through the detector.
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Figure 4.2: Schematic diagram of the supercluster reconstruction procedure. The seed clusters
are shown in red, and the satellite clusters in blue [93].

4.2.1 Track reconstruction

Track seeds are reconstructed as described in Section 4.1.1. They are extended to contain at
least seven hits in silicon layers, taking into account possible energy loss due to bremsstrahlung,
and loosely matched to EM energy clusters.

After this, a procedure based on a Gaussian-sum filter [94], a generalization of the Kalman filter,
is applied in order to better account for energy loss of charged particles in the detector material.
This procedure also takes into account detector noise.

4.2.2 Track-cluster matching

During track reconstruction, tracks are loosely matched to a topo-cluster, however at this step
the criteria are tightened. In the case where several tracks are matched to one cluster, the
tracks are ranked and the highest-ranking track is chosen as an electron-candidate. In this
process, tracks with hits in the pixel detector are preferred over tracks with hits only in the
strip detector, and tracks with smaller ∆R with respect to the energy cluster in the second layer
of the calorimeter are favored.

The object is considered to be an electron-candidate if there are at least four hits in the silicon
layers and it is not associated with a photon conversion vertex.

4.2.3 Supercluster reconstruction

Several topo-clusters can originate from one electron either because the electron radiated a
particle or because of cluster splitting. For this reason, in such cases the topo-clusters are
merged into superclusters. The procedure is shown schematically in Figure 4.2.

Around each topo-cluster (which would be referred to as a supercluster seed) other satellite
clusters are located and added to the supercluster if they satisfy the requirements. Electron
supercluster seeds need to have minimal transverse energy of 1 GeV and have to be matched
to tracks with at least four hits in the silicon detectors. The satellite clusters that are in
the ∆η × ∆ϕ = 0.075 × 0.125 window around the supercluster seed are usually formed by
secondary EM showers and originate from the same electron. The clusters that are in the
∆η × ∆ϕ = 0.125 × 0.300 window around the supercluster seed and that are matched to the
same track as the supercluster seed are likely left by a bremsstrahlung photon radiated by the
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electron. Both types of satellite clusters along with the supercluster seed are united into one
supercluster.

The calorimeter cells contributing their energy to one supercluster are taken only from the
presampler layer and the first three EM calorimeter layers, in the transition region 1.4 < |η| < 1.6
the energy from the scintillators between the calorimeter cryostats is also added. In order to
limit the effects of pileup noise, the clusters are limited in width in the η direction. Since
the magnetic field configuration causes the showers to spread mostly in the ϕ direction, this
restriction does not prevent superclusters from capturing all the electron energy.

4.2.4 Energy calibration

Electron energy calibration consists of several steps. First, a multivariate regression algorithm
trained on simulated samples of shower development in the calorimeter is applied to data in order
for it to better match the simulation. Additionally, all physical irregularities of the calorimeter
itself, as well as differences of energy deposition in different layers are taken into account. After
this a general scale factor for energy is obtained by analyzing the well-known Z → e+e− decays
and adjusting the measured data so that it matches with that energy distribution. As a final
check, another well-known decay is used, J/Ψ → e+e−. At this step, the energy distribution in
the experimental data is compared to the reference distribution.

4.2.5 Electron identification

In order to improve the quality of the reconstructed electrons, a likelihood discriminant con-
structed from quantities measured in the Inner Detector is applied. An electron track needs to
satisfy requirements on the number of hits in the two innermost layers of the tracker as well as
on the number of hits in the SCT. The parameters used in the likelihood discriminant include
information about the so-called hadronic leakage (the fraction of the energy left in the hadronic
calorimeter compared to the EM calorimeter cluster), the energy deposits in different layers of
the EM calorimeter, shower width, numbers of hits in various parts of the silicon tracker, the
impact parameter of the track with respect to the beam line, relative momentum loss, particle
identification information from the TRT, geometric parameters of the track-cluster matching,
and the ratio of the cluster energy to the track momentum. The discriminant is trained using
the well-known Z → e+e− and J/Ψ → e+e− decays [92].

Loose, Medium and Tight working points of electron identification are defined depending on the
pre-defined efficiency of the discriminant, determined using simulated events. The efficiency
for the Tight working point is 80%, for the Medium working point it is 88% and for the Loose
working point the efficiency is 93%. While the tighter working points identify electrons less
efficiently, they also provide a lower rate of misidentification.

4.2.6 Electron isolation

In order to balance the high efficiency electron identification working points, a set of electron
isolation criteria is applied. This helps reject fake or non-prompt electrons and select only
those that have low amount of nearby activity. Two types of isolation are defined: calorimeter
isolation and track isolation. For each isolation type an isolation variable is defined. In the
calorimeter isolation a cone of a certain radius is constructed with the energy cluster in its
center. The amount of “extra” energy inside of this cone, consisting of the total energy deposit
within the cone, from which the energy deposit of the electron and the pileup are subtracted,
is the calorimeter isolation variable. For the track isolation a cone is constructed around the
track, and the isolation variable is formed from the sum of the transverse momenta of all tracks
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in this cone, excluding the original track. Whereas the granularity of the calorimeter does not
allow constructing cones of small radius, the cones for the track isolation can be narrow, and
moreover, their width can be dependent on the transverse momentum of the track.

Depending on the isolation variables, several isolation working points are defined. They allow to
select the levels of isolation efficiency suitable for different analysis purposes.

4.2.7 Electron charge identification and misidentification

The particle charge is measured using the track curvature in the detector’s magnetic field. Charge
misidentification can occur in cases where the wrong track was matched to the calorimeter
energy cluster, as well as in cases with wrong measurement of the track curvature. The most
significant process for the charge misidentification is the emission of a bremsstrahlung photon
with the subsequent electron-positron pair production. Since the probability of such process
increases with the amount of material that the particle traverses, charge misidentification occurs
more frequently in the parts of the detector with higher amount of inactive material, in the
pseudorapidity range 1.5 < |η| < 2.2. In such cases, three tracks in close proximity can be
observed in the detector, which makes it likely that the wrong one will be matched to the
energy cluster. Moreover, hits from several tracks can be used for track reconstruction, and
thus the curvature measurement could be wrong. Additionally, reconstruction errors can occur
in the cases where the track shape is distorted because of a big energy loss and in the cases,
where the tracks have low curvature which is hard to measure. A BDT algorithm, constructed
from variables characterizing the track quality, the lateral EM shower development, and other
tracking and calorimeter quantities, is used to identify the electrons with misidentified charge.

4.3 Muons

The muons are reconstructed using primarily the information gathered by the ID and the
MS [95]. Energy deposits in the calorimeter are also used, especially in cases with significant
energy losses.

4.3.1 Tracking

The tracking in the Inner Detector is the same as described in the previous section for electrons.

Stand-alone track reconstruction in the Muon System is also possible. First, the straight
line track segments are reconstructed using hits in the individual MS stations using a Hough
transform [96]. Then, the segments are roughly united into tracks under the assumption that
the track has a parabolic shape. Next, the information from the trigger detectors is added in
order to increase the precision of the track. After this, a global χ2 fit is performed in order to
refine the track shape.

In the next step, the hits that do not fit well with the track are discarded. Additionally, the
hits that were not considered previously and fit the track are then added to it. Ambiguities in
cases when two tracks share many hits are resolved by discarding the track with lower quality,
except for cases when both tracks share hits in the first two layers and do not share hits in the
third layer to ensure high tracking efficiency for detecting boosted low mass dimuon systems.
Finally, the tracks are fitted again taking into account the energy loss in the calorimeter and
extrapolated to the beam line, where the transverse momentum is calculated at the point of
origin.
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4.3.2 Reconstruction

There are several strategies of muon reconstruction using the full detector information:

• Combined (CB). The track reconstructed in the MS is matched to an ID track, and a
global fit using all the hits is performed to obtain a combined track. A subset of these
muons is called silicon-associated forward (SiF) muons. These are the muons in the range
|η| > 2.5, for which the MS track is matched to short track segments, reconstructed in the
silicon part of the Inner Detector.

• Inside-out combined (IO). This is a complementary strategy to the previous one. Unlike
the CB muons, the IO muons start with a track, reconstructed in the Inner Detector.
After this, a search for at least three loosely-aligned hits in the MS followed by a global fit
of all hits is performed.

• Muon spectrometer extrapolated (ME) approach starts with a reconstructed MS
track that cannot be matched to an ID track. In this case the MS track is simply
extrapolated to the beamline.

• Segment-tagged (ST) muons are formed when an ID track could be reconstructed,
however no full MS track can be matched to it. At least one track segment in the muon
system is required to match to the ID track.

• Calorimeter-tagged (CT) muons are formed when an ID track could be matched to an
energy deposit in the calorimeter that is compatible with a minimally-ionizing particle.
No participation of the muon system is required in this case.

4.3.3 Identification

As with electrons, several working points are defined for muon identification. In addition to the
Loose, Medium and Tight, similar to the ones mentioned before, so-called High-pT and Low-pT

working points are defined in order to suit a wide variety of physical analyses.

For all working points, a muon is required to have at least one hit in the pixel detector, at least
5 hits in the SCT detector, and no more than two hits are allowed to be missing in the silicon
tracker.

The Medium working point, which is the default working point in ATLAS, includes only CB
and IO muons. It is suitable for a wide range of physics analyses, and it is designed to have
the efficiency and purity suitable for the majority of the analyses, while keeping the systematic
uncertainties in the prompt-muon efficiency and background rejection small.

For the Loose working point all muon types are used. It is optimized for the reconstruction of
Higgs boson decays in the four-muon final state. This working point has a high efficiency, but
lower purity of muon identification.

The Tight working point accepts only CB and IO muons. It has the lowest efficiency of the
three working points and the highest purity, which benefits analyses limited by background
coming from non-prompt muons.

The High-pT working point ensures an optimal momentum measurement for muons with
transverse momenta over 100 GeV. It is optimized for searches for new W ′ and Z ′ bosons. Only
CB and IO muons that pass the Medium working point selection are chosen for this working
point.
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The Low-pT working point is optimized for muons with low transverse momentum, which are
less likely to be reconstructed as full tracks in the MS. Only CB and IO muons are used for this
working point.

The efficiency of these working points depends on the transverse momentum of the muon, and
in non-extreme pT ranges the Loose working point has 97-99% efficiency, the Medium working
point has 97% efficiency, and the Tight working point has 90-93% efficiency. The High-pT

working point has around 80% efficiency for muons with transverse momenta of 100 GeV. The
Low-pT working point accepts additional 16-18% of prompt muons with low transverse momenta
compared to the Medium working point.

4.3.4 Vertex association

In order to reject muons not originating from the initial proton-proton collision, requirements
are imposed on the impact parameter of the muon track. The distance between the muon track
and the beam line is called the transverse impact parameter d0. This parameter does not depend
on the primary vertex, and the so-called d0 significance, defined as d0/σ(d0) is required to be
less than 3. The longitudinal impact parameter z0 is defined as the longitudinal coordinate of
the point of closest approach of the muon track to the reconstructed primary vertex. Tracks that
are compatible with the primary interaction vertex are defined as the tracks with |z0| sin θ < 0.5,
where θ is the angle between the muon track and the beam axis.

4.3.5 Muon isolation

The isolation requirements for muons can be split into three groups: track-based which use only
ID tracks, calorimeter-based which use only energy deposits in the calorimeter, and particle-
flow-based which combine both sources of data. For the track-based isolation, an η − ϕ cone of
a given size is defined around the muon track. The isolation variable in this case is defined as
the sum of transverse momenta of all tracks in this cone, excluding the muon track itself. For
the calorimeter-based isolation, a cone is defined around the position of the muon, extrapolated
to the calorimeter. The isolation variables are the sum of all transverse energy deposits in this
cone, excluding the energy deposit of the muon itself and corrected for pileup. Combining both
isolation methods provides better result than using just one of them as both methods provide
complementary information. When both track-based and calorimeter-based criteria are included,
an independent set of requirements can be imposed, but in order to mitigate the overlapping
information provided by the isolation requirements, an additional particle-flow isolation method
is introduced. It combines track- and calorimeter-based isolation, while decreasing the correlation
between them. Depending on the parameters of the isolation methods, several working points
are defined, each of which includes track-based isolation requirements: Loose and Tight particle-
flow working points; Loose and Tight working points which independently combine track- and
calorimeter-based isolation; as well as Loose and Tight working points which include only
track-based requirements. In addition, two working points are defined using a BDT classifier
trained to reject non-prompt tracks with high efficiency.

4.4 Jets
Quarks and gluons cannot exist solitarily due to color confinement, leading to the phenomenon
of hadronization and the production of particle showers. In the detector, the signals from this
shower are collected, and then assumptions about the properties of the initiating quark or gluon
can be made.

81



4 Object reconstruction in the ATLAS experiment

Jet reconstruction is performed in several steps. First, the particle-flow objects are recon-
structed [97], then they are clustered using the anti-kt algorithm [98] and their energy is
calibrated [99].

4.4.1 Particle-flow algorithm
The reconstruction starts with a track selection requirement to minimize the number of badly
measured tracks. They are required to have at least 9 hits in the silicon detector and no missing
pixel hits. Moreover, they are required to have pT < 40 GeV as the majority of tracks in a jet
satisfy that requirement, and for tracks with higher pT it is hard to separate the particle from
the surrounding activity. If a track is matched to an electron or a muon, it is discarded.

Next, the selected tracks are matched to topo-clusters, reconstructed in the hadronic calorimeter
in the same way as described in Section 4.1.3. First, the algorithm attempts to match each track
to just one topo-cluster. For each track, the distance metric is used to select the best-matching
topo-cluster:

∆R′ =

√√√√(∆ϕ

σϕ

)2

+
(

∆η

ση

)2

, (4.1)

where ∆η and ∆ϕ are the distances between the track and the cluster’s barycenter, and ση and
σϕ represent the angular topo-cluster widths.

The layer of highest energy density (LHED) is defined as the calorimeter layer that has the
largest increase rate of energy density as a function of the number of radiation lengths from the
front of the calorimeter.

In some cases the particle does not deposit all its energy in only one topo-cluster, and assignment
of more than one cluster to a track is required. In order to determine the number of required
topo-clusters, the significance of the difference between the expected energy and that of the
matched topo-cluster is used:

S(Eclus) =
Eclus − ⟨Edep⟩

σ(Edep) , (4.2)

where ⟨Edep⟩ is the average energy deposit in the calorimeter that is calculated for each track
momentum using single-particle data samples without pileup.

If S(Eclus) is smaller than −1, all topo-clusters in the cone of radius ∆R = 0.2 of the track
position extrapolated to the calorimeter are matched to the track.

After each track is matched to one or more topo-clusters, the energy subtraction takes place in
order to avoid double-counting of energy deposits. Rings of increasing diameter are constructed
around the LHED, and if the sum of the energy deposits in the cells within the ring is smaller
than the remaining energy required to reach the ⟨Edep⟩, the cells are removed. Otherwise,
the energy deposits in the cells are scaled down in order to subtract the necessary amount of
energy left to reach ⟨Edep⟩. The rings are constructed in all calorimeter layers and are ranked in
descending order of energy density within them. The subtraction starts with the highest-ranking
ring.

After the energy subtraction, if the total energy in the clusters that are left is consistent with
the hypothesis that it was left by a shower energy fluctuation, the cells are removed. If not, it is
likely that more than one particle deposited its energy in one topo-cluster, and the cells are
retained.

Finally, the set of the selected tracks and the topo-clusters that were retained should accurately
represent the reconstructed event without double-counting of the energy deposits.
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4.4.2 Jet reconstruction

Jets are reconstructed from particle-flow objects using the anti-kt algorithm [98]. It is designed
in a way that the shape of the jet is affected mostly by hard particles and has a circular cross
section in most cases. The distance between two objects is defined as

dij = min (p2p
T i, p2p

T j)
∆2

ij

R2 = min (p2p
T i, p2p

T j)
(yi − yj)2 + (ϕi − ϕj)2

R2 , (4.3)

and the distance between an object and the beam line as

diB = p2p
T i (4.4)

where pT , y and ϕ denote transverse momentum, rapidity and azimuthal angle respectively. R
and p are parameters of the algorithm, affecting the jet radius and the sensitivity of the jet
border to soft radiation. Anti-kt algorithm uses p = −1.

For each event, the distances defined above are calculated. At each step of the algorithm, the
smallest distance is selected. If this distance is between an object and the beam line, the object
is considered a finished jet and removed from consideration. Otherwise, the two objects are
merged, and the distances are calculated again. The process is repeated until there are no more
objects left.

The negative parameter p ensures that the soft particles are much more likely to be merged with
hard particles before they start merging with each other. This ensures that the hard particles
gather all soft radiation around themselves in a cone of radius R. In the cases when two hard
particles are close to each other, the jets are no longer conical. If the distance between the hard
particles is smaller than 2R, but bigger than R, two jets are formed, and the border between
them reflects the difference in pT between the hard particles. If the hard particles are closer
to each other than R, the resulting single jet is formed by the union of the cones around both
particles.

The most common radius for jet reconstruction in ATLAS is 0.4. The tracks that are matched
to the primary interaction vertex and the remaining after energy subtraction clusters serve as
input to the algorithm. Such tracks are required to satisfy the condition |z0 sin θ| < 2 mm, where
z0 is the longitudinal coordinate of the point of closest approach of the track to the primary
interaction vertex. Before the jet reconstruction process begins, the η and ϕ parameters of the
topo-clusters are recalculated with respect to the position of the primary vertex instead of the
detector origin.

4.4.3 Jet energy calibration

After the jets are reconstructed, their energy needs to be corrected to take into account the
pileup and the energy that was not captured by the detector [99]. Figure 4.3 schematically
shows the steps of the jet energy calibration process.

Pileup correction occurs in two steps, for which simulated data is used: pT -density-based pileup
correction and a residual pileup correction. During the first step, the pileup contribution is
estimated using the median pT density, ρ, of jets in the η − ϕ plane, and the jet area A. The
correction factor ρA is then subtracted from the jet transverse momentum. For the calculation
of ρ, the jets reconstructed using the kT algorithm are used [100]. Since the first correction
step is based on the central calorimeter region, there are still large discrepancies in the higher-
occupancy forward region of the calorimeter, and therefore a residual correction is required. For
the simulated Monte Carlo (MC) events, the difference between the transverse momenta of the
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Figure 4.3: Jet energy calibration steps [99].

reconstructed jet and of the truth jet is derived, and that dependence is used to provide the
residual correction. The jet transverse momentum corrected for pileup is therefore

pcorr
T = preco

T − ρA − α(NP V − 1) − βµ, (4.5)

where pcorr
T is the transverse momentum after the corrections, preco

T is the initially reconstructed
transverse momentum, NP V is the number of reconstructed primary vertices, µ is the mean
number of interactions per bunch crossing, and α and β are the separately derived coefficients
for the residual correction.
The next step accounts for possible irregularities in the calorimeter response, energy loss in
passive materials, contributions from outside of the jet cone and biases in η reconstruction. As
previously, this correction is done using simulated samples. The average jet energy response
R is defined as the mean of the Gaussian fit to the core of the Ereco/Etrue. This parameter is
then used to calibrate the jet energy. The bias in η reconstruction is most pronounced when a
jet encompasses two calorimeter regions of different geometry or technology: EM and hadronic,
barrel and endcap, endcap and forward calorimeter. A second correction depending on the value
of η is derived and used to diminish the bias.
The last simulation-based correction aims to account for the differences between the jets
themselves. The jet parameters depend on the flavor and energy distribution of the constituent
particles, as well as on the initiating particle. The global sequential calibration accounts for
these differences with several multiplicative corrections. For this calibration, six observables are
defined, and for each of them a correction factor is calculated.
Finally, a residual in situ calibration is performed in order to account for differences between
experimental and simulated data. Jet response is compared between data and simulation, where
the jet pT is balanced against the pT of a well-calibrated object. The ratio between jet responses
in data and simulation is used as a scale factor for this final correction. There are three steps in
this process, each using a different reference object for this calibration. First, the pT balance
in dijet systems is used to calibrate the forward jets to match the central ones. Then the jets
are balanced against the calibrated Z bosons or photons in Z + jet and γ + jet systems. Next,
several low-pT jets are used to calibrate one high-pT jet.

4.4.4 Flavor tagging
Identification of jets originating from b- and c-quarks and their separation from the other, light,
jets is called flavor tagging and it is crucial to many analysis areas. Since the searches presented
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in this thesis do not use c-tagged jets, this section will focus on the procedure of identification
of b-jets. b-hadrons born in the primary interaction will decay shortly after, however due to a
relatively long lifetime their decay point will be displaced from the primary vertex. Different
flavor tagging algorithms have been created for LHC Runs 2 [101] and 3 [102, 103], with the
Run 3 ones utilizing more advanced machine learning algorithms and thus being able to reach
higher precision levels. The updated algorithms can be also applied to data collected during
LHC Run 2 in order to obtain results using combined datasets from these two runs.

Flavor tagging in Run 2

Flavor-tagging algorithms use tracks, which are matched to jets and are well measured. There
are two levels of flavor tagging. On the low level, the characteristic features of the jet are
reconstructed, and on the high level multivariate classifiers are utilized to assign the jet flavor.

Several different algorithms belong to the low-level category:

• Impact-parameter-based algorithms – IP2D and IP3D. IP2D uses the signed
transverse impact parameter of the tracks, and IP3D additionally uses the longitudinal
impact parameter of the tracks. The jet’s flavor tag is determined by the sum of logarithms
of per-track probability ratios of each flavor hypothesis.

• Track-based recurrent neural net tagger – RNNIP. Whereas the two previous
algorithms considered the tracks independently, the RNNIP allows to take into account
the correlations between the tracks as it utilizes a recurrent neural network. The network
provides three scores – one for each possible jet flavor, and the b-tagging discriminant is
constructed as

DRNNIP = ln
(

pb

fcpc + (1 − fc)plight

)
, (4.6)

where pb, pc and plight are the three flavor scores, and fc denotes the fraction of c-jets.

• Secondary-vertex-tagging algorithm – SV1. This algorithm attempts to construct a
secondary vertex using the tracks that are assigned to the jet. The number of tracks in
this secondary vertex, among other variables, is used as input to high-level algorithms.

• Topological multi-vertex finding algorithm – JetFitter. A modified Kalman
filter [87] is used in order to reconstruct the full decay chain of b- and c-hadrons. Compared
to the SV1 algorithm, JetFitter [104] can reconstruct a secondary vertex even in cases
when only one track can be assigned to it. The multiplicity at the reconstructed displaced
vertex is used as input to high-level taggers.

The high-level algorithms are constructed using multi-layer feed-forward neural networks, and
the DL1r algorithm exploits the output of all low-level algorithms mentioned before, as well as
the jet pT and |η|, in order to construct tree flavor scores. Similar to RNNIP algorithm, the
final b-tagging score of DL1r is defined as

DDL1r = ln
(

pb

fcpc + (1 − fc)plight

)
. (4.7)

Four working points are defined based on the average b-tagging efficiency: 70%, 77%, 80%, and
85%.
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Flavor tagging in Run 3

Two algorithms have been created for Run 3 – DL1d [103] and GN2 [102].

DL1d follows the approach established for Run 2, replacing the Recurrent Neural Network tagger
(RNNIP) with the Deep Sets based tagger (DIPS).

The main ATLAS flavor tagging algorithm for Run 3 is GN2, which establishes a new approach.
The major improvement in flavor tagging performance originates from the use of transformer
networks operating directly on tracking information instead of the two-tiered approach described
above. This algorithm uses the information about the jet and associated tracks to predict the
flavor of the jet. In addition to identifying b- and c-jets, GN2 is also capable of identifying
jets originating from hadronic τ lepton decays. The working points of the GN2 algorithms are
defined with the average b-tagging efficiency of 65%, 70%, 77%, 85% and 90%.

4.5 Tau leptons
τ -leptons have a short lifetime of 290 × 10−15 s [37], and therefore the τ -leptons born in the
proton-proton collision decay within the beam pipe before they reach the detector. The decay
modes include leptonic, with production of electrons or muons along with the corresponding
antineutrino and a τ -netutrino, and hadronic, usually resulting in production of one or three
charged hadrons, a τ -neutrino and possibly some neutral hadrons. In the case of leptonic decays,
the produced leptons are indistinguishable from the prompt leptons, produced in the initial
collision, so the only decay modes, in which taus can be reconstructed, are the hadronic ones.

The signature that defines a tau lepton is a narrow jet in the calorimeter, associated with one
or three tracks in the tracking detector [105, 106]. The jet is reconstructed using the anti-kt

algorithm with the radius 0.4, and is required to have pT > 5 GeV and |η| < 2.5. A dedicated
algorithm is used to reconstruct the tau decay vertex. Afterwards, a recurrent-neural-network-
based algorithm is used to distinguish the jets that originate from τ -leptons from other jets
mimicking the signature.

4.6 Missing Transverse Momentum (MET)
Due to the conservation of the transverse momentum, the sum of all transverse momenta in an
event should be zero. However, some particles, such as neutrinos, escape detection and carry a
fraction of transverse momentum away. The negative sum of transverse momenta of all detected
particles in an event is called missing transverse momentum (MET). Not only the creation of
Standard Model neutrinos, but also the presence of new physics and SM particles that were
out of detector acceptance result in non-zero MET. Reconstruction of MET is challenging as it
involves all detector subsystems.

The contributions to the MET can be divided into hard, coming from fully reconstructed and
calibrated particles, and soft, which are associated with reconstructed tracks, but with no hard
particles [107].

Since the reconstruction procedures of different objects are independent from each other, it is
likely that the same calorimeter signal is used in reconstruction of several objects. Therefore,
for reconstructing the MET, measures need to be taken to avoid double-counting of the same
energy deposit. The reconstructed objects are ranked in the following order: electrons, photons,
hadronically decaying τ -leptons, jets. The lower-ranking objects are fully rejected or corrections
are made to the energy deposit if their calorimeter signal overlaps with that of a higher-ranking
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object. Muons usually have little or no overlap with the other objects, which is why they are
excluded from the list.

The full expression for the missing transverse momentum is given by

Emiss
T = −

∑
selected
electrons

pe
T −

∑
accepted
photons

pγ
T −

∑
accepted
τ -leptons

pτ
T −

∑
selected
muons

pµ
T −

∑
accepted

jets

pjet
T

︸ ︷︷ ︸
hard term

−
∑

unused
tracks

ptrack
T

︸ ︷︷ ︸
soft term

, (4.8)

where unused tracks refer to the tracks that are associated with a primary vertex, but not with
any hard object.

All pT and Emiss
T vectors are two-dimensional and are located in the transverse plane of the

coordinate system that is perpendicular to the beam axis. In addition to the Emiss
T itself, that

has two coordinates, Emiss
T,x and Emiss

T,y , the defined set of observables includes its absolute value
Emiss

T = |Emiss
T | =

√
(Emiss

T,x )2 + (Emiss
T,y )2 and its azimuthal angle ϕmiss = tan−1(Emiss

T,y /Emiss
T,x ).

In order to provide the most fitting missing transverse momentum calculations for various
physics analyses, several working points are defined with different jet selections [108]:

• For the Loose working point all jets with pT > 20 GeV are selected, and the jets with
|η| < 2.4 and pT < 60 GeV have to pass a set of additional jet requirements.

• The Tight working point was developed to reduce the dependence on pileup. Forward
jets with |η| < 2.4 and 20 < pT < 30 GeV are not selected. While the pileup dependence
is reduced, the resolution of MET also gets worse.

• The fJVT working point utilizes the so-called Jet Vertex Tagger (JVT) algorithm, which
suppresses forward pileup jet contamination. This working point helps to suppress the
tails in the Emiss

T distribution. The jets that are selected need to have pT > 20 GeV, and
the jets that have |η| > 2.5, 20 < pT < 50 GeV and fail the requirements of the JVT
algorithm, are rejected. The same additional requirements as for the Loose working point
are applied to jets with |η| < 2.4 and pT < 60 GeV.
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5. Search for heavy vector resonances in the
four top quark final state

In this chapter, the search for heavy vector resonances in the four top quark final state is
described. This is the first analysis of its kind at LHC, providing model-independent results in
a search for BSM physics in multi-top-quark final states.

5.1 Motivation
Recent observation of four top quark production at the LHC by the ATLAS [31] and CMS [32]
experiments motivates searches for Beyond the Standard Model (BSM) contributions to this
final state, as in both experiments an excess of produced events compared to the prediction of
the SM was observed. Many BSM theories predict existence of top-philic resonances, which
couple more strongly to the top quark than to the other quarks, rendering other couplings
negligible. High collision energy, sufficient for simultaneous production of multiple top quarks,
opens the possibility to study the four-top-quark final state at the LHC and to search for BSM
contributions to its production.

Explicit reconstruction of the BSM resonance provides opportunities for model independent
searches in final states with resonant production of two top quarks. This is explored in a search
for a color singlet Z ′ particle with masses between 1 and 3 TeV utilizing the data gathered by
the ATLAS experiment during LHC Run 2 [109]. Because of the high mass of the resonant
particle, the two top quarks coming from its decay are expected to be boosted, which was
utilized in the search by assuming that their decay products can be contained in jets of large
radius. Figure 5.1 shows tree-level diagrams for the production of a top-philic resonance Z ′.
While the main motivation for the search is resonant production, the t-channel contribution,
shown in Figure 5.2, cannot be disregarded as its production cross section is comparable to the
s-channel one.

5.2 Analysis strategy
Tree-level production of top-philic resonances is only possible alongside one or more top quarks,
motivating searches in multi-top final states [33]. The main signal contribution comes from the
final states with four top quarks, where the resonance is produced in the s-channel, however
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Figure 5.1: Sample Feynman diagrams of the tree-level s-channel production of Z ′ with associ-
ation with (a) tt̄, (b) tj, where j denotes any light quark, (c) tW . [109]

Figure 5.2: Feynman diagram of tree-level t-channel Z ′ production in association with tt̄.
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5.3 Data and Monte Carlo samples

contributions from three-top-quark final states and the t-channel resonance production are also
considered. This resonance reconstruction benefits from having no missing transverse momentum
in the event, which can be achieved only by considering fully-hadronic final states, where all
four top quarks decay hadronically. However, such final states suffer from high background
from multi-jet processes and provide no clear signature that can be selected by triggers, so a
single-lepton final state is considered instead, which has lower background rates and enables use
of single lepton triggers for the event selection.

The assumption that both resonant top quarks (the top quarks originating from the decay of the
BSM particle) decay hadronically is made in this analysis, though no dedicated selection can be
applied to enforce this. Therefore, final states with leptonically-decaying resonant top quarks
receive no special treatment, and their presence reduces the accuracy of the result. Because of
the high mass of the resonance, the two resonant top quarks are highly boosted, and therefore
their decay products can be contained in Reclustered jets (RC jets), which are described in
more detail in Section 5.4. The main observable of the search is the ditop mass, the invariant
mass of these two RC jets, which for signal events is also the mass of the resonant particle Z ′.

The analysis regions are defined using the number of b-tagged jets (b-jets) and the number of
jets that are not part of an RC jet (additional jets). A description of the analysis regions can be
found in Section 5.6. Due to sizable background modeling uncertainties and known mismodeling
of the most significant background process, tt̄+jets, a data-driven approach to background
estimation is taken, described in Section 5.7. The shape of the background distribution is
estimated using data in a source region and then the background is propagated to the signal
regions using scale factors obtained from simulated events. This procedure is validated using
dedicated validation regions.

The model-independent result is obtained using the BumpHunter tool [110] by identifying the
most significant localized deviation of data from the background in the distribution of the ditop
mass. Additionally, a model-dependent result is obtained with a profile likelihood fit using the
signal samples modeled with the simplified Z ′ model, described previously in Chapter 1.

5.3 Data and Monte Carlo samples
Simulated Monte Carlo samples created using known SM parameters and the parameters of the
BSM model are used to develop and verify the analysis strategy and to estimate the contribution
of background processes. The strategy is then applied to the experimental data. This section
describes the samples that were used in the analysis.

5.3.1 Data samples

The data collected by the ATLAS detector between 2015 and 2018 is used. The center of
mass energy is 13 TeV, and the full dataset corresponds to an integrated luminosity of 139.0 ±
2.4 fb−1 [111]. Only events taken when all detector subsystems were fully operational are
selected.

5.3.2 Simulated signal samples

The signal samples for the simplified Z ′ model described in Chapter 1 are generated using
MadGraph5_aMC@NLO 2.8.1 generator [112] at leading order (LO) in the strong coupling
with the NNPDF3.1LO set of parton distribution functions (PDF) [113]. The events are
interfaced with Pythia 8.244 [114] using the A14 tune [115] and the NNPDF2.3LO PDF
set [113].
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Figure 5.3: Examples of ditop mass distributions made using reweighted samples and the
samples generated with the required parameters. The left plot shows reweighting
applied for varying the chirality angle for the tWZ ′ events with the mass of the
Z ′ boson of 1 TeV, and the right plot shows the reweighting applied in order to vary
the coupling strength for the tjZ ′ events with the mass of the Z ′ boson of 1 TeV.
For each plot, the nominal sample (solid blue line) was reweighted to different ct

or θ hypotheses (solid lines of other colors). The distributions for the generated
signals are shown as dots.

The samples for resonance masses of 1.0, 1.25, 1.5, 2.0, 2.5, 3.0 GeV are produced. Both
s- and t-channel production of the four-top-quark final state is taken into account, as well as
the interference between them. Furthermore, tWZ ′ and tjZ ′ samples are produced assuming
on-shell decay of the Z ′ boson.

The samples are generated using the chirality angle θ = π/4 and the coupling of Z ′ to top
quarks ct = 3. Samples with other values of those parameters, θ = 0 and θ = π/2, as well as
ct = 1, ct = 4, and ct = 4.5 are obtained using MadGraph matrix element reweighting [116].
Figure 5.3 shows several examples of the ditop mass distribution compared between reweighted
samples, plotted with solid lines, and the ones generated directly with the required parameters,
represented with dots. The left plot shows the reweighting applied to the tWZ ′ sample to vary
the chirality angle, and the right plot shows the reweighting applied to the tjZ ′ sample to vary
the coupling strength.

Although the distributions show overall good agreement, due to a small number of events with
exceptionally large weights, the distributions in the signal regions have significant fluctuations,
especially for the mass point of 3 TeV. As the samples were generated with the ct = 3, the
fluctuations are most pronounced when reweighting to ct = 1 is done and are not relevant for
the other values of the coupling strength. In order to address the issue, 0.1% of events with the
largest weights were removed. This allows to decrease fluctuations significantly, while keeping
the majority of the events.

The removal of some events needs to be accounted for in the normalization of the remaining
events, which is implemented by introducing a correction factor, such that the target cross
section is not affected by the event removal.
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5.3.3 Simulated background samples

The main background process after event preselection, explained in more detail below, is the SM
production of tt̄+jets. Other background categories include production of tt̄ pair in association
with a vector or a Higgs boson, production of single top quarks and of vector bosons in association
with jets, diboson production and the SM production of four-top-quark events.

Simulated event samples are processed through the full ATLAS detector simulation [117] using
Geant4 [118], except for the SM four-top-quark samples and the samples for studying systematic
variations of the tt̄ simulation, which are processed using fast simulation with parametrized
calorimeter showers [119].

Additional samples were generated for pileup modeling using Pythia 8.186 using the A3
tune [120] and the MSTW2008LO PDF set [121].

All simulated samples undergo the same reconstruction and analysis procedures as the real
data. For all samples that were not generated using Sherpa [122], the EvtGen 1.2.0 [123]
program was used to describe the decays of b- and c-hadrons. The specifics of generation of
each background process are described below.

The modeling of tt̄ events is done using the PowhegBox 2 [124–127] generator at next-to-leading
order (NLO) with the NNPDF3.0NLO PDF set [113]. The hdamp parameter that controls the
transverse momentum of the first additional emission is set to 1.5mt, where mt is the mass of
the top quark [128]. Alternative tt̄ samples were generated with MadGraph5_aMC@NLO
and interfaced with Pythia 8 in order to evaluate the generator-related uncertainties.

Samples of s- and t-channel production of a single top quark in association with another quark, as
well as samples of single top quark production in association with a W boson, were generated using
the PowhegBox 2 generator at NLO in QCD. The five-flavor scheme with the NNPDF3.0LO
PDF set was used for the generation of s-channel samples, and the four-flavor scheme with the
NNPDF3.0NLONF4 PDF set [113] was used for the generation of the t-channel production. The
overlaps with the tt̄ samples were removed using the diagram removal scheme [129]. To evaluate
the uncertainties, related to the showering algorithms, alternative single top and tt̄ samples were
generated using the PowhegBox 2 generator, but Herwig 7.04 [130, 131] for parton showering
and hadronization with the H7UE tune [131] and the MMHT2014LO PDF set [132].

The tt̄+H events are modeled using the PowhegBox 2 generator at NLO with the NNPDF3.0NLO
PDF set. The tt̄ + V samples are produced using the MadGraph5_aMC@NLO generator at
NLO with the NNPDF3.0NLO PDF. SM four top quark production is modeled using the Mad-
Graph5_aMC@NLO generator at NLO with the NNPDF3.1NLO PDF set. The tZ samples
are modeled using the MadGraph5_aMC@NLO generator at LO using the NNPDF3.0 PDF
set.

All events in the background samples mentioned above are interfaced with Pythia 8.230 for the
parton showering and hadronization using the A14 set of parameters and the NNPDF2.3LO
PDF set.

The V +jets samples are produced with the Sherpa 2.2.1 generator with up to two partons
at NLO in QCD and up to four partons at LO. The diboson processes are modeled with the
Sherpa 2.2.1 generator as well. In both cases, the NNPDF3.0NNLO PDF set is used with a
dedicated set of tuned parton shower parameters provided by the Sherpa authors.

Table 5.1 summarizes the generators used for all produced MC samples.
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Table 5.1: The generators and the parameters used to model the signal and background
processes.

Sample Generator and hadronization PDF set Order
Signal tt̄Z ′ MadGraph5_aMC@NLO + Pythia 8.244 NNPDF3.1 LO
tt̄ PowhegBox 2 + Pythia 8.230 NNPDF3.0 NLO
Single top PowhegBox 2 + Pythia 8.230 NNPDF3.0 NLO
tt̄ + H PowhegBox 2 + Pythia 8.230 NNPDF3.0 NLO
tt̄ + V MadGraph5_aMC@NLO + Pythia 8.230 NNPDF3.0 NLO
SM tt̄tt̄ MadGraph5_aMC@NLO + Pythia 8.230 NNPDF3.1 NLO
tZ MadGraph5_aMC@NLO NNPDF3.0 LO
V +jets Sherpa 2.2.1 NNPDF3.0 NNLO
Diboson Sherpa 2.2.1 NNPDF3.0 NNLO

5.4 Object selection

Reconstruction of the objects used in this analysis was described in Chapter 4. In this section
only the specific requirements to the objects are mentioned.

5.4.1 Charged leptons

Electrons are required to pass the tight identification criteria and have pT > 28 GeV and
|ηcluster| < 2.47, where pT is the transverse momentum and ηcluster is the pseudorapidity of the
energy cluster. The electrons within the transition region between the barrel and the endcap
regions of the EM calorimeters are excluded (1.37 < |η| < 1.52). The electrons must pass the
Tight isolation requirements.

The muons that pass the medium selection criteria and have pT > 28 GeV and |η| < 2.5 are
selected. They must also pass the TightTrackOnly isolation requirements: only muons with
transverse momentum larger than 1 GeV are selected and the scalar sum of transverse momenta
of all tracks, associated with the primary vertex, in a variable-size cone around the muon track
must not exceed 6% of the transverse momentum of the muon itself.

Additional criteria are placed on matching of the leptons to a primary vertex:

|z0 sin θ| < 0.5 mm, (5.1)

∣∣∣∣ d0
σ(d0)

∣∣∣∣ < 5(3) for electrons (muons) , (5.2)

where θ is the polar angle of the lepton track, z0 is the longitudinal impact parameter and d0 is
the transverse impact parameter.

5.4.2 Jets

The selected jets are required to have pT > 25 GeV and |η| < 2.5. Additional requirements
are placed on the jets with pT < 60 GeV and |η| < 2.4 to ensure that they originate from the
hard-scatter interaction. Radius R = 0.4 is used in the anti-kt algorithm for jet reconstruction.

The 77% working point of the DL1r algorithm for b-jet identification is used.
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5.4.3 Overlap removal

An overlap removal procedure needs to be applied to avoid double-counting of detector infor-
mation. The distance metric used for this procedure is ∆R =

√
∆ϕ2 + ∆y2, where ϕ is the

azimuthal angle and y is the rapidity. First, lower-pT electrons that share tracks with higher-pT

electrons are removed. Next, Calorimeter-tagged muons are removed if they share tracks with
electrons. After this, electrons that share tracks with muons are removed. Then, the jets
with ∆R < 0.2 to electrons are removed, and afterwards the remaining electrons that have
∆R < 0.4 with a jet are removed. Finally, overlapping jets and muons are addressed: jets
with fewer than three tracks and ∆R < 0.2 with a muon are rejected, and then muons with
∆R < min (0.4, 0.04 + 10 GeV/pT (µ)) to jets are removed. In cases when multiple jets satisfy
overlap removal criteria with electrons, only the closest in ∆R is removed.

5.4.4 Missing transverse momentum

Missing transverse momentum is defined as the negative sum of all the selected objects in the
event. Its reconstruction is described in detail in Chapter 4, and the Tight working point is
used.

5.4.5 Reclustered jets

For reconstruction of the reclustered jets, the remaining after the overlap removal procedure
small-radius jets with pT > 25 GeV and |η| < 2.5 are taken [133]. Anti-kt algorithm with R = 1.0
takes these jets as input and constructs the reclustered jets (RC jets). Constituent jets with pT

below 5% of the pT of the RC jet are removed to reduce the contribution from pileup [134].

The RC jets with pT > 300 GeV, |η| < 2 and m > 100 GeV are selected for reconstructing
the top quarks. These requirements aim to select the jets that contain all decay products of
hadronic top decays, as they are usually contained within jets of radius R = 2mt/pT and have
higher mass than the ones containing the products of leptonic top decays. Additionally, the RC
jets are required to have at least two constituent jets.

5.5 Event selection
The selected events are required to have at least one reconstructed vertex with at least two
associated tracks with pT > 0.4 GeV. In the events that have multiple reconstructed primary
vertices, the vertex with the highest sum of squared transverse momenta of the assigned tracks
is selected. Only the events fulfilling the quality criteria, ensuring that all detector subsystems
were operational and that the beam conditions were stable, are selected.

In order to select events with the final state that is in focus of this analysis, trigger selection is
applied. The utilized triggers select events with at least one lepton in the final state. Lowest
unprescaled single electron and muon triggers were used for each data taking period with
different lepton transverse momentum thresholds for each such period: pT threshold for muons
was 20 GeV for the 2015 run, and 26 GeV for the 2016-2018 runs [135], for the electrons it was
24 GeV during the 2015 run, and 26 GeV during the 2016-2018 runs [136].

After the trigger selection, kinematic requirements are applied in order to further focus on the
target final state and increase the sensitivity to the signal. The selected events are required
to have exactly one lepton, at least two RC jets, at least two b-tagged jets, and at least two
small-radius jets which are not part of the two leading-pT RC jets. Figure 5.4 shows the final
state with all small-radius jets labeled. Only two leading-pT RC jets are used for the analysis
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Figure 5.4: The Feynman diagram of the single lepton final state with highlighted b- and
additional jets.

even if more were reconstructed. The number of events with more than two reconstructed RC
jets is two orders of magnitude smaller than the number of events with exactly two RC jets, so
this selection does not have a significant effect. The b-jets are counted regardless of whether
they are a part of an RC jet or not.

5.6 Analysis region definition
Further background rejection is achieved after the preselection by classifying the events into
several regions: the source region, where the shape of the background for the data-driven
background estimation will be taken from, the validation regions for validating the background
estimation strategy, and the signal regions, the regions most enriched in signal events used to
obtain the result of the search. Figure 5.5 shows distributions of the number of b-jets and the
number of additional jets for the signal and background samples. These jet multiplicities clearly
have separation power and thus the analysis regions are defined based on them. Three values
of each jet multiplicity are considered: 2, 3 and ≥ 4. The regions are presented in Figure 5.6,
where “a” stands for additional jets and “b” – for b-jets. The source region is colored in blue,
the validation regions in green, and the signal regions in red. The region with the highest signal
to background ratio is the (≥ 4a, ≥ 4b), however it has low event count.

Figure 5.7 shows the visualization of one of the data events from the most signal-like (≥ 4a,
≥ 4b) region made using the ATLAS VP1 visualization software [137]. The event display shows
the track of the reconstructed muon (red track), nine particle jets (the yellow cones), four
b-tagged jets (the blue cones) and two large radius jets (green cones). The length of the jet
cones depends on the jet’s energy, however the scaling for the large radius jets is 1.4 times
smaller than for the regular jets to make them fit into the picture. Some jets have low energy
and therefore the cones are too small to be seen in the picture.

5.7 Background estimation
Poor modeling of the top-quark kinematics in tt̄ events leads to discrepancies in transverse
momenta of leptons and jets between data and simulation, noticed by previous searches [138, 139].
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Figure 5.5: Distributions of the number of additional jets on the left and the number of b-jets
on the right for signal samples with different masses of the Z ′ particle and for the
most significant background samples [109].

Figure 5.6: Analysis regions defined using the number of additional jets (“a”) and the number
of b-jets (“b”) in an event. Blue – source region, green – validation regions, red –
signal regions [109].
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Figure 5.7: Visualization of one of the real data events in the (≥ 4a, ≥ 4b) region. Red line is
the muon track, b-tagged jets are shown in blue, RC jets in green and small-radius
non-b-tagged jets in yellow [109].

Due to mismodeling of heavy flavor radiations produced in association with a tt̄ pair, the b-jet
multiplicity distribution also shows discrepancies between data and simulation, as noticed
previously in [138, 140]. As the tt̄ events are the main background for the analysis, these
modeling discrepancies are addressed with a data-driven background estimation strategy.

The background estimation process has two key parts. First, the shape of the background in
the source region is extracted from data. Then it is extrapolated to the signal regions using
scaling functions, obtained using simulated events.

While the background composition in different regions is different, as demonstrated in Figure 5.8,
the shape of the ditop mass distribution is very similar. Figure 5.9 shows the background
distributions in all analysis regions plotted using simulated data, compared to the scaled
distribution from the source region.

The source region has negligible signal contamination, and therefore the ditop mass distribution
in that region can serve as an accurate estimate for background distribution. The effect of
systematic uncertainties on the shape of the background distribution are taken into account
separately for each uncertainty.

5.7.1 Functional fit

A dijet function is used to fit the shape of the background distribution in the source region:

f(x) = (1 − x)p1 × xp2+p3 log (x), (5.3)

where x = mtt̄/
√

s is the ditop mass divided by the center-of-mass energy. Such functions are
commonly used in high-mass resonance searches [141, 142]. The fit to source region data is
shown in Figure 5.10.

5.7.2 Background extrapolation

The extrapolation factors are derived from the ditop mass distribution in all regions obtained
from simulated events. To reduce fluctuation effects due to limited statistics, a fit with the

98



5.8 Systematic uncertainties

Figure 5.8: Background composition in the analysis regions.

dijet function is performed for all distributions first. The extrapolation factors are the result
of division of the dijet fit in the target region by the dijet fit in the source region. For a given
region, the background prediction is given by

Breg(mtt̄,i) = f(mtt̄,i) × Csource→reg(mtt̄,i), (5.4)

where “reg” is the target region, f(mtt̄,i) is the dijet fit function in the source region, obtained
from data, and Csource→reg(mtt̄,i) is the extrapolation function from the source region to the
target region obtained from simulated samples by taking the ratio between the dijet functions
to the simulated events in the two regions.

5.7.3 Uncertainty propagation

For each systematic uncertainty, the extrapolation function is derived separately, and the
background prediction in the target region for this systematic variation is given by

Breg
syst(mtt̄,i) = f(mtt̄,i) × Csource→reg

syst (mtt̄,i), (5.5)

where Csource→reg
syst (mtt̄,i) is that extrapolation function. Therefore the variation of the background

predicion due to this uncertainty variation can be obtained from

∆Breg(mtt̄,i)
Breg(mtt̄,i)

= 1 −
Csource→reg

syst (mtt̄,i)
Csource→reg(mtt̄,i)

. (5.6)

5.8 Systematic uncertainties
The analysis is affected by a number of uncertainties, including the luminosity uncertainty,
the uncertainties on object reconstruction, and the theoretical uncertainties. Each uncertainty
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Figure 5.9: Comparison of the shapes of the ditop mass (mJJ) distribution for the simulated
background events in the analysis region with the shape of that distribution in the
(2a, 2b) source region. For each region, the distribution from the source region is
scaled to match the integral of the background distribution in that region. The
lower panel shows the ratio with the orange area showing the Poisson uncertainty
of the denominator (2a, 2b) scaled.

Figure 5.10: The distribution of the ditop mass (mJJ) for the data in the source region and
the fitted to it dijet function. The bands show the uncertainties of the fit due to
variations of the three parameters of the function. [109]
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can affect both the shape and the normalization of the background and signal distributions.
As mentioned previously, each uncertainty is propagated individually through the background
estimation procedure in order to address the possible variations of the distribution in the source
and target regions.

5.8.1 Experimental uncertainties

The experimental uncertainties are related to effects in the detector, as well as to the recon-
struction and calibration of physics objects.

• Luminosity. Since the background extrapolation is taken from data and scaled by a ratio
of MC histograms, the background estimate is not affected by luminosity uncertainties.
The signal prediction is taken directly from the simulated data, and therefore is affected
by the luminosity uncertainty, which is 1.7% for the Run 2 dataset [111].

• Jets. Due to the complex nature of the jet reconstruction procedure, three sources
of uncertainty need to be taken into account. These uncertainties are related to the
jet vertex tagging (JVT) [143], jet energy scale (JES) [144] and fractional jet energy
resolution (JER) [145]. The JVT systematic uncertainty is obtained by varying the JVT
cut used during jet reconstruction. It accounts for the remaining pileup contamination
after pileup suppression has been applied. The JES uncertainty is implemented as a set of
29 nuisance parameters, including the ones related to η intercalibration, pileup subtraction
and punch-through effect treatment. Finally, the JER uncertainties are represented as a
set of 9 nuisance parameters and they take into account differences in energy resolution
between data and simulation and the uncertainties of the JER measurement.

• Flavor-tagging. The systematic uncertainties are represented by a set of eigenvector
variations. 19 nuisance parameters in total are used to represent these uncertainties,
and they include parameters that account for efficiency of tagging b-jets, as well as for
mistagging c- and light-flavor-jets [146–148]. Estimation of these uncertainties involves
eigenvector decomposition in order to provide a set of statistically independent parameters.

• Leptons. The lepton-related uncertainties arise from differences in reconstruction, identi-
fication, isolation and trigger performances between data and simulation [93, 149]. As a
result, the electrons are affected by 7 nuisance parameters, related to their energy scale, en-
ergy resolution, trigger efficiency, reconstruction, identification, and isolation. The muons
have 13 nuisance parameters in total, including the Inner Detector track smearing, muon
spectrometer track smearing, charge-dependent and charge-independent scale momentum,
trigger efficiency, track-to-vertex association, identification, and isolation.

• Pileup. The uncertainty arises from the reweighting of the number of additional proton-
proton interaction vertices in simulation, that is applied in order for this number to match
the one observed in data.

5.8.2 Dijet fit uncertainties

Three uncertainties are associated with each dijet fit, corresponding to parameters p1, p2
and p3 of the dijet function from Equation 5.3. Due to high correlation of the parameters,
eigenvector decomposition is performed to obtain three independent linear combinations. For
background uncertainty estimation, the systematically varied distributions are obtained from
the dijet function by variations of the three parameters. After the fit in the source region, the
varied distributions are propagated to the signal regions to obtain the final uncertainty values.
For obtaining the uncetainties for the dijet fits to the simulated data, a different approach
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Figure 5.11: tt̄+jets background composition.

is used, involving 1000 toy distributions, Gaussian sampled from the MC histogram. The fit
is applied to each distribution and the central values of the fit are recorded. Using this set
of pseudoexperiments, the covariance matrix is calculated, its eigenvector decomposition is
performed, and these variations are then applied on top of the nominal fit to obtain the final
systematic variations.

In total, there are three nuisance parameters related to the dijet fit of data in the source region,
three nuisance parameters for the fit of simulated events in the source region, and three nuisance
parameters for each of the dijet fits to simulated events in the signal regions, which makes the
total number of nuisance parameters 24.

5.8.3 Theoretical uncertainties

The systematic variations of the background prediction due to uncertainties on the cross sections
of the background processes are obtained as described in Section 5.7.3. Each variation is applied
to the background distribution, and the dijet fit is repeated in order to obtain the variation of
the background prediction in the signal regions.

The uncertainty on the tt̄+jets background flavor composition is estimated in the same way,
with the background events classified as either tt̄+b-jets, tt̄+c-jets or tt̄+light-flavor-jets and
the contribution from each group scaled by the appropriate uncertainty. The generated events
are classified according to the flavor of particle jets by matching the generator-level hadrons to
reconstructed jets. The idea of such a classification is to identify the flavor of the additional jet
that does not originate from the tt̄ pair. As both top quarks decay to a b-quark which results in
the formation of a b-jet, and a W -boson, which can produce a c-quark in its decay, b- and c-jets
are expected to be present in the event of any category.

The events are labelled as tt̄+b-jets if it has at least one b-tagged jet which is not matched to a
top quark decay. Then, the events with at least one c-tagged jet that is not matched to a top
quark decay are labelled as tt̄+c-jets, and the rest are assigned the label of tt̄+light-flavor-jets.
The composition of the tt̄+jets background is shown in Figure 5.11.

An uncertainty of 50% is assigned to the normalization of the tt̄+b-jets and tt̄+c-jets categories,
and an uncertainty of 10% is assigned to the tt̄+light-flavor jets category [150, 151]. A summary
of all cross section uncertainties is shown in Table 5.2. The conservative uncertainty for the
single top quark events is motivated by uncertainties of modeling of large numbers of associated
jets. The uncertainties for the tt̄ + W , tt̄ + Z and tt̄ + H are motivated by Ref. [152–154], the
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Table 5.2: Cross section uncertainties for background processes.

Background process Cross section uncertainty
Single top 30%
VV, VH 50%
tt̄ + W 60%
tt̄ + Z 15%
tt̄ + H 20%
V +jets 59%
SM tt̄tt̄ 20%
tt̄+b-jets 50%
tt̄+c-jets 50%
tt̄+light-flavor jets 10%

evaluation of the V +jets uncertainty value follows Ref. [155], and the 20% uncertainty for the
SM four top events is motivated by Ref. [156]. A conservative uncertainty of 50% is applied to
the other background processes.

The higher order QCD corrections are estimated by varying the renormalization and the
factorization scales by a factor 2 and 0.5 and taking the envelope of the resulting distributions.

The uncertainties on the amount of initial and final state radiation are accounted for by varying
the modeling parameters in Pythia 8.

The uncertainties related to the generator choice for the tt̄+jets and single top background
processes are estimated using alternative simulated samples. The samples generated with Mad-
Graph5_aMC@NLO are compared to the nominal samples generated using PowhegBox 2.
The corresponding systematic variations for the tt̄+jets background are further decorrelated
into four components, each affecting either the shape or the normalization of the ditop mass
distribution in 3b or ≥ 4b signal regions. Similarly, the uncertainties in parton shower modeling
are estimated using alternative showering predictions of Herwig 7.04 and comparing them to
the nominal predictions made by Pythia 8.

The PDF-related uncertainties are estimated by computing the standard deviation of the eigen-
variations of the NNPDF3.1 set and applying it as a single symmetric nuisance parameter [157].

Every uncertainty corresponds to a nuisance parameter of the fit. Pruning of the nuisance
parameters that have shape or normalization variation under 0.5% with respect to the nominal
prediction is applied. It was verified that the result is not affected by this choice of pruning
threshold.

5.8.4 Signal bias uncertainty

Extracting the background shape with a functional fit, that does not capture all aspects of
the shape of the distribution, introduces a bias, resulting in appearance of a sputious signal
contribution. In order to account fir this bias, a signal bias uncertainty is introduced in the
model-dependent interpretation of the results.

As the introduced bias has different effects when fitting different signal variants, the signal bias
uncertainty must be calculated separately for each of them. An example for one configuration of
the parameters, ct = 1 and θ = 0, is shown in this section, and the uncertainty is calculated in
the same way for the rest of them. First, 500 pseudo-data sets are sampled from the background
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distribution and each of them is passed as input to the profile likelihood for the “signal +
background” hypothesis (the details of the procedure are described below in Section 5.9.1). The
distribution of the obtained signal strengths is then fitted with a Gaussian distribution, as shown
in Figure 5.12, and the mean of the distribution is taken as the mean signal bias. The mean
biases are then plotted for all signal masses, and the three highest values are used to construct a
second-order polynomial function that provides a conservative estimate of this uncertainty over
the whole mass range. Figure 5.13 shows that plot with the constructed envelope on the left.
On the right, the plot shows the values of the Gaussian fit mean divided by the fit’s standard
deviation. According to Ref. [158], for an acceptable signal bias uncertainty, this value should
be less than 20–50%.

In the model-dependent interpretation, this uncertainty enters as an additional signal contribution
on top of the background prediction. Therefore, the total number of fitted signal events is

Nsignal(mZ
′) = Nreal signal + S0

modeling(mZ
′) × θsignal bias, (5.7)

where Nreal signal denotes the number of observed signal events, S0
modeling(mZ

′) is the signal bias
uncertainty, and θsignal bias is the value of the corresponding nuisance parameter obtained from
the fit.

The addition of the signal bias uncertainty decreases the sensitivity of the search, however it is
crucial as it covers potential modeling biases and decreases the possibility of a false discovery.

5.9 Statistical analysis
Both model-independent and model-dependent interpretations of the analysis test the hypothesis
of signal presence. For this purpose, a so-called null hypothesis H0 is defined, which assumes
the presence of only Standard Model physics, considered background in the search.

Data is compared to H0 and a single number called test statistic is used to quantify the difference
between the data and the null hypothesis. Several different approaches can be chosen for the
definition of this statistic, one of which is provided in BumpHunter, used for the model-
independent interpretation in this analysis. Other definitions are provided, for example, for the
profile likelihood fit, discussed below, or in the χ2 and the Kolmogorov-Smirnov tests.

For a given test statistic, the p-value is defined as the probability that, given the H0 hypothesis,
the test statistic will be greater or equal than the to obtained from comparing data to H0:

p-value ≡ P (t ≥ to|H0). (5.8)

Given that the probability density function ρ(t|H0) is known, the p-value can then be calculated
as

p-value =
∫ ∞

to

ρ(t|H0)dt. (5.9)

The probability density function can be derived analytically or calculated numerically from
pseudo-experiments. In the latter case the p-value can be estimated as a binomial success
probability:

p =
(

N
S

)
p-valueS(1 − p-value)N−S(1 + N), (5.10)

where N is the number of pseudo-experiments, and S is the number of experiments that had
t ≥ to.
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5.9 Statistical analysis

Figure 5.12: The distribution of the fitted signal strengths for the 500 pseudo-data sets sampled
from the background distribution. All signal masses between 1 and 3 teV are
presented, the signal model parameters are ct = 1, θ = 0.
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5 Search for heavy vector resonances in the four top quark final state

Figure 5.13: Left: the mean signal bias values and the constructed polynomial envelope. Right:
the mean of the Gaussian fit to the signal bias distribution divided by the standard
deviation of that fit. All values are for the signals in the whole mass range, ct = 1
and θ = 0.

It can be shown that the p-value corresponds to the probability of the so-called Type-I error, or
the probability of falsely excluding the null hypothesis given the observed data. By requiring
that the p-value is less or equal to some cutoff value α, the null hypothesis can be rejected at α
confidence level.

5.9.1 Profile likelihood fit

The statistical analysis is based on a profile likelihood fit performed for the binned distribution
of the ditop mass [159].

The expected number of events in each bin is given by

nexp
i = µsi(θ) + bi(θ), (5.11)

where µ is the signal strength, and si and bi denote the number of signal and background events
in the bin. Signal strength 0 corresponds to the background-only hypothesis, and signal strength
equal to 1 corresponds to the nominal signal hypothesis. Both numbers of expected signal and
background events depend on the nuisance parameters θ.

The likelihood function is defined as the product of Poisson probabilities for all bins:

L(µ, θ) =
N∏

i=1

(µsi(θ) + bi(θ))ni

ni!
e−(µsi(θ)+bi(θ)). (5.12)

The profile likelihood ratio is defined as

λ(µ) = L(µ,
ˆ̂
θ)

L(µ̂, θ̂)
, (5.13)
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where ˆ̂
θ denotes the nuisance parameter values that maximize the likelihood finction for a given

signal strength µ, and µ̂ and θ̂ correspond to the parameters that maximize the likelihood
function unconditionally. Due to presence of nuisance parameters, the profile likelihood as
a function of µ broadens and thus some information about the signal strength is lost due to
systematic uncertainties.

It follows from the definition of the profile likelihood ratio that 0 ≤ λ(µ) ≤ 1, with 1 implying
the best agreement between the data and the given signal strength value. The test statistic can
be defined as

tµ = −2 ln λ(µ), (5.14)

with higher values of tµ corresponding to increasing incompatibility between data and the signal
hypothesis. The p-value for such test statistic is given by

pµ =
∫ ∞

tµ, obs
f(tµ|µ)dtµ, (5.15)

where tµ, obs is the observed value of the test statistic, and f(tµ|µ) is the probability density
function for the test statistics given the signal strength µ.

In studies with the aim of discovering positive signals, the test statistic for probing the background-
only hypothesis is defined as

q0 =
{

−2 ln λ(0) if µ̂ ≥ 0,

0 otherwise.
(5.16)

Here, λ(0) is the profile likelihood ratio for the background-only hypothesis. This statistic
considers data to be inconsistent with the background-only hypothesis only in cases of excess of
events. The p-value for this statistic is calculated as

p0 =
∫ ∞

q0,obs
f(q0|0)dq0, (5.17)

where f(q0|0) is the probability density function of q0 under background-only hypothesis.

5.9.2 Model-independent search

The model-independent interpretation is performed using the BumpHunter tool [110], which
looks for most significant localized deviations between data and background distributions. Before
the tool itself is described, it is necessary to introduce some definitions.

When multiple statistical tests are considered, the look-elsewhere effect needs to be taken into
account. For example, when looking for any discrepancies between the data and background
distributions, a random fluctuation in one bin should not be considered a significant reason to
exclude the background-only hypothesis. In order to address this issue, a parameter called the
trials factor is defined, which reflects the effective number of uncorrelated tests. The probability
of observing one small p-value in this case increases with the increase of the trials factor:

P (at least one test p-value ≤ α) ≡ 1 − (1 − α)N , (5.18)

where α is the p-value threshold and N denotes the trials factor.

A following test statistic can be defined:

t = − log(min
i

(p-valuei)), (5.19)
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5 Search for heavy vector resonances in the four top quark final state

where p-valuei is the p-value of the trial i. This new test is called a hypertest as it combines
results of multiple tests.

BumpHunter can be used to analyze histograms and compare data and background distributions.
It uses windows of varying widths in order to find the most significant deviation. All allowed
widths and positions of the window are considered, and every time the test statistic is calculated
as

t =
{

0 if dW ≤ bW ,

f(dW − bW ) otherwise,
(5.20)

where dW and bW represent the number of data and background events in the window, and f
can be any positive monotonically increasing function.

The corresponding p-value is therefore

p-value =
{

1 if dW ≤ bW ,

P(dW , bW ) otherwise,
(5.21)

where P(dW , bW ) is the probability function. It is defined as

P(d, b) =
{

Γ(d, b) if d ≤ b,

1 − Γ(d + 1, b) otherwise,
(5.22)

where the gamma function is

Γ(d, b) =
∞∑

n=d

bn

d! e−b. (5.23)

After all possible window positions and widths are considered, the test statistic is calculated
as defined in 5.19. The test statistic distribution obtained from pseudo-experiments is used to
determine the p-value of the whole hypertest.

In the analysis presented here, the background distribution that is used for model-independent
interpretation is obtained from the profile likelihood fit assuming background-only hypothesis.

5.9.3 Model-dependent interpretation

Profile likelihood fit is used for the model-dependent interpretation. To evaluate compatibility
between the data and the background-only hypothesis, the test statistic q0 from Eq. 5.16 is used,
and the p-value p0 is calculated. A small p-value would mean significant deviations between
data and the background-only prediction, and a potential discovery.

In the absence of deviations, a common way of presenting the results is setting an upper limit
on the signal strength. This effectively means specifying the maximum signal strength that
could be unnoticed by the analysis and thus excluding all signal hypothesis with signal strenghts
greater than this limit. The limit setting is performed using the CLs approach [160].

The approach utilizes the probability density functions f(Q) = −2 ln Q, where Q = L(s+b)/L(b)
is the ratio of likelihood functions of the hypothesis of a signal presence and the hypothesis of
only background. The p-values of both hypotheses are calculated:

p-values+b = P(Q ≥ Qobs|s + b) =
∫ ∞

Qobs

f(Q|s + b)dQ, (5.24)

p-valueb = P(Q ≤ Qobs|b) =
∫ ∞

Qobs

f(Q|b)dQ. (5.25)
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Figure 5.14: Comparison of the ditop mass (mJJ) distribution obtained from data and the
background prediction in the validation regions. The plot on the left corresponds
to the (2a, 3b) region, and the plot on the right corresponds to the (≥4a, 2b)
region. The data distribution agrees with the background prediction, and signal
contamination for a Z ′ signal with mass 1.5 TeV ct = 1 and θ = π/2 is negligible
in both validation regions [109].

The p-values+b reflects the probability to obtain a result with equal or lesser compatibility to
the observed, given that there is actual signal present in the data. The p-valueb reflects the
probability of obtaining a result with equal or lesser compatibility with the background-only
hypothesis, given only background presence in the data.

The CLs quantity is calculated as

CLs = p-values+b

1 − p-valueb

, (5.26)

and the upper limit on signal strength on a confidence level α can be set by requiring CLs ≤ α.

5.10 Results
Model-independent and model-dependent interpretations of the search are presented in this
section.

5.10.1 Model-independent results

The background prediction is obtained by propagating the results of a background-only profile
likelihood fit in the source region to the signal regions. Before considering the signal regions, the
background propagation procedure is validated in the two validation regions. The background
prediction histograms for the validation regions is shown in Figure 5.14. The distribution of the
ditop mass, given that a signal with an arbitrarily large cross section is present, is shown with
the green dashed line. The background prediction is consistent with data, and it is visible that
the signal contamination is negligible.
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5 Search for heavy vector resonances in the four top quark final state

After the background prediction validation, BumpHunter is used to search for deviations from
the background prediction in the signal regions. Figure 5.15 shows the ditop mass distributions
in the signal regions and the windows of most significant deviation found by BumpHunter. For
reference, the expected distribution with presence of a 1.5 TeV signal with ct = 1 and θ = π/2
is presented in all panels. The signal cross section is scaled to an arbitrary large number of
51 fb−1 for visualtization purposes.

The most significant deviation is observed in the (2a, ≥4b) region at 1.2 TeV. The p-value of
that window is 0.15 and it corresponds to 1.04σ significance of the result.

5.10.2 Model-dependent results

For the model-dependent interpretation, binned profile likelihood fit with a signal presence
hypothesis is used. The bins of the ditop mass distribution have width of 100 GeV, except for
the two wider bins towards the higher-mass end of the distribution, which have widths of 500
and 700 GeV, to account for the expected low event yields. As no deviation between the data
and background is observed, the result is presented as a limit computation. An unconditional
profile likelihood fit for all signal regions simultaneously is performed for each considered signal
variant.

Sample fit

As an example, a fit for the 1.5 TeV signal with ct = 1, θ = 0 and cross section σ = 143 fb will
be discussed in this section. The same procedures are performed for the other signal hypotheses.

All uncertainties, described previously, enter the fit, and the data distribution is compared to the
sum of signal and background distributions. The resulting signal strength value is 0.00 ± 0.12,
and the observed significance of the fit is 0.08σ, with the expected significance being 7.96σ,
which indicates that no significant discrepancies between the data and the background are
observed. Figure 5.16 shows the ditop mass distribution in the signal regions before the profile
likelihood fit, and Figure 5.17 shows the same distributions after the fit. In both figures the
signal distribution is shown as both stacked and overlaid in each panel. As the background
distribution describes the observed data well, no signal contribution is visible on the post-fit
plots. All best-fit values of the nuisance parameters are within 1σ of the expected values, and
their pulls and constraints are similar for the background-only fit and the fit that considers the
presence of a signal.

The goodness of fit is evaluated to ensure that the fit describes the background adequately, and
the p-value of the fit is 0.47, which corresponds well to the background-only hypothesis.

Limit computation

The limits are computed using the CLs approach, described in Section 5.9.3. Figure 5.18 shows
the expected signal strength limits for all considered signals, and Figure 5.19 shows the observed
limits. The parameter combinations with the observed limits on signal strength below 1 are
excluded by the search at 95% CLs. Therefore, signals with mass 1.0 TeV and coupling strength
4 and 4.5 can be excluded for both values of the chirality parameter. Additionally, the 1.25 TeV
signal can be excluded for the values ct = 4.5 and θ = 0. Figure 5.20 shows the expected and
observed cross section limits for signals with θ = π/2 on the left and θ = 0 on the right. On each
plot the limits for the parameter ct = 1 and ct = 4 are shown, as well as theoretical predictions
for the considered signals.
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Figure 5.15: Results of the model-independent search in the signal regions with the windows
with the most significant deviation highlighted by the two vertical lines. For
reference, the expected distribution given a presence of a signal with mass 1.5 TeV
ct = 1 and θ = π/2 and with an arbitrarily large cross section is shown on each
plot [109].
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5 Search for heavy vector resonances in the four top quark final state

Figure 5.16: The ditop mass distributions in the signal regions before the profile likelihood fit.
The colored red histogram shows the signal stacked on top of the background,
and the dotted line shows the signal distribution normalized to the total number
of background events overlaid with the background histogram.
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Figure 5.17: The ditop mass distributions in the signal regions after the profile likelihood fit.
The colored red histogram shows the signal stacked on top of the background,
and the dotted line shows the signal distribution normalized to the total number
of background events overlaid with the background histogram.
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5 Search for heavy vector resonances in the four top quark final state

Figure 5.18: The expected signal strength limits for all considered parameters of the signal.
The top table shows the limits for θ = 0, while the bottom table shows the limits
for θ = π/2. All considered masses and coupling strengths are presented in each
table [109].
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Figure 5.19: The observed signal strength limits for all considered parameters of the signal.
The top table shows the limits for θ = 0, while the bottom table shows the limits
for θ = π/2. All considered masses and coupling strengths are presented in each
table [109].
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5 Search for heavy vector resonances in the four top quark final state

Figure 5.20: The expected and observed cross section limits as function of the signal mass
for chirality angle θ = 0 on the left and θ = π/2 on the right. Both plots show
the limits for ct = 1 and ct = 4, as well as the theoretical predictions for these
parameters of the signal model [109].

Uncertainty evaluation

Table 5.3 lists the relative contributions of the uncertainties for two example signal models with
parameters mZ

′ = 1.5 TeV, ct = 1, θ = 0, and mZ
′ = 3 TeV, ct = 1, θ = π/2.

In order to evaluate the impact of a group of uncertainties, these uncertainties are fixed to their
post-fit values and the fit is repeated. The impact is then calculated as the quadrature subtraction√

(∆µ)2 − (∆µ′)2, where ∆µ is the total uncertainty with all nuisance parameters free, and
∆µ′ is the total uncertainty with the nuisance parameters of this group fixed. The percentage
is calculated relative to the total uncertainty of the full fit. Due to correlations between the
uncertainties, the total systematic uncertainty is different from the sum in quadrature of the
individual components.

The results of the analysis are dominated by systematic uncertainties. As expected, the
largest contribution arises from the modeling of the tt̄+jets background. The jet-related
uncertainties, the uncertainties of the fit and the ones related to the signal bias also have
significant contributions.

5.11 Preservation and reuse of the analysis framework

In order to preserve the analysis framework and allow for easy evaluation of other signal models
with it, an interaction with the RECAST software [161] was implemented. It involves creating
Docker containers [162] for all the framework elements and preparation of scripts to run the
analysis steps. In order to run the analysis for a specific signal model, the user needs to propagate
the events simulated using this model through the ATLAS detector simulation, and provide the
samples along with a configuration file.

All aspects of the preserved workflow are done the same way as in the analysis described above,
except for the calculation of the signal bias uncertainty. As it needs to be done separately for
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Table 5.3: The contribution from different systematic uncertainties relative to the total uncer-
tainty for two signal scenarios.

Uncertainty category Relative contribution to the total uncertainty, %
1.5 TeV, ct = 1, θ = 0 3 TeV, ct = 1, θ = π/2

tt̄+jets modeling 78 87
Jet energy scale and resolution 40 46
Functional fit and extrapolation 41 23
Signal bias 35 7.3
Statistical uncertainty on signal MC 26 19
Single-top-quark modeling 11 8.9
Flavor tagging 9.4 9.8
Minor backgrounds modeling 6.9 5.3
Other uncertainties 1.5 2.1
Luminosity 0.2 2.0
Total systematic uncertainty 95 96
Statistical uncertainty 32 29

Table 5.4: Obtained limits for tt̄Z ′ and tt̄H/A signals with mass of 1 TeV.

tt̄H/A tt̄Z ′

Model parameters
mass 1 TeV

alignment limit ct = 1.0
tan β ∼ 1 θ = π/4

Prediction cross section 3.601 fb 41.0 fb
Expected limit 25.96 fb 44 fb
Observed limit 28.72 fb 57.2 fb

each signal model, this uncertainty is omitted in the RECAST workflow. In the end, the result
of the final fit is returned.

The workflow was executed for the tt̄Z ′ signal of mass 1 TeV with only s-channel production of
the four-top-quark final state and the model parameters ct = 1.0, θ = π/4 and for the tt̄H/A
signal of the same mass, where H/A stands for the scalar Higgs bosons, predicted by the 2HDM
theory described in Chapter 1 with the assumption that the alignment limit is satisfied and
tan β ∼ 1.

The signal shape comparison for these two signals in the (≥4a, ≥4b) region is depicted in
Figure 5.21, and the fit results are presented in Table 5.4. The limits for both signals were found
to be close, which is consistent with the similarity in signal shapes. The predicted cross section
for the tt̄H/A signal is ten times smaller than the one predicted for the tt̄Z ′ signal, and therefore
the sensitivity of this search is not enough to probe the 2HDM model in the signle lepton final
state. However, the resulting limits are smaller for the tt̄H/A signal than for the tt̄Z ′ one, which
can be explained by the narrower width of the scalar signal distribution in Figure 5.21.
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5 Search for heavy vector resonances in the four top quark final state

Figure 5.21: tt̄Z ′ (vector) and tt̄H/A (scalar) signal invariant mass distribution comparison in
the (≥4a, ≥4b) region. The histograms are normalized to the same area.
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6. Method for model-independent search for
heavy resonances in multi-lepton final
states

An improved search for Beyond the Standard Model physics using combined Run 2 and Run 3
data aims to enhance the sensitivity achieved before. It is a continuation of the previous Run 2
tt̄H/A [163] search and the first probe of the tt̄Z ′ production in the multi-lepton final state.
In addition to using more experimental data, it includes other possible signal variants, utilizes
modern analysis techniques, and benefits from better Monte Carlo modeling of signal processes.
Unlike the tt̄Z ′ search, described in the previous chapter, this analysis studies the same-sign
multi-lepton (SSML) final state. In this final state, exactly two leptons with the same sign of
electric charge or at least three leptons are required in an event. While this final state has fewer
background events than the single lepton final state, used in the tt̄Z ′ analysis, it is harder to
obtain a model-independent result due to complications of reconstructing the resonance. Such
reconstruction is beneficial for not only model-independent results, but it can also potentially
provide improvements for the model-dependent results by improving the separation between
signal and background events.

This chapter briefly describes analysis motivation and strategy and mainly focuses on the devel-
opment of an algorithm for resonance mass reconstruction in the SSML final state. Discussion
of the feasibility of this method, as well as estimations of possible results and improvements are
also presented.

6.1 Motivation
The large Yukawa coupling of the top quark to the Higgs boson serves as a strong motivation
for searching for top-quark-based resonances in many BSM theories, predicting the existence
of other Higgs bosons of an extended Higgs sector, for example the two-Higgs-doublet model
(2HDM) [34] that was introduced in Chapter 1. This was explored in an ALTAS Run 2 search
for new heavy-scalar or pseudo-scalar Higgs bosons (H/A) in the four-top-quark final state. The
masses considered in this search were between 400 and 1000 GeV, and the resonance was not
reconstructed [163].

After the completion of this analysis and the one described in the previous chapter, a new
and improved search for BSM physics in the four top final state commenced. The analysis



6 Method for model-independent search for heavy resonances in multi-lepton final states

Figure 6.1: A Feynman diagram of the SSML four top final state with exactly two leptons
with the same sign electric charge [164].

focuses on SSML final state, and the purpose of the analysis is to refine and enhance the results
obtained from the initial analyses, using the combined data sets of full Run 2 and partial Run 3
and expanding the range of BSM particle masses and signal model interpretations that are
considered.

A sample Feynman diagram of the studied process resulting in a SSML final state is shown in
Figure 6.1.

6.2 Analysis strategy
The strategy for this analysis is similar to the one described in Chapter 5. First, the events
that have at least two leptons with the same sign of electric charge are selected. Afterwards,
two interpretations can be carried out. For obtaining a model-dependent result the events are
divided into analysis regions, and a profile likelihood fit is performed in order to search for
a BSM contribution. Reconstructed mass of the resonance can be used in order to obtain a
model-independent result using the distribution of this mass in a signal-enriched region.

6.3 Data and Monte Carlo samples
This section describes the samples used in the analysis at the time of writing this thesis, however
it may not be the final choice. Most of the samples for Run 2 are the same as used in the tt̄Z ′

search described in Chapter 5.

6.3.1 Data samples

The data used in the analysis consists of the full Run 2 dataset collected between 2015 and
2018 with the center of mass energy 13 TeV, and partial Run 3 dataset collected in the years
2022–2023 with the center of mass energy 13.6 TeV. The integrated luminosity of Run 2 is
140.0 fb−1 [111], and for Run 3 it is 51.8 fb−1 [165]. The uncertainty of the combined luminosity
is 2%. Only data collected while all detector systems were fully operational is used.

6.3.2 Simulated signal samples

This analysis considers several signal models described in Chapter 1, Type II 2HDM and the
generic top-philic Z ′ signal model that was also used in the search in Chapter 5.
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6.3 Data and Monte Carlo samples

Type II 2HDM model

Samples are generated at leading order using MadGraph5_aMC@NLO [112]. The samples
are generated using Type II 2HDM with tan β = 1 and no mixing between the H/A bosons.
Samples with masses of the heavy Higgs bosons of 400, 500, 600, 800, 1000, 1100, 1200, 1300,
1500, 2000, 2500, and 3000 GeV are generated. The samples used for the studies described in this
chapter include only s-channel four-top-quark final state production, but t-channel production
and the production of final states with three top quarks will also be included in the search
once the samples are generated. The t-channel contribution increases with the increase of the
Higgs boson mass. The calculation of matrix elements is performed at leading order using
five-flavor-number scheme using MadSpin [166] using NNPDF3.0_lo_as_0118 PDF set [113].
The samples are interfaced with Pythia 8.3 [167] with the A14 tune [115] for showering and
hadronization.

Interference effects with the SM tt̄tt̄ background is expected for these signal samples, therefore,
a 2HDM interpretation will be performed for signals with masses up to 1 TeV, and a generic
narrow resonance search will be performed for higher mass points.

Generic top-philic Z′ model

The samples used for this signal model are generated the same way as described in Section 5.3,
but reprocessed in a new ATLAS software release.

6.3.3 Simulated background samples

Background sample generation for Runs 2 and 3 is performed in the same way unless stated
otherwise.

The Standard Model tt̄tt̄ samples were generated using MadGraph5_aMC@NLO 3.5.3
generator at next-to-leading order using the NNPDF3.0NLO PDF set [113]. The top quark
decays are performed at leading order using MadSpin to preserve all spin correlations. The
events are interfaced with Pythia 8.230 [114] for Run 2 samples and with Pythia 8.310 for
Run 3 samples using the NNPDF2.3LO PDF set [113] and the A14 parameter tune. The
decays of b- and c-hadrons are simulated using the EvtGen 1.6.0 [123]. To evaluate the impact
of the parton shower and hadronization model choice, the generated samples were interfaced
with Herwig 7.04 with H7UE set of tuned parameters [130] and the MMHT2014LO PDF
set [132]. In addition, alternative samples were generated with the Sherpa 2.2.11 [168] with
the NNPDF3.0NNLO PDF set [113] to evaluate the uncertainty of the generator choice. For
all these samples, the ATLAS detector response is simulated using the fast simulation with
parametrized calorimeter showers [119].

Production of nominal tt̄W samples in QCD is performed using Sherpa 2.2.10 for Run 2
and Sherpa 2.2.14 for Run 3 with the NNPDF3.0NNLO PDF set with up to one extra
parton at NLO and up to two additional partons in LO. Samples with only electroweak
corrections from NLO3 diagrams are modeled at LO using the same setup as for the QCD-
only production. The production of tt̄W events with one extra parton are modeled in QCD
using MadGraph5_aMC@NLO 3.3.1 with the NNPDF3.0LO PDF set. Showering and
hadronization is done with Pythia 8.308 using the A14 tune and the NNPDF2.4LO PDF
set [113].

Production of tt̄Z samples is done with MadGraph5_aMC@NLO 2.8.1 for Run 2 and
MadGraph5_aMC@NLO 3.4.2 for Run 3 at NLO with NNPDF3.0NLO PDF set. The events
are interfaced with Pythia 8.244 for Run 2 and Pythia 8.309 for Run 3 using the A14 tune
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and the NNPDF2.3LO PDF set. An alternative sample is generated with Sherpa 2.2.11 at
NLO with the NNPDF3.0NNLO PDF set in order to account for generator uncertainty.

For tt̄H production, a nominal sample is generated using PowhegBox 2 generator [124–126]
at NLO using the NNPDF2.0NLO PDF set and interfaced with Pythia 8.230 for Run 2
and Pythia 8.308 for Run 3 using the A14 tune and the NNPDF2.3LO PDF set. An alter-
native sample is created using the same generator, but interfaced with Herwig 7.2.3 with
the NNPDF2.0NLO PDF set for showering and hadronization to evaluate the impact of the
showering and hadronization model.

tt̄ events are modeled using PowhegBox 2 generator at NLO with the NNPDF3.0NLO PDF
set and the hdamp parameter set to 1.5mt. The events are interfaced with Pythia 8.230 using
the A14 tune and the NNPDF2.3LO PDF set.

Single-top tW associated production is modeled using the PowhegBox 2 generator at NLO
in QCD using the five-flavor scheme with the NNPDF3.0NLO PDF set. The diagram removal
scheme was used to remove overlaps with the tt̄ production samples. The s-channel single
top t(q)b production is modeled using the same setup, whereas for the t-channel production
the four-flavor scheme is used instead of the five-flavor one. All events are interfaced with
Pythia 8.230 for Run 2 and Pythia 8.308 for Run 3 using the A14 tune and the NNPDF2.3LO
PDF set.

The tWZ events are generated at NLO using MadGraph5_aMC@NLO 2.3.3 for Run 2 and
MadGraph5_aMC@NLO 3.5.1 for Run 3 with the NNPDF3.0NLO PDF set, and interfaced
with Pythia 8.212 for Run 2 and Pythia 8.309 for Run 3 using the A14 tune and the
NNPDF2.3LO PDF set.

The three top samples are generated using the MadGraph5_aMC@NLO at LO in QCD using
the NNPDF3.0NLO PDF set and interfaced with Pythia 8 using the A14 tune in the five-flavor
scheme.

tZ production is modeled using the MadGraph5_aMC@NLO generator at leading order and the
NNPDF3.0NLO four-flavor scheme PDF set. Production of tt̄WW , tt̄WZ, tt̄HH, tt̄WH, and
tt̄ZZ is modeled using MadGraph5_aMC@NLO generator at LO with the NNPDF3.0NLO
PDF set. All these samples are interfaced with Pythia 8 for showering and hadronization using
the A14 tune.

The V +jets samples are modeled using Sherpa 2.2.11 with the NNPDF3.0NNLO PDF set.

The V V +jets samples are modeled using Sherpa 2.2.14 and the NNPDF3.0NNLO PDF set.
The triboson samples are simulated with Sherpa 2.2.2 for Run 2 and with Sherpa 2.2.14 for
Run 3.

The WH and ZH processes are generated using the PowhegBox 2 generator with the
NNPDF3.0AZNLO PDF set [113], and interfaced with Pythia 8.230 with the A14 tune and
NNPDF2.3LO PDF set.

Table 6.1 summarizes the generators used for all produced MC samples.

6.4 Object selection

Reconstruction of the objects is described in Chapter 4, while this section details the specific
selection criteria applied in the analysis.
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Table 6.1: Summary of the simulated background samples used in the analysis.

Process Order PDF Set Generator and Showering/
Hadronization

tt̄tt̄ NLO NNPDF3.0NLO MadGraph5_aMC@NLO 3.5.3 +
Pythia 8.230 (Run 2), Pythia 8.310
(Run 3)

tt̄tt̄ NLO NNPDF3.0NLO MadGraph5_aMC@NLO 3.5.3 +
Herwig 7.04 (H7UE tune)

tt̄tt̄ LO NNPDF3.0NNLO Sherpa 2.2.11
tt̄W NLO (QCD) NNPDF3.0NNLO Sherpa 2.2.10 (Run 2), 2.2.14 (Run 3)

+ Pythia 8.308 (A14 tune)
tt̄W LO (QCD) NNPDF3.0LO MadGraph5_aMC@NLO 3.3.1 +

Pythia 8.308 (A14 tune)
tt̄Z NLO NNPDF3.0NLO MadGraph5_aMC@NLO 2.8.1

(Run 2), 3.4.2 (Run 3) + Pythia 8.244
(Run 2), Pythia 8.309 (Run 3)

tt̄H NLO NNPDF3.0NLO PowhegBox 2 + Pythia 8.230 (Run
2), Pythia 8.308 (Run 3)

tt̄H NLO NNPDF3.0NLO PowhegBox 2 + Herwig 7.2.3
tt̄ NLO NNPDF3.0NLO PowhegBox 2 + Pythia 8.230
Single-top tW NLO (QCD) NNPDF3.0NLO PowhegBox 2 + Pythia 8.230 (Run

2), Pythia 8.308 (Run 3)
tWZ NLO NNPDF3.0NLO MadGraph5_aMC@NLO 2.3.3

(Run 2), 3.5.1 (Run 3) + Pythia 8.212
(Run 2), Pythia 8.309 (Run 3)

Three-top LO NNPDF3.0NLO MadGraph5_aMC@NLO +
Pythia 8

tZ, tt̄V V LO NNPDF3.0NLO MadGraph5_aMC@NLO +
Pythia 8

V +jets LO NNPDF3.0NNLO Sherpa 2.2.11
V V +jets LO NNPDF3.0NNLO Sherpa 2.2.14
Triboson LO NNPDF3.0NNLO Sherpa 2.2.2 (Run 2), Sherpa 2.2.14

(Run 3)
WH, ZH NLO NNPDF3.0AZNLO PowhegBox 2 + Pythia 8.230

123
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Table 6.3: Overlap removal criteria

Reject Against Criteria
Electron Electron shared track, pT,1 < pT,2
Muon Electron is Calo-Muon and shared ID track
Electron Muon shared ID track
Jet Electron ∆R < 0.2
Electron Jet ∆R < 0.4
Jet Muon fewer than 3 tracks in the jet and (ghost-associated or ∆R < 0.2)
Muon Jet ∆R < min(0.4, 0.04 + 10 GeV/pT (µ))

6.4.1 Charged leptons

Electrons are required to pass the tight identification and isolation requirements and have
transverse momentum pT > 15 GeV and pseudorapidity |η| < 2.47. The electrons within the
transition region between the barrel and the endcap regions of the EM calorimeters are excluded
(1.37 < |η| < 1.52). Additional requirements are set on dilepton channels with at least one
electron. A Boosted-Decision-Tree-based classifier that uses the properties of the calorimeter
energy cluster and of the track is applied to filter out the events with wrong electron charge
assignment. This selection for Run 2 is performed using ElectronChargeIDSelector tool [169]
(ECIDS) and it removes around 90% of electrons with a wrong charge assignment, while keeping
98% of electrons with correctly measured charge. For Run 3, this tool is unavailable, and other
options are under investigation.

The muons, that satisfy the medium identification and tight isolation criteria, and have transverse
momentum pT > 15 GeV and pseudorapidity |η| < 2.5, are selected. For both electrons and
muons, conditions for longitudinal (z0) and transverse (d0) impact parameters are also applied:
|z0 sin θ| < 0.5 mm and |d0|/σ(d0) < 3, where θ is the polar angle of the lepton track.

6.4.2 Jets

Jets are reconstructed using the anti-kt algorithm with R = 0.4. The jets are required to have
transverse momentum pT > 25 GeV and pseudorapidity |η| < 2.5. Additional requirements are
applied to jets with pT < 60 GeV and |η| < 2.4 to reduce the effects of pileup. Jet flavor tagging
is performed using the GN2v01 algorithm with the 85% working point.

6.4.3 Missing transverse momentum

Missing transverse momentum is defined as the negative sum of transverse momenta of recon-
structed objects in the event. Its reconstruction is defined in Chapter 4, and in this analysis the
Tight working point is used.

6.4.4 Overlap removal

Overlap removal procedure is applied to ensure that the same calorimeter cluster or track is not
used for reconstruction of multiple objects in the event. The overlap removal criteria are listed
in Table 6.3. The distance metric used for the procedure is defined as ∆R =

√
∆ϕ2 + ∆y2,

where ϕ is the azimuthal angle and y is the rapidity.
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6.5 Event selection

6.5 Event selection
In order to ensure data quality and reduce background contribution in the analyzed events, event
selection criteria are applied. As mentioned before, only the data gathered while all detector
systems were fully operational is used. In addition, the events are required to have at least one
reconstructed primary vertex with at least two tracks with pT > 500 GeV associated with it.
Events must pass at least one of the single lepton or dielectron triggers and have exactly two
leptons with the same sign of electric charge or at least three leptons. The events are classified
as either two (SS2L), three (3L) or four (4L) lepton events based on the number of leptons
satisfying the lepton selection requirements introduced in the previous section. For the SS2L
events the invariant mass of the two leptons with opposite sign of electric charge and same flavor
must not coincide with the mass of the Z boson (mll /∈ [81, 101] GeV), and for the 3L and 4L
events all pairs of opposite-charged same-flavor leptons must satisfy this requirement.

6.6 Resonance mass reconstruction
In order to obtain a model-independent interpretation of the results, a strategy similar to the
one described in Chapter 5 can be used: a search for a localized excess in the invariant mass
distribution can be performed in a signal-enriched region. However, as multiple neutrinos are
present in the final state, some of them originating from the decay of the resonant particle, more
advanced algorithms than previously described in Chapter 5 need to be developed to reconstruct
the mass of the resonance. This section outlines the design and implementation of such an
algorithm, tailored to address these challenges.

6.6.1 Assumptions and strategy

Before describing the reconstruction algorithm developed, it is necessary to discuss and motivate
the assumptions that were made and to list the characteristics of the underlying processes that
were taken into account.

Though contributions from the t-channel production of the BSM particle in final states with four
top quarks and from production of final states with three top quarks are taken into account in
the analysis, this method aims to detect the resonant s-channel production, as it is the dominant
production mode involving resonant production and therefore allowing to observe a peak in the
reconstructed mass distribution. A sample Feynman diagram with an SSML final state is shown
in Figure 6.1. The top quark decays primarily to a W boson and a b quark. The W boson
decays further to either a lepton-neutrino pair or to a pair of quarks. In a multi-lepton final
state, two or more W bosons decay leptonically and since in the SSML final state the two leptons
are required to have the same sign charge, one of the leptons must come from the resonant top
quark decay (the top quarks originating from the BSM particle), while the other must originate
from the decay of one of the spectator top quarks (the top quarks not originating from the BSM
particle). This means that there is at least one neutrino among the decay products of the two
resonant top quarks, which is not detected. In order to reconstruct the invariant mass, it is
necessary to not only reconstruct the neutrino momenta, but also to identify the two resonant
top quarks. Neutrino presence in an event can only be measured as MET. The longitudinal
momentum in hadron-hadron collisions is not conserved due to the internal structure of the
hadrons, which means that only individual partons interact with each other, which normally do
not carry the whole hadron’s momentum. Because of this, the longitudinal component of the
missing energy is unknown. This makes it impossible to unambiguously reconstruct the neutrino
momenta, however one can still limit the possible momenta using kinematic restrictions from
the decays of the top quark and the W boson, as described in Section 6.6.2.
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6 Method for model-independent search for heavy resonances in multi-lepton final states

Figure 6.2: Comparison of transverse momenta of resonant and spectator top quarks. Left:
the absolute values of the transverse momenta. Right: the difference between the
momenta of the resonant and spectator top quarks in every event. For entries to
the right of the red line the transverse momenta of the resonant top quarks are
bigger than the transverse momenta of the spectator top quarks.

Certain assumptions about the objects in every event need to be made in order to make the
resonance reconstruction possible:

1. All reconstructed objects in an event originate from decays of four top quarks. This is not
true even for signal events as there might be pileup contamination. For background events
the final state rarely contains four top quarks, however the same logic is applied with the
expectation that the resulting mass distribution will differ from the signal resonant peak
and therefore it will be possible to distinguish between signal and background.

2. The decays are approximated to be strictly on-shell, meaning that the masses of top quark
and W boson are known and are always the same.

3. The resonant top quarks have higher transverse momentum than the spectator top quarks.
While this is true in general, as shown in Figure 6.2 on the left, in some events this is
not the case, as shown on the right. However, this assumption is still made in order to
select the resonant top quarks during the reconstruction. The plots are obtained using a
simulated signal sample.

Given all these assumptions, the mass reconstruction strategy is described in the following.
For each event, all initially available objects (leptons, b-jets and regular, or non-b-tagged, jets)
and reconstructed neutrinos are put into four groups, with each group containing the decay
products of one top quark. These groups will be referred to as top candidates. Then the two
top candidates, corresponding to resonant top quarks, are chosen. A combination of four top
candidates with all objects being sorted is called a final state candidate. The available algorithm
for reconstructing neutrino momenta cannot reconstruct momenta of more than two neutrinos,
as extending it to more neutrinos introduces significant computational complexity and ambiguity.
In order to obtain some value of reconstructed mass for events with more than two leptons,
and therefore more than two produced neutrinos, the algorithm is still applied as if all MET is
coming from two neutrinos.

The reconstruction is performed in multiple steps:
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6.6 Resonance mass reconstruction

1. If the event contains more than four b-tagged jets, the ones with the lowest transverse
momentum are not considered b-tagged, but regular jets instead. After this step, there are
no more than four b-jets in every event.

2. All b-jets are assigned to separate top candidates. In the events with fewer than four b-jets
some of the top candidates are not assigned a b-jet. Since these are the first objects to be
assigned, the order in which this assignment is done is not significant.

3. For each event, all possible combinations of assigning leptons to top candidates are
considered. For each combination, the following steps are performed:

• If in a given combination there are fewer than two top candidates with both a b-jet and
a lepton, the combination is discarded as the two neutrinos cannot be reconstructed.

• If there are two or more top candidates with b-jets and leptons, all pairs of such top
candidates are considered and double neutrino reconstruction (see Section 6.6.2) is
applied for each pair. If neutrino reconstruction fails, this combination is discarded.

4. The reconstructed neutrinos are added to the top candidates. The top candidates with
reconstructed neutrinos in them are labeled as leptonic top candidates and the top
candidates without reconstructed neutrinos are labeled as hadronic top candidates.

5. After this, all possible assignments of regular jets to the hadronic top candidates are
considered ensuring that all possible configurations are taken into account. Each such
assignment completes a final state candidate.

6. For each final state candidate, a loss function is calculated.

7. The final state candidate with the smallest value of loss function is chosen.

8. Transverse momenta of all four top candidates are calculated. The top candidate with the
highest transverse momentum is chosen among leptonic top candidates, the same is done
for the hadronic top candidates. These two top candidates are considered to be coming
from the decay of the BSM resonance, and the invariant mass of the objects assigned to
these two top candidates is considered to be the mass of the resonance.

Note that all possible combinations of assigning leptons to top candidates are considered, and
for each such combination with successfully reconstructed neutrinos, all possible combinations
of assigning regular jets to the remaining top candidates are also considered.

The loss function is defined as follows:

L =
∑

top candidates

(
mean
objects

∆R + 10−2 ×
(
|Mall − mt|[GeV] + |Mall except b − mW |[GeV]

))
, (6.1)

where ∆R =
√

∆η2 + ∆ϕ2 is the distance between two objects, and a mean of all such distances
between objects assigned to a top candidate is taken, Mall is the invariant mass of all objects
assigned to a top candidate, mt is the mass of the top quark, Mall except b is the invariant mass
of all objects assigned to a top candidate except for the b-tagged jet, and mW is the mass of the
W boson.

This function is constructed under the assumption that objects, coming from the decay of the
same top quark, are closer to each other in ∆R than the objects coming from the decays of
different top quarks. As illustrated in Figure 6.3, this assumption holds true in most cases. The
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Figure 6.3: ∆R between objects coming from the same and different top quark decays. In the
legend, the spectator top quarks are denoted with ”S” and resonant top quarks –
with ”R”. The histograms with ”different” in the label include ∆R between the
objects, coming from the decays of different top quarks, while the histograms with
”same” in the label include ∆R between the objects, coming from the decay of the
same top quark.

difference is more pronounced for the objects, coming from the resonant top quarks, however it
can also be clearly seen for the spectator top quark decay products. Additionally, the invariant
mass of all objects assigned to one top candidate should be close to the mass of the top quark, and
the invariant mass of all objects coming from the decay of the W boson (all objects assigned to a
top candidate except for the b-quark) should be close to the mass of the W boson. Multiplication
by 10−2 is done in order to make all terms in the loss function of the same order of magnitude,
so that they all contribute equally. In particular, for the wrongly formed top candidates the first
term in the loss function would be of the same order of magnitude as the other two, resulting in
equally-sized penalty for large ∆R and the large discrepancy in invariant masses.

6.6.2 Neutrino momentum reconstruction

In this study, no distinction is made between neutrino and antineutrino, and they both are
referred to as a neutrino. The algorithm, used for reconstructing the neutrino momenta, is based
on solving the kinematic equations for the decays of the b quark and the W boson, combined
with constraints from the missing transverse momentum [170]. The algorithm was taken directly
from the paper with some additions to ensure its robustness and to obtain the reconstructed
neutrino momenta in as many events as possible. To explain where these additions come from it
is necessary to outline the reconstruction steps.

This algorithm relies heavily on geometrical shapes, such as ellipsoids and ellipses, and it operates
in several coordinate systems, which share the origin point. In each coordinate system, the
momenta of the objects are represented by a radius-vector. So, momentum lies on a curve
means that the end of the radius-vector lies on the curve, and in other words the components of
the momentum satisfy the equation of the curve.
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6.6 Resonance mass reconstruction

Figure 6.4: Coordinate systems used for neutrino momentum reconstruction [170]. Here,
without loss of generality, a lepton is considered to be a muon. The momenta of
the lepton, b-quark and the W boson are shown, and the angles between them are
defined. Coordinate systems F̃ ′(x̃′, ỹ′, z̃′) and F̃ (x̃, ỹ, z̃) share the z-axis with the
laboratory coordinate system.

The general idea

The algorithm for neutrino momenta reonstruction receives as input four four-vectors: two
corresponding to the four-momenta of leptons, and the other two to the four-momenta of the
b-quarks (or b-jets), as well as the two components of the MET. First, each pair of a lepton
and a b-quark is considered separately from the other pair, and the kinematic equations for the
decays of the top quark and the W boson are solved together. The equation for energy and
momentum conservation in the decay of a top quark to a W boson and a b-quark reads

m2
t = E2

t − p2
t = (Eb + EW )2 − (pb + pW )2 = m2

b + m2
W + 2EbEW − 2pbpW cos θbW , (6.2)

where E and m are energy and mass of a particle, p is the vector and p is the absolute value of
the momentum, and θbW is the angle between the momenta of the b-quark and the W boson.
Defining x̃′

0 as
x̃′

0 ≡ − 1
2Eb

(m2
t − m2

W − m2
b), (6.3)

it follows that the momentum of the W boson pW = (x̃′, ỹ′, z̃′) in the coordinate system
F̃ ′(x̃′, ỹ′, z̃′), where the x̃′ axis direction coincides with the direction of the momentum of the
b-quark, as shown in Figure 6.4, is constrained to the surface(

x̃′

γb

)2

+ ỹ′2 + z̃′2 + 2βbx̃
′
0x̃′ + (m2

W − x̃′2
0 ) = 0, (6.4)

where βb = pb/Eb is the relativistic speed of the b-quark, and γb = (1 − βb)−0.5 is its Lorentz
factor. The equation defines an ellipsoid of revolution around the x̃′ axis.

Similarly, for the decay of the W boson to a lepton and a neutrino, the equation constraining
the momentum of the neutrino can be obtained from Equation 6.4 by substituting the top quark
with the W boson, W boson with the neutrino, and the b-quark with the lepton:(

x̃

γlepton

)2

+ ỹ2 + z̃2 + 2βleptonx̃0x̃ + (m2
ν − x̃2

0) = 0, (6.5)
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Figure 6.5: An example of reconstructing the restrictions on the momentum of the W boson.
Momenta of the b-quark and the lepton are shown in the left panel with arrows,
the dashed lines show projections of ellipsoids constraining the momentum of the
W boson onto the transverse plane. The dotted line P shows the projection of
the surface containing the intersection of the two ellipsoids. On the right, the
upper panel shows the intersection of the ellipsoids in one of the planes of P ,
and the lower panel shows the momenta of the lepton (black), b-quark (gray) and
neutrino (dashed), as well as the projection of the ellipse from the upper panel
on the transverse plane (light gray dashes). The ellipse constraining the possible
neutrino solutions, obtained from the one constraining the momentum of the W
boson, is shown as a solid black line, and the × and the dotted line represent the
MET and its uncertainty [170].

where
x̃0 ≡ − 1

2Elepton
(m2

W − m2
lepton − m2

ν), (6.6)

βlepton = plepton/Elepton is the relativistic speed of the lepton, and γlepton = (1 − βlepton)−0.5 is
its Lorentz factor. The components of the neutrino momentum are given in the coordinate
system, where the x̃ axis is directed along the lepton momentum, and the equation defines an
ellipsoid of revolution around this axis. In order to derive the constraints for the momentum of
the W boson from the constraints on the momentum of the neutrino, one can use the relation
between the three momenta

pν = pW − plepton. (6.7)

Figure 6.5 shows projections of both ellipsoids restricting the momentum of the W boson onto
the plane z̃ = 0.

Given that the restrictions applied by the decay kinematics are compatible with each other and
with the parameters of the objects, the kinematically possible momenta of the W boson are
constrained by the intersection of the two ellipsoids, an ellipse. It follows from Equation 6.7
that the conditions for the momentum of the W boson can be interpreted unambiguously as
conditions for the momentum of the neutrino and therefore that momentum is constrained to
an ellipse as well. The same procedure can be done for the second lepton and b-quark pair,
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Figure 6.6: An example of ellipses used to constrain neutrino transverse momenta. The
black arrow shows the momentum of the first neutrino, the gray arrow shows
the momentum of the second neutrino. The black and gray ellipses depict the
constraints on the transverse momenta of the two neutrinos, and the dashed ellipse
depicts the constraints on the momentum of the first neutrino obtained from
the constraints on the momentum of the second one. × shows the reconstructed
MET, and the ◦ shows the sum of the neutrino transverse momenta. The ellipse
construction is done under assumption that they are equal. In this example,
the ellipses have two intersection points, and therefore there are two possible
solutions. [170]

thus creating a similar ellipse for the second neutrino. Here, specifics of transitions between the
coordinate systems are omitted, as the shapes do not change with these transitions. After this,
the ellipses can be projected onto the transverse plane, where the neutrino momenta are further
constrained by the missing transverse energy: the sum of the two neutrino transverse momenta
must be equal to the MET. The transverse momentum of one of the neutrinos can be expressed
in terms of the MET and the transverse momentum of the other neutrino:(

p(ν2)
x

p(ν2)
y

)
=
(

Emiss
T, x − p(ν1)

x

Emiss
T, y − p(ν1)

y

)
. (6.8)

Thus, two ellipses constrain the transverse momentum of the first neutrino. The first ellipse is
obtained using the decay equations of the first pair of top quark and W boson, and the second
ellipse is obtained for the second pair, where the transverse momentum for the second neutrino
is substituted using Equation 6.8. These ellipses are shown in Figure 6.6.

As the transverse momentum of the neutrino must satisfy both conditions, it should lie on both
constructed ellipses simultaneously, and therefore the points of the ellipse intersection define the
possible solutions for the neutrino transverse momentum. The three-dimensional momentum of
the neutrino is obtained from the chosen transverse momentum by finding the corresponding
points on the three-dimensional ellipse using its projection onto the transverse plane. Since the
transverse momentum of the second neutrino is unambiguously determined by that of the first
one, and there can be 0, 2 or 4 points of intersection between two ellipses, this results in 0, 2,
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or 4 possible solutions for the neutrino transverse momenta. The algorithm does not provide
a way to choose between multiple solutions, as no additional constraints or information are
available to determine the most accurate one. For this analysis, the previously introduced in 6.1
loss function was used to determine the best solution. In this application there are only two
top candidates, entering the calculation of the function, the ones with the two reconstructed
neutrinos.

Modifications to the algorithm

In addition to the four vectors of the objects and the missing transverse momentum value,
the algorithm also uses the masses of the top quark and the W boson. Possible solutions for
neutrino momenta exist only when the kinematic equations are compatible with each other,
in other words, when intersecting ellipses can be constructed. Even in the case where truth
particles from the MC generation are used and the missing transverse momentum is calculated
using the true momenta of the neutrinos, the ellipses, created by the algorithm, do not always
intersect. This is explained by the fact that both top quark and W boson have decay widths,
and therefore the invariant mass of the decay products varies, and different masses of the top
quark and the W boson should be used in the kinematic equations. In the case, when the
invariant masses constructed from the truth decay products of the top quarks and the W bosons
are used in the reconstruction, the solution is found every time. This highlights the sensitivity
of the reconstruction to precise mass values and proves that the imprecise masses of the top
quark and the W boson are the primary cause of failure of the neutrino reconstruction when
using truth information.

When the algorithm is applied to the real experimental data, reconstructing the precise masses
of the top quark and W boson becomes impossible, and in addition to this, measurement
and reconstruction affect the four-momenta of the particles and jets, which can also lead to
incompatibility of the kinematic restrictions.

As suggested by the developers of the algorithm, in the case when the ellipses exist, but do not
intersect, the points of closest approach are used to find an estimate of the solution. In our
implementation, the middle of the line, connecting the points of the closest approach, is taken as
a solution in this case. This also ensures permutation invariance of the solution since the middle
of the line does not depend on the ordering of the ellipses. Figure 6.7 shows an example of such
reconstruction. The blue ellipse restricts the momentum of the first neutrino using the decay
kinematics of the first top quark and W boson, and the red ellipse restricts that momentum
based on the decay kinematics of the second top quark and W boson, as well as on the missing
transverse momentum.

There are cases, in which one of the ellipses does not exist. This occurs when the kinematic
conditions from the decays of the W boson and the top quark are incompatible with each other.
This incompatibility results in a necessity to extract a square root of a negative value. In
this case, in order to extract some solution for the neutrino momentum, this negative value is
substituted with 0, which effectively shrinks the ellipse to a single point. The precise calculations
do not play a significant role, and the important aspect is that the parameter depends on the
kinematic properties and masses of the particles. One interpretation of this approach is that the
masses of the top quark and the W boson are changed as minimally as possible in order to make
the kinematic equations compatible with each other. This is a simplification, as the change only
occurs in the calculation of this one parameter and does not affect the other derivations, but
this interpretation allows to understand the process better. The proper parameter change is not
performed as it would require significant computational power to determine the suitable masses.
After this is done and the nonexistent ellipse is substituted with a point, the middle of the line,
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pX, MeV

pY, MeV

restrictions for neutrino #1 from 
decays of top #1 and W #1

restrictions for neutrino #2 from 
decays of top #2 and W #2

restrictions for neutrino #1 from 
decays of top #2 and W #2 and MET

restrictions for neutrino #2 from 
decays of top #1 and W #1 and MET

Figure 6.7: An example of ellipses restricting the transverse momenta of the two neutrinos in
the transverse plane. The blue ellipse restricts the transverse momentum of the
first neutrino and obtained from decay kinematics of the first top quark and W
boson, the orange ellipse restricts the transverse momentum of the second neutrino
using the decay kinematics of the second top quark and W boson, and the red and
green ellipses are obtained from the blue and the orange ones by expressing the
transverse momenta of the neutrino using the MET and the transverse momentum
of the other neutrino. The purple line connects the points of closest approach on
the ellipses restricting the transverse momentum of the first neutrino, and the
purple cross shows the middle point that is taken as an estimation of the transverse
momentum of the first neutrino.
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connecting this point to the closest point on the existing ellipse, is used to find the solution for
the neutrino with an existing ellipse. The transverse momentum of the other neutrino can be
found by subtracting the transverse momentum of the first neutrino from the MET. However, as
the kinematic equations for the second neutrino are incompatible with each other, no restrictions
on the longitudinal momentum component can be applied. That component is then arbitrarily
assigned the same value as the longitudinal component of the first neutrino momentum.

This solution cannot be extended to the cases, where both ellipses do not exist, and in such
cases no neutrino momenta are reconstructed.

The second modification to the code, published in the paper, was necessary because the algorithm
sometimes shows unstable behavior in the cases with non-intersecting ellipses. Not only is a
non-existing intersection found sometimes, but the result is also not permutation invariant
(it depends on the order of the four-momenta passed as the input to the algorithm), which
creates instabilities in the obtained results. To avoid this problem, a check of whether an
intersection exists is performed before the search for intersection points. This addition resulted
in permutation invariance of the algorithm for every case, significantly improving the robustness
of neutrino momentum solutions.

6.6.3 Studies with various degrees of truth information

The effect of different steps of resonance reconstruction algorithm on the resolution is investigated
by varying the degree of truth information provided to it. There are two major potential sources
of error: forming the top candidates and reconstructing the neutrino momenta. To study the
impact of the first source, three different ways of grouping the objects were studied, including:

• Leptonic and hadronic top candidates are formed using truth information,

• Hadronic top candidates are formed using truth information, but leptonic top candidates
are formed using the loss function from Equation 6.1,

• Leptonic and hadronic top candidates are formed using the loss function from Equation 6.1.

In the final states with more than two leptons present the neutrino reconstruction algorithm
cannot by design provide an accurate result, as it assumes that all the MET is coming from only
two neutrinos. Therefore, for this study only the events with exactly two leptons with same sign
of electric charge were selected to isolate the effects caused by the reconstruction itself. For each
of the group formation methods described above, three ways of obtaining the neutrino momenta
were investigated:

• Using truth neutrino momenta,

• Reconstructing neutrino momenta and choosing the result closest in ∆R =
√

∆η2 + ∆ϕ2

to the truth neutrino momenta,

• Reconstructing neutrino momenta and choosing the result using the loss function from
Equation 6.1.

Considering all these possibilities, there are nine different ways to reconstruct the final state
by using varying amounts of truth information, with case 1 being the one using only truth
information and case 9 using no truth information. The cases are numbered sequentially, with
higher case numbers indicating less reliance on truth information. Additionally, one more case
(case 0) was considered where all top candidates are formed using truth information, truth
neutrino momenta are used, but instead of defining the top candidates coming from the resonance
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Table 6.4: The studied cases with varying degrees of truth information used for resonance
reconstruction.

Top candidates Neutrino momenta
Resonant top
quark selection

hadronic leptonic values selection
0 truth truth truth truth truth
1 truth truth truth truth highest-pT

2 truth truth reconstructed truth highest-pT

3 truth truth reconstructed loss function highest-pT

4 truth loss function truth truth highest-pT

5 truth loss function reconstructed truth highest-pT

6 truth loss function reconstructed loss function highest-pT

7 loss function loss function truth truth highest-pT

8 loss function loss function reconstructed truth highest-pT

9 loss function loss function reconstructed loss function highest-pT

using pT , truth information is used. The summary of all the studied variants is presented in
Table 6.4.

Three different sets of objects were used for reconstruction:

• ‘Truth particle’ – all objects are truth particles (stable particles defined by the MC
generator), the MET is obtained from the sum of neutrino four-momenta.

• ‘Truth jet’ – leptons and neutrinos are truth particles, the other objects are truth jets
(jets reconstructed using the anti-kT reconstruction algorithm using truth particles as
input for reconstruction), the MET is obtained from the sum of neutrino four momenta.

• ‘Jet’ – leptons and neutrinos are truth particles, the jets are reconstructed from the
detector response, the detector-measured MET is used.

The aim of this study is determining which part of the reconstruction process affects the resolution
the most. Figure 6.8 shows the reconstructed mass for different reconstruction strategies for the
sample of H/A events with the resonance mass of 1 TeV and tan β = 1 with only s-channel four
top quark production. Figure 6.8 (a) showcases the effect of neutrino momenta reconstruction,
Figure 6.8 (b) showcases the effect of top candidate formation, and Figure 6.8 (c) showcases
the effect of using different sets of objects for reconstrucion. On the plots in this section only
the events, in which it was possible to reconstruct the resonance mass, are shown. In the cases,
when the neutrino momentum reconstruction fails, the event is not included in the histograms.

Clearly the resolution degrades as less truth information is used. However, it is not possible to
single out one source. It is also visible that moving from truth parton level to detector level
negatively affects the obtained resolution. The peak near the mass of the top quark for case 0,
where only truth information is used are caused by the presence of merged jets. Merged jets
are jets, which are constructed using products of more than one top quark decay. Such jets are
matched to more than one top on truth level, but during reconstruction they are assigned to
only one of the four groups of objects, which causes other groups to have too few objects and
therefore to have a smaller contribution to the reconstructed resonant particle’s mass. This
problem disappears as soon as the resonant top quarks are chosen using transverse momenta
and not truth information. It is clear that using truth jets and jets increases the width of the
distribution, however the peak at the true signal mass of 1000 GeV is still clearly visible.
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(a) Reconstructed mass using different neu-
trino momenta. The ‘Jet’ set of ob-
jects is used for the reconstruction. All
top candidates are formed according
to truth information. Truth neutrino
momenta are used in cases 0 and 1,
reconstructed neutrino momenta se-
lected to closely match the truth neu-
trino momenta are used in case 2, and
reconstructed neutrino momenta se-
lected using the loss function are used
in case 3. The selection of the reso-
nant top quarks is done using truth
information for case 0 and using the
pT requirements for the other cases.

(b) Reconstructed mass using different
strategies of forming the top candi-
dates. The ‘Jet’ set of objects is used
for the reconstruction. Truth neutrino
momenta are used in all cases. Truth
information is used for top candidate
formation in cases 0 and 1. In case 4,
the leptonic top candidates are formed
using the loss function, but hadronic
top candidates are formed using truth
information. In case 7, all top candi-
dates are formed using the loss func-
tion. The selection of the resonant top
candidates is done using truth infor-
mation for case 0 and using the pT

requirements for the other cases.

(c) Reconstructed mass for the three sets
of objects for the mass reconstruction
strategy 9: neutrino momenta are re-
constructed, all top candidates are
formed using the loss function, and the
resonant top candidates are selected
using the pT requirements.

Figure 6.8: The reconstructed resonance mass for the signal with a mass of 1 TeV. Plot (a) shows
the effects of the neutrino reconstruction method, plot (b) shows the effects of
the formation of the top candidates and plot (c) shows the effects of the choice of
objects using for the reconstruction.
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6.6 Resonance mass reconstruction

Figure 6.9: Reconstructed resonance masses for four samples, Standard Model and 400 GeV,
1 TeV and 1.5 TeV 2HDM signals, for case with no truth information used and
using reconstructed jets. The histograns are normalized to the same area.

Apart from the sample with mass of the H/A particles of 1 TeV, samples with this mass being
400 GeV and 1.5 TeV were processed, as well as a sample containing Standard Model four top
quark production, which does not have any resonance. In Figure 6.9 the case with no truth
information used is presented. For this plot, the ‘Jet’ set of objects was used for all samples.
The higher mass signals have clear peaks, which can be distinguished from the Standard Model
background, while the 400 GeV signal is harder to distinguish. The peak in the distribution for
the Standard Model events is present due to threshold events of the event and object selection
and is not caused by resonant production of the four-top-quark final state.

For all histograms their full widths at half maximum (FWHM) were taken as an estimate for the
resonance mass resolution. In Figure 6.10, the dependence of the FWHM on the case number is
presented. The mass reconstruction was performed for the four generated samples, mentioned
before, using the ‘Jet’ set of objects. The value of FWHM shows the approximate resolution
that the algorithm can provide, and the lines show the change of that resolution depending
on the amount of truth information used for the reconstruction. It is clear that the FWHM
increases gradually and there is no single step, responsible for a big loss of resolution.

This study was performed with events that have exactly two leptons on the truth level, however
no such selection can be applied to the experimental data. In particular, presence of leptonically-
decaying tau leptons cannot be identified. In these events, as well as in the events with three or
more leptons, more than two neutrinos contribute to the MET, which degrades the resolution of
the mass reconstruction algorithm. Figure 6.11 shows the distributions of the reconstructed
mass for the 2HDM H/A sample with resonance mass of 1 TeV and tan β = 1 for the ‘Jet’
set of objects and reconstruction strategy 9 with no truth information used. The mass was
reconstructed for three sets of events: one with exactly two leptons (electrons or muons) on
truth level and no tau leptons, another with exactly two leptons on truth level and no conditions
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Figure 6.10: Dependence of the reconstructed resonance mass resolution on the case number
for the four samples. Reconstructed jets are used for the mass reconstruction.

on the presence of tau leptons, and one set of events with at least two leptons at truth level
and no conditions on the presence of tau leptons. Clearly the resolution degrades as the event
selection conditions loosen, however loosening the selection increases the statistics of available
data.

6.7 Background estimation

Several processes can mimic the target signal final state, and depending on whether real
same-sign-multi-lepton final state is produced, in which case the background is irreducible, or
whether the final state is only reconstructed as such, in which case the background contribution
can be reduced. The main background contributions in the signal region come from SM tt̄tt̄
and tt̄V processes. Due to known mismodeling of the tt̄W process, a data-driven method is
used to estimate this background, while estimation of the SM tt̄tt̄, tt̄H and tt̄Z background
contributions are based on the simulation prediction. Such estimation of the tt̄W background
was introduced in the Run 2 SM tt̄tt̄ analysis [31], where the number of events is parameterized
based on the number of jets, and the method provides a better description of the showering and
allows to avoid introducing significant systematic uncertainties due to mismodeling. Smaller
contributions originate from events with non-prompt (not coming from the primary interaction
vertex) or fake leptons, this background is estimated using the simulated prediction with
normalization constrained using a template fit in dedicated control regions. Additionally, events
with misidentified sign of the lepton electric charge contribute to background in the signal region.
Their contribution for Run 2 can be estimated using the ECIDS tool mentioned earlier, and
currently strategies for Run 3 and potential improvements that can be obtained for Run 2 are
under investigation.
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6.7 Background estimation

Figure 6.11: Reconstructed mass for the 2HDM H/A sample with resonance mass of 1 TeV
and tan β = 1. The distributions are shown for events with exactly two leptons
(electrons or muons) and no tau leptons on truth level, for events with exactly
two leptons and no requirements on tau lepton absence, and for events with at
least two leptons on truth level and no other event selection criteria applied. The
reconstruction of the mass is performed without using any truth information.
All histograms are normalized to the same area, the legend contains information
about the total number of events that pass the applied selection and about the
number of events with successfully reconstructed resonance mass.
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6.8 Systematic uncertainties

6.8.1 Experimental uncertainties

Experimental uncertainties are detector-related and reflect the uncertainties of measuring data.

• Luminosity. The uncertainty on the integrated luminosity of Run 2 is 0.83%, and the
uncertainty on the integrated luminosity for the data-taking period of 2022–2023 of Run 3
is 2%.

• Pileup. The distribution of puleup in the simulated samples is reweighted to match the
one observed in data. An uncertainty is applied to that reweighting.

• Leptons. Lepton systematic uncertainties arise from several factors, including trigger
efficiency, lepton reconstruction, identification and isolation, and the scale and resolution
of lepton energy and momentum scale. In total, 8 nuisance parameters are considered for
electrons and 13 for muons.

• Jets. Uncertainties on jets originate from the calibration of the jet energy scale (JES) and
resolution (JER), as well as scale factors applied to correct the differences between the data
and the simulated samples. The JES uncertainty is implemented as a set of 32 nuisance
parameters, the JER uncertainty is implemented as a set of 28 nuisance parameters, and
the jet vertex tagging uncertainty is represented by one nuisance parameter obtained
by varying the scale factor used to correct the jet vertex tagging efficiency within the
measured uncertainty. The uncertainties on jet flavor tagging arise from the scale factors
applied to simulated samples to correct the flavor tagging efficiencies to those seen in data.
In total, 6 nuisance parameters are considered for this uncertainty.

• Missing transverse momentum. These uncertainties originate from a possible miscali-
bration of the soft-track component of the missing transverse momentum, and are modeled
as three nuisance parameters.

6.8.2 Theory uncertainties

For signal (tt̄Z ′ and tt̄H/A) and dominant irreducible background (SM tt̄tt̄, SM tt̄t, tt̄W , tt̄Z, SM
tt̄H) samples, a so-called 7-point variation method is applied in order to estimate the uncertainty
originating from missing higher-order corrections in the generated samples. This method involves
generating samples with seven different pairs of renormalization and factorization scale values
and taking the envelope of the variation of the samples.

For the tt̄H/A and tt̄Z ′ samples, the uncertainty on the choice of PDF is estimated as a flat
uncertainty of 1%.

For the SM tt̄tt̄ sample, a flat uncertainty of 1% on the choice of the PDF is applied, alternative
samples are used to estimate the uncertainties originating from the choice of the generator
and the showering and hadronization algorithm, and an uncertainty of 20% is applied for the
cross-section [171].

For the SM tt̄t sample, the uncertainty on the choice of the PDF is estimated using an envelope
of differences between the nominal and alternative PDF choices, a 30% uncertainty on the
cross-section is applied [171]. Additionally, a 50% uncertainty on cross-section for events with
at least four truth b-jets is applied in order to compensate for lack of theoretical predictions of
the production of additional b-jets for this process. The uncertainty originating from the choice
between the four- and five-flavor schemes is estimated using alternative generated samples.
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For the tt̄W sample, the uncertainty on the choice of generator is estimated using an alternative
sample, a 50% uncertainty on cross-section is applied for events with at least one b-jet that is
not coming from a top quark decay, and an additional 50% cross-section uncertainty is applied
for events with two or more b-jets that do not originate from the decay of a top quark.

For the tt̄Z sample, a 1% uncertainty on the PDF is applied, the generator choice uncertainty is
estimated using an alternative sample, a 12% uncertainty on the cross-section is applied [172],
and the events with additional b-jets are treated the same way as for tt̄W sample.

For the SM tt̄H sample a flat uncertainty of 1% is applied to account for PDF uncertainties,
alternative samples are used to estimate the uncertainties related to choice of the generator
and the parton and hadronization algorithm, a 10% uncertainty on the cross-section prediction
is applied [172], and the event with additional b-jets are treated the same way as for the tt̄W
sample.

For the tZ and tWH samples, an uncertainty of 30% is applied on the cross-section [173, 174].

For the V V sample, an uncertainty of 20%/50%/60% is applied for events with ≤ 3/4/ ≥ 5
jets [175], and for events with at least one truth b-jet not from a top-quark decay an additional
uncertainty of 50% is applied.

For the tt̄V V , V V V V , and V H samples a conservative uncertainty of 50% is applied on the
cross-section, and the events with additional b-jets are treated the same way as for the V V
samples.

The uncertainty on electron charge misidentification is estimated separately in the conversion
and the tt̄W control regions and treated as correlated across all regions.

The normalizations of the backgrounds coming from material and virtual photon conversion, as
well as from heavy flavor decays, are free parameters in the fit, and uncertainties arise from the
shape of the distributions. The uncertainty is obtained by comparing the data with simulation
for every background process.

A normalization uncertainty of 100% is assigned for processes involving leptons that originate
from light-meson decays or jets that are wrongly identified as leptons [176], and an uncertainty
of 30% is assigned for other background, while the uncertainties on the shapes for these processes
are negligibly small.

6.9 Analysis region definition
The phase space of the analysis is divided into signal, control and validation regions, each group
of regions serving a particular purpose. The signal regions are designed to minimize background
contribution, the control regions provide constraints on the background normalization and
uncertainties in the profile likelihood fit, and the validation regions are used to check the validity
of the modeling and background estimation.

6.9.1 Signal regions

Events in the signal regions have to contain at least 6 jets, and a requirement of HT > 500 GeV
is placed on the scalar sum of the transverse momenta of leptons and jets in the event. Using
the number of leptons and the number of b-jets in an event, division of varying granularity
can be achieved. Baseline SR is the loosest signal region, including events with any number of
leptons and at least 2 b-jets. SR 4b is the region that also includes events with any number of
leptons, however at least 4 b-jets are required. This tighter selection ensures that the region is
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more enriched in signal events than the baseline SR, however due to the more strict selection
the region has much fewer events.
Other regions can be defined, with the name SR XbYl meaning that the events from the
baseline SR with X b-jets and Y leptons are selected.

6.9.2 Control regions
Four control regions are designed to constrain the tt̄W background. All events must have at
least four jets. Requirements on HT and the number of jets are made to ensure orthogonality to
the signal region. The regions are defined as follows:

• CR tt̄W ++jets: a positive sum of lepton electric charges, at least two b-tagged jets, at
least one muon. Additional requirements: |η(e)| < 1.5; when Nb = 2: HT < 500 GeV or
Nj < 6; when Nb ≥ 3: HT < 500 GeV. Events with exactly two leptons, one of which is a
muon, are selected for this region. As the leptons have the same sign of electric charge,
they cannot both originate from the decays of the tt̄ pair, and therefore one of them must
originate from the decay of the W boson, which is why the charge of the W boson is
estimated to be the same as the electric charges of the two leptons.

• CR tt̄W −+jets: a negative sum of lepton electric charges, at least two b-tagged jets, at
least one muon. Additional requirements: |η(e)| < 1.5; when Nb = 2: HT < 500 GeV or
Nj < 6; when Nb ≥ 3: HT < 500 GeV. The charge of the W boson is estimated in the
same way as described for the previous control region.

• CR 1b(+): a positive sum of lepton electric charges, exactly one b-tagged jet. Additional
requirements: HT > 500 GeV, the two leading leptons do not originate from photon
conversion. Events with two or three leptons are selected for this region.

• CR 1b(–): a negative sum of lepton electric charges, exactly one b-tagged jet. Additional
requirements: HT > 500 GeV, the two leading leptons do not originate from photon
conversion. Events with two or three leptons are selected for this region.

The first two control regions are used to constrain the flavor composition of the tt̄W background,
and the last two regions are used to determine the jet multiplicity spectrum. For all of these
regions, the jet multiplicity value is the one that enters the fit.
For constraining the background coming from events with fake or non-prompt leptons, three
control regions are designed. Each focuses on one of the sources of such leptons: virtual photon
(γ∗), photon conversion in the detector material, and decays of heavy flavor quarks. The regions
are defined as follows:

• CR Low mγ
∗ includes events with a virtual photon leading to a creation of an electron-

positron pair, of which only one lepton is reconstructed. These events are required to
have two leptons, among which at least one is an electron, between 4 and 6 jets, at least
one b-jet, and two same-sign leptons, at least one of which is an electron. The invariant
mass of the system formed by the electron and the closest track at the conversion vertex
should be below 0.1 GeV, at least one of the leptons must be a virtual photon conversion
candidate, and no leptons should be material conversion candidates.

• CR Mat. Conv. includes events with single reconstructed non-prompt electron originat-
ing from photon conversion in the detector material. These events are required to have
two leptons, among which at least one is an electron, between 4 and 6 jets, at least one
b-jet, and two same-sign leptons, at least one of which is an electron. The invariant mass
of the system formed by the electron and the closest track at the conversion vertex should
be below 0.1 GeV, and at least one of the leptons must be a conversion candidate.
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• CR HF eµ region includes events with a single reconstructed non-prompt electron or
muon from heavy flavor decay. The events should contain at least one jet, exactly one
b-jet, and exactly three leptons. Two leading leptons should not be material conversion
candidates. Additional requirements: 100 < HT < 275 GeV; Emiss

T > 35 GeV for events
with two electrons, and 100 < HT < 300 GeV; Emiss

T > 50 GeV for events with two muons.

For the first two regions the value that is fitted is the event yield, while for the last two it is the
transverse momentum of the third-leading lepton.

6.9.3 Validation regions

Validation regions are defined to verify the normalization and modeling of the tt̄Z and tt̄W
backgrounds as follows:

• VR tt̄Z includes events with three leptons, at least 4 jets, at least two b-jets, with the
invariant mass of the opposite-sign-same-flavor leptos system around the mass of the Z
boson (mOSSF ∈ [81, 101] GeV), and |η(e)| < 1.5.

• VR tt̄W +jets-like includes events with exactly two leptons, one of which is a muon, at
least four jets, at least two b-jets. Additional requirements: when Nb = 2, HT < 500 GeV
or Nj < 6; when Nb ≥ 3, HT < 500 GeV.

• VR 1b-like includes events with at least four jets, exactly one b-jet, two or three
leptons, with none of the leading two leptons originating from photon conversion, and
HT > 500 GeV.

• VR SR-like includes events with at least six jets, at least two b-jets, and HT > 500 GeV.

• VR 4j1b and VR 4j2b include events with at least four jets and at least one (or two)
b-jets.

6.10 Statistical analysis
The statistical analysis is based on the same principles as described in Chapter 5. Model-
dependent interpretation is performed using a profile likelihood fit in the analysis regions, and a
model-independent result can be obtained using the BumpHunter tool for the reconstructed
resonance mass distribution. The exact configuration of the fit and the exact way in which
BumpHunter will be applied are not yet finalized, and this section presents studies showing
the results that can be obtained using the reconstructed resonance mass. The studies were
performed for two signal samples: one modeled using the generic top-philic Z ′ model with the
mass of the Z ′ boson of 1 TeV, the coupling strength ct = 3.0 and the chirality parameter
θ = π/4, and for another sample modeled using the 2HDM including only the scalar boson H
with the mass of 1 TeV and tan β = 1 with the assumption that the alignment limit holds true.
The samples available at the time of writing this thesis were used, and they include s-channel
four-top-quark production, as well as production of three-top-quark final states for the Z ′ model.
The 2HDM samples include only s- and t-channel four-top-quark production. For the studies of
the model-dependent result, a statistics-only fit to Asimov data was performed. All studies were
done using only generated samples without data-driven background estimation.

6.10.1 Model-dependent result

The statistical analysis for a model-dependent interpretation is based on a binned profile
likelihood fit, and the definitions of the likelihood function and of the test statistic are the same
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Figure 6.12: The division of the baseline signal region to obtain the signal regions used in the
fit.

as previously defined in Chapter 5. Several analysis regions are used in the fit, and different
variables are fitted in all of them.

It was determined during the previous tt̄H/A search that the HT , which is the scalar sum of
the transverse momenta of all objects in an event, is the kinematic variable with the highest
separation power among the variables used in the analysis, and therefore in this section a fit
using the reconstructed resonance mass is compared to the one obtained using the HT variable.

The analysis regions that are used in the fit were introduced in section 6.9. Five signal regions
in total enter the fit, they are all obtained from the baseline SR by splitting it depending on the
number of b-jets and leptons in the event. A schematic depiction of these regions is shown in
Figure 6.12.

Two fit configurations are evaluated, called HT fit and mass fit. The variables entering the fit in
each region are summarized in Table 6.6. Statistics-only fits for the hypothesis of signal presence
to background-only Asimov pseudo-data were performed at this stage in order to compare the
two approaches and no data-driven background estimation was done. The Asimov pseudo-data
sets are constructed by creating histograms with the bin content exactly the same as the number
of expected background events, which leads to non-integer numbers of “data” events.

The comparison of expected limits that the two fit configurations can provide for a set of signal
samples is presented in Table 6.7, and sample pre-fit distributions from the SR 4b are shown in
Figure 6.13.

Figure 6.14 shows sample pre-fit background distributions in the control regions. More back-
ground categories are present on these plots than on the plots in Figure 6.13 to show the
differences in event composition in the control regions.

The mass fit configuration performance is comparable to the performance of the HT fit, which
shows that the reconstructed mass has a good discriminating power. Multivariate classifiers
will be used in the analysis in order to achieve good signal and background separation, and the
reconstructed mass could be added as one of the input variables in these classifiers.

6.10.2 Model-independent result
The most significant benefit that resonance reconstruction can provide is the possibility to obtain
a model-independent result. The BumpHunter tool, introduced previously in Chapter 5, can be
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Table 6.6: Two studied fit configurations.

Region Fitted distribution
HT fit Mass fit

CR Mat. Conv. Event yield
CR Low mγ

∗ Event yield
CR HF eµ pT of third-leading lepton
CR tt̄W ++jets Jet multiplicity
CR tt̄W −+jets Jet multiplicity
CR 1b(+) Jet multiplicity
CR 1b(–) Jet multiplicity
SR 2b2l

HT reconstructed mass
SR 2b3l4l
SR 3b2l
SR 3b3l4l
SR 4b

Table 6.7: Expected limits for the two signal models obtained with a statistics-only Asimov fit.
aaaaaaaaaaa

Signal
model

Fit configuration
HT fit Mass fit

2HDM H

4.5+2.0
−1.4 fb 4.9+2.2

−1.5 fbmH = 1 TeV
alignment limit
tan β = 1
Z ′

6.8+3.0
−2.0 fb 7.1+3.1

−2.1 fbmZ
′ = 1 TeV

ct = 3.0
θ = π/4
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(a) HT distribution for 2HDM H signal with
mass 1 TeV and tan β = 1

(b) Reconstructed mass distribution for 2HDM
H signal with mass 1 TeV and tan β = 1

(c) HT distribution for the Z ′ signal with mass
1 TeV, ct = 3.0 and θ = π/4

(d) Reconstructed mass distribution for the
Z ′ signal with mass 1 TeV, ct = 3.0 and
θ = π/4

Figure 6.13: Pre-fit distributions for the Asimov fit of HT and reconstructed mass in the
SR 4b region for the two studied signal models. The distributions for the signals
are shown with the dashed line and are scaled by an arbitrary value for better
visibility.
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(a) CR Mat. Conv. (b) CR HF eµ

(c) CR tt̄W ++jets (d) CR 1b(–)

Figure 6.14: Pre-fit distributions of the fitted variables for background events in several control
regions of the fit. The distributions are the same for both fit configurations and
for both studied signal variants.
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Table 6.8: Cross sections of reliably detectable signals of both types in both signal regions for
the bump scans performed using the reconstructed mass and the HT distributions.

aaaaaaaaaaa

Signal
model

Distribution
Reconstructed mass HT

Baseline SR SR 4b Baseline SR SR 4b
2HDM H

20 fb 12 fb 19 fb 13 fbmH = 1 TeV
alignment limit
tan β = 1
Z ′

29 fb 20 fb 26 fb 20 fbmZ
′ = 1 TeV

ct = 3.0
θ = π/4

used to search for deviations between the data and the background distribution. This study was
performed using the pyBumpHunter library [177]. This section summarizes the studies performed
using the simulated events and aimed at determining if it would be possible to detect a signal
if it is present in the experimental data. Two signal regions are investigated: the baseline SR
and the SR 4b. The looser selection of the baseline SR ensures sufficient number of events, and
therefore a lower statistical uncertainty than in the SR 4b. On the other hand, the stricter event
selection of the SR 4b makes it more signal-enriched, and therefore the signal peak will be more
prominent over the background distribution. As previously, the 2HDM H signal with a mass of
1 TeV and tan β = 1 and the vector Z ′ signal with a mass of 1 TeV, ct = 3.0 and θ = π/4 are
selected for the study. Figure 6.15 shows an example of search for deviations, or bump scan,
for both signal models in both studied regions, and the tool successfully identifies the bump
location at around 1 TeV. The data distributions were obtained by adding a signal histogram
with an arbitrarily chosen cross section of 12 fb on top of the background distribution, which
was obtained purely from the simulated samples without the data-driven background estimation.

During a signal injection test signals with varying cross sections are injected into the background
distribution, and a bump scan is performed for every injected signal. For every bump scan,
the significance of the result is calculated, and if that significance is larger than 3σ, the signal
is considered to be reliably detectable. Table 6.8 presents the cross sections of the reliably
detectable signals for both studied models and both considered signal regions.

A comparison between the reconstructed mass and HT was conducted for this interpretation as
well for the signal models considered by this search. However, the HT variable is not Lorentz-
invariant, and therefore it cannot provide a model-independent result. It is used in this study as
the kinematic variable with the highest discriminating power for the studied models in order to
compare the results that it provides with those obtained using the reconstructed mass. The
reconstructed mass is Lorentz-invariant and therefore is suitable for providing a truly model-
independent interpretation of the result. Figure 6.16 shows the HT and reconstructed mass
distribution for the two signal models in the SR 4b region, for the SM three- and four-top-quark
events, and for the other background types.

Signal injection test is performed for HT as well, and the cross sections of reliably detectable
signals are presented in Table 6.8. For the two studied models HT shows a similar performance
to the reconstructed mass. It can also be observed that despite the large statistical uncertainty
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(a) Baseline SR for 2HDM H signal with mass
1 TeV and tan β = 1

(b) SR 4b for 2HDM H signal with mass 1 TeV
and tan β = 1

(c) Baseline SR for the Z ′ signal with mass
1 TeV, ct = 3.0 and θ = π/4

(d) SR 4b for the Z ′ signal with mass 1 TeV,
ct = 3.0 and θ = π/4

Figure 6.15: Bump scans for the two signal models with an arbitrary production cross section of
12 fb in the baseline SR and the SR 4b. The vertical lines show the window with the
most significant deviation between the “data” and the background distributions.
The plots are made using simulated events, and the “data” histograms are obtained
by adding signal contributions to the simulated background events.
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(a) HT distribution for 2HDM H signal with
mass 1 TeV and tan β = 1

(b) Reconstructed mass distribution for 2HDM
H signal with mass 1 TeV and tan β = 1

(c) HT distribution for the Z ′ signal with mass
1 TeV, ct = 3.0 and θ = π/4

(d) Reconstructed mass distribution for the
Z ′ signal with mass 1 TeV, ct = 3.0 and
θ = π/4

Figure 6.16: Distribution of the HT variable and of the reconstructed mass in the SR 4b region
for the two studied signals.
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in the SR 4b region, signals with smaller cross sections can be reliably detected in this region
than in the baseline SR.
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Appendix

A Variables for communication with the PLC
Table A.1 lists the variables that are used for writing data into the PLC, and Table A.2 lists the
variables that are used for reading data from the PLC.

Table A.1: Input variables of the PLC

Variable name Type Units Variable purpose
General thermal cycling control

ModuleTestStop Bool – Signaling to the PLC that the module test
is finished and that the thermal cycling
can be continued.

emergency_warmup Bool – Signaling to the PLC that the thermal
cycling needs to be interrupted and the
box has to be warmed up to room tem-
perature.

ncycle Int – Setting the total number of thermal cycles
(default 10).

mode Int –

Setting the operating mode of the cold-
box:
0 –’idle’ for switching everything off,
1 – ’cycling’ for automatic thermal cy-
cling,
2 – ’manual’ for manual testing with a
possibility to switch the individual parts
on and off manually.

Chuck.set_state_X Bool – Turning the Peltier elements for chuck X
on/off.

temperature.low Int 0.1×◦C Setting the lowest temperature of the cy-
cles (default –35◦C).

temperature.high Int 0.1×◦C Setting the highest temperature of the
cycles (default +20◦C).
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Table A.1: Input variables of the PLC (Continued)

Variable name Type Units Variable purpose
Communication with the chiller

chiller.pump Int % Communicating the flow of the liquid in
the chiller to the PLC.

chiller.
Int 0.1×◦C

Communicating the temperature of the
chiller coolant inside of the box to the
PLC.

temperature_external

chiller.
Int 0.1×◦C

Communicating the temperature of the
chiller coolant inside of the chiller to the
PLC.

temperature_internal

Module power and bias voltage control
HV.set_state_X Bool – Turning the output of the high voltage

power supply for chuck X on/off.
HV.set_voltage_X Float V Setting the bias voltage for the module

on chuck X.
HV.compliance_current_X Float µA Setting the current compliance limit for

the module on chuck X.
HV.ramprate Float

0.1V

s

Setting the ramp rate for the high voltage
power supplies.

LV.set_state Bool – Turn the output of the low voltage power
supplies for all chucks on/off.

Table A.2: Output variables of the PLC

Variable name Type Units Variable purpose
General thermal cycling control

ModuleTestReady Bool – Indicating if the module testing step of
the thermal cycling is reached and the
module test can be performed.

lid.state Bool – Indicating if the coldbox is open.
bypass.state Bool – Indicating if the bypass is on.

PLC.error_code Int –

Indicating if any safety feature integrated
in the PLC was triggered:
0 – everything is ok,
1 – himidity is too high,
2 – temperature is too high,
3 – communication with the chiller is lost,
4 – error when setting the currents of the
Peltier elements,
5 – error in communication with the power
supply for the Peltier elements,
6 – error in the PLC,
7 – emergency warmup is triggered exter-
nally.
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A Variables for communication with the PLC

Table A.2: Output variables of the PLC (Continued)

Variable name Type Units Variable purpose
Environment monitoring

thermometer.CBX Int 0.1×◦C Reporting the temperature of the further
from the module side of the Peltier ele-
ments in chuck X.

thermometer.CX Int 0.1×◦C Reporting the temperature of the closer
to the module side of the Peltier elements
in chuck X.

thermometer.AIR1 Int 0.1×◦C Reporting the temperature of the outgo-
ing dry air from chucks 1 and 2.

thermometer.AIR2 Int 0.1×◦C Reporting the temperature of the outgo-
ing dry air from chucks 3 and 4.

gas_flow Int 0.01×l/min Reporting the flow of dry air to the mod-
ules.

RH.Y Float % Reporting the relative humidity measured
by sensor Y.

DP.1 Float 0.1×◦C Reporting the dew point value for the
outgoing dry air from chucks 1 and 2.

DP.2 Float 0.1×◦C Reporting the dew point value for the
outgoing dry air from chucks 3 and 4.

Peltier element monitoring
peltier.current_X Int 0.01×A Reporting the current supplied to the

Peltier elements in chuck X.
peltier.voltage_X Int 0.01×V Reporting the voltage supplied to the

Peltier elements in chuck X.
peltier.state Int – Indicating the state the Peltier elements

are in: 0 – off, 1 – warmup, 2 – cooldown.
Communication with the chiller

chiller.state Bool – Turning the chiller on/off.
chiller.set_temperature Int 0.1×◦C Setting the target temperature for the

chiller.
chiller.set_pump Int 0.1×◦C Setting the coolant flow in the chiller.

Module power and bias voltage control
HV.on_X Bool – Indicating if the high voltage output for

the module on chuck X is enabled.
HV.voltage_reached_X Bool – Indicating if the high voltage power sup-

ply for the module on chuck X has finished
to ramp the voltage.

HV.hit_compliance_X Bool – Indicating if the compliance current limit
for the module on chuck X was reached.

HV.voltage_X Float V Reporting the bias voltage applied to the
module on chuck X.

HV.current_X Float µA Reporting the high voltage power supply
current value for the module on chuck X.

LV.state Bool – Indicating if the low voltage power sup-
plies for powering the modules are on.
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Table A.2: Output variables of the PLC (Continued)

Variable name Type Units Variable purpose
LV.current_X Float A Reporting the low voltage power supply

current value for the module on chuck X.
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