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1. Introduction 

 

Context defines and shapes the perception of sensory cues, memories of past 

events and the meaning of words (Stark et al., 2018; Willems & Peelen, 2021). The 

classical view of context frames it as a rich set of information surrounding an 

event, covering a variety of different aspects. These aspects may be internal, such 

as physiological or emotional states, or external, including spatial and temporal 

cues (Maren et al., 2013). Context enables us to assess meaning and respond 

appropriately and flexible to events in real time. Think of a fire alarm: as the 

meaning of a fire alarm is ambiguous and depends on the situational context, your 

reaction will also adapt to the alarm depending on the given context. You might 

interpret the alarm as a threat if it is close to you, as part of a routine drill if one 

has been announced previously, or you may interpret it as an interesting change of 

events when it occurs in a movie (Rudy, 2009).  

 

The following sections of this introduction first outline a field of research where 

operationalizing context is an established part of investigating the underlying 

mechanism. Next, the neural representations of context are elaborated. This is 

followed by a brief review of other fields in which the inclusion of contextual 

aspects has improved our understanding of specific cognitive processes. Finally, 

the research questions of this cumulative dissertation are addressed, which focus 

on the role of certain aspects of context in cognitive processes. 

 

Operationalizing context plays a key role in studying the underlying mechanisms 

of learning and memory (Stark et al., 2018). A classic example of research which 

employs contextual factors is associative learning, particularly contextual fear 

conditioning (Fanselow, 2010; Maren et al., 2013; Stark et al., 2018). In contextual 

fear conditioning, the spatial aspect of context plays a central role in the 

experimental design. Typically, the process begins with introducing a neutral 

environment, such as a specific chamber or room, which serves as the contextual 

background. Encoding a specific context is relevant for the following conditioning 

of the context. The context conditioning consists of pairing the encoded context 
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with an aversive stimulus, often an electric shock, to establish a learned 

association between the context and the threat. After a retention period, the 

participant is reintroduced to the same environment without the threat being 

present. The response to the context, such as freezing behavior in rodents or 

physiological indicators like skin conductance in humans, is measured to assess 

the strength of the memory formed (Curzon et al., 2009; Maren et al., 2013; Milad 

et al., 2009). These experiments have been crucial in understanding how spatial 

contexts are encoded, stored, and retrieved in the brain, overall contributing to a 

better understanding of various disorders related to fear conditioning and 

extinction processes such as post-traumatic stress disorder (PTSD; Maren et al., 

2013; Milad et al., 2009).  Furthermore, acknowledging the importance of context 

allowed for a deeper examination of how the brain handles environmental 

changes, detects similarities across events, and supports spatial navigation, to 

name just a few (Lisman et al., 2017; Schwabe & Wolf, 2009; Stark et al., 2018).   

Studies that operationalize context in learning and memory have made significant 

contributions on understanding of how contextual processing is represented in the 

brain. The hippocampus, located at the top of a hierarchically large cortical system, 

was found to play a key role in the contextual aspects of memory (Eichenbaum et 

al., 2007). The hippocampus is well known for its role in memory and spatial 

navigation. For the contextual representation, the hippocampus was proposed to 

be involved for processing for example object, spatial and temporal contextual 

associations, as well as monitoring of environmental changes (Stark et al., 2018). 

However, the stand-alone role of the hippocampus has been questioned and it has 

been proposed that a whole network consisting of different regions inside and 

outside the Medial temporal lobe (MTL), is involved in processing contextual 

representations (Eichenbaum et al., 2007; Maren et al., 2013). It is proposed that 

other regions within the MTL form an interconnected system via structural 

projections from and feedback to hippocampal regions (Eichenbaum et al., 2007). 

The parahippocampal  cortex (or postrhinal cortex in rodents) was found to be 

involved in object-location (where) associations, while the perirhinal cortex 

contributes to the identification of objects (what) (Eichenbaum et al., 2007; 

Sommer et al., 2005; Staresina et al., 2011). Additionally, the entorhinal cortex, 

which receives input from both the parahippocampal and the perirhinal cortices 
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and is closely connected to the cornu ammonis (CA)1 hippocampal subfield, 

appears to play a crucial role in detecting changes and retrieving contextual 

information (Eichenbaum et al., 2007; Knierim et al., 2014; Stark et al., 2018). 

When emotional contextual information is processed, the amygdala comes into 

play, again in close interaction with the hippocampus (Kim & Cho, 2020; Zheng et 

al., 2022). Furthermore, Place together with Eichenbaum and colleagues (2016) 

proposed a bidirectional interaction between the hippocampus and the prefrontal 

cortex that supports successful memory retrieval, suggesting a coordinated system 

for managing contextual information (Lisman et al., 2017; Place et al., 2016). From 

studies focusing on neural oscillatory activity, cross-frequency coupling between 

theta and gamma oscillations has been closely linked with contextual 

representations, particularly in context-dependent episodic memory effects 

(Staudigl & Hanslmayr, 2013) and context-dependent facial processing (Zheng et 

al., 2022). This coupling is hypothesized to be linked with hippocampal activity 

(Staudigl & Hanslmayr, 2013; Zheng et al., 2022), again highlighting its role in 

complex contextual information processing. 

From areas of research where contextual aspects have been extensively utilized to 

study specific cognitive processes, the focus in the next section changes to fields 

where context was initially not in the center of attention of research. However, 

recognizing the relevance of contextual aspects in these fields has substantially 

improved the understanding of certain mechanisms. For example, it has been 

shown that perceptual processing of objects (Oliva & Torralba, 2007) or facial 

expressions (Mobbs et al., 2006) is tremendously influenced by the situational 

context the stimuli are presented in. Situational context even has an effect on how 

painful stimuli are perceived, which has been observed in studies on the placebo 

effect  (Wager & Atlas, 2015; Wittkamp et al., 2024). These findings further 

emphasize the relevance of contextual factors in cognitive processes. 

 

A field of research that has emphasized the crucial role of context in the 

investigated processes is drug addiction. Studying the mechanisms of drug self-

administration and reinforcement consisted for a long time of studying the intake 

of different substances in socially isolated animals, such as rats (Fredriksson et al., 

2017). However, whether these methods sufficiently reflect addictive behavior in 



 
7 

humans is questionable (Gage & Sumnall, 2019; Heilig & Epstein, 2016). One of the 

first scientist changing the social and environmental context in such studies was 

Bruce K. Alexander (Gage & Sumnall, 2019). When Alexander and colleagues 

changed the environmental context of the experiment in their 1978 study, they 

found a striking change of the behavioral outcome. The rats housed in a socially 

enriched environment preferred water over morphine in comparison with the rats 

kept in isolation (Alexander et al., 1978; Gage & Sumnall, 2019). Current research 

acknowledges the social component as one of the critical factors influencing the 

development, treatment, and relapse of addiction capable of exacerbating as well 

as mitigating its occurrence in humans (see for example: Nasir et al., 2011; Smith, 

2012; Strickland & Smith, 2014; Venniro et al., 2018). Importantly, extensive and 

innovative research on the role of contextual aspects in addiction has shifted the 

understanding of addictive behavior from being viewed solely as a biological 

reaction to substance use to recognizing it as a multifaceted and complex process 

(Gage & Sumnall, 2019).  

 

After an introduction to the basic definition of context, an overview of the common 

operationalization of context in research was provided. This was followed by a 

brief introduction of the neural representations of context. Finally, areas in which 

the consideration of context has provided deeper insights into the the underlying 

processes, such as drug addiction, were elaborated. In the next section, the 

motivation and aim of this cumulative dissertation are addressed.  

Given that context is inherently broad, encompassing a wide range of different 

aspects, it seems fair to propose that there are certainly cognitive processes that 

are influenced by contextual factors that have been overlooked or under-

researched to date. However, exploring the effects of under-researched contextual 

factors on cognitive processes could help to fill gaps in the literature or enhance 

our understanding of these processes, as seen in studies on drug addiction. 

 

Therefore, the aim of this dissertation was to examine cognitive processes and the 

potential influence of contextual factors on these processes. To achieve this, a 

variety of methodologies were employed, including virtual reality (VR), 

electroencephalography (EEG) and functional magnetic resonance imaging (fMRI). 
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In Study 1, EEG was used to examine the role of oscillatory activity (internal 

contextual factor) in influencing subsequent facial emotion processing and 

ngeativity bias. 

In study 2, VR was used to investigate the probable influence of environmental 

contextual factors on the transition from implicit to explicit memory during 

learning.  

In study 3, fMRI was utilized to study the neural mechanisms of distinct 

crossmodal correspondence (CMC) effects. The role of cultural and environmental 

contextual factors as drivers for the effect was explored. 

 

In the following sections, the content of each study is presented. This is followed by 

a brief general discussion of the wider implications of context as well as future 

directions in terms of the findings of the conducted research.  

 

2. Study overview & Findings 
 

2.1. Study 1:  Processing of emotional facial expressions is affected by 
preceding oscillatory activity                    

 
 
 
Jaap C, Rose M. (2024). Relevance of pre-stimulus oscillatory activity for the 
perceived valence of emotional facial expressions. Scientific Reports. 14(1):19263.  
 
 

2.1.1. Introduction 

 

Faces contain highly relevant social information such as a person’s affective state 

(Kappas et al., 2013). Here, stimulus independent contextual factors such as mood 

(Manierka et al., 2021), stress (Harp et al., 2022) or social connectedness (Neta & 

Brock, 2021) strongly contribute to the perception of emotional facial expressions. 

The modulatory effect of these stimulus-independent factors on the processing of 

facial expressions are likely reflected in pre-stimulus oscillatory activity. However, 
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research directly investigating the relevance of pre-stimulus neural activity for 

emotion processing has not been performed yet.  

Nevertheless, findings of studies in which the anticipation of an emotional or facial 

stimuli was altered, i.e. manipulated, suggested that pre-stimulus oscillations vary 

depending on the anticipated emotional content (Roehe et al., 2021; Sussman et al., 

2016). That internal contextual factors such as pre-stimulus oscillations 

significantly modulate the processing of forthcoming stimuli has been already 

emphasized by findings in other domains such as pain perception. Here it has been 

demonstrated that oscillatory activity preceding a painful stimulus has a predictive 

function (Taesler et al., 2019).  

Despite the human proficiency in identifying facial expressions fast and precise, an 

interpretation bias arises under certain conditions, for example when an 

expression is ambiguous (Neta & Whalen, 2010). This interpretation bias is 

reflected as a shift in valence ratings of, for example, a facial expression in a more 

positive or more negative direction than intended. The often observed 

interpretation bias in facial expressions often leans in a negative direction and is 

therefore typically referred to as negativity bias (Neta & Whalen, 2010; Petro et al., 

2018). In mental disorders, such as major depression, this negativity bias is 

commonly observed and is proposed to be a hallmark in these disorders (Beck, 

2008; Joormann & Gotlib, 2006; Penton-Voak et al., 2017). However, this bias is not 

limited to clinical populations. In healthy individuals, a negativity bias is observed 

when ambiguous expressions, such as faces expressing surprise, are presented 

without a specific context (Neta et al., 2021; Neta & Whalen, 2010).   

In both healthy participants and patients, it was observed that the negativity bias 

can be modified by stimulus independent factors. In patients a negativity bias was 

observed to decrease under medication (Harmer et al., 2009) as well as after 

cognitive bias modification (Li et al., 2023). In healthy participants, mindfulness 

based stress reduction (Harp et al., 2022), as well as expectation modulation 

utilizing the placebo effect shifted a negativity bias in a positive direction (Baker et 

al., 2022).  A study by Baker, Brassen, and Gamer (2022) utilized the placebo effect 

to manipulate healthy participants' anticipation of facial expressions, which led to 

a positive bias correlated with significant mood enhancement (Baker et al., 2022). 
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In major depression, treatment expectations contribute significantly to treatment 

efficacy, with evidence suggesting that up to 80 % of the effects of medication may 

be attributable to the placebo effect (Kirsch, 2019; Kirsch et al., 2002). Gaining a 

better understanding about the neural underpinnings of negativity bias is crucial 

for developing more effective treatments for depression and other mood disorders, 

as this bias plays a central role in these conditions (Joormann & Gotlib, 2006; 

Penton-Voak et al., 2017).  

 Given that stimulus-independent factors have been observed to influence 

negativity bias in processing of emotional facial expressions, we propose that 

oscillatory brain activity preceding stimulus presentation may already reflect the 

negativity bias observed in ambiguous facial expressions.  

Using EEG, we address the questions of whether pre-stimulus oscillatory activity is 

relevant for the perceived valence of subsequent ambiguous facial expressions and 

whether this pre-stimulus oscillatory activity correlates with the commonly found 

negativity bias. To test this, all participants were presented with facial stimuli that 

expressed surprise. We utilized surprise as facial expression of choice since 

surprise can evoke both positive and negative interpretation. Furthermore, 

surprise has been implemented successfully in previous studies on biased emotion 

processing (Neta et al., 2021; Neta & Brock, 2021; Park et al., 2016). Subsequent to 

the facial expression, the participants were asked to classify the perceived valence 

of the faces. In order to reach a more general conclusion about the relevance of 

pre-stimulus neural activity in the latter processing of emotions, we used 

multivariate pattern analyses (MVPA) in addition to a classical univariate analyses. 

Using MVPA as method to analyze data have gained significant popularity in 

neuroscience over the past decades, and studies utilizing this method demonstrate 

that MVPA is sufficient for decoding complex neural data (Peelen & Downing, 

2023). In recent studies focusing on the neural processing of emotions, MVPA was 

already successfully utilized to decode emotion categories in the brain from fMRI 

data (Liang & Liu, 2020; Saarimäki et al., 2022). The multivariate approach may 

also reflect the multiple contributors that can be assumed to constitute emotional 

processes and the corresponding modulatory factors. An elaborated introduction 

to this study can be found in Jaap & Rose, 2024b. 
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Study aims: The aim of this EEG study was to address the questions of whether 

pre-stimulus oscillations are relevant for the perceived valence of subsequent 

facial expressions and whether these pre-stimulus oscillations correlate with the 

commonly found negativity bias for ambiguous emotional facial expressions.  

2.1.2. Methods 

Participants, study design and behavioral data 

Fifty-eight young and healthy participants took part in this study. Our main 

interest was to investigate the influence of pre-stimulus oscillatory activity on the 

valence processing of facial emotions. Therefore, EEG was chosen as the 

appropriate method for this purpose. In two separate within subject experiments, 

participants were presented with faces expressing surprise. Surprised faces were 

chosen as they can be interpreted as either negative or positive in valence, which 

was a crucial aspect that the facial stimuli had to fulfill. The use of surprised facial 

expressions is already established when studying valence processing of human 

faces (Neta et al., 2016). Our study consisted of two experiments. In Experiment 1, 

different artificial faces created with Faceprime were presented. In Experiment 2, 

faces of the Karolinska database were presented.  These two distinct sets of facial 

stimuli were chosen to replicate the study within participants. According to the 

existing literature, emotional facial expressions are well recognized on both 

artificial and natural faces (Dyck et al., 2008). The objective of implementing two 

different sets of facial expressions was not to investigate the differences between 

them but rather to assess the probable involvement of pre-stimulus neural activity 

on emotion processing independent of the quality of the presented face, i.e. natural 

or artificial. In both experiments, the task of the participants was to rate the 

valence of a presented face as either positive, negative or neutral (see Fig. 1). To 

minimize forced choice valence ratings, the option for neutral was offered, 

however, the participants were informed that no actual neutral faces were 

presented during the experiments. The valence ratings were later used to divide 

the data into two groups (positive and negative ratings) as well as to perform 

analyses concerning a negativity bias.  

As part of the study, participants filled out the BDI-2 and the STAI. The scores of 

these questionnaires were used as an exclusion criterion. To analyze the 

behavioral data, the percentage of negative ratings in relation to all ratings was 
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computed for each participant in each experiment. Then, the means and standard 

deviations of the percentage of negative ratings relative to all ratings separately for 

each experiment was calculated. To test whether there is a correlation between the 

ratings and the scores of the STAI and BDI-2, a Pearson correlation coefficient 

between the percentage of negative ratings (in relation to all ratings) and the BDI-

2 as well as the STAI scores within each experiment was computed. The behavioral 

data (ratings & questionnaire scores) was analyzed using R.  

 

Figure 1. Timeline of a trial in the experiment. The image shown here is an example used 

in Experiment 1. This timeline was identical in both experiments. This image is reused 

from Jaap & Rose, 2024 licensed under CC by 4.0. Deed - Attribution 4.0 International - 

Creative Commons 

 

 

Technical implementation  

The EEG signal was recorded from 64 active electrodes (actiCap slim, Brain 

Products, Gilching, Germany) which were placed in accordance with the 10–20 

system. The ground electrode was placed at the inion. The online reference was 

placed at FCz. Re-referencing to a common average reference was performed 

offline. Three EOGs were placed on the face to monitor eye movements. Two EOGs 

were placed on the canthi of the eyes and one under the left eye. Additionally, Fp1 

was used as EOG. High-viscosity electrolyte-gel for active electrodes (SuperVisc, 

EasyCap GmbH) was used to fill the electrodes with. Electrode impedances were 

kept below 10 kΩ. The EEG signal was recorded with a sampling rate of 500 Hz and 

amplified with a low cutoff frequency of 0.5 Hz. The recording took place in an 

electrically shielded and sound-attenuated room. 

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
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The EEG signal was analyzed offline using the FieldTrip toolbox58 (Version 

20220632; https://www.fieldtriptoolbox.org/) implemented in MATLAB (Version 

2020a, The MathWorks Inc, Natick, Massachusetts, USA). Manual artifact rejection 

was applied, which included elimination of trials that contained muscle noise, eye 

blinks in close proximity to the stimulus onset. Also, trials in which the behavioral 

responses were given too early, i.e. responses given more than 200 ms before the 

decision window began, were excluded from further analyses. Following manual 

artifact rejection, a manual independent component analysis was performed to 

remove eye movement, blinks, cardiac, and muscle artifacts. The re-referencing 

was then performed followed by another manual artifact detection to remove any 

remaining artifacts. After the pre-processing was finished, the remaining trials 

were separated based on the valence response of the participant, i.e. negative and 

positive ratings of the faces.  

 

Time frequency analysis 

The EEG data of each participant where decomposed. The encompassed 

frequencies ranged from 2 to 120 Hz with a frequency resolution of 1 Hz. A wide 

range of frequencies was included because there was no previous study on which 

assumptions could have been based on. Epochs ranged from -2000 to 2000 ms, 

which ensured that pre- and post-stimulus effects were addressed.  

 

Group‑level analysis of time–frequency decomposed data 

To test for differences between negative and positive rated facial expressions of 

the time-frequency spectra preceding and subsequent to stimulus presentation, a 

classical univariate analysis was performed. Paired samples t-tests were 

performed on the power spectrum of the temporally and spectrally decomposed 

data for the two emotional valences, i.e. negative and positive, on the group level. 

Then, the calculated t-values were corrected using non-parametric cluster-based 

permutation tests, which are available in the fieldtrip toolbox (Maris & Oostenveld, 

2007). The analysis was conducted over a time window of 500 to 1500 ms with 

reference to the onset of the stimulus which was at 0 ms. 
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Correlation between oscillatory data and interpretation bias 

We aimed to determine whether negativity bias correlates with the differences of 

the time–frequency spectra of the two perceived valences of facial expressions, 

independent of the different facial stimuli used in the two experiments. For this 

purpose the time–frequency spectra of both experiments were combined, followed 

by testing for a relation of the negativity bias and the difference in oscillatory 

power in perceived valence. For this purpose we used the implemented correlation 

function in FieldTrip (Oostenveld et al., 2011; https:// www. fieldtriptoolbox.org). 

 

Multivariate Pattern Analysis of time–frequency decomposed data 

To achieve a more general insight about the relevance of pre-stimulus neural 

activity in emotion processing, we used two different multivariate classification 

approaches. One approach was performed at subject- and the other at group-level. 

The latter was additionally conducted in order test whether a participant and 

stimulus overarching pattern in the pre-stimulus period between differently 

perceived valences of subsequent presented emotional facial expressions exists in 

our data. The multivariate approach also addresses the multiple contributors that 

can be assumed to constitute emotional processes and corresponding modulatory 

factors including stress (Harp et al., 2022), anxiety (Park et al., 2016) and mood 

(Manierka et al., 2021).  

 

In both of the MVPA approaches, the classifier, a support vector machine, was 

trained on data containing only the pre-stimulus oscillatory activity (time-window: 

-1000 to -200 ms) from Experiment 1 and was then tested on data from 

Experiment 2 containing again only the pre-stimulus oscillatory activity (time-

window: -1000 to -200 ms). This cross-decoding approach was chosen to 

determine whether a general pattern could be identified that did not depend on 

the type of face on which the emotional expression was shown, i.e. natural or 

artificial. The idea for this approach stems from the 2023 Paper of Jin and 

colleagues on study independent mind wandering (Jin et al., 2023). 
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2.1.3. Results  

In both experiments, an alpha-band effect (~8-12 Hz) within -500 to 0 ms relative 

to stimulus onset was observed, primarily in the left centro-parietal regions. In 

Experiment 1, the alpha-band effect was accompanied by an effect in the theta 

frequency band (~3-7 Hz), predominantly in the left centro-parietal and mid 

fronto-central regions (see Fig. 2). In Experiment 2, this alpha-band effect was 

accompanied by increases in beta (~22-24 Hz) and gamma (~30-35 Hz) frequency 

bands, particularly in the left centro-parietal, left central and right frontal regions 

(see Fig. 3).  

The results of the MVPAs performed exclusively on pre-stimulus data (-1000 to -

200 ms in relation to the stimulus onset) show a successful classification of later 

rated negative and positive expressions already from the pre-stimulus data (see 

Fig. 4). This is indicated by an accuracy above chance level (.5) for each participant 

in the MVPA performed on subject level, as well as an accuracy above chance level 

(.5) for each iteration in the MVPA performed at group-level (see Fig. 4). 

Across all participants (t35 = 26.856, p < .001) and across all iterations (t35 = 21.4, p 

< .001) these accuracies also significantly differed from chance level.  
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Figure 2. Time-frequency representations (TFRs) showing the t-values of difference in 

power between negatively and positively rated facial expressions across all participants 

for Experiment 1 in A) channel CP3, B) channel C6, and C) channel FC4.  The natural facial 

expression was presented for 200 ms and the dashed line marks its onset at 0 ms. The 

significant t-values (p < .05, corrected) are represented as highlighted areas. The spatial 

distribution of the t-values in the respective time-frequency windows, marked by a dotted 

rectangle, is shown in the topographic plots. The white dot in the topographic plots marks 

the position of the channel that is shown in the respective TFR. This image is reused from 

Jaap & Rose, 2024b licensed under CC by 4.0. Deed - Attribution 4.0 International - 

Creative Commons 

 

 

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
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Figure 3. TFRs showing the t-values of the difference in power between negatively and 

positively rated facial expressions across all participants for Experiment 2 in A) channel 

CP5, B) channel C3 and C) channel AF8. The natural facial expression was presented for 

200 ms and the dashed line marks its onset at 0 ms. The significant t-values (p < .05, 

corrected) are represented as highlighted areas. The spatial distribution of the t-values in 

the respective time-frequency windows, marked by a dotted rectangle, is shown in the 

topographic plots. The white dot in the topographic plots marks the position of the 

channel that is shown in the respective TFR. This image is reused from Jaap & Rose, 2024b 

licensed under CC by 4.0. Deed - Attribution 4.0 International - Creative Commons 

 

 

https://creativecommons.org/licenses/by/4.0/
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Figure 4. The distribution of peak accuracies per participant in the binomial statistic 

obtained from the within subjects MVPA performed across experiments (left). The 

distribution of peak accuracies per iteration in the binomial statistic obtained from the 

between subjects MVPA performed across experiments (right). The dots represent the 

peak accuracies of the participants (left) or iterations (right). The results indicate that 

both MVPAs performed well, indicated by accuracies above chance level (.5). The image on 

the left is reused from Jaap & Rose, 2024b licensed under CC by 4.0. Deed - Attribution 4.0 

International - Creative Commons 

  

A clear behavioral negativity bias was observed for both artificial and natural face 

presentations expressing surprise (see Fig. 5). No significant correlation between 

the ratings and the BDI-2 or STAI-S/STAI-T scores were observed in neither of the 

two experiments. 

A positive relationship between neural data and negativity bias was found 

throughout the pre-stimulus and post-stimulus periods over theta to gamma 

frequency bands. The effects in the pre-stimulus period were observed in the 500 

ms that preceded stimulus onset (see Fig. 6).  

 

 

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
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Figure 5. The distribution of negative ratings as a percentage of all ratings for faces 

expressing ambiguous emotions in Experiment 1 (N = 48; data range = 32 - 87%; left) and 

Experiment 2 (N = 39; data range = 38 - 82%; right).  Each point represents the rating of a 

participant. This is image is reused from Jaap & Rose, 2024b licensed under CC by 4.0. 

Deed - Attribution 4.0 International - Creative Commons 

 

 

 

 

https://creativecommons.org/licenses/by/4.0/
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Figure 6.  TFRs illustrating the representation between the negative ratings of facial 

expressions in percent in relation to all ratings and the difference (between negatively and 

positively rated facial expressions) in oscillatory power of the face ratings in A) in channel 

P8, B) channel CP3, and C) channel O1. The natural facial expression was presented for 

200 ms and the dashed line marks its onset at 0 ms. The spatial distribution of the t-values 

in the respective time-frequency windows, marked by a dotted rectangle, is shown in the 

topographic plots. The white dot in the topographic plots marks the position of the 

channel that is shown in the respective TFR. This is reused from Jaap & Rose, 2024b 

licensed under CC by 4.0. Deed - Attribution 4.0 International - Creative Commons 

 

 

2.1.4. Discussion  

 
Surprisingly strong effects preceding stimulus presentation were observed in both 

eperiments. These findings were confirmed by both the univariate and the 

multivariate analysis approaches. This is a novel finding in regard to facial 

expression processing. Furthermore, the current study revealed differences in 

valence processing related to negativity bias during the pre-stimulus phase in 

https://creativecommons.org/licenses/by/4.0/
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healthy participants. The results of this study allow the assumption that 

overarching patterns exist in oscillations during the pre-stimulus period between 

differently perceived valences of emotional facial expressions.  

The results of our study emphasize the role of the alpha band in the processing of 

differently perceived valences of emotional facial expressions. Previous research 

on affective stimuli (Onoda et al., 2007; Strube et al., 2021) and face processing 

(Roehe et al., 2021) has elucidated the involvement of alpha oscillations in 

predictive processing of emotional or face stimuli. However, in the present study, 

the expectation of the valence of the upcoming facial expressions was not 

manipulated in either of the experiments. While our study does not provide 

definitive evidence, it can be assumed that the differentiation observed in the 

alpha band prior to the stimulus is related to individual, fluctuating and valence 

dependent expectations. Conversely, fluctuations in emotional states could also 

explain the effects observed during the pre-stimulus period. The latter assumption 

is supported by a former study  in which spontaneous emotional states occurring 

during resting-state were observed (Kragel et al., 2016). On this basis, we assume 

that spontaneous fluctuations in emotional states may influence the subsequent 

processing of facial expressions in our study. These fluctuations may also be 

related to the observed effects in the oscillatory activity preceding the stimulus. 

The expected negativity bias was found for both artificial and natural facial 

expressions. Our study revealed differences in valence processing related to 

negativity bias during the pre-stimulus phase. Interestingly, the results indicate 

that the observed positive association of neural activity with negativity bias was 

independent of mood, as evidenced by the non-significant associations of 

negativity bias with STAI-S/-T and BDI-2 scores. This suggests that the observed 

effects may arise from trial-by-trial fluctuations in oscillatory states that directly 

influence the biased processing of ambiguous facial expressions. However, it 

remains unclear what factors apart from mood might influence these fluctuations. 

Recent studies suggest a significant influence of various factors on the negativity 

bias in healthy participants, including social connectedness, stress and emotional 

regulation skills (Harp et al., 2022; Neta & Brock, 2021). Given these observations, 

other factors such as stress, which were not monitored in our study, may have 
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contributed to the neural effects of biased valence processing observed in this 

study.  

The findings of this study underline the importance of addressing pre-stimulus 

activity as modulatory aspect of emotion processing in future studies. For mental 

disorders such as depression, in which negativity bias plays a crucial role, 

understanding the role of pre-stimulus processes in negativity bias could improve 

our knowledge of the mechanisms underlying these disorders.  

 

2.2. Study 2: On the transition from implicit to explicit knowledge 

in enriched versus non-enriched environments 

 

Jaap, C., Maack, M. C., Taesler, P., Steinicke, F., & Rose, M. (2022). Enriched 

environments enhance the development of explicit memory in an incidental 

learning task. Scientific Reports, 12(1). 

 

2.2.1. Introduction 

Learning takes place in an implicit (unconscious) or explicit (conscious) way and is 

influenced by several factors such as attention and motivation (Anderson, 2016). 

There is evidence that implicit acquired knowledge, such as incidentally learned 

regularities in our environment, can become explicit (Clos et al., 2018; Wessel et 

al., 2012). This enables the conscious use of this knowledge, which is crucial for 

higher cognitive functions such as logical thinking and language (Rose et al., 2010).  

 

In our study, two different hypothesis and their contribution to the transition from 

implicit to explicit knowledge where compared. The first hypothesis is the fluency 

hypothesis. The underlying assumption for why implicit knowledge becomes 

explicit is based on the continuous evaluation of predictions. A sequential task in 

which the sequence is predictable to a certain degree is usually used to study this 

effect (Rose et al., 2010). At a certain point in such tasks, a discrepancy between 

the predicted speed and the actual speed of responses to the sequential stimuli can 
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be detected by the participants. This difference in predicted in actual speed of 

responses may trigger a search for the cause of this discrepancy. This so called 

fluency hypothesis states that the transition from incidental learning to explicit 

memory is based on the fluency of ongoing evaluation of predictions (Rose et al., 

2010; Ru & Frensch, 2008).  

The second hypothesis we tested as driving factor for the transition from implicit 

to explicit knowledge was the enriched environment hypothesis. In the last 

decades, there has been a shift towards implementing more complex and enriched 

settings in learning and memory research in order to get a better picture of 

learning mechanisms in real-life like scenarios (Hölle et al., 2021; Salvidegoitia et 

al., 2019; Schwabe & Wolf, 2009). The challenge in such task designs is the need for 

controllable environments in order to study learning mechanisms while 

implementing enrichment at the same time. A solution to this problem is using VR.  

In humans, it has been shown that learning in near-natural settings, such as 

settings created with VR, leads to a better performance compared to classical test 

environments. This is explained by the immersive and engaging (Lüddecke & 

Felnhofer, 2022) learning environment created with VR, which likely elevates 

motivation in participants (Anderson, 2016; Chelazzi et al., 2013; Sanz et al., 2018). 

This motivational effect may also enhance the detection of altered predictions due 

to an increased level of attention instead of performance fluency. The enriched 

environmental hypothesis posits that the identification of unexpected events 

during ongoing prediction evaluations, which are essential for the transition from 

implicit to explicit knowledge, would be facilitated by the near-natural 

experimental application in VR, as evidenced by enhanced explicit memory 

performance. An elaborated introduction to this study can be found in Jaap et al., 

2022. 

 

Study aims: The aim of this study was a direct comparison of the fluency and the 

enriched environment hypothesis and their contribution to the transformation 

from implicit to explicit learning. It can be assumed, that the fluency of stimulus 

processing is improved by our implemented conventional 2D-computer based 

application. This assumption is mainly based on the smooth and fast transition 

between trials. In our VR application, on the other hand, the evaluation of the 

stimulus material as well as the response is slowed down. The latter one is for 
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example due to the difference between the responses devices used in the 

applications (controller in VR and keyboard in the conventional application). We 

hypothesized therefore to observe a greater amount of explicit knowledge in the 

conventional 2D-computer based application, if fluency of stimulus processing is 

essential for the transition of implicit to explicit knowledge. On the other hand, we 

hypothesized to find an enhanced emergence of explicit knowledge in the VR 

application, if the context of the presented (realistic) stimuli directly facilitate the 

transfer process from implicit to explicit knowledge (S. M. Smith & Vela, 2001).  

The contribution of both hypothesis on the transfer from implicit to explicit 

learning can be evaluated in the distinct experimental contexts by examining the 

extent of implicit and explicit memory formation following learning in two tasks 

that were identical across all experimental conditions. Specifically, the tasks were a 

completion task and a free recall task. 

 

2.2.2. Methods 

In this study, a sequential-association task was administered to healthy 

participants under three experimental conditions: A virtual reality (VR, 520 trials, 

N = 49) application, a short version (PC-short, 260 trials, N = 21), and a long 

version of a conventional 2D computer-screen based application (PC-long, 520 

trials, N = 27). The eight digit sequence in each of these experimental conditions 

consisted of alternating trials of four different acoustic and four different visual 

stimuli. In 15 % of the trials, the stimulus following the last was a deviant and not 

part of the sequence. Deviants have been implemented to prevent explicit 

knowledge from being acquired too quickly. This between-subjects experiment 

aimed to explore how different contexts of presentation of stimuli and task lengths 

impact learning outcomes, particularly the transition from implicit to explicit 

learning. Given that the evaluation of stimulus and the responses are probably 

slowed down in VR compared to the conventional application, the longer version of 

the 2D computer-screen based application functioned as a control group for the VR 

application. In the PC-long group, participants practiced the same amount of trials 

as in the VR condition to eliminate the likelihood that experiment duration 

influences the amount of transferred knowledge. The short version, i.e. PC-short, 

with half of the trials compared to the long version of the computer-screen based 
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application and the VR application was conducted because other studies, such as 

the study performed by Rose et al. (2010), have already demonstrated that a 

smaller number of trials is sufficient enough to develop explicit knowledge in an 

incidental sequential task.   

After a test phase, performed in either the VR or in the conventional 2D computer-

screen based application, the participants performed two post-experimental 

assessments of knowledge. A completion task and a free recall. The completion 

task (see Fig. 7) consisted of 64 trials. Half of them were crossmodal, the other half 

consisted of either visual or acoustic only trials. After the completion task, the 

participants were informed that the stimuli formed a sequence and they were 

asked to recreate this sequence four times (= four trial) in a free recall.  After each 

trial of the completion task and the free recall, the participants had to rate their 

confidence on a scale from unsure (left) and sure (right). This confidence rating 

serves as the basis for distinguishing between implicit and explicit knowledge of 

correct responses. Correct and unsure responses were counted as implicit and 

correct and sure responses were counted as explicit knowledge about the 

sequence. The participants also performed an emotional salience evaluation in 

which the visual stimuli were rated on a continuous scale from I dislike it (negative 

rating), over Neutral to I like it (positive rating). We implemented a stimulus value 

rating to assess potential motivational significance between the stimuli used in the 

visually enriched VR experiments and the non-enriched screen-based experiments. 

This contextual influence is likely to correlate with learning effects driven by 

motivational and attentional factors (Chelazzi et al., 2013). The post-experimental 

assessments were identical in both the VR environment and the 2D computer-

screen based applications, however the stimuli used in these tasks were different. 

For participants in the VR group, the visual and acoustic stimuli closely resembled 

those experienced during the sequential-association task they performed in the 

VR. In contrast, for participants in the PC group, the stimuli mirrored those 

presented during the sequential-association task they performed in the PC 

application. 
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Figure 7. Examples of a crossmodal trial in the completion task, performed after the 

experiment in the VR environment (left) or the PC application (right). In these crossmodal 

trials, participants were presented with an acoustic stimulus and had to match it with one 

of the visual options they associated it with. This image is reused from Jaap et al., 2022 

licensed under CC by 4.0. Deed - Attribution 4.0 International - Creative Commons 

 

 

For the analysis of the completion task and the free recall we used the correct 

answers and performed an ANOVA with the factors Condition (VR; PC-short; PC-

long) and Learning-Type (implicit; explicit) with performance in each learning 

type as the dependent variable. When analyzing the ratings of stimulus values, i.e. 

emotional salience, we performed a two-sided two-sample t-test over the mean of 

the stimulus ratings in VR versus both PC applications taken together. The 

statistical analysis was performed in R (4.0.5) and Matlab (2020b). 

 

2.2.3. Results summary 

The completion task revealed no significant differences in the overall number of 

learned sequence pairs across the different experimental conditions (VR, PC-short, 

and PC-long). However, the development of explicit memory varied significantly 

between these conditions, with higher level of explicit memory in the VR group 

compared to both PC groups. In general, participants acquired more implicit than 

explicit memory.  

In the free recall, the overall number of learned sequence pairs did not differ 

between conditions. However, awareness and explicit memory were influenced by 

the different learning environments. Similar to the completion task, the 

https://creativecommons.org/licenses/by/4.0/
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participants in the VR group generated more explicit memory than the participants 

in the PC groups.   

The analysis of stimulus value, i.e. emotional salience ratings, indicated no 

significant differences in the mean ratings between the enriched VR environment 

and the non-enriched PC tasks. This suggests that the differences in explicit 

memory formation were not referable to the salience of the visual stimuli alone but 

rather to the enriched nature of the VR environment. 

 

2.2.4. Discussion 

The aim of this study was to compare the role of fluency and environmental 

enrichment on the transfer of implicit to explicit knowledge. The study found that 

an enriched environment, implemented using VR, had a greater impact on explicit 

memory than task fluency alone. While the amount of learned sequence pairs were 

not significantly different between the groups performing our sequential task in an 

enriched VR environment or in a non-enriched 2D-computer-screen environment, 

the group that performed the sequential task in the enriched environment showed 

a higher degree of awareness. 

Given that we could not observe a significant difference between the visual 

stimulus value ratings of the VR compared to the conventional 2D-computer-

screen based application the stimulus material alone cannot resolve the difference 

in the amount of generated explicit knowledge between the conditions. Instead, we 

assume that a major factor contributing to the transfer from implicit to explicit 

knowledge is motivation, which is enhanced in environments that are more 

enriched compared to conventional non-enriched 2D-computer-screen based 

applications. An advantage, which probably boosts motivation in tasks performed 

in a VR environment like the one used in this study, is the inclusion of the whole 

body. Natural movements, such as maintaining an upright body position and 

allowing freedom of head and arm movement, can make VR applications more 

motivating, enhancing the sense of embodiment and physical presence in the 

scenario, which in turn likely improves encoding efficiency and the transition to 

explicit memory formation (Kilteni et al., 2012; S. A. Smith et al., 2021). The role of 
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motivation in learning is closely tied to the ventral striatum's involvement in the 

transition from implicit to explicit memory. The ventral striatum, associated with 

motivation and reward (Pool et al., 2022), releases dopamine in rewarding 

situations, which likely boosts explicit memory formation. A study by Clos et al. 

(2018) showed that increasing dopamine levels improved information transfer, 

enhancing explicit memory during tasks (Clos et al., 2018). Our findings suggest 

that rewarding environments encourage the recognition of patterns, leading to 

better explicit memory formation.  

 

2.3. Study 3:  Crossmodal correspondence effect 

Jaap, C., & Rose, M. (2024). Dissociable neuronal mechanism for different 

crossmodal correspondence effects in humans. Acta Neurobiologiae 

Experimentalis, 136–152.  

 

2.3.1. Introduction  

When two seemingly arbitrary crossmodal stimuli are perceived as corresponding, 

this is referred to as crossmodal correspondence, i.e. CMC. Well-studied examples 

of CMCs are simple pitch-based CMCs, such as the perceived congruity of a small 

object and a high pitched tone and vice versa, pitch-size CMC or an object elevated 

in space with a high pitched tone and vice versa, i.e. pitch-elevation CMC (Evans & 

Treisman, 2010). The phenomenon of CMCs is not exclusive to the domains of 

acoustic and vision. CMCs have been documented in the domains of olfaction 

(Guetta & Loui, 2017; Wagner et al., 2021), haptic (Misselhorn et al., 2016; Wagner 

et al., 2021), and even gustation (Spence et al., 2013). Nevertheless, the field of 

audio-visual CMCs has been the subject of the most extensive research (Chiou & 

Rich, 2012; Evans & Treisman, 2010; Parise & Spence, 2012; Spence, 2011; Spence 

& Sathian, 2020). 

Despite audio-visual correspondences were subject of extensive research and are 

described to be almost universally experienced, the understanding of their origins 

and underlying neural mechanisms of these CMCs remains sparse (McCormick et 

al., 2018; Spence & Parise, 2012; Spence & Sathian, 2020). There are several 
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theories regarding the origin of these pitch-based CMCs. Two theories specifically 

relevant to our study are presented in the following section.  

The first theory we are addressing posits that the association between pitch and 

spatial elevation has its origin in a cultural contextual aspect, i.e. language (Parise 

& Spence, 2013; Spence & Sathian, 2020). Apart from some exceptions, most 

cultures use the terms ‘high’ and ‘low’ to describe certain pitches. Although 

language may be a plausible explanation for the origin of some CMCs, contrasting 

findings (Korzeniowska et al., 2019; Parkinson et al., 2012) prompt the question of 

whether other variables than language are responsible for the formation of CMCs 

(McCormick et al., 2018; Parise & Spence, 2013; Parkinson et al., 2012). 

Furthermore, this linguistic link is not described pitch and size correspondences. 

A second theory suggests that CMCs originate from the statistical likelihood of 

certain sensory combinations perceived in our environment that are stored in 

memory (Parise & Spence, 2013; Spence, 2011; Spence & Sathian, 2020). For 

example, children typically have a higher pitched voice than adults (Lee et al., 

1999). In the animal kingdom, it has been observed that vocalization gets lower in 

frequency with an animal’s body size (Bowling et al., 2017). Also objects elevated 

in space usually resonate higher pitches than on the ground (Parise et al., 2014). 

Following this observation, CMCs may have their roots in statistical regularities, i.e. 

naturally learned rules and assumptions from our environment (Parise & Spence, 

2013; Spence, 2011; Spence & Sathian, 2020). 

 

So far there is only one study using fMRI to investigate the neural basis of simple 

pitch-based CMCs (McCormick et al., 2018). In this study, presumed pitch-elevation 

congruency were observed bilaterally in several regions, including the inferior 

frontal gyrus, the insula and the angular gyrus (McCormick et al., 2018). The 

findings of this first study remained inconclusive regarding the proposed 

hypotheses. However an addressed issue of the study was the implemented one-

back task since the demand for working memory probably interfered with cortical 

activity during any trial and condition (McCormick et al., 2018). An elaborated 

introduction to this study can be found in Jaap & Rose, 2024a. 
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Study aims and hypotheses: In our study the aim was to investigate whether 

distinct CMCs have common or differentiating underlying neural mechanisms and 

whether the regions involved in the effect are in favor of a given hypotheses about 

the origin of the CMC effect. For this purpose two pitch-based CMCs were utilized: 

The CMC effect regarding the combination of pitches with object sizes and pitches 

with elevated objects in space.  We hypothesize to observe an effect within the left 

inferior frontal gyrus (IFG), if pitch-elevation CMCs are language driven. We 

propose to most likely find an effect within areas known for attention and memory 

retrieval like the anterior cingulate cortex (ACC) or the AnG, if CMCs are based on 

statistical representations of our environment. 

 

2.3.2. Methods 

The study included 33 young, mentally and physically healthy participants. In each 

experiment, participants were simultaneously presented with a pair of visual and 

auditory stimuli that were either congruent or incongruent in accordance with the 

CMC effect (see Fig. 8 a). The visual stimuli were presented via a mirror mounted 

in front of the participants and the acoustic stimuli were presented via 

headphones. The task was to press a button which is in accordance with the visual 

stimulus as fast and precise as possible (see Fig. 8 b). 

 

Behavioral data acquisition and analyses 

A comparable investigation of pitch-based CMCs demonstrated that a conventional 

RT task exhibits suboptimal performance in the scanner (McCormick et al., 2018). 

We therefore implemented a congruence classification task, which was performed 

by each participant outside the scanner (see Fig. 8 c). This task was implemented 

to verify that participants showed the correct CMCs as intended by the in-scanner 

task. This task was central in our analysis of the behavioral data and served as a 

key measure for verifying the intended effects in the participants. All statistical 

tests on the behavioral data were performed in JASP (Version 0.16.1). 
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Figure 8. (a) Illustration of the congruent (left) and incongruent (right) stimulus 

pairs for the CMCs pitch-elevation (top) and pitch-size (bottom). (b) Sequence of 

events within a trial (here pitch-size). (c) Example of a trial in the matching task, 

which was performed outside the scanner. This image is reused from Jaap & Rose, 

2024a licensed under CC by 4.0. Deed - Attribution 4.0 International - Creative Commons 

 

 

fMRI data acquisition and analyses 

For each condition (congruent; incongruent), the hemodynamic response was 

modelled as an event-related design. After calculating contrast images per 

participant from onsets of each condition (main effects), these images were 

c) 

https://creativecommons.org/licenses/by/4.0/
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entered into a flexible factorial group level analysis. All further statistical 

comparisons were estimated on the group level.   

A global conjunction was estimated to test for common congruency effects 

between the distinct CMCs (Pitch-size (C > I) & pitch-elevation (C > I)). To test for 

differentiating effects between the distinct CMCs, an interaction analysis was 

conducted. To test selectively for enhanced neural effects of congruent trials in the 

pitch-size CMC we estimated an interaction contrast (Pitch-size (C > I) > pitch-

elevation (C < I)) and vice versa to test for enhanced neural effects of congruent 

trials selectively in the pitch-elevation CMC (Pitch-size (C < I) < pitch-elevation (C > 

I)). All reported whole brain fMRI effects were family wise error corrected (FWE, p 

< .05). 

 

There are hardly any studies on pitch-based CMCs performed with fMRI 

(McCormick et al., 2018; Spence & Parise, 2012). As a consequence, regions of 

interest (ROIs) were selected based on brain regions that, according to the 

proposed theories, are probably involved in the processing of the studied CMCs.  

To test for a statistically or environmentally driven CMC we included the ACC 

(Roelofs et al., 2006) and the AnG (Humphreys & Ralph, 2015). To test for 

language-related effects, we included the triangular part and the orbital part of the 

left IFG (Liuzzi et al., 2017) as our final ROIs. Significant fMRI effects within our 

ROIs were reported using a sphere with a radius of 10 mm, which was small 

volume corrected with FWE (p < .05). 

2.3.3. Results summary 

We were interested in whether participants show the expected classification of 

pairs in accordance with the CMC theory. Behavioral ratings of congruence 

indicated a substantial correspondence effect for pitch-size, as well as pitch-

elevation pairs (see Table 1).  

 

Table 1. Congruence classification of the distinct CMCs for congruent and incongruent 

stimulus presentations for pairs classified as matching. Displayed is the mean in percent 

for stimulus conditions (congruent, incongruent) within each distinct CMC (pitch-size, 

pitch-elevation) classified as matching, i.e. congruent. The maximum possible percentage 

for each presented condition (congruent; incongruent) in each distinct CMC was 100 % for 
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classifications of matching and not matching taken together, whereby only pairs classified 

as matching are presented.   

 

 

 

 

 

 

 

When analyzing the neural data, we were interested in finding the neural 

components of different CMC types to evaluate different and common neural 

mechanisms underlying pitch-based CMC effects.  

No common effects were found, however, clear differences between the distinct 

CMCs were observed when we tested for enhanced neural effects of congruent 

trials selectively in the pitch‑size CM (see Fig. 9 & Fig. 10). The interaction analysis 

pitch‑size (C > I) > pitch‑elevation (C < I) yielded significant effects in the whole 

brain (see Fig. 9) as well as certain regions of interest (ROIs, see Fig. 10).  

 

 

  Condition Pitch-size    Pitch-elevation          

  presented classified as classified as 

  matching 
 

matching                   

congruent  92    80.5                              

incongruent  23.6    31                                  
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Figure 9. Effects of the interaction for pitch-size with pitch-elevation (left), which tested 

for enhanced neural effects of congruent trials selectively in the pitch-size CMC. The 

contrast estimates for the corresponding region are shown on the right (blue = Pitch-size; 

orange = Pitch-elevation). Each bar reflects to the activation difference (C > I) within the 

specific region that is displayed on the left. FWE (peak-level; p < .05) corrected whole-

brain effects were observed in the SPL, the cerebellum and the HG. Error bars indicate the 

observed standard error within each contrast. The FWE corrected analysis at p < .05 was 

used to obtain the above images. This image is reused from Jaap & Rose, 2024a licensed 

under CC by 4.0. Deed - Attribution 4.0 International - Creative Commons 

 

 
  

 

Figure 10. Effects of the interaction for pitch-size with pitch-elevation (left), which tested 

selectively in the pitch-size CMC for enhanced neural effects of congruent trials. Contrast 

estimates for the respective region are displayed on the right (blue = Pitch-size; orange = 

Pitch-elevation). Each bar reflects the difference in activation (C > I) within the specific 

region. For the ROIs, FWE corrected small volume effects (peak-level; p < .05) were 

observed in the ACC, the AnG and in the IPS. The white box in the images on the left 

indicate the area of the ACC which was inside our ROI. The observed standard error within 

each contrast is indicated by the error bars indicate. A T value of > 4 was chosen to obtain 

the above images. This image is reused from Jaap & Rose, 2024a licensed under CC by 4.0. 

Deed - Attribution 4.0 International - Creative Commons 

2.3.4. Discussion 

Overall, indicated by the classification task performed outside the scanner, 

participants classified the presented congruent and incongruent stimulus pairs in 

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
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alignment with the CMC theory. The results suggest differential processing of 

congruent and incongruent stimuli starting already in early sensory systems. 

Greater effects in the HG were found for congruent stimuli in pitch-size and for 

incongruent stimuli in pitch-elevation. The ACC was involved in both CMCs, 

reflecting its role in the dynamic interplay between top-down and bottom-up 

multisensory processing (Benedict et al., 2002; Crottaz-Herbette, S; Menon, 2006). 

The AnG’s role in multisensory integration and memory-related attention (Cabeza 

et al., 2012; Humphreys & Lambon Ralph, 2015) was evident, particularly in the 

pitch-size CMC.  

Addressing the research goal of studying which mechanism potentially drive the 

studied CMCs, the observed results support the theory that statistical assumptions 

extracted from our environment provide a general basis for different CMCs given 

the observed effects in the AnG and ACC (Maimon et al., 2021; Pisanski et al., 2017; 

Spence, 2011; Spence & Sathian, 2020; Zeljko et al., 2019). However, further 

research is necessary to verify this assumption. Given that no region demonstrated 

significant activity supporting the language theory (tested in the left triangular and 

orbital parts of the IFG), our findings do not support the hypothesis that pitch-

elevation CMCs are driven by language. 

 

 Addressing the research goal of studying the relationship of different CMCs, we 

observed no common congruency effects between the distinct CMCs, however 

clear differential effects were found. Therefore, we argue in favor of the idea that 

different mechanisms drive the integration of stimulus features at least within 

different audio-visual CMCs (Evans & Treisman, 2010; Spence, 2011; Spence & 

Sathian, 2020).  

3. General Discussion & Future implications  

The aim of this cumulative dissertation was to examine the role of certain 

contextual aspects on cognitive processes as potential influencing factors for these 

processes. Throughout this dissertation the role of context has been elaborated in 

various cognitive processes: In emotion processing, the transition from implicit to 

explicit learning and in the processing audio-visual crossmodal correspondences. 

As the results of each study has already been discussed individually, the focus of 
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this section is on placing of the results in the broad field of context. Furthermore, 

based on the results presented throughout this dissertation, possible implications 

for future studies are elaborated. 

In the first study, which focused on emotion processing, a potential contribution of 

internal contextual aspects to the valence processing of latter presented 

ambiguous facial expressions was investigated. It was observed that differences in 

oscillatory activity regarding latter choices of valences occur already previous to 

stimulus presentation. Furthermore, a positive correlation of negativity bias with 

this difference in pre-stimulus oscillatory activity was found. These results lead to 

the conclusion that neural activity, i.e. internal contextual aspects, preceding 

stimulus presentation influence emotion processing. In line with prior research in 

various fields highlighting the modulating role of pre-stimulus activity on 

subsequent stimulus processing (Taesler & Rose, 2022; Winterling et al., 2019), 

our findings emphasize the necessity of considering pre-stimulus neural activity to 

achieve a more comprehensive understanding of the cognitive processes under 

investigation.  

Considering the findings of our first study, it would be interesting to further 

investigate which factors, such as expectancy of upcoming stimuli or mood, lead to 

differences in oscillatory activity of the perceived valences prior to the stimulus. 

Expectancy effects could be investigated by questionnaires as well as by 

manipulating the expectation of the upcoming stimulus (Baker et al., 2022; 

Sussman et al., 2017). This manipulation may be achieved through implementing 

different sounds instead of the neutral sound used in our study, which are 

associated with positivity (e.g. cheers) or negativity (e.g. boos or an error sound). 

However, the possibility that such sounds may influence mood must be carefully 

considered. According to a study by Manierka and colleagues (2021), mood 

fluctuations can affect the perception of the valence of facial expressions 

(Manierka et al., 2021). Therefore, future studies should investigate the role of 

mood in pre-stimulus oscillatory activity during the processing of facial 

expressions. In particular, it should be investigated whether mood fluctuations are 

reflected in pre-stimulus oscillatory activity and whether they show a causal 

correlation with subsequent valence ratings. We used a rather simple task design 

in our study. Considering that facial expressions are usually embedded in a 



 
37 

situational context, future studies could explore the role of pre-stimulus oscillatory 

activity under realistic social conditions. Previous research has shown that, 

particularly for ambiguous facial expressions, the context in which the facial 

expression is embedded tremendously influences processing of the facial 

expression. It was observed that a threatening context biased towards fearful and a 

safe context biased towards positive facial emotion recognition (Bublatzky et al., 

2020). It would be of great interest to test the transferability of our results to 

realistic social conditions. Especially for understanding as well as developing new 

approaches to treat mental disorders such as depression, in which the negative 

bias in facial emotion processing plays a major role (Beck, 2008; Joormann & 

Gotlib, 2006), performing further research on the role of pre-stimulus activity in 

emotion processing might be beneficial to gain new insight on the underlying 

mechanisms of these conditions.  

The second study focused on the role of environmental contextual aspects on the 

transition of implicit to explicit memory in a sequential-association task. We found 

a greater amount of explicit memory achieved in the group that performed the task 

in an enriched environment compared to the group that performed the task in a 

conventional setup, which underpins the crucial role of environmental contextual 

factors on learning mechanisms.  

It may be of interest to study encoding and retrieval of learnt knowledge in the 

same environment in future studies. In our study, the amount of learnt material 

was comparable between both learning environments. Previous studies showed 

that learning and retrieving the learnt material in the same environment facilities 

learning (Godden & Baddeley, 1975; Schwabe & Wolf, 2009). A greater amount of 

learnt material in VR compared to 2D environments could potentially be found if 

both encoding and retrieval were performed in VR. Methods such as EEG and fMRI 

would be of great interest to understand underlying neural processes which are 

involved in greater explicit than implicit knowledge acquired by enriched 

environments. However, it remains challenging to use modern VR devices when 

using common EEG or fMRI setups. The VR goggles are usually heavy and need to 

be fixated via straps on the participants head (see for example the HTC Vive or the 

Meta Quest). The pressure on the electrodes beneath the straps likely produce 

artifacts especially when the participant is moving. Restricting the participant's 
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movements seems to be a neat way to avoid some of the artifacts, but it has the 

disadvantage that the full potential of VR cannot be used, i.e. the engagement with 

the VR environment is limited. This limitation of engagement with the 

environment also applies for the use of VR setups in fMRI. At least some 

workarounds have already been developed to address some of the mentioned 

challenges of combining of EEG and VR. These workarounds include for example 

using fewer electrodes or directly implanting electrodes into the VR device or into 

headbands (Hongbian, Li et al., 2024). These solutions are, however, not 

compatible with the normal EEG setups such as the active electrodes (actiCap slim, 

Brain Products, Gilching, Germany) that were used in our first study. However, in 

order to gain more insight into the potential benefits of VR or augmented reality on 

processes such as learning and memory, further studies are needed. 

Understanding the impact and potential benefits of technologies such as VR or AR 

on mechanisms such as learning is of great value for various sectors such as the 

games industry or for the development of new ways of teaching knowledge in 

schools (Kye et al., 2021).  

When investigating the origin of distinct pitch-based CMCs in the third study, the 

environmental contextual aspect, especially the process of learning that certain 

stimulus combinations likely belong together, seems to be crucial in the process of 

acquiring such correspondences. On the other hand, we found that a cultural 

aspect, specifically language, might not be the main driver for these 

correspondences.  

Future research is essential to further explore the context specificity of the CMC 

effect as well as the role of the environment in forming such CMCs. Previous 

studies have led to the suggestion that CMCs may be linked to Bayesian decision 

theory (Parise, 2016; Tong et al., 2020), wherein prior experiences shape the 

perception of upcoming stimuli. These studies suggest that CMCs are based on 

previous experience, which is in line with the results of our study. Additionally, 

research investigating whether CMCs are innate or learned provides strong 

evidence that they are predominantly shaped by learning (Parise & Spence, 2013; 

Parise, 2016; Parise et al., 2014; Spence & Deroy, 2012). Interestingly, in contrast 

to synesthesia, a phenomenon that is characterized by the occurrence of an 

experience in one sensory domain, which is accompanied by an involuntary 
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experience within another sensory domain, e.g. specific letters elicit certain colors 

(Kadosh & Henik, 2006; Ramachandran & Hubbard, 2001), the pairing of the 

stimulus features in CMCs is not absolute (Chiou & Rich, 2012; Spence & Sathian, 

2020). When two differently pitched tones are presented, the tone with the highest 

pitch is associated with the elevated object. Similarly, the small object will be 

matched with the higher tone and the bigger object will be matched with the lower 

tone as long as there is a relative difference between the tones and sizes. This also 

means that the assignment of congruent and incongruent, e.g. pitch-size or pitch-

elevation pairs, is based solely on the context provided by the experiment 

(Brunetti et al., 2018; Chiou & Rich, 2012). Future studies should investigate to 

which extent CMCs may be a phenomenon that is bound to laboratory settings by 

further investigating origin of CMCs by also taking natural environments into 

account in studies. It also remains an open question to which extent certain CMCs 

may also depend on other factors than prior acquired knowledge such as for 

example task dependent stimulus salience (Chiou & Rich, 2012).  

4. Conclusion 

In the introduction of this dissertation, fields of research were introduced in which 

certain aspects of context have been shown to critically influence certain 

processes. The results presented and discussed in this dissertation emphasize the 

importance of considering context as a valuable factor influencing cognitive 

processes. This dissertation extended the existing knowledge by demonstrating 

that internal contextual aspects prior to the stimulus influence the processing of 

emotional valence and that environmental contextual factors facilitate the 

conscious access to implicit acquired knowledge and finally, it contributed to 

understanding of the underlying neural processes of CMCs.   

Context is always present, however, its operationalization remains challenging due 

to its diffuse nature (Stark et al., 2018). It has been demonstrated that various 

aspects of context can tremendously influence cognitive processes. Rather than 

focusing on context a whole, it may be more useful to examine the role of specific 

aspects of context in cognitive processing. The knowledge that context 

encompasses a rich set of aspects whereby some of them may influence how the 

brain processes information more than others, may help to be able to find the 
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missing pieces in understanding certain cognitive processes. Studying the 

influence of different aspects of context on cognitive processes may also provide 

insights into the underlying mechanisms of disorders such as depression and 

potentially contribute to modifying the way knowledge is taught in schools in the 

future. 

5. Abbreviations 
 
ACC Anterior cingulate cortex 

AnG Angular gyrus 

BDI-2 Beck depression inventory 2 

C Congruent 

CA Cornu Ammonis 

CMC Crossmodal correspondence 

dB Decibel 

EEG Electroencephalography 

eoi Effect of interest 

EPI Echo planar imaging 

fMRI functional magnetic resonance imaging 

FWE Family wise error 

FWHM Full widths half maximum 

HG Heschls’ gyrus 

I Incongruent 

IPS Intraparietal sulcus 

ITI Inter trial interval 

LOPOCV Leave-one-participant-out cross-validation 

MVPA Multivariate pattern analysis 

ROI Region of interest 

RT Reaction time 

SD Standard deviation 

SEM Standard error of the mean 

SPL Superior parietal lobule 

SPM Statistical parametric mapping 

STAI State trait anxiety inventory 
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TFA Time frequency analysis 

VR Virtual reality 
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Tools 

ChatGPT version 3.5 & 4, OpenAi: chatgpt.com  

 Improve sentences and passages for their readability and flow 

 Editing passages to fit the intended meaning of the passage 

 Translating purposes  

DeepL Translate, Deepl SE: https://www.deepl.com/translator 

 Translate words, sentences and passages in order to verify their meaning  

DeepL Write, Deepl SE: https://www.deepl.com/de/write 

 Improve sentences and passages for their readability and flow 

Scite_ Assistant: https://scite.ai/assistant 

 Fine tuning literature search  

Scite_ smart Citations plugin for Mozilla 

 Fine tuning literature search  
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7.1. Study 1:  Processing of emotional facial expressions is 
affected by preceding oscillatory activity                    

 
Jaap C, Rose M. (2024). Relevance of pre-stimulus oscillatory activity for the 
perceived valence of emotional facial expressions. Scientific Reports. 14(1):19263.  
https://doi.org/10.1038/s41598-024-69433-0 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
55 

 

OPEN    Relevance of pre‑ stimulus 
oscillatory activity for the 
perceived valence of emotional 
facial expressions 

Carina Jaap & Michael Rose  

The interpretation of emotional facial expressions is crucial in 

everyday social interactions, and rapid processing of these 

expressions is necessary. Although extensive research has shed light 

on the mechanisms involved in facial expression processing, there is 

limited research on the potential role of the state of neural activity 

that directly precedes the occurrence of a face. Here, we investigated 

the potential modulatory role of pre‑ stimulus oscillatory activity in 

emotional facial expression processing. We tested emotional facial 

processing in two experiments, one utilizing artificial and the other 

natural facial expressions. The participants had to evaluate the 

emotional valence of the presented ambiguous facial expressions. In a 

univariate analysis, differences in the oscillation activity of the later 

rated valence of the faces were observed in both experiments, and 

these differences were observed even before the presentation of the 

facial expressions. Importantly, two different multivariate approaches 

directly supported the relevance of pre‑ stimulus oscillatory activity by 

exclusively using pre‑ stimulus oscillatory data to predict the perceived 

valence of the latter rated facial expression across the two 

experiments within as well as across subjects. The behavioral data 

shows the often observed negativity bias, i.e. ambiguous faces 

resulted in the tendency to rate them as negative. This negativity bias 

was related to neural activity modulations in the pre‑ stimulus period 

and also within post‑ stimulus processing related activity. These 

findings underscore the significance of pre‑ stimulus oscillatory 

activity in facial expression processing, indicating a functional role of 

ongoing neural states that affects the processing of facial expressions 

and constitute a basis for the well described negativity bias. 
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Human faces are one of the main visual stimuli we encounter on a daily basis. 
Alongside information about a person’s identity, facial expressions play a crucial 
role in social interactions as they provide insight about a person’s affective state1–3. 
As facial expressions contain such valid information and are essential for social 
communication, humans become very precise in classifying them3,4. Not only are 
humans precise in recognizing emotional facial expressions, they are also fast in 
processing them 3,5,6. Previous studies using EEG have shown that effects of 
emotional facial expressions can be observed as early as 50–100 ms after stimulus 
presentation5. These early effects were found primarily extending until 200 ms 
posterior to an emotional facial expression5–13, and were found for both positive 
and negative emotional expressions9,12,14. Studies using neural imaging have 
proposed a theory of a close relationship between the amygdala and early facial 
emotion processing, especially in fear 15,16. It has been hypothesized that the fast 
and automatic processing of emotional facial expressions occurs via processing 
pathways of the amygdala and thalamus 16,17, amongst other regions. In addition to 
these early effects, late effects have been observed in emotional face processing, 
typically emerging around 300–400 ms after stimulus presentation11,18–20. It is 
hypothesized that early processing operates through automatic, bottom-up 
mechanisms driven by visual processing, whereas later processes are likely 
influenced by top-down mechanisms 11.  
However, emotional processing is strongly affected by different stimulus- 
independent factors like mood 21, and mood dependent disorders like anxiety 22–

24,depression25, social connectedness 26 and stress 27. The modulatory effect of 
stimulus-independent factors on the processing of emotional stimuli can be 
assumed to be reflected in pre-stimulus neural activity, but this pre-stimulus 
neural activity has not been directly examined for emotional face processing yet. 
Nevertheless, evidence from studies manipulating the anticipation of certain 
subsequent emotional28,29 or  facial30 stimuli suggest that pre-stimulus oscillations 
differ depending on the anticipated emotional stimulus. Research in other domains 
has already emphasized the significance of pre-stimulus activity in the processing 
of forthcoming stimuli. Studies on pain perception, for instance, have revealed that 
an individual’s brain oscillations preceding the experience of a painful stimulus can 
notably predict their perception of pain intensity31,32. Studies addressing memory 
encoding 33–36 or visual perception 33,37 have also found a modulation of stimulus 
processing by oscillations preceding the stimulus.  
Another important factor to consider in emotion processing is the interpretation 
bias. While humans demonstrate proficiency in categorizing distinct facial 
expressions, an interpretation bias may arise under certain conditions. An 
interpretation bias entails perceiving the presented emotional facial expression as 
either more positive or more negative than intended 26,38. To study interpretation 
bias in face processing, facial stimuli such as morphs between two unambiguous 
emotions 39 or faces expressing surprise 23,38 are often used. These facial 
expressions entail a unique challenge since they can evoke both positive and 
negative interpretations. When presenting an ambiguous expression, the ideal 
interpretation of the rating of these would be evenly split between positive and 
negative valence. However, ambiguous expressions can elicit an interpretation 
bias, particularly when no context is given. This bias tends to be negative and is 
therefore also referred to as negativity bias 38,40. A negativity bias has been 
observed in both clinical 25 as well as healthy populations26,40,41. 
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In clinical populations, i.e. individuals with a mood disorder, an attention bias for 
negative expression as well as a specific sensitivity for sadness was observed when 
categorizing facial expressions 25,42,43. However, with interventions such as a 
cognitive bias modification, the negativity bias can be modulated as some studies 
show 44,45. The ability to modify a negativity bias in mood disorders, such as 
depression, is crucial since a negative information processing bias is believed to 
play a major role in the cause and treatment of these disorders46. Identifying and 
adjusting the origins of negativity bias would be a significant advancement in 
conventional therapeutic approaches. This is particularly important given the 
unwanted side effects associated with conventional therapeutic substances and 
their high placebo response 47,48. 
In healthy participants, a negativity bias is observed in studies in which ambiguous 
stimuli are presented without a specific context 41. This negativity bias can be 
modified, e.g. by practicing mindfulness, which leads to more shifts towards 
positive interpretations of ambiguity27. In addition to mindfulness training, age 
also appears to have a positive effect on the processing of ambiguous emotions in 
healthy participants49–51. Further, it was shown that the manipulation of 
expectancy prior to an emotional face can also shift the consecutive emotional 
processing52. These results indicate the importance of stimulus-independent 
processes, and it can be assumed that a relevant aspect of the processes underlying 
a negativity bias is reflected in pre-stimulus activity. Therefore, we aimed to 
examine the modulatory impact of pre-stimulus activity on the processing of 
subsequent emotional facial expressions. 
Using EEG, we address the questions of whether pre-stimulus oscillations are 
relevant for the perceived valence of subsequent ambiguous facial expressions and 
whether these pre-stimulus oscillations correlate with the commonly found 
negativity bias. To test this, all participants were presented with facial stimuli that 
showed surprised facial expressions and were asked to classify the perceived 
valence of the faces. 
We selected two distinct sets of facial stimuli to replicate the study within 
participants. Consequently, our study consisted of two experiments, with each 
participant engaging in both. In Experiment 1, we presented artificial faces and in 
Experiment 2, we present natural human faces from the Karolinska database 53 
(see “Materials and methods” section for more information on the stimuli). Given 
that both natural and artificial emotional facial expressions are recognized equally 
well, as observed in a study in which participants rated different emotions in facial 
expressions displayed on natural as well as artificial faces54, we did not anticipate 
substantial differences between the results of the two experiments. The rationale 
behind employing two distinct sets of stimuli was to gain a more comprehensive 
understanding of the potential involvement of pre-stimulus oscillations on 
subsequent emotion processing across different stimulus attributes. Consequently, 
the objective was not to investigate the differences between the two experiments 
but rather to assess the probable involvement of pre-stimulus oscillations on 
emotion processing independent of the nature of the emotional expression that is 
subsequently presented. 
Therefore, to achieve a more general conclusion about the relevance of pre-
stimulus neural activity in latter emotion processing, we used two multivariate 
classification approaches. One approach was performed at subject- and the other 
at group-level. The latter was performed to gain insight on a probable participant 
and stimulus overarching pattern in the pre-stimulus period between differently 
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perceived valences of subsequent presented emotional facial expressions. In both 
approaches the classifier was trained on pre-stimulus oscillatory activity data of 
Experiment 1 and tested on pre-stimulus oscillatory activity data of Experiment 2. 
The multivariate approach also reflects the multiple contributors that can be 
assumed to constitute emotional processes and corresponding modulatory factors 
like stress 27, anxiety23 or mood 21. Therefore, a multivariate approach may provide 
valuable insights into the nuanced differences of complex emotional processing 
compared to a univariate approach. 

Materials and methods 

Participants 
Fifty-eight participants took part in this study (37 females, age = 26.6 ± 4.1 years). 
All our methods were carried out in accordance with the relevant ethical 
guidelines and regulations and the experimental protocols were approved by the 
Ethics Committee of the General Medical Council Hamburg (PV7022). The 
participants were recruited via an online job platform. All participants gave their 
written informed consent prior to the experiment and were paid an expense 
allowance of 10 €/h. The inclusion criteria for this study were 18–35 years of age, 
physically and mentally healthy, normal or corrected to normal vision and normal 
hearing. Further exclusion criteria contained frequent use of medication except for 
birth control. 
In Experiment 1, 11 participants had to be excluded from the final sample (5 due to 
a lack of remaining trials after pre-processing, 4 due to technical issues and 1 due 
to excessive movement), resulting a final sample size of 48 participants (33 
females, age = 26.6 ± 4.1 years). In Experiment 2, 19 participants had to be 
excluded from the final sample (7 due to technical issues, 10 due to lack of 
remaining trials after preprocessing, and 2 due to excessive movement). This 
resulted in a final sample size of 39 participants (24 females, age = 26.7 ± 4.2 
years). 

Procedure 
After giving written informed consent, each participant filled out the germane 
versions of the Becks depression inventory 2 with 21  items55 (BDI-2) as well as 
the state trait anxiety inventory with 20 items  each56 (STAI-Y). After filling out the 
inventories, the participants were seated onto a comfortable chair in a dimly lit, 
and shielded room. An oral instruction of the task was given by the experimenter, 
followed by a written instruction on the computer screen. The participants were 
instructed to decide whether the perceived valence of a presented face was 
negative or positive. The participants were also informed about a third choice 
labelled as ‘neutral’. However, they were also informed that the facial expressions 
would never be neutral and that they should ideally choose between a positive or 
negative valence for the facial expression. If the participants were unsure, they 
were advised to choose ‘neutral’ instead of guessing one of the two valence 
options. To log their answer, the participants had to click on one of three buttons 
on a mouse. The participants were instructed to choose between a negative or 
positive valence using the left and right buttons respectively, while the middle 
mouse button could be used to choose the neutral option. The buttons for negative 
and positive valences were marked in red and green respectively. The participants 
were informed that the task was not a speeded decision task, but that they were 
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expected to make a decision within a maximum of 4000 ms. Each trial began with a 
2000 ms presentation of a fixation cross. Then, a neutral sound was played for 500 
ms. The fixation cross was still present while the sound played and remained on 
the screen for 1500 ms after the sound had ended. Next, an image of a face was 
presented for 200 ms (see Fig. 1). Subsequently, a fixation cross was presented for 
1800 ms, followed by the response selection. The participants were instructed to 
select the valence they perceived on the face. The trial ended when the participant 
clicked a button on the mouse, or after 4000 ms if there was no response. There 
was an inter-trial interval (ITI) of 2000 ms between trials. The experiment 
consisted of two parts. In Experiment 1, 14 different artificial faces were presented 
in 210 trials (for more information see “Stimuli” section). In Experiment 2, 68 
different natural human faces were presented. Each face was only presented once, 
therefore Experiment 2 consisted of 68 trials. We chose not to repeat the natural 
faces to avoid possible memory effects of the previously rated valence, since the 
facial features were quite distinct between the natural faces. The order of the two 
parts remained the same for each participant, as the real human faces were more 
salient and might influence how the artificial faces would be perceived. There was 
a short break between the two experiments and breaks were also provided within 
each experiment. 
 
Stimuli 
The visual stimuli in Experiment 1 consisted of 14 artificial faces (7 male, 7 female) 
created with FaceGen (FaceGen Modeller Core, Version 3.22). The age parameter 
for all generated faces was set to 20, and the nationality was specified as ‘typical 
European’. To induce a slightly more natural, i.e. imperfect, appearance, an 
asymmetry value of 0.5 was applied. To create emotional expressions, we used 
FaceGen’s pre-defined discrete emotional expressions, which have intensities 
ranging from 0 to 100%. Each of our faces was set to 60% surprise in the FaceGen 
Modeller. This percentage resulted in a balanced distribution of valence ratings in 
the pilot measurements. The visual stimuli in Experiment 2 consisted of 68 natural 
faces (34 male, 34 female) from the Karolinska database57. All images consisted of 
frontal faces from the Karolinska Directed Emotional Faces A series showing 
surprised faces. The images (6° 17′ 0.77′′) were presented on a computer screen 
(23″, refresh rate 60 Hz, ~ 1 m distance from the participant). The images and 
sounds were presented with Presentation® software (Version 22.01, 
Neurobehavioral Systems, Inc., Berkeley, CA). The neutral sound was created with 
Audacity® software (Version 2.4.1.) and consisted of a 500 Hz sine wave as a base, 
with a fade out towards the end of the 500 ms duration. The sound was presented 
through two speakers (HD 201, Sennheiser, Germany) one on each side of the 
screen. The volume of the sound was adjusted to a comfortable level for each 
participant. 
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Figure 1.  (A) Timeline of a trial in the experiment with an example of an image 
used in Experiment 1. The timeline of trials was identical in both experiments. (B) 
Example images used in the experiments. Experiment 1 contained artificial images 
of faces created with FaceGen (left) and Experiment 2 natural images of faces from 
the Karolinska data  base57 (https:// kdef. se/; right, shown here as an example is 
AF01SUS). All images resemble surprised faces. 

 

Analysis of behavioral data 
The analysis was performed using R (Version 4.3.1). We computed the percentage 
of negative ratings in relation to all ratings for each participant individually in each 
experiment in the final sample. Subsequently, we calculated the means and 
standard deviations of the percentage of negative ratings relative to all ratings 
separately for each experiment. For the participants in the final sample whose data 
sets from both experiments were usable for EEG analysis (N = 36), we performed 
group-level statistics. We performed a paired t-test on the percentage of negative 
ratings relative to all ratings across both experiments. We then computed a 
Pearson correlation coefficient between the percentage of negative ratings (in 
relation to all ratings) and the BDI-2 as well as the STAI within each experiment.  
 
Analysis of EEG data  
Acquisition 
The EEG signal was recorded from 64 active electrodes (actiCap slim, Brain 
Products, Gilching, Germany) placed according to the 10–20 system. The recording 
took place in an electrically shielded and sound-attenuated room. The ground 
electrode was placed at the inion (Iz). The online reference was at FCz and was 
later offline rereferenced to a common average reference. To monitor eye 
movements, three EOGs were placed on the face. Two were placed on the canthi of 
the eyes and one was placed under the left eye. Fp1 was used as an additional EOG 
above the left eye. The electrodes were filled with high-viscosity electrolyte-gel for 
active electrodes (SuperVisc, EasyCap GmbH). Electrode impedances were kept 
below 10 kΩ. The EEG signal was amplified with a low cutoff frequency of 0.5 Hz 
and was recorded with a sampling rate of 500 Hz. 

https://kdef.se/
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Preprocessing 
The EEG signal was processed offline using the FieldTrip toolbox 58 (Version 
20220632; https:// www. field tript oolbox. org/) implemented in MATLAB 
(Version 2020a, The MathWorks Inc, Natick, Massachusetts, USA). Epochs from − 
2000 to 2000 ms relative to the onset of the face stimulus were extracted over the 
whole dataset. Manual artifact rejection was applied. During manual artifact 
rejection, we eliminated trials that contained muscle noise, eye blinks in close 
proximity to the stimulus onset and trials in which the behavioral responses were 
given too early, i.e. responses given more than 200 ms before the decision window 
began, which was presented 1800 ms after the presentation of the face ended. 
Afterwards, an independent component analysis was performed to remove eye 
movement, blinks, cardiac, and muscle artifacts based on visual inspection of the 
time course, spectrum, and topography of each component. The re-referencing was 
then performed followed by another manual artifact detection and rejection 
followed to remove any remaining artifacts. In rare cases, where a channel was 
interpolated, the channel was removed prior to the independent component 
analysis and interpolated after the re-referencing59. After the pre-processing was 
finished, the remaining trials were separated based on the valence response of the 
participant, i.e. negative and positive ratings of the faces. In Experiment 1, only 
trials of ambiguous-rated faces, i.e. faces rated as both negative and positive, were 
considered in the further analysis. In Experiment 1, in which we presented 210 
trials in total, a mean of 81 (SD = 21) trials remained for the negative and a mean 
of 68 (SD = 28) remained for the positive-rated faces. For the analysis of the time–
frequency EEG data, only trial numbers that were equalized between the two 
perceived valences were used. The trial number of the rated valence with more 
trials was adjusted to match the trial number of the rated valence with fewer trials 
by randomly selecting an appropriate number of trials from the larger set of trials 
(mean number of trials for both valences = 59; SD = 20). The inclusion criterion for 
the analysis of the effective number of trials per rated valence for each participant 
was 10. In Experiment 2 all natural facial stimuli were presented only once and 
therefore all remaining trials after the pre-processing were taken into account for 
the further analysis. In Experiment 2, in which we presented 68 trials in total, a 
mean of 38 (SD = 9) trials remained for the negative and a mean of 19 (SD = 6) 
remained for the positive-rated faces. For the analysis of the time–frequency EEG 
data, only trial numbers that were equalized between the two perceived valences 
were used. The trial number of the rated valence with more trials was adjusted to 
match the trial number of the rated valence with fewer trials by randomly selecting 
an appropriate subset from the larger set of trials (TFA; mean number of trials in 
both valences = 19; SD = 6). The inclusion criterion for the analysis for the effective 
number of trials per valence for each participant was 10. We applied the following 
steps of analysis concerning the time–frequency decomposition consistently across 
both experiments. 
 
Time–frequency decomposition 
We conducted a time–frequency decomposition using the method mtmconvol in the 
MATLAB toolbox FieldTrip58 (https://www .fiel dtrip toolbox .or g). The 
decomposition encompassed frequencies ranging from 2 to 120 Hz with a 
frequency resolution of 1 Hz for the time-interval of -2000 to 2000 ms. We applied 
a wavelet convolution with a Hanning taper. A 500 ms sliding window was applied, 

https://www.fieldtriptoolbox.org/
https://www.fieldtriptoolbox.org/
https://www.fieldtriptoolbox.org/
https://www.fieldtriptoolbox.org/
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moving in 50 ms time steps. The temporally and spectrally decomposed data 
underwent normalization through the application of a baseline correction 
expressed in decibels (dB). The raw power values were corrected by calculating 
the ratio between the power values at each time point for each frequency band and 
the mean power of the baseline period for the same frequency band. The resulting 
Ratio values were then converted to dB by taking their base 10 logarithm and 
multiplying by 10 59. The baseline period used for this approach spanned from − 
1500 to − 500 ms relative to stimulus onset. Baseline correction was performed 
utilizing the implemented function within FieldTrip 58 toolbox (https://www .fiel 
dtrip toolbox .or g). 
 
Statistical analysis of EEG data 
Group‑level analysis of time–frequency decomposed data 
Our aim was to test whether pre-stimulus oscillations are related to processing of 
later presented ambiguous facial expressions by studying differences of the time–
frequency spectra in dependence to perceived valence of emotional facial 
expressions. For this purpose, two experiments with different stimulus material 
were performed. The statistical analysis of the time–frequency data was performed 
separately for each experiment. For the grouplevel analysis, paired samples t-tests 
were performed on the power spectrum of the temporally and spectrally 
decomposed data for the two emotional valences, i.e. negative and positive, using 
the implemented Fieldtrip function. The calculated t-values were then corrected 
using nonparametric cluster-based permutation tests as implemented in the 
Fieldtrip toolbox60 (method = montecarlo, cluster threshold = nonparametric-
individual, alpha = 0.025, number of randomizations: 2000; frequency: 2 to 60 Hz). 
We performed the analysis over the time-window of − 500 to 1500 ms relative to 
stimulus onset. 
 
Correlation between oscillatory data and interpretation bias 
We aimed to determine whether negativity bias correlates with the differences of 
the time–frequency spectra of the two perceived valences of facial expressions, 
independent of the different facial stimuli used in the experiments. We were 
interested in this correlation irrespective of the different facial stimuli used in the 
experiments. Therefore, we combined the time–frequency spectra of both 
experiments. To test for a relation of the negativity bias, i.e. negative ratings in 
percent in relation to all ratings, and the difference in oscillatory power in 
perceived valence (negative–positive rated faces), we used the implemented 
correlation function in FieldTrip 58 (https:// www.fiel dtrip t oolbox. org). To 
prepare for the correlation analysis, the difference in oscillatory power between 
negative and positive rated faces was calculated for each participant for each 
channel-time–frequency data point in the range of 2–60 Hz and − 500 to 1500 ms 
relative to stimulus onset. The trials were the same as those used in the main 
group level analysis, i.e. the number of positive and negative rated trials were 
equalized within participant. The difference values were then correlated with the 
percentage of negative ratings (in relation to all ratings) of each participant by 
computing a Pearson correlation coefficient. The cluster-based permutation 
correction described in Group‑level analysis of time–frequency decomposed data was 
applied to the data to correct for multiple comparisons. 

 

 

https://www.fieldtriptoolbox.org/
https://www.fieldtriptoolbox.org/
https://www.fieldtriptoolbox.org/
https://www.fieldtriptoolbox.org/
https://www.fieldtriptoolbox.org/
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Multivariate pattern analysis (MVPA) 
In order to test the differences in the time–frequency spectrum in the pre-stimulus 
time-window in dependence of the perceived valences across both experiments61 
at subject-level, cross-decoding was performed utilizing the MVPA Light toolbox in 
Matlab 62. The trials from each participant, used in the univariate analysis of each 
experiment, were also employed for the MVPA. This means, that the trial numbers 
of each of the two perceived valences (positive and negative) were equalized 
within participants, as in the univariate group-level analysis. However, no baseline 
correction was applied to the data, since single-trial data are used for the MVPA 
and all critical information should remain in the data. Only participants for whom 
we had data from both experiments were included in the cross decoding analysis 
(N = 36; mean trials Experiment 1 = 62, SD = 20; mean trials Experiment 2 = 19, SD 
= 6). 
The data from each participant in Experiment 1 were utilized to train a Support 
Vector Machine (SVM). The trained SVM was then tested on the data of Experiment 
2 from the same participant. The time-window of interest ranged from − 1000 to − 
200 ms before visual stimulus onset to ensure that the decoding is based on pure 
pre-stimulus data. This time-window ensured the testing of purely pre-stimulus-
driven differences in perceived valence and allowed for the assessment of the 
stability of the effect over a large window of 800 ms. In contrast to testing the 
MVPA over the window of − 2000 to − 1000 ms, this window was chosen to test 
the activity directly preceding and therefore in direct relation to the onset of the 
stimulus, without any overlap with the post-stimulus window. On the subject level, 
the high dimensional time–frequency decomposed data were reduced to two 
dimensions by averaging across the time domain (channels = 60; frequency = 2–60 
Hz). Both channel and frequency served as features for the SVM and accuracy was 
used as metric. The hyperparameter C was obtained through grid search 
implemented in the MVPA Light toolbox. For the statistical analysis, we performed 
a binomial test on the accuracy results of each participant using the  
MVPA Light toolbox62. Within the binomial test, a binomial distribution is used to 
calculate the p-value of each accuracy61. The output is a mask, in which all 
accuracies that reach significance are used for further analyses. Subsequently, we 
identified the highest accuracy value within this mask for each participant and 
computed the general mean accuracy of these peak accuracies across all 
participants. If no values remained within the binomial mask, we utilized the 
maximum accuracy from the original accuracy results. To test whether the 
accuracies over all participants are different from chance level, the peak accuracies 
from the binomial analysis were compared to the chance level of 0.5, since 
accuracies range between 0 and 1, using a one-sample t-test. 
In order to test the differences in the time–frequency spectrum in the pre-stimulus 
time-window in dependence of the perceived valences across both experiments 61 
on group level, we performed cross-decoding implementing leave-one-participant-
outcross-validation (LOPOCV) using the MVPA Light toolbox in Matlab 62 as a 
second MVPA approach. 
The number of trials, participants, and the pre-stimulus window used for the 
MVPA at group-level remained the same as for the MVPA performed at subject-
level. On the subject level, the high dimensional time–frequency decomposed data 
were reduced to two dimensions by averaging across the time domain (channels = 
60; frequency = 2–60 Hz). The data was then z-transformed. Both channel and 
frequency served as features for the SVM and accuracy was used as metric. The 
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hyperparameter C was obtained through grid search implemented in the MVPA 
Light toolbox. The SVM was trained with the pooled data of 35 participants. The 
trained SVM was then tested on the data of Experiment 2 of the left out participant. 
This procedure was repeated until the data of each participant was once used as 
test data. 
The statistical analysis of the MVPA at subject-level was implemented again on the 
results of the MVPA performed at group-level. 

Results  

Behavioral results 
During the experiment, the participants saw pictures of different faces (artificial 
faces in Experiment 1 and natural faces in Experiment 2). The faces expressed an 
ambiguous emotion and the participants had to rate these emotional expressions 
as positive or negative. We expected to see a negativity bias in the face ratings and 
this assumption was confirmed in our behavioral data, i.e. more faces were rated 
as negative in both experiments and this negativity bias was highly variable across 
participants. 
The mean percentage of negative ratings in percent from all ratings over all 
participants, i.e. the negativity bias, was lower for Experiment 1 (M = 55%, SD = 
14%; data range = 32–87%; N = 48; see Fig. 2) compared to Experiment 2 (M = 
65%, SD = 11%; data range = 38–82%; N = 39; see Fig. 2). An overall wide spread 
distribution across the participants’ ratings in both experiments was observed (see 
Fig. 2). The group statistic over both experiments showed a significant difference 
between the negativity bias in the two experiments (t35 =  − 3.77; p < 0.001). 
Since depression as well as anxiety are known to influence emotion processing, 
each participant filled out both the BDI-2 as well as the STAI-Y questionnaires 23,25. 
The mean scores for the questionnaires are displayed in Table 1. The potential 
range for the BDI-2 scores are 0 to 63, while in our sample, the scores ranged from 
0 to 12. As for the STAI-S and STAI-T, their possible ranges are 20–80 respectively. 
In our sample, the STAI-S scores ranged from 20 to 41, and the STAI-T scores 
ranged from 20 to 44. 
To test if there is an association between the negativity bias and depressive or 

anxious tendencies, we computed a Pearson correlation coefficient between the 

negativity bias and the BDI-2/STAI-S/STAI-T scores. We found no significant 

correlation between the ratings and the BDI-2 or STAI-S/STAI-T scores in both 

experiments (see Table 2).  

 

Electrophysiology results  
Our EEG results show clear differences between subsequently positively and 

negatively rated ambiguous facial expressions in pre- as well post-stimulus time 

intervals. These differences in oscillatory power indicated an overall stronger 

effect for facial expressions subsequently rated as negative. The cluster-statistic of 

the comparison of the time–frequency spectra of the two perceived valences, 

resulted in one significant positive cluster in Experiment 1 (p = 0.0135) as well as 

Experiment 2 (p < 0.001). In Experiment 1, the cluster comprised all 60 channels 

and frequency ranges from 2 to 49 Hz. The peak within the pre-stimulus time-

window was observed in channel FC4 (4 Hz, t47 = 3.4; see Fig. 3C), and the peak 
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within the post-stimulus time-window was observed in channel CPz (16 Hz, t47 = 

5.7). In Experiment 2, the cluster comprised all 60 channels and frequency ranges 

from 2 to 39 Hz. The peak within the pre-stimulus time-window was observed in 

channel AF8 (23 Hz, t38 = 4.6; see Fig. 4C), and the peak within the post-stimulus 

time-window was observed in channel F1 (16 Hz, t38 = 6.3). An overview of the 

results of all channels for both Experiment 1 and 2 can be found in Fig. 1 of the 

supplementary material.  

 

Figure 2.  The distribution of negative ratings in percent from all ratings for 
Experiment 1 (N = 48; data range = 32–87%; left) and Experiment 2 (N = 39; 
data range = 38–82%; right) faces that expressed ambiguous emotions. Each dot 
represents the negative rating in percent from all ratings of a participant. 

 

Experiment 

Questionnaire   

BDI-2 STAI-S STAI-T 

1 (artificial) 4.04 ± 3.33 30.6 ± 5.42 30.58 ± 6.71 

2 (natural) 4.13 ± 3.29 31.18 ± 5.82 31.56 ± 7.81 

Table 1.  Mean and standard deviation of the BDI-2 and STAI-S/STAI-T subscales. 
As the group sizes differed between the experiments, the means and standard 
deviations were calculated for each experiment separately. The potential range for 
the BDI-2 scores are l0 to 63, while in our sample, the scores ranged from 0 to 12. 
As for the STAI-S and STAI-T, their possible ranges are 20–80 respectively. In our 
sample, the STAI-S scores ranged from 20 to 41, and the STAI-T scores ranged 
from 20 to 44. 
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Experiment 

Questionnaire   

BDI-2 STAI-S STAI-T 

1 (artificial)  − 0.175 0.106 0.149 

2 (natural) 0.041  − 0.21  − 0.081 

Table 2.  Results of the computed Pearson correlation coefficient between the BDI-
2 as well as STAI-S/ STAI-T subscales with the negative ratings in percent from all 
ratings for Experiment 1 (artificial faces) and Experiment 2 (natural faces). 
Displayed are the correlation coefficient values. 

 
 
Crucially, in both experiments, we observed an effect in the alpha-band (~ 8–12 
Hz) within − 500 to 0 ms relative to stimulus onset for facial expressions latter 
perceived as negative (see Figs. 3A, 4A). The topographical organization of the 
alpha-band effect shared similarities in both experiments, as illustrated in Figs. 3A 
and 4A. Within the pre-stimulus period, the effect in the alpha-band was 
predominantly observed in the left centroparietal regions (see Fig. 3A, exemplary 
channel CP3 & Fig. 4A, exemplary channel CP5). This observation suggests that the 
ongoing activity affects the emotional processing of latter occurring ambiguous 
facial expressions. 
In addition to the shared pattern observed in the pre-stimulus period, differential 
effect-patterns between the experiments were observed in lower and higher 
frequencies near the alpha-band in the pre-stimulus period. In Experiment 1, the 
effect in the alpha-band was accompanied by effects in the theta-band in the 
centro-parietal and frontal regions (3–7 Hz; see Fig. 3A, exemplary channel CP3 & 
Fig. 3C, exemplary channel FC4), whereas for natural faces in Experiment 2, the 
effects were also observed with the beta-band in the centro-parietal and frontal 
regions (13–17 Hz; see Fig. 4A, exemplary channel CP5). 
Furthermore, the presentation of natural faces in Experiment 2 was accompanied 
by an increase in the beta (~ 22–24 Hz) and gamma (~ 30–35 Hz) frequency bands 
in the pre-stimulus period, as shown in Fig. 4B, C. The increased beta-band effect 
was primarily located in central and right frontal regions (see Fig. 4C, exemplary 
channel AF8), while the increased effect in the gamma-band was mainly observed 
in the left centro-parietal area (see Fig. 4B, exemplary channel C3). Both effects 
extended over substantial parts of the pre-stimulus interval of 500 ms (see Fig. 4B, 
C). 
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Figure 3.  Pre- and post-stimulus results from Experiment 1. Time–frequency 
representations (TFRs) showing the t-values of difference in power between 
negatively and positively rated facial expressions across all participants in (A) 
channel CP3, (B) channel C6, and (C) channel FC4. The facial stimulus was 
presented for 200 ms with its onset at 0 ms, marked by a dashed line. The motor 
response was required from 2000 ms after stimulus onset onwards. The 
highlighted areas represent the significant t-values (p < 0.05, corrected) and 
nonsignificant t-values are transparent. The topographic plots show the spatial 
distribution of the t-values in the respective time–frequency windows, which are 
marked with a rectangle. The white dot in the topographic plots marks the position 
of the channel that is shown in the TFR above. 
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Figure 4.  Pre- and post-stimulus results from Experiment 2. TFRs showing the t-
values of the difference in power between negatively and positively rated facial 
expressions across all participants in (A) channel CP5, (B) channel C3 and (C) 
channel AF8. The facial stimulus was presented for 200 ms with its onset at 0 ms, 
marked by a dashed line. The motoric response was required from 2000 ms after 
stimulus onset onwards. The highlighted areas represent the significant t-values (p 
< 0.05, corrected) and non-significant t-values are transparent. The topographic 
plots show the spatial distribution of the t-values in the respective time–frequency 
windows, which are marked with a rectangle. The white dot in the topographic 
plots mark the position of the channel that is shown in the TFR above. 

In addition to these pre-stimulus effects, also early stimulus processing revealed 
differences between positively and negatively rated facial expressions in both 
experiments. In Experiment 1 the previously described effects in the theta-band 
extends from the pre-stimulus into an early post-stimulus time-window (~ 3–7 Hz; 
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see Fig. 3A). In Experiment 2, the described beta-band effect also extends from the 
pre-stimulus into early stimulus processing (~ 13–17 Hz; see Fig. 4A). Within both 
experiments the topographic organizations of these effects is focused on the 
central and centro-parietal regions. However, these effects also spread to the 
frontal and occipital regions, particularly evident in Experiment 2 (see Fig. 4A, 
exemplary channel CP5). These early differential effects between the latter rated 
valences, observed in both experiments, indicate a connection between pre-
stimulus and early stimulus processing regarding the processing of ambiguous 
emotional facial expressions. 
In both experiments, large post-stimulus effects were observed starting from 500 
ms relative to stimulus onset onwards, which ranged from theta to gamma 
frequency bands (~ 3–30 Hz; see Fig. 3A, exemplary channel CP3; Fig. 4B, 
exemplary channel C3). The topographic organization of these effects share 
similarities in both experiments. Alpha–beta-band effects were observed 
predominantly in central and centro-parietal regions, extending to frontal regions. 
Effects in the higher beta-bands (~ 30 Hz) were observed mainly in left and right 
central and centro-parietal regions, extending to frontal and parietal regions. In 
Experiment 1, we additionally observed an increase in effect size in the gamma 
frequency band (~ 37–49 Hz) starting at ~ 800 ms relative to stimulus onset (see 
Fig. 3B, exemplary channel C6). This effect was mainly observed in the right 
central, centro-parietal and temporo-parietal regions. 

Representation of the negativity bias 
As expected, we observed a negativity bias in both experiments with a wide spread 
distribution of ratings across the participants. We used this information to 
evaluate the neural representation of the negativity bias across both experiments. 
Specifically, the relationship between the percentage of total negative ratings per 
participant and the difference in the differential time–frequency spectrum of 
negatively and positively perceived facial expressions was computed. The two 
experiments were combined despite the different strength of negativity bias and 
the likely differences in the processing of the stimuli. This was done with the 
intention of investigating a potential general correlation between negativity bias 
and neural oscillations in the perceived valence of emotional facial expressions, 
specifically focusing on the pre-stimulus period, irrespective of the stimulus. As for 
all comparisons, we used an equal number of trials per participant for positive and 
negative ratings to avoid an influence of differences in trial numbers on the 
statistical analyses (see “Materials and methods” section for details). The cluster-
statistic of the relation between the negative ratings and the time–frequency 
decomposed data of the differently perceived valences resulted in one significant 
positive cluster (p < 0.001). The cluster comprised all 60 channels and spanned the 
frequency range from 2 to 60 Hz. The peak in this cluster within the pre-stimulus 
time-window was observed in channel PO3 (57 Hz; r = 0.35), the peak in the 
cluster within the post-stimulus time-window was observed in channel P8 (11 Hz; 
r = 0.51). An overview of the results of all channels can be found in Fig. 1 (lower 
plot) of the supplementary material. 
We observed clear positive correlations between the negativity bias and the 
oscillatory power in broad time intervals before and after stimulus presentation 
over theta to gamma frequency bands. 
Within the pre-stimulus period a relation of the negativity bias with the oscillatory 
activity was observed in the theta-band (~ 3–7 Hz) within parietal and frontal 
regions (see Fig. 5A, exemplary channel P8), in the beta-band (~ 17–23 Hz) within 
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occipital and temporal regions (see Fig. 5C, exemplary channel O1) and higher 
gamma-band (~ 50–60 Hz) within centro-parietal, temporo-parietal and frontal 
regions (see Fig. 5B, exemplary channel CP3). These effects were observed in the 
500 ms preceding stimulus onset (see Fig. 5A–C). 
In addition to the evident pre-stimulus effects, we also observed a positive 
association of neural activity with negativity bias within the post-stimulus interval. 
We observed broad effects starting at ~ 600 ms relative to stimulus onset within 
the alpha- (8–13 Hz) and beta-band (19–24 Hz) (see Fig. 5A). The post-stimulus 
patterns illustrating the relationship between the negativity-bias and the 
oscillatory difference in perceived valence share similarities with the post-
stimulus effects observed in the time–frequency decomposed data of the 
oscillatory differences in perceived valence (see Figs. 3A, 4B). This strongly 
supports the assumption that processing of emotional faces may be modulated by 
a negativity bias. 
For the alpha-band effect, we observed a broad topographic distribution with 
prominent extension over the parietal, centro-parietal and frontal regions (see Fig. 
5A, exemplary channel P8). For beta-band effects, we observed a broad 
topographical distribution with prominent extension over the frontal, fronto-
central, parietal, and occipital regions (see Fig. 5A, exemplary channel P8). 

MVPA results 
To evaluate the relevance of pre-stimulus oscillatory activity for the subsequent 
processing of emotional expressions of differently perceived valences, two MVPA 
approaches were applied, one at the subject and one at the group-level. Both MVPA 
analyses utilized a cross-decoding approach. 
In the MVPA at the subject level, a SVM was trained on the time–frequency 
decomposed data of each participant separately in Experiment 1. Subsequently, we 
tested this trained SVM on the time–frequency decomposed data for each 
participant separately in Experiment 2. This analysis aimed to ascertain whether 
similar patterns existed within participants and across both experiments, i.e. 
irrespective of the implemented stimuli, during the pre-stimulus time-window (− 
1000 to − 200 ms) without any overlap of the post-stimulus window. The results of 
our analysis indicated that the SVM trained on the time–frequency patterns 
preceding the subsequently negatively and positively rated faces from Experiment 
1 was able to accurately decode the patterns preceding the subsequently 
negatively and positively rated faces from Experiment 2. The peak accuracy was 
above a chance level of 0.5 for each participant (see Fig. 6). The mean peak 
accuracy across the entire group (N = 36) was 0.739 (SD = 0.053; data range = 
0.66–0.86). Furthermore, the peak accuracies across all participants were found to 
be significantly different from chance level (t35 = 26.856, p < 0.001). 
To exclude a possible contamination of the pre-stimulus period by oscillatory 
activity related to the perceived valence of the previous trial, we performed an 
MVPA. We used a cross-decoding approach to the data from Experiment 1 (N = 36), 
which had already been used in the MVPAs performed at the subject and group 
level. 
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Figure 5.  Relation between the neural and behavioral data over both experiments. 
TFRs demonstrating the representation between the negative ratings of facial 
expressions in percent in relation to all ratings and the difference (negatively and 
positively rated facial expressions) in oscillatory power of the face ratings in (A) in 
channel P8, (B) channel CP3, and (C) channel O1. The facial stimulus was 
presented for 200 ms with its onset at 0 ms, marked by a dashed line. The motor 
response was required from 2000 ms after stimulus onset onwards. The 
highlighted areas represent the significant correlation coefficients (p < 0.05, 
corrected) and non-significant correlation coefficients are transparent. The 
topographic plots show the spatial distribution of the correlation coefficients in the 
respective time–frequency windows, which are marked with a rectangle. The white 
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dot in the topography marks the position of the channel that is shown in the TFR 
above. 

 

 

Figure 6.  The distribution of peak accuracies per participant in the binomial 
statistic obtained from the within subjects cross experiment decoding approach. 
Each dot represents the peak accuracy of a participant (data range = 0.66–0.86). 
The results indicate that cross-decoding performed well, with accuracies above 
chance level (0.5) for each participant and across participants (t35 = 26.856, p < 
0.001). 

 

First, trials with neutral or missed previous ratings were excluded from analyses. 
Then we used the labels of the rating from the previous trial to train an SVM 
(metric = accuracy). We then tested the trained SVM using the current rating labels 
of the trials. This approach allowed us to investigate whether an SVM trained on 
oscillatory data labeled with the previous trial ratings could successfully decode 
the pre-stimulus data with the correct labels, thereby assessing the influence of the 
previous rating on the current rating. 
To evaluate the performance of this MVPA, we conducted a second MVPA using the 
labels of the current ratings for both training and testing an SVM (metric = 
accuracy; cross-validation = k-folds with 5 folds and 4 repetitions). 
Mean peak accuracy across the entire group in the MVPA trained on the labels of 
the previous ratings performed within participants of Experiment 1 was 0.547 
(chance level = 0.5, SD = 0.048). Mean peak accuracy across the entire group in the 
MVPA trained on the labels of the current ratings performed within participants of 
Experiment 1 was 0.650 (SD = 0.045). The results of the paired t-test conducted 
between these MVPAs were found to be statistically significant (t35 = 8.131, p < 
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0.001). We conclude that the activity measured in the prestimulus period is not 
significantly influenced by the previous stimulus evaluation. This conclusion is 
supported by the worse performance of the MVPA trained with the labels of the 
previous ratings compared to the MVPA trained with the labels of the current 
ratings, as well as the significant difference in performance between these two 
MVPAs. 
In the MVPA performed at the group level, a cross-decoding approach utilizing 
LOPOCV was applied on exclusively pre-stimulus oscillatory activity. This analysis 
aimed to ascertain whether similar patterns existed across participants and 
experiments. The same time interval (− 1000 to − 200 ms) utilized in the MVPA at 
subjectlevel was employed. Using a cross-decoding approach, we trained a SVM on 
the time–frequency decomposed data using a LOPOCV approach. This means, that 
the SVM was trained on the pooled data of Experiment 1 of 35 participants. The 
trained SVM was then tested on the data set of the remaining participant with data 
of Experiment 2. This was repeated until the data of each participant was used as 
test data set. The peak accuracy was above chance level of 0.5 for each iteration. 
The mean peak accuracy across all iterations was 0.69 (SD = 0.056; data range = 
0.58–0.82). Furthermore, the peak accuracies across all iterations were found to be 
significantly different from chance level (t35 = 21.4, p < 0.001) again indicating a 
general relevance of pre-stimulus activity for the perceived valence of different 
face stimuli. 

 

Discussion 

The objective of our study was to examine the relevance of pre-stimulus oscillatory 
activity for the processing of latter presented emotional facial expressions of 
differently perceived valences. The results showed differences between 
subsequently perceived emotional valences in the oscillations before the 
presentation of the facial expression, as well as early and late effects following 
stimulus onset. 
The involvement of pre-stimulus activity in the processing of emotional faces was 
replicated using different stimulus material. The relevance of this activity was 
demonstrated through two multivariate approaches applied selectively on the pre-
stimulus data, with one experiment serving as the training dataset and the other as 
a test dataset. 
Finally, across the participants the observed behavioral negativity bias was also 
positively related to neural oscillations in the pre-stimulus period, i.e. prior to the 
appearance of the stimulus, underscoring the significance of ongoing activity for 
latter emotional processing. 

Perceived valence of latter presented emotional expressions is influenced by 
pre‑stimulus oscillations 
As hypothesized, we observed late and early post-stimulus effects triggered by 
emotional facial expressions of latter rated positive and negative valence in both 
experiments. Such subsequent stimulus effects were also reported by previous 
EEG studies on the processing of emotional facial expressions 5,11,12,14,18–20. The 
disparities in oscillations, which we observed between negative and positive 
emotional facial expressions, particularly in the later post-stimulus time window 
within the alpha to beta bands in both experiments, could be attributed to 
differences in processing the perceived valences. Previous research using images 
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from the International Affective Picture System (IAPS), has shown that stimuli with 
a more negative valence tend to produce stronger effects in the alpha and beta  
bands63,64. 
Importantly, our study adds a novel finding: We observed valence-dependent 
differences in pre-stimulus activity for subsequently presented ambiguous facial 
expressions. These differences in pre-stimulus activity were observed for both 
artificial facial expressions in Experiment 1 and natural facial expressions in 
Experiment 2. Our finding indicates the potential relevance of pre-stimulus neural 
dynamics in modulating subsequent emotional processing. The modulatory role of 
oscillations on a subsequent stimulus has been already proven in various  
studies31,33–36,65,66. For instance, in the field of memory, it has been discovered that 
pre-stimulus oscillations play a role in influencing the successful encoding of 
subsequent stimuli 34,66,67. The causal role of pre-stimulus oscillations on 
subsequent stimulus modulations was further supported by studies successfully 
using a brain computer interface to enhance memory encoding and visual 
perception of subsequent stimuli 34,35. 
Our study extends this understanding to the domain of emotional processing, 
demonstrating the influence of pre-stimulus oscillations on the processing of 
emotional facial expressions. Notably, our results emphasize the role of the alpha 
band in processing emotional facial expressions of differently perceived valences. 
We observed significant valence-dependent differences in oscillatory activity 
preceding the visual stimulus in the alpha band (~ 8–12 Hz) across both 
experiments. The alpha band was initially believed to primarily play a role in 
simple visual processing, with alpha synchronization occurring when the eyes are 
closed and alpha de-synchronization, i.e. suppression, in response to opening the  
eyes68. However, research over the past decades has shown that alpha band 
activity is involved in several cortical processes such as long-term memory69, or 
modulation of visual perception33,70. Furthermore, previous research on affective 
stimuli 64,71 and  face30 processing has elucidated the involvement of alpha 
oscillations in predictive processing. In our study, however, there was no 
experimental manipulation of the expectation of the valence of facial expressions. 
Although not definitive, it can be speculated that the differentiation observed in 
the alpha band prior to the stimulus was caused by individual, valencedependent 
fluctuating expectations. On the other hand, the effects observed during the pre-
stimulus period, could also originate from fluctuations in emotional states. This 
theory is supported by a study that examined spontaneous emotional states during 
resting-state. Kragel et al. conducted an fMRI study in which they successfully 
decoded distinct emotional states occurring spontaneously during resting-state72. 
We therefore assume that spontaneous fluctuations in emotional states could 
influence subsequent processing of facial expressions in our study and are related 
to the effects observed in the oscillatory pre-stimulus activity. 
Effects within regions previously identified in studies focusing on post-stimulus 
emotion processing, including frontal, central, centro-parietal, temporal and 
occipital regions8,9,19 were observed in our study in pre- as well as post-stimulus 
periods. Despite numerous studies on processing emotional facial expressions, it 
remains speculative whether the effects we observed during the pre-stimulus 
period originate from the same regions observed in direct stimulus processing. 
Considering that participants were instructed to provide a motor response 2000 
ms after the visual stimulus onset, and trials involving a motor responses prior to 
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200 ms before the requested response were excluded, it is reasonably to concluded 
that the observed results are not attributable to motor responses. 
In addition to the commonalities observed across experiments, we also found 
differences in activity during the pre-stimulus interval between experiments. In 
Experiment 1 alpha band effects accompanied by theta oscillations were observed, 
while Experiment 2 showed alpha effects accompanied by beta and gamma 
oscillations. It is unlikely that these differences were caused by differences of the 
processed emotions, as both stimulus sets comprised surprised faces. The 
disparities observed in the pre-stimulus oscillations across our experiments could 
potentially stem from the contrast between the use of artificial faces as stimuli in 
Experiment 1 and natural faces in Experiment 2. This assumption is supported by 
findings of an EEG study in which less arousal for artificial faces was observed 73 
and an fMRI study in which less activity in the amygdala for artificial faces 
compared to natural human faces was observed 74. Furthermore, in Experiment 1, 
the same 14 faces were presented throughout, while in Experiment 2, each face 
image was distinct, which could have established differential cognitive settings 
that may affect pre-stimulus effects. Nevertheless, it is noteworthy that common 
effects emerged across both experiments during both the pre-stimulus and post-
stimulus phases. 
To assess both the similarities and differences between the two experiments and 
to evaluate their statistical relationship, as well as to gage the generalizability of 
our pre-stimulus effects, we employed two different multivariate approaches. One 
MVPA was used to test for experiment-independent differences at the subject-
level, while a second MVPA was implemented to test for experiment and subject 
independent differences at the group level. Specifically, this latter approach tested 
whether there is an overarching pattern within the pre-stimulus window that is 
consistent across both experiments and subjects, in relation to the valences of the 
subsequently rated emotional facial expressions. In both approaches we utilized 
data from one experiment for training and data from the other experiment for 
testing purposes. With both MVPA approaches accuracies significantly differing 
from chance level were observed. 
The multivariate approach takes advantage of unique individual differences that a 
univariate analysis cannot identify. Emotion processing is subject to inter-
individual differences, as shown by studies on mood-related disorders 25,75,76 and 
healthy participants 26,40. In addition, a variety of different processes are involved 
in the processing of emotions 77,78. However, both MVPAs, at subject- and at group-
level, showed accuracies significantly differing from chance level. Remarkably, we 
observed reliable classification above chance for all participants over a pre-
stimulus time window of 1000 ms, with a mean accuracy of 0.739 within subjects 
and 0.699 on the group-level. With the use of multivariate approaches we were 
able to highlight the generalizability of our results across different stimulus sets as 
well as participants, providing further evidence for the modulatory role of pre-
stimulus oscillations on processing of emotional facial expressions. Our findings 
allow us to assume that overarching patterns exist in oscillations during the pre-
stimulus period between differently perceived valences of emotional facial 
expressions. 

Representation of the negativity bias 
As hypothesized, we observed a negativity bias in valence ratings across both 
natural facial expressions in Experiment 1 and artificial facial expressions in 
Experiment 2. The observed bias in our study is comparable with findings of other 
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studies on surprised faces. We found a mean of 55% and 65% for negative ratings 
of artificial faces in Experiment 1 and natural faces in Experiment 2 respectively. In 
their 2018 study on individual differences in the valence bias, Petro and colleagues 
reported a valence bias of natural surprised faces with a mean of 59.1% negative 
ratings in 57 participants 40. In their 2021 study on individual differences in 
response to emotional ambiguity, Neta and Brock reported 63.59% negative 
ratings for surprised faces in natural faces 26. Therefore, we see a typical strength 
of the negativity bias in healthy participants for surprised facial expressions. 
The neural data reflected the observed negativity bias, evident in the positive 
association of negative valence ratings with the effect in neural activity between 
the valence ratings. This positive association spanned over both early and late 
post-stimulus time frames and across all frequency bands from theta to gamma 
(see Fig. 5A). This finding suggests that the processing of emotional facial 
expressions is modulated by the negative bias. Supporting this interpretation, an 
fMRI study revealed a correlation of the negative bias with the neural activity in 
the left middle frontal cortex, which exhibited a stronger effect with higher overall 
negative ratings of surprised faces compared to neutral faces 40. Moreover, we 
found a positive relationship between the negativity bias and pre-stimulus 
oscillations, suggesting that stimulus-independent oscillations already initiated 
biased processing of perceived valence (see Fig. 5A–C). The concept of the 
negativity bias has spurred various theoretical frameworks 40,79,80. One prominent 
theory, the initial negativity hypothesis, posits that emotional facial expressions 
with an inherent ambiguity like surprise are initially processed as negative, with 
subsequent cognitive processes potentially shifting valence judgments towards 
positivity 40. We propose that stimulus-independent oscillations observed in the 
pre-stimulus period may further modulate the process described in the initial 
negativity theory, which suggests that ambiguous emotional expressions are 
automatically processed as negative, followed by a cognitive switch for positively 
interpreted ambiguous faces 5,11,40,41. 
Our study uncovered differences in valence perception related to negative bias 
during the pre-stimulus phase among healthy participants, alongside individual 
variations in biased behavior favoring negativity. This prompted the question of 
what factors may contribute to such biases in our data. The strong influence of bias 
in affective disorders, in which a high sensitivity for sadness was observed, 
highlights the impact of mood on biased interpretations of facial expressions 25,43. 
Whereas the efficacy of mood interventions on negative biases in both clinical 42,45 
and healthy populations 27 underscores the dynamic nature of affective processing. 
Interestingly, our findings indicate that the observed positive association of neural 
activity with negativity bias was mood independent, as evidenced by the non-
significant associations of the negativity bias with the STAI-S/-T and BDI-2 scores. 
This suggests that the effects observed in our study may arise from trial-by-trial 
fluctuations in oscillatory states, directly impacting biased processing of 
subsequent ambiguous facial expressions. While mood undoubtedly contributes to 
bias modulation, our findings suggest that fluctuations between probably affective 
states may also exert a substantial influence on shaping interpretation biases. 
However, it remains unclear which factors, beyond mood, may influence these 
fluctuations. In the context of interpretation bias concerning ambiguous facial 
expressions in healthy participants, recent studies have shed light on the 
significant influence of various factors, including social connectedness, stress and 
emotional regulation abilities on the interpretation bias 26,27. For instance, it is 
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hypothesized that heightened regulatory capabilities may result in a tendency for 
more positively biased interpretations of ambiguous facial expressions, while 
individuals with lower regulatory skills may exhibit the opposite inclination 26,27,40. 
Moreover, these regulatory abilities are likely correlated with a higher overall 
capacity to cope with stress, whereby the latter has also been associated with a 
greater negativity bias 27. Even though both anxiety as well as depression 
tendencies did not correlate with the negativity bias in our study, stress and the 
ability to regulate ones emotions might have been a contributing factor to the 
neural effects of biased valence ratings observed in this study. 
Further research should examine how pre-stimulus activity influences the 
subsequent processing of emotional stimuli, with a particular focus on frequencies 
and how they influence the effect. And also how pre-stimulus activity interacts 
with the interpretation bias should be studied in order to comprehensively explore 
the underlying mechanisms. 

Conclusion 

The processing of emotions is inherently complex. In our study, we identified both 
post- as well as pre-stimulus variations of neural oscillations between positively 
and negatively perceived valences of emotional facial expressions. We reliably 
replicated these findings using two separate sets of stimuli featuring surprised 
facial expressions. Our study demonstrates that in addition to stimulus-driven 
mechanisms, neural activity preceding the stimulus likely contributes to how the 
valence of subsequent emotional facial expressions is processed. This relationship 
likely influences early post-stimulus processes, but possibly also late post-stimulus 
processes. This is supported by our replication of the results using two separate 
stimulus sets in two experiments, one featuring artificial expressions and the other 
natural expressions. Furthermore, our successful decoding analyses on both 
experiments at subject- as well as at group-level indicates that the observed pre-
stimulus oscillations are associated with perceived emotional valence. 
Additionally, our findings suggest that pre-stimulus neural dynamics are 
associated with a biased perception of emotional valence, indicating that biases 
may arise before stimulus onset and influence subsequent emotion processing. Our 
observations highlight that pre-stimulus oscillations are relevant for the 
processing of subsequent emotional facial expressions and that there is a necessity 
of further investigations on the role of preceding oscillations on the processing of 
emotions. 

Data availability 

The datasets generated and/or analyzed during this study are available on request 
from the corresponding author. 
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7.2. Study 2: On the transition from implicit to explicit knowledge 

in enriched versus non-enriched environments 

 

Jaap, C., Maack, M. C., Taesler, P., Steinicke, F., & Rose, M. (2022). Enriched 

environments enhance the development of explicit memory in an incidental 

learning task. Scientific Reports, 12(1). 
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OPEN Enriched environments enhance 
the development of explicit 
memory in an incidental 
learning task 

                       Carina Jaap1,3, Marike C. Maack1,3, Philipp Taesler1, Frank Steinicke2 &        
                       Michael Rose1 

 

Learning, rendered in an implicit (unconscious) or explicit (conscious) 

way, is a crucial part of our daily life. Different factors, like attention 

or motivation, influence the transformation from implicit to explicit 

memory. Via virtual reality a lively and engaging surrounding can be 

created, whereby motivational processes are assumed to be a vital 

part of the transition from implicit to explicit memory. In the present 

study, we tested the impact of an enriched virtual reality compared 

to two conventional, non-enriched 2D-computer-screen based tasks 

on implicit to explicit memory transformation, using an audio-visual 

sequential association task. We hypothesized, that the immersive 

nature of the VR surrounding enhances the transfer from implicit to 

explicit memory. Notably, the overall amount of learned sequence 

pairs were not significantly different between experimental groups, 

but the degree of awareness was affected by the different settings. 

However, we observed an increased level of explicitly remembered 

pairs within the VR group compared to two screen-based groups. 

This finding clearly demonstrates that a near-natural experimental 

setting affects the transformation process from implicit to explicit 

memory. 
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Abbreviations 
ITI   Intertrial interval 
SEM   Standard error of the mean 
VR   Virtual reality 

Learning is influenced by multiple factors, like attention, and motivation, and is 
rendered in an implicit (unconscious) or explicit (conscious) way 1,2. Implicit 
memory is usually encoded incidentally so that regularities in the environment are 
extracted without the actual intention to learn them, and thereby influence our 
behavior without awareness. Evidence suggests, that implicitly acquired 
knowledge can become explicit, allowing us to extract and use regularities from 
the environment without having learned them consciously3–5. This memory 
transformation, from the implicit to the explicit domain, represents a crucial 
mechanism as learning such regularities and complex rules facilitates the 
development of higher cognitive functions such as reasoning and language 6. This 
way, implicit learning forms the basis to adapt to a complex and changing world 
and guide the decision making in our daily life. The fluency hypothesis. Whether 
implicit information is transformed to become explicit and thereby conscious, 
depends on a multitude of factors 6–8. One prominent theory to explain the 
transformation from incidental learning to explicit memory is based on the 
ongoing evaluation of predictions 6,9. In particular, implicit perceptual associations 
result in predictions for upcoming events and these predictions are assumed to be 
used to monitor the outcome of consecutive processing. To study this effect, a 
sequential task is often implemented 6,10. During the presentation of a predictable 
sequence of stimuli, a discrepancy between the predicted and the actual processing 
speed can be detected by the participants. Hence, this detection process can trigger 
attention towards the cause of this discrepancy and due to the consecutive search 
processes, explicit memory is generated4,11. This is in line with the Unexpected-
Event theory 11, which postulates that any metacognitive judgment, like 
unexpected fluency or accuracy, can be an unexpected event and trigger attributive 
processes. It can be assumed that this fluency of processing is enhanced in 
computer-screen-related tasks because, in more near-natural settings, the 
evaluation of stimuli and responses are slowed down by several factors. For 
example, in VR applications, the participants can explore the virtual environment 
to different as well as variable amounts of time. Additionally, the use of a controller 
as a response device slows down the response in contrast to classical response 
devices. These factors directly reduce the fluency of stimulus processing and 
should therefore affect the emergence of explicit memory. 
Following this, our implemented 2D-computer-screen application probably creates 
more fluency of the responses, related to different factors, like smoother transition 
of trials compared to trials within the VR task design and therefore enable a 
rhythmical stimulus processing. However, the fluency in the computer-screen 
application is favored by the time needed for stimulus evaluation and response 
times due to different response devices. Following these assumptions, we 
hypothesized to find an enhanced emergence of explicit memory in a conventional 
2D-computer-screen based environment in case that the fluency of stimulus 
processing is a crucial part of implicit to explicit memory formation. In the 
following we call this assumption, the fluency hypothesis. The contrary hypothesis, 
the enriched environmental hypothesis, can be formulated based on theories 
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regarding learning within a more near-natural environment, assuming that rather 
realistic stimuli and context directly enhance explicit learning processes12,13. 

The enriched environmental hypothesis. The current cognitive research aspires 
to apply experimental designs in real-world settings (i.e. audio-visual processing 
while walking or performing daily activities 14,15), as it was demonstrated that the 
context of learning (and retrieval) processes are highly relevant for their  
outcome8,12,13. Despite their advantages, these experimental settings are, however, 
extremely vulnerable to uncontrollable variables. To control external variables and 
provide a realistic setting, VR environments have become an attractive option. 
Previous applications demonstrated that these VR environments enable a 
sufficient, near-natural experience using interactive elements and multisensory 
stimulation, resulting in multiple levels of excitement and engagement 16,17, which 
support an improved multi-sensory  integration18. Moreover, VR facilitates a more 
salient processing of stimuli by dynamic engagement of the sensorimotor system, 
which provokes more naturalistic behavioral and physiological responses than 
abstract stimuli19,20. It was previously shown that learning in VR promotes better 
performance in an enriched environment21,22 and the literature demonstrated that 
these enriched stimuli are responsible for the motivational significance of stimuli 
1,23,24. This motivational effect can also enhance the detection of violated 
predictions due to an increased level of attention instead of performance fluency. 
Notably, compared to desktop PC settings, VR Head-Mounted Displays like the HTC 
Vive induce greater feelings of being present in the VR experimental surrounding, 
and higher motivation to interact with the environment16,25. So far, VR has already 
been broadly used in the research of explicit episodic and spatial learning (for a 
review see22). Here it has been shown that in contrast to basic computer setups, 
episodic memory performance is increased in VR settings26,27, which is most likely 
caused by the near-natural or more specifically immersive VR environments. 
Therefore, the benefit of using VR studies for explicit memory supports our 
assumption that VR can enhance the transformation from implicit to explicit 
memory. It is an open question whether the emergence of explicit memory during 
incidental learning can also benefit from a more near-natural experimental setting 
or if this phenomenon is exclusive to task designs, in which the volunteers we 
instructed to memorize the stimuli. We expect, that the detection of unexpected 
events within ongoing prediction evaluations, needed for the transfer from implicit 
to explicit knowledge, benefits from the near-natural experimental application in 
VR reflected in increased explicit memory performance. This hypothesis, the 
enriched environmental hypothesis, is based on the existing evidence from the 
implicit learning domain and potential effects within a VR experience (i.e., rising 
motivational and attentional as well as engaging processes). 

The present study. In the present study, we employed a sequential-association 
task, which has been introduced in previous studies6,28,29. The task was used as a 
between-subjects design contrasting a conventional 2D-computer-based 
presentation with an enriched near-natural VR application. As the evaluation of 
stimuli and responses are probably slowed in the near-natural VR task, we tested 
our design within two different 2D-computer-screen groups, differing only in the 
number of trials, and one VR group. One 2D-computer-screen group practiced the 
identical amount of trials as presented in the VR condition, which operated as 
control group for the duration of VR condition and to exclude an influence of 
experimental length. Previous studies already demonstrated this smaller amount 
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of trial in a 2D-computer-screen application lead to a partly generation of explicit 
memory in an incidental learning task4,6. Both 2D-computer-screen condition were 
control conditions for our fluency hypothesis. 
The use of stimuli from different modalities (crossmodal) has been shown to be 
beneficial in learning paradigms because memory formation seems to benefit if 
encoded elements are derived from separate modalities, facilitating their 
integration (i.e., visual, and auditory 30–32). The crossmodal stimuli implemented in 
the conventional 2D-computer-screen based task were modified from a previous 
study and consisted of simple tones and plain squares as visual stimuli 6 (see 
Condition 2 for further details). The sequential regularities consisted of the 
presentation of alternating visual and auditory stimuli, building a fixed eight-digit 
sequence in 85% of the trials. Only in 15% of all trials this sequence was violated. 
The sequential task structure was unknown to the participants, and the content 
could only be learned incidentally. 
Importantly, to assess the degree of explicit memory for the embedded sequences, 
an identical completion task33 and a free recall test were conducted at the end of all 
experimental conditions and always outside the VR. Thus, the results from these 
tasks can be directly compared between the different learning settings. Both post-
tests were combined with a confidence rating 6 to identify participants’ explicit 
knowledge 5,8,34,35.  
 

Condition N taking part in 

total 
N of discarded 

datasets 
N of datasets in the final 

analysis 
VR 51 2 49 
PC-short 22 1 21 
PC-long 29 2 27 

Table 1.  Overview of number of participants taking part in each condition before 
and after discarding relevant datasets. 

 

Previous applications revealed that participants with explicit memory express 
their knowledge with high confidence. The correct responses under high 
confidence are an indicator of explicit memory and, hence, will be used to 
differentiate them from implicit memory 36,37. To test for probable differences in 
memory formation, based on the latter mentioned evaluations of the implemented 
stimuli in VR and the 2D screen conditions, a stimulus value rating was performed 
as a last step of the post-experimental assessment. 

Hypothesis. We hypothesized that both 2D-computer-screen groups perform 
similar, as it can be assumed that a fluency based unexpected event is detected in 
both variations of the experiments. Our modified version of the task for the VR 
contained images of different naturalistic landscapes and complex instrumental 
sounds. Furthermore, the enriched aspect of the VR was achieved by putting the 
participants directly into the naturalistic landscapes while performing the 
sequential task. Furthermore, we hypothesized that an enhanced explicit memory 
can be explained by two potential mechanisms. On the one hand, if fluency is an 
important factor in the transfer of implicit to explicit memory, we expected to find 
a boosted performance in explicit memory formation in the 2D-computer-screen 
application compared to the group performing the task in the VR condition. On the 
other hand, if the performance of explicit memory is greater within the VR 
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condition, motivational and enriched environmental-based attention processes 
play a crucial role in naturalistic learning scenarios. 

Study aim. The aim of the present study was a direct comparison of both the fluency 
and enriched environmental hypothesis regarding the mechanism of incidental 
perceptual learning processes concerning the transfer from implicit to explicit 
memory. Therefore, we have contrasted a simple 2D-computer-screen experiment 
and a complex and enriched VR experiment. The influence of both hypotheses can 
be compared between the different experimental surroundings by assessing the 
degree of implicit and explicit memory after learning within two tasks that were 
identical for all experimental conditions. 

Material and methods 

We tested a sequential association task within a VR environment as well as in two 
conventional 2D-computerscreen-based tasks. The conventional 2D-computer-
screen based conditions will be called PC-short (260 trials) or condition 2 and PC-
long (520 trials) or condition 3 in the following. 

Participants. 102 (51 in cond. 1; 22 in cond. 2 and 29 in cond. 3) healthy 
participants with normal hearing and normal or corrected-to-normal vision took 
part in this study. Data of five participants had to be discarded as the participants 
did not complete the tutorial successfully (two in cond. 1, one in cond. 2 and two in 
cond. 3). 
Data of 49 participants were part of the final analysis of the VR condition (29 
Females, age M = 27.07 years). In the 2nd condition (PC-short), the datasets of 21 
(11 Females, age M = 24.7 years) participants were included in the final analysis. In 
the 3rd condition (PC-long), the datasets of 27 (21 Females, age M = 27.6 years) 
participants were included in the final analysis (see Table 1). All experiment 
protocols were approved by the local Ethics Committee of the General Medical 
Council Hamburg (PV7022) and our methods were carried out in accordance with 
ethical guidelines and regulations. Before taking part in the experiments, all 
participants gave their written informed consent and were paid an expense 
allowance of 10 €/h. 

Condition 1 (VR). Apparatus. Inside the VR. The visual stimuli were presented in a 
virtual surrounding, built with the Unity 3.0 engine, via a head-mounted display 
i.e., HTC Vive. The responses were tracked with a HTC Vive controller. The acoustic 
stimuli were presented via headphones. The volume was adjusted by the 
participants to a comfortable level. The tutorial, as well as the main experiment, 
took place within the VR environment. 

Outside the VR. After the main experiment, a completion task, a free recall, and a 
stimulus value rating were performed on a computer screen (23″, ~ 1 m distance 
to the participant) using a standard computer mouse. The tones were presented 
via two loudspeakers (HD 201, Sennheiser, Germany) one on each side of the 
screen. The volume of the acoustic stimuli was adjusted by the participants to a 
comfortable level during the before mentioned post-tests. 

Stimuli. The visual stimuli in the VR consisted of four different landscapes (ocean, 
desert, ice, and forest). The participants were teleported into a landscape and were 
able to get a 360° view of the landscape. The landscapes were designed with the 
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Unity engine. So, it was a fully immersive experience and not just a 360° image of 
the landscapes. The acoustic stimuli consisted of four complex instrumental tones, 
with a duration of 1000 ms each.  

 

Figure 1.  Timeline of a trial within the VR experiment (from upper left to the 
upper right). The participants were teleported to a virtual landscape where they 
had 3000 ms time for exploration. Afterwards, a white circle with a cross in the 
middle appeared in front of them, symbolizing the option to start a trial. The 
participants could autonomously start by pointing at the circle with the beam of 
their controller. Next, a sound was played for 1000 ms and four symbols occurred. 
The sound-symbol combinations were previously learned in the tutorial. 
Importantly, during the sound was played, participants could not respond. After 
the sound had ended, participants could choose one of the four symbols within 
10,000 ms. After selecting the corresponding symbol, there was a transition from 
the acoustic to visual trial within 1000 ms during which the color of the current 
surrounding was desaturated. Afterwards, the visual trial started in the same way 
as the acoustic trial. Again, the participants could autonomously start the visual 
trial by pointing at the circle with the beam of their controller. Upon start, four 
visual stimuli symbolizing four landscapes appeared. Then the target circle in the 
middle changed from white to the dominant color of one of the four predefined 
landscapes within 1000 ms. During the color changing process, the participants 
could not give an answer. Next, participants had to select the icon representing the 
color of the target (i.e., if the target turned green, participants were expected to 
select the forest icon within 10,000 ms). After selecting a landscape icon, the 
participants were teleported to the next correct landscape, independent of their 
choice (i.e., if the participant chose the ocean landscape although the target was 
green, still the forest landscape was presented). 
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Each sound was paired with a symbol (e.g. the piano sound was resembled as a 
star). By matching each sound with a specific symbol, the participants could match 
the played sound with the respective symbol within the experiment (see Fig. 1). 

Experimental design and procedure. Before entering the main experiment, each 
participant was introduced to the stimuli and the task instructions for the main 
experiment during a tutorial. First, the participants had to learn the correct 
combination of tones and their corresponding symbol in a familiarization task. For 
the visual trials, the participants learned to match a color with one of the four 
landscape icons within a familiarization task. Each color was chosen in accordance 
to the dominant color of the corresponding landscape (desert = yellow). The 
tutorial ended when less than 2 errors over the last 10 trials were generated by the 
participants for each trial type. In the main experiment the participants were 
instructed to answer as fast and precise as possible in each visual and acoustic 
trial. The VR condition consisted of 260 teleports which is the equivalent of 520 
(50% acoustic and 50% visual) trials. To avoid motion sickness, the participants 
were teleported slowly into the next scenery. The participants were offered 
several breaks during the VR experiment. 
For a detailed overview of the timeline of trials within a teleport, representing a set 
of an acoustic and visual stimulus presentation in the main experiment, see Fig. 1. 

 
Figure 2.  A completion task trial (left) and confidence rating (right) performed 
outside the VR. In the completion task, four stimuli were displayed above a given 
stimulus. The participants then had to match the correct visual or acoustic 
stimulus to the given one. Within the shown crossmodal completion task trial, the 
participants were asked to match the given acoustic stimulus with the surrounding 
they associate with it. The participants were asked to make a guess if necessary. 
After each trial in the completion task (as well as the free recall) the participants 
had to perform a confidence rating (left). 

 

As we were interested in the learning behavior within the VR, the acoustic and 
visual trial presentations were part of a sequence consisting of eight digits formed 
by pairs of eight different stimuli. Within the sequence, each visual stimulus (one 
of four landscapes) was paired with a specific sound (one of four musical 
instruments) e.g. visual 1: Desert with acoustic 1: Piano sound. Therefore, pairs or 
even the whole sequence could be learned in principle. The sequence was 
interrupted by deviants (15%) with a maximum of three in a row. The sequential 
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regularity of the trial presentations was not introduced to the participants. To 
avoid motor learning, the order of the visual response option was randomized in 
each trial 33. 

Post‑experimental assessment of knowledge and stimulus value rating outside the VR. A 
completion task (see Fig. 2), a free recall, and a stimulus rating followed the main 
VR experiment. All post-experimental tasks were retrospectively performed 
outside the VR on a computer screen. In each trial, one of eight stimuli was given 
and had to be completed with a stimulus that matched the given stimulus (see Fig. 
2). The trials were either crossmodal, with a given stimulus in one modality and 
four choices given from the opposite modality, or unimodal in which the given 
stimulus and the choices of answers were of the same modality. The completion 
task consisted of 64 trials with 50% crossmodal trials (25% visual and 25% 
acoustic matching). After each trial, the participants had to choose if they were 
sure or unsure about the given answer (see Fig. 2). With this rating, we later could 
separate the given answers into implicit (correct answer rated as unsure) and 
explicit (correct answer rated as sure) knowledge about the presented sequence. 
The completion task was followed by a free recall. At this point, the participants 
were told that there was an order in which the stimuli were presented most of the 
time during the experiment. Within the free recall, the participants were asked to 
choose an order for the eight given stimuli. The chosen order should resemble a 
sequence the participants most likely were presented within the main experiment. 
The order for the chosen stimuli was not limited. After the participants logged 
their choice in, by clicking on an “ok” button, the participants were asked if they 
were sure or unsure about their chosen order. 
At the end of the latter mentioned memory assessment tasks, the participants 
performed a stimulus value rating of the visual stimuli. We implemented a 
stimulus value rating to test for potential motivational significance of stimuli 
between the stimuli used in the visually enriched VR and the non-enriched screen 
based experiments, as this contextual influence can probably correlate with 
learning effects due to motivational and attentional factors23. Each visual stimulus 
was presented once and the participants could rate it on a continuous scale with “I 
dislike it” (negative rating) on the left, “Neutral” in the middle and “I like it” 
(positive rating) on the right side of the scale. 

Condition 2 (PC-short). Apparatus. The visual stimuli were presented on a 23″ 
screen (SyncMaster P2370; Samsung). The distance between screen and 
participant was approximately 1 m. The tones were presented via two 
loudspeakers (HD 201, Sennheiser, Germany) one on each side of the screen. The 
volume was adjusted by the participants. For recording the answer of the 
participant, we used a standard keyboard and computer mouse. The psychtoolbox 
on Matlab was used to present the experiment. 
The visual stimuli consisted of four colored and easily distinguishable squares. The 
color of each square was chosen analogue to a landscape within the VR condition 
(blue = ocean, green = forest, yellow = desert, white = icy landscape). Four simple 
tones (sine waves: 120 Hz, 286 Hz, 389 Hz and 527 Hz) with a duration of 1000 ms, 
were used as auditory stimuli 38. Black circles of diameters ranging from 20 to 80% 
of the size of the visual stimulus were displayed as a visual response option for the 
acoustic stimuli. The circle size represented the frequency height e.g., the biggest 
circle represented the tone with the lowest frequency. 
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Experimental design and procedure. The participants were instructed to respond as 
quickly and correctly as possible to the target stimulus which was presented in the 
centre of the screen for the visual stimuli or as a tone to which the participants had 
to match one of four circles. The participants underwent a training before entering 
the main experiment (see condition 1). The response options were displayed 
above the target. The last visual target was still present during an acoustic trial to 
keep it analogue to the setting in the VR experiment in which the participants 
remained in a landscape during the acoustic trial (see Fig. 1). After the participants 
gave their response, the trial ended. Answers had to be given within 2500 ms per 
trial. 
Responses had to be made with the index and middle finger of both hands on a 
regular keyboard. The enabled keys were “y”, “x”, “, ; “ ,and “. : “. 
Condition 2 or PC-short consisted of 260 trials. The trials were part of a sequence 
consisting of eight stimuli, four in each condition starting with a visual stimulus 
(Sequence: V1 (e.g. blue square) A1 (e.g. 286 Hz), V2A2 V3A3 V4A4; for more 
details, see Condition 1). 

Post‑experimental assessment of knowledge and stimulus value rating. A completion 
task, a free recall and a stimulus rating followed the main experiment. All post-
experimental tasks were performed on a computer screen and were identical, with 
an exception for the used visual and acoustic stimuli, to the tasks performed by the 
experimental group 1 (see cond. 1, VR). 

Condition 3 (PC-long).  Apparatus.  See cond. 2. 
Stimuli.  See cond. 2. 

Experimental design and procedure. The procedure was the same as in condition 2 
except that condition 3 consisted of 520 instead of 260 trials. See cond. 2 for 
further details. 

Post‑experimental assessment of knowledge and stimulus value rating.  See cond. 1 
and cond. 2. 

Behavioral data analysis. The important parameters, which can be compared 
between all experimental conditions, are the amount of memory expressed as 
implicit or explicit memory. These parameters can be taken from the completion 
task, as well as the free recall. The latter tasks were identical for all three 
conditions, except for a change in both visual and acoustic stimuli in the VR 
condition. All correct answers were taken into account for the analysis of task 
performance in the completion task, as well as the free recall. Within the main 
experimental conditions, specific acoustic and visual stimuli formed pairs within a 
sequence in 85% of the trials. We counted an answer as correct if the participant 
was able to match a given stimulus with a stimulus of the other modality that was 
either the following or the previous stimulus within the sequence. As the last visual 
stimulus was present, when the acoustic stimulus was presented and vice versa, 
we assumed, that not only forward but also backward learning within the 
sequence was feasible. Therefore, we accepted an answer in both directions. The 
amount of implicit memory was calculated as the percentage of “unsure”, correct, 
answers from the sum of all possible answers per participant. The amount of 
explicit memory was calculated as the percentage of “sure”, correct, answers from 
the sum of all possible trials per participant. This method was used for the 
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assessment of the type of acquired knowledge (implicit; explicit) in the different 
conditions in both the completion task as well as in the free recall. 
To test for differences in the amount as well as quality of gained knowledge, we 
performed an ANOVA with the factors Condition (VR; PC-short; PC-long) and 
Learning-Type (implicit; explicit) with performance in each learning type as the 
dependent variable within the completion task as well as the free recall. 
Furthermore, we tested for probable differences in the quality of gained 
knowledge between the two  conventional 2D-screenbased tasks and performed 
an ANOVA with the factors PC-Conditions (PC-short; PC-long) and Learning-Type 
(implicit; explicit) with performance in each learning type as the dependent 
variable within the completion task as well as the free recall. For the analysis of the 
stimulus value rating, all given answers were taken into account. We controlled for 
potential outliers, i.e. participants selecting only “sure” and while showing 
constant errors, before we went on with the further analysis. For each rating, 
where a value between 0 (unpleasant) and 1 (pleasant) was possible, the absolute 
distance to the neutral rating (0.5) was calculated. A mean over these adjusted 
stimulus ratings of the four visual stimuli was calculated for each participant in 
each condition and used for the further analysis. To test for a probable impact of 
the enriched stimuli, used in the VR, on the stimulus value rating, we performed a 
two-sided two-sample t-test over stimulus ratings in VR versus PC (PC-short & PC-
long merged) conditions. Furthermore, we tested for probable correlations of 
stimulus value ratings on implicitly and explicitly gained knowledge in each group. 
The statistical analysis was performed in R (4.0.5) and Matlab (2020b). 

Results 

Completion task. Notably, we found no difference in the amounts of overall 
learned sequence pairs between conditions (see Table 2), but the degree of 
developed explicit memory was affected by the different settings in the three 
conditions. 
The interaction effect of Conditions and Learning-Type  (F(2188) = 27.3, p < 0.0001; 
see Fig. 3) revealed more explicit memory in the VR group as compared to both PC 
versions. Overall, volunteers acquired more implicit than explicit memory (main 
effect of Learning-Type: F (1188) = 23.1, p < 0.0001). 
 

Type 

Conditions      
VR 
[%] 

SEM 
[%] 

PC-short 

[%] 
SEM 
[%] 

PC-long 

[%] 
SEM 
[ % ] 

Implicit 19.2 3.15 45.8 5.44 52 2.5 
Explicit 36.7 4.2 14.4 4.4 4.62 1.5 
Total learned 56 3.12 60.3 3.52 56.6 2.4 

 

Table 2.  Completion task performance over learning types in each condition. Mean 
and SEM in percent for the performance between and within conditions (VR = 49, 
PC-short = 21, PC-long = 27) for Learning-Type (implicit; explicit) and over all 
learned stimuli.  
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Type (implicit; explicit) and Condition (VR, PC-short, PC-long). The light grey, 
dotted lines represent the performance of participants of PC-short (N = 21) and 
PC-long (N = 27) and the dark grey, dashed line represents the performance of VR 
(N = 49) participants in the completion task. The performance is divided into 
implicitly learned sequence pairs (left) and explicitly learned sequence pairs 
(right). The mean of the performance is visualized as black circle (VR), hollow 
circle (PC-short) and black square (PC-long). The error bars represent the  
SEM. 

 

Free recall. Notably, we found no difference in the amounts of overall learned 
sequence pairs between conditions (see Fig. 4) , but the degree of awareness was 
affected by the different settings between conditions. 
In the free recall, the VR experimental group had a mean performance of 37.57% 
for implicit and 26.03% (SEM = 3.61%) for explicit memory. In contrast, the 
conventional, 2D screen based experimental groups resulted in an average 
performance of 46.73% implicit and 7.44% explicit memory (PC-short; SEM = 
5.12%) and 65.06% implicit and 1.27% explicit memory (PC-long; SEM = 4.87%). 
Overall, the volunteers acquired more implicit than explicit memory (main effect of 
Learning-Type: F (1,188) = 55.9, p < 0.0001). The interaction effect of Conditions and 
Learning-Types (F(2,188) = 10.9, p < 0.0001; see Fig. 4)  revealed more explicit 
memory in the VR group as compared to both PC groups. 

Gained knowledge in the short versus long version of the 2D-computer-screen 
based conditions. We tested for probable differences in the mean of gained explicit 
and implicit knowledge between a short and a long version of the 2D-computer-
screen based sequential-association-task. Notably, we found no difference in the 
amounts of overall learned sequence pairs between the 2D-computer-screen based 
conditions. Overall, volunteers acquired more implicit than explicit memory in 
both the completion task (main effect of Learning-Type:  F(1,92) = 82.94, p < 0.0001; 
see Fig. 3) as well as the free recall (main effect of LearningType:  F(1,92) = 265.2, p < 
0.0001; see Fig. 4). An interaction effect for the influence of Conditions PC-short 
versus PC-long on Learning-Type was significant for both completion task (F(1,92) = 

Figure 3. 

3. 
    Completion task performance of learned pairs within the given sequence 

divided by Learning 
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12.44, p < 0.001) and free recall  (F(1,92) = 4.770, p < 0.0315) (see Figs. 3 and 4). 
However, this effect is related to less explicit memory in the PC versions. 

Stimulus value rating. We tested for probable differences in the mean of stimulus 
value ratings between an enriched visual environment in the VR task and non-
enriched visual stimuli in both PC tasks. 
 

 

Figure 4.  Free recall performance of learned pairs within the given sequence 

divided by Learning-Type (implicit; explicit) and Condition (VR, PC-short, PC-long). 

The light grey, dotted lines represent the performance of participants of PC-short 

(N = 21) and PC-long (N = 27) and the dark grey, dashed line represents the 

performance of VR (N = 49) participants in the free recall. The performance is 

divided into implicitly learned sequence pairs (left) and explicitly learned 

sequence pairs (right). The mean of the performance is visualized as black circle 

(VR), hollow circle (PC-short) and black square (PC-long). The error bars represent 

the SEM.  
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Figure 5. The stimulus value rating for the VR condition and the two merged 
computer-screen conditions. The Boxplot shows for the VR condition a median of 
0.24 (25-percentiles of 0.2 und 75-percentiles of 0.29) and 0.21 (25-percentiles of 
0.14 and 75-percentiles of 0.25) for the computer-screen conditions.   
 

 

We could not find a statistically significant difference in stimulus value ratings  
(t(95) = 1.82, p = 0.071) between conditions of VR (Mean = 0.24; SEM = 0.012) 
compared to both conventional 2D-computer-screen based conditions taken 
together (Mean = 0.21; SEM = 0.015; see Fig. 5). Furthermore, we tested for 
associations of stimulus values and the amount of implicit and explicit knowledge 
separately for each task. We found no correlation of the stimulus value ratings and 
the performance of implicit memory, as well as no correlation between the 
stimulus value ratings and the performance of explicit memory (all p > 0.05). 
We additionally calculated an ANCOVA for both post-experimental assessments 
thereby the stimulus value rating functions as the covariate to test whether the 
interaction effect is affected by the stimulus value. We gained comparable 
significant effects to the previous performed ANOVA. The ANCOVA for the 
completion task resulted in an interaction effect between Condition and Learning-
Type (F (2188) = 2.82, p < 0.0001) and a main effect for Learning-Type: F (1188) = 
12.21, p < 0.0001). The ANCOVA for the free recall resulted in an interaction effect 
between Condition and Learning-Type (F (2188) = 31.79, p < 0.0001) and a main 
effect for Learning-Type: F (1188) = 73.45, p < 0.0001). 

Discussion 

Although incidental learning is a fundamental process occurring in everyday life, 
its underlying mechanism is commonly investigated in artificial laboratory 
environments. In particular, the potential benefits for the generation of explicit 
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memory during learning in naturalistic contexts remain elusive. In this study, we 
aimed on closing this gap by implementing a near-natural sequential association 
task in an enriched environment presented in VR. We compared the generated 
knowledge in the enriched task environment with the learning behavior we got 
when participants perform a sequential association task in a classical and non-
enriched environment. Our results revealed that participants successfully acquired 
a comparable amount of memory in both enriched and non-enriched learning 
environments. 

Enhanced explicit memory formation in an enriched task design. Although the 
amount of learned items was similar across all applications, two memory tests 
(completion and free recall task) revealed that the extent of later expressed 
explicit memory was enhanced in the enriched environment compared to the 
conventional non-enriched environment. These results support the view that an 
enriched setting is an essential factor that can explain an increased explicit 
memory in the VR application of the incidental sequential association task. 
Therefore, the enriched environmental hypothesis is supported by our results. We 
could not find a significant difference in the visual stimulus value rating used in the 
VR condition compared to the conventional 2D-computer-screen based 
applications, indicating that the stimulus alone outside the VR cannot explain the 
difference in the explicit memory generation. Therefore, the enhanced 
development of explicit memory can be related to various advantages of the VR  
application19,21,22,39. One possible factor includes that VR applications facilitate the 
transition of information by its general characteristics in mobility and natural 
movements like the upright body position, and not only arms but especially head 
movement freedom. That way, VR applications might reflect a motivating 
environment with the potential to increase the feeling of an embodiment, like 
being physically present in the scenario, by which encoding efficiency and the 
transition into explicit memory are increased25,40. Closely related, evidence from 
Smith & Mulligan (2021)25 includes the concept of immersion, which represents 
the degree of natural features in the VR portrayed by the virtual environment’s 
sensory and interactive properties (see41,42). Previous research showed that 
immersion strongly correlates with participants’ attentional engagement level43,44. 
Hence, the VR application not only provides a less vulnerable setting to attention 
decreases (i.e., due to mind wandering), it might even enhance attentional 
processes16,25,45. These advantages are a potential explanation for the enhanced 
explicit memory in the VR condition and constitute to the higher enriched 
environmental aspects that are increased in more real-life settings. Besides the 
environment posing an essential factor, nearnatural perception is also increased 
when stimulus material is enriched by context-related components, enabling 
superior memory formation46–48. These factors of the enriched environmental 

hypothesis have a clear impact on the transition from implicit to explicit memory. 

The role of motivation in learning and why an enriched environment facilitates 
explicit memory formation by boosting motivational and attentional processes. In 
neuroscience, recent evidence has specifically connected the ventral striatum as a 
key player in the transition mechanism of implicit to explicit memory formation in 
incidental learning. The ventral striatum is mainly associated to motivational and 
reward processes 49 releasing dopamine in rewarding situations, consequently 
enhancing the generation of explicit memory. In a study by Clos et al. (2018)10, 
which also included a sequential task, the dopaminergic level was 
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pharmacologically modulated in human adults. It was shown that an increase in 
dopamine was directly connected to an increased transfer of information. This 
increase in information transfer was linked to the enhanced formation of explicit 
memory in an incidental sequential task. This way, successful predictions during 
task processing reflect an achievement within our neural system rewards. These 
rewarding processes encourage insight into hidden regularities and the emergence 
of explicit memory. The role of the dopaminergic system in the transfer from 
implicit to explicit memory may be related to the increased explicit memory rate in 
the present study as a consequence of the more rewarding and motivating 
experimental setting in an enriched task environment like we introduced to the 
participants in the VR surrounding. 

The fluency hypothesis versus the enriched environmental hypothesis. To control 
for the feeling of task fluency (see the introduction for further details), we 
implemented two simple conventional 2D-computer-screen based versions, which 
differed in experiment length. The increased amount of implicit memory in the 2D-
computer-screen condition indicated that the content is still learned, but is 
transferred to explicit memory only to a reduced degree. By directly comparing the 
effect of the fluency factor and the enriched environmental factor in the present 
experiment, the impact of the motivational and enriched experimental 
environment seems to have a larger effect on the emergence of explicit memory. 

Conclusion. To summarize, the increased transition from implicit to explicit 
memory during incidental learning in the VR setting is related to an interaction of 
enhanced task processing, rewarding processes and attentional as well as 
motivational factors. These observations in the VR application have strong 
therapeutic implications for the rehabilitation of patients, who suffer from learning 
and memory impairments according to neurological diseases. We show that the 
transition from implicit to explicit memory is considerably influenced by the 
enriched environment, which includes context-enriched stimuli. In this work, we 
have obtained compelling evidence that the transition from implicit to explicit 
memory is primarily influenced by environment engaging processes like attention, 
motivation, and presence. 

Limitations of this study. Within this study, we gained evidence that the 
environment used for studying incidental learning in humans influences the 
outcome of the type of generated knowledge to a great extent. As this study is one 
of the first attempts in elucidating the complex processes such an enriched and 
near-natural study design, here presented in VR, can have on incidental learning, 
we cannot clearly state which of the factors mentioned within our discussion plays 
a key role that led to the enhanced transfer from implicit to explicit memory 
formation. Yet, the findings emphasize the relevance for investigating learning and 
memory processes in more near-natural scenarios. 

Data availability 

The datasets generated and/or analyzed during this study are available on request 
from the corresponding author.  
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crossmodal correspondence effects in humans 
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Crossmodal correspondences (CMCs) refer to associations between seemingly arbitrary stimulus features in different sensory modalities. 

Pitch‑ size correspondences refer to the strong association of e.g., small objects with high pitches. Pitch‑ elevation correspondences refer to 

the strong association of e.g., visuospatial elevated objects with high pitches. We used functional magnetic resonance imaging (fMRI) to 

study the neural components, which underlie the CMCs in pitch‑ size and spatial pitch‑ elevation. This study focuses on answering the 

question of whether or not different CMCs are driven by similar neural mechanisms. The comparison of congruent against incongruent 

trials allows the estimation of CMC effects across different CMCs. The analysis of the measured neural activity in different CMCs strongly 

pointed toward different mechanisms which are involved in the processing of pitch‑ size and pitch‑ elevation correspondences. Differential, 

whole brain effects were observed within the superior parietal lobule (SPL), cerebellum and Heschls’ gyrus (HG). Further, the angular gyrus 

(AnG), the intraparietal sulcus (IPS) and anterior cingulate cortex (ACC) were engaged in processing the CMCs but showed different effects 

for processing congruent compared to incongruent stimulus presentations. Within pitch‑ size significant effects in the AnG and ACC were 

found for congruent stimulus presentations whereas for pitch‑ elevation, significant effects in the ACC and IPS were found for incongruent 

stimulus presentations. In summary, the present results indicated differential neural processing in different simple audio‑ visual CMCs. 

Key words: fMRI, crossmodal correspondence, multisensory, audio‑ visual, spatial, attention, perception 
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INTRODUCTION 
Crossmodal correspondences (CMCs) refer to 
almost universally experienced (implicit) 
associations between stimulus features in 
different sensory modalities. A well‑studied 
example of correspondence effect was found for 
pitch and visual elevation. When an object that 
is visually elevated in space is paired with a 
high‑pitched tone, a stronger association of 
these features is observed compared to pairing 
the same object with a low‑pitched tone 
(Ben‑Artzi & Marks, 1995; Chiou & Rich, 2012; 
Evans, 2020; Evans & Treisman, 2010; Jamal et 
al., 2017; McCormick et al., 2018; Melara & 
Brien, 1987). A second pitch‑based CMC is pitch 
and size. Presenting e.g., a small object together 
with a high‑pitched tone resulted in a 
successful crossmodal correspondence in a 
study by Evans and Treisman (2010) and 
numerous other studies (Bien et al., 2012; 
Bonetti & Costa, 2018; Gallace & Spence, 2006; 
Parise & Spence, 2012). 

There are several theories regarding the origin 
of pitch‑size and pitch‑elevation CMCs resulting 
in the assumption of different or common 
information‑processing mechanisms for the 
different CMC effects. Despite numerous 
behavioral studies on crossmodal 
correspondences (Chiou & Rich, 2012; Evans & 
Treisman, 2010; Evans, 2020; Parise et al., 
2014; Spence, 2011, 2020; Uno & Yokosawa, 
2022a, 2022b), only a few studies used 
neuroimaging to address the neural basis of 
different pitch‑based CMCs (McCormick et al., 
2018; Sadaghiani et al., 2009).  
A prominent theory about the origin of 
pitch‑elevation correspondences is based on 
language processing (Parise et al., 2014; 
Spence, 2011, 2020; Spence & Sathian, 2020). 
In most cultures, the words ‘high’ and ‘low’ can 
describe both, the height of a pitch and the 
position of an object in space. This linguistic 
link is not described for pitch and size 
correspondences. Even though a 
language‑driven cause for pitch‑elevation 
associations is plausible (Ben‑Artzi & Marks, 
1999), a growing number of studies on the CMC 
effect between pitch and spatial‑elevation raise 

the question if other variables than language 
probably cause the strong CMC of these 
seemingly arbitrary stimulus pairs (McCormick 
et al., 2018; Parise et al., 2014; Parkinson et al., 
2012).  
A second theory on CMCs declares that the 
correspondences between pitch and elevation 
as well as pitch and size probably arise from 
regularities in our natural environment that are 
stored in memory (Parise et al., 2014; Spence, 
2011; 2020; Spence & Sathian, 2020). For 
example, larger bodies usually resonate lower 
pitches and smaller objects tend to resonate 
higher pitches (Parise et al., 2014). We are 
confronted with this regularity frequently in 
our daily lives. Children typically have a 
higher‑pitched voice than adults (Lee et al., 
1999) and small animals tend to make 
higher‑pitched noises than larger animals 
(Bowling et al., 2017). We also tend to perceive 
higher‑pitched tones from objects elevated in 
space than when on the ground (Parise et al., 
2014). Following this assumption, CMCs 
probably have their roots in statistical 
regularities, i.e. naturally learned rules and 
assumptions from our environment (Parise et 
al., 2014; Spence, 2011; 2020; Spence & 
Sathian, 2020). If both CMCs have their origin in 
similar mechanisms, great activations within 
comparable brain regions will be measured in 
both pitch‑size and pitch‑elevation CMCs. 
The third and last theory we are going to 
address is the theory of perceived intensity, 
which is also called a theory of magnitude 
(Spence, 2011). This theory declares that the 
CMC effect probably evolved from a 
correspondence in intensity or magnitude in 
the underlying neuronal structure of 
corresponding stimulus pairs (Spence, 2011; 
Spence & Sathian, 2020). The main idea 
underlying the magnitude in CMCs is a shared 
polar dimension of the stimulus pairs perceived 
as congruent. According to this notion, a 
high‑pitched tone and a small visual stimulus 
would be situated on the same side of their 
respective polar dimension. Compared to 
incongruent stimulus pairs, congruent pairs 
would share ‘more’ in terms of intensity or 
magnitude (Chang & Cho, 2015). A common 
neural activation in terms of magnitude was 
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found for e.g., numbers by Piazza et al. (2007) 

and sizes with luminance by Pinel and 
colleagues (2004). If pitch and size and pitch 
and elevation correspondences have their 
origin in similar coded neuronal responses, we 
hypothesize to find greater activations within 
the intraparietal sulcus (IPS) for congruent 
trials as a common effect in both CMCs 
(Humphreys &  
Ralph, 2015; Piazza et al., 2007; Pinel et al., 
2004). 
The CMC is in behavioral studies often 
measured via the reaction time (RT) differences 
between congruent and incongruent stimulus 
pairs. Thus being significant, these differences 
are rather small in absolute values (Chiou & 
Rich, 2012; Evans & Treisman, 2010). The study 
by Evans and Treisman, performed in 2010, 
included eight subjects in their pitch‑size visual 
experiment, in which the absolute difference 
between congruent and incongruent trials was 
14.4 ms. Their pitch‑elevation visual paradigm 
included twelve participants and the absolute 
difference between congruent and incongruent 
RTs was 18.6 ms. Within their fMRI paradigm, 
McCormick and colleagues (2018) did not find 
significant RT differences between congruent 
and incongruent stimulus presentation in the 
pitch‑elevation CMC, what may be related to the 
overall small size of the effect. They validated 
their findings outside the scanner with a 
behavioral task (McCormick et al., 2018). Based 
on these previous findings, performing a 
behavioral test outside the scanner appears to 
be an appropriate measure to validate CMC 
effects studied with fMRI (Koten et al., 2013; 
McCormick et al., 2018). In our study, we 
implemented a congruence classification task 
outside the scanner to measure the behavioral 
CMC effect in addition to the typically measured 
RTs. 
Even though pitch‑based correspondences are 
almost universally experienced and 
well‑studied (Ben‑Artzi and Marks, 1995; Bien 
et al., 2012; Chiou & Rich, 2012; Evans, 2020; 
Evans and Treisman, 2010; Gallace & Spence, 
2006; Jamal et al., 2017; Marks, 1987; Spence, 
2011; 2020; Zeljko et al., 2019), the evidence 
for the underlying neural mechanisms is still 
lacking. A study that used functional magnetic 

resonance imaging (fMRI) to examine pitch and 
elevation congruencies showed a probable 
involvement of the right angular gyrus (AnG) as 
well as the mid‑IPS for corresponding stimulus 
presentations (McCormick et al., 2018). 
The main focus in our study was to examine the 
neural basis of the processing of a 
pitch‑elevation CMC and compare this to a 
pitch‑size CMC while both CMCs are always in 
the focus. The estimation of the CMC effect can 
be achieved by the calculation of the difference 
of congruent > incongruent (C > I) 
presentations. The calculated difference then 
allows a direct comparison of the neural 
substrates of the CMC effect between the 
different CMCs. This comparison can be used to 
test common or different neural correlates of 
different CMCs focusing on the CMC effect, thus 
directly testing the different theoretical 
assumptions about the origin of the CMC effect. 
If we find a common effect within the IPS for 
congruent > incongruent presentations, a 
magnitude driven CMC is likely to cause this 
effect. An effect within the left inferior frontal 
gyrus (IFG) is favorable for a CMC driven by 
language, which we hypothesize to find most 
likely for congruent > incongruent 
pitch‑elevation presentations. However, if CMCs 
are based on statistical representations of our 
environment, we will most likely find an effect 
within areas common for attention and 
memory retrieval like the anterior cingulate 
cortex (ACC) or the AnG. 
Although we are mainly interested in 
congruency effects, it cannot be excluded that 
effects for incongruent stimulus presentations 
are also part of the processing of the stimuli in 
our tested CMCs. Stronger effects for 
incongruent stimuli could be due to for example 
response conflict or a shift of attention (Chiou & 
Rich, 2012; Spence & Sathian, 2020). 
Besides the question about the neural 
mechanisms between two different CMCs, we 
were interested in a probable modulation of the 
effect within one CMC by stimulus contrast. It 
has been hypothesized that the CMC effect 
depends on the ability to form a unique 
correspondence between stimulus pairs (Chiou 
& Rich, 2012). Therefore, we additionally 
measured a variant of the pitch‑size CMC, in 
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which we reduced the difference, i.e. the 
contrast between the stimuli to probably also 
reduce the CMC effect (Chiou & Rich, 2012). If 
the CMC effect is modulated by the contrast of 
the stimulus pairs, we hypothesized to find a 
reduced neural effect for the variant of the 
pitch‑size CMC with a reduced difference 
between the stimulus pairs. 

METHODS 
Participants 

Thirty‑three mentally and physically healthy 
participants (21 females, age M=24.8 years, 
SD=3.8 years) with normal hearing and normal 
or corrected‑to‑normal vision took part in this 
experiment. The participants were recruited 
through a local online job platform. Four 
participants had to be excluded from the final 
analysis (two due to technical issues and two 
due to excessive movement in the scanner (>5 
mm)). Therefore, the final sample size was 29 
participants. All experiment protocols were 
approved by the Ethics Committee of the 
General Medical Council Hamburg (PV7022) 
and all our methods were carried out in 
accordance with relevant ethical guidelines and 
regulations. All participants gave their written 
informed consent and were paid an expense 
allowance of 10 €/h. 
Apparatus 

Inside the scanner 

The stimuli were presented using 
Presentation® software (Version 22.01, 
Neurobehavioral Systems, Inc., Berkeley, CA) 
running on Windows 7. A mirror placed on the 
head coil with ~ 12 cm distance to the 
participant’s face was used to reflect the 
stimulus presentation from a 40’’ LCD screen 
with a refresh rate of 60 Hz. The auditory 
stimuli were presented using MR compatible 
in‑ear head phones (MR confon). Participant 
responses were tracked using two MR 
compatible button boxes. 

Outside the scanner 

For a tutorial as well as the congruence 
classification task, Psychopy (Version 3.2.4) 
software running on a 15’ hp laptop with 
Windows 10 was used to present the stimuli. A 
button box with two active buttons (one for 
each hand) was used to track the participants’ 
responses. Auditory stimuli were presented via 
loudspeaker on both sides of the screen. 

Stimuli 

Black squares on a grey background were used 
as visual stimuli (Fig. 1A, B) and instrument 
tones (edited with Audacity® recording and 
editing software version 2.4.1) were used as 
acoustic stimuli. For pitch‑size, squares (0° 39’ 
.26’’ & 3° 55’ .03’’) were presented with the 
sound of a piccolo flute (1225 Hz, D#/Eb6) or a 
double bass (73 Hz, D2). For pitch‑size variant 
with reduced difference, squares (1° 18’ .30’’ & 
2° 36’ .79’’) were presented either with a violin 
(588 Hz, D5) or a bassoon (149 Hz, D3). In 
between trials, a 0° 29’ .50’’, white fixation 
cross was presented in the middle of the screen. 
Small squares presented together with 
high‑pitched tones and bigger squares 
presented together with low‑pitched tones will 
be referred to as pitch‑size congruent condition 
in the following (Fig. 1 A ). 
For measuring the pitch‑elevation CMC, a black 
square (1° 8’ .54’’) was presented either above 
or below a 0° 29’ .50’’, white fixation cross. The 
cross was presented in the center of the screen 
and the distance of the squares to the center 
was 3° 14’ .18’’. The auditory stimuli used were 
the same as in the variant of pitch‑size with 
reduced difference. Squares above the fixation 
cross presented together with higher pitched 
tones and squares presented below the fixation 
cross together with lower tones will be referred 
to as congruent trials in the following (Fig. 1 A ). 
 
Experimental design and procedure 

We tested two different CMC types within our 
study, pitch‑size and pitch‑elevation, as well as 
a variant of the pitch‑size CMC with reduced 
difference between the stimulus contrasts. A 
tutorial was performed by the participants 
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before entering the scanner. Within the tutorial, 
the two distinct CMCs as well as the pitch‑size 
variant with reduced difference were 
introduced separately to the participants. Each 
tutorial part for the two distinct CMCs and the 
pitch‑size variant with reduced difference 
consisted of twelve trials (8 congruent; 4 
incongruent). Within the tutorial, the 
participants were not introduced to the concept 
of congruence and incongruence hidden behind 
the stimulus pairings. The purpose of the 
tutorial was to familiarize the participants with 
the stimulus pairs and the focus was always on 
the visual stimuli. 
After the tutorial, the participants were placed 
in the scanner. Before the experiment started, 
the volume of the acoustic stimuli were 
adjusted while the participants were exposed to 
the scanner noise. With the latter procedure we 
ensured a comfortable but valid presentation of 
the acoustic stimuli in the scanner. 
We used an event‑related design with jittered 
inter trial intervals (ITI) to present the stimuli 
in the scanner. In the main experiment, each 
participant saw all CMCs, the two distinct CMCs 
and the variant of pitch‑size with reduced 
difference (Fig. 1A, B), in separate runs. The 
duration of a run was ~ 10 minutes. The order 
in which the two distinct CMCs or the variant of 
pitch‑size with reduced difference were 
presented was counterbalanced between 
participants. 
Each of the three runs, in which one of the two 
distinct CMCs (Fig. 1A) or the variant of 
pitch‑size with reduced difference (Fig. 1B) was 
presented, consisted of 96 trials with 48 
repetitions of each condition (congruent; 
incongruent) and 24 presentations of each 
stimulus pair (e.g., small square and high pitch) 
(Chiou & Rich, 2012). The 96 trials were 
presented in a pseudo‑randomized order and 
this order was also randomized between 
participants. In each trial, a visual stimulus was 
presented simultaneously with a sound (Fig. 
1C). The participants were instructed to 
respond to the different visual stimuli as fast 
and precise as possible. For small as well as 
elevated stimuli, the correct button press was 
performed with the left index finger. For large 
and low presented stimuli, the button press was 

performed with the right index finger. The 
audio‑visual presentation lasted for 1000 ms 
followed by 500 ms of extended key response 
time. The inter‑trial interval was jittered 
between 2000 – 8000 ms with a mean of ~ 
5000 ms (Fig. 1C). Instructions were prompted 
on a screen in the scanner before each new run 
started. The participants had the opportunity to 
take a short break between the runs, however, 
they had to stay in the scanner during the short 
break. 
A stimulus congruence classification task was 
performed outside the scanner following the 
main experiment. Within the stimulus 
congruence classification, the participants were 
instructed to classify if the audio‑visual 
stimulus presentations match each other or not 
(Fig. 1D). The congruence classifications was 
separately performed for each distinct CMC and 
variant of pitch‑size with reduced difference, 
whereby each condition (congruent; 
incongruent) was presented six times in a 
random order. The participants were instructed 
to classify the presented audio‑visual pairs by 
clicking on the respective side of a scale with a 
computer mouse (Fig. 1D). Thereby only the 
ends of the scale could be clicked, no gradual 
adjustment was possible. The participants were 
instructed to classify intuitively if the 
audio‑visual stimuli were matching or not. No 
feedback on the chosen pair was given. We 
conducted this final task to test whether the 
participants correctly matched the congruent 
and incongruent stimulus pairs in accordance 
with the CMC theory (Fig. 1A, B).  

Behavioral data analysis 

The focus of the analysis of the behavioral data 
was the stimulus congruence classification 
performed outside the scanner. All statistical 
tests on the behavioral data were performed in 
JASP (Version 0.16.1). 
All congruence classifications were taken into 
account for the further analysis. The 
classifications were then divided into trials in 
which participants chose ‘matching’ and trials 
in which participants chose ‘not matching’ 
separately for each condition and each CMC, i.e., 
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the two distinct CMCs (Table 1) and the variant 
of pitch‑size with reduced difference (Table 2). 
We were interested in whether participants 
would classify our congruent stimulus pairs as 
matching and our incongruent stimulus pairs as 
not matching, i.e. whether participants show 
the expected classification of pairs in 
accordance with the CMC theory. We also 
wanted to know whether these classifications 
are dependent on the tested CMCs. Therefore, 
we conducted a repeated measures ANOVA to 
test the effect of the within‑subject factors 
‘distinct CMCs (pitch‑size & pitch‑elevation),’ as 
well as ‘Classifications of congruent stimuli 
(congruent stimuli rated as matching & 
congruent stimuli rated as not matching)’ on 
stimulus classifications. We also conducted a 
second repeated measures ANOVA to test the 
effect of the within subject factors ‘pitch‑size 
and pitch‑size variant with reduced difference’, 
as well as ‘Classifications of congruent stimuli 
(congruent stimuli rated as matching & 
congruent stimuli rated as not matching)’ on 
stimulus classifications. We also conducted 
these repeated measures ANOVAs for the 
stimulus classification performed on 
incongruent stimuli. 
For the sake of completeness, we analyzed the 
RTs of the in‑scanner task. Only RTs from 
correct trials and trials with RTs below 1000 
ms were taken into account in the further 
analysis. We chose this threshold, as the 
stimulus presentation ended after 1000 ms. 
Furthermore, we wanted to avoid including 
decisions formed by e.g., complex cognitive 
processing or inattentiveness. We performed 
two repeated measures ANOVAs, one for the 
two distinct CMCs and another for the 
pitch‑size CMC and its variant with reduced 
difference, to test whether there are differences 
between the RTs of the trial conditions 
(congruent trials & incongruent trials) and 
whether these differences are different 
between the CMCs. One repeated measures 
ANOVA was conducted to compare the within 
subject factors ‘distinct CMCs (pitch‑size & 
pitch‑elevation)’, as well as ‘Condition 
(congruent trials & incongruent trials)’ on RTs 
and the other repeated measures ANOVA was 
conducted to compare the effect of the within 

subject factors ‘pitch‑size and its variant with 
reduced difference’, as well as ‘Condition 
(congruent trials & incongruent trials)’ on RTs. 



 

Fig. 1. (A) Overview of the congruent (left) and incongruent (right) stimulus pairs for each of the two distinct CMCs (from top to bottom: Pitch‑ elevation, 

pitch‑ size). (B) Overview of the congruent (left) and incongruent (right) stimulus pairs for the pitch‑ size variant with reduced difference between the visual 

and acoustic stimulus pairs. (C) Schematic sequence of events in a trial (here pitch‑ size). (D) Example of a trial within the post experimental test for the 

strength of congruence outside the scanner. Participants were asked to classify simultaneous sound and square presentations as matching or not matching 

without knowing the purpose of the main experiment. Only the ends of the scale could be clicked, no gradual adjustment was possible. 

Functional data acquisition 

Imaging was performed on a 3‑T scanner 
(Siemens Trio) using a 64‑channel head coil. A 
standard gradient echo‑planar imaging (EPI) 
T2*‑sensitive sequence with 54 axial slices (2 
mm thickness with .5 mm gap, voxel size=2 × 2 
× 2 mm; repetition time (TR)=1640 ms and 
echo time (TE)=29 ms, multiband factor=2, Flip 
angle=70°) was acquired for functional 

imaging. A high resolution (1 × 1 × 1 mm voxel 
size) T1 weighted, three dimensional, defaced 
MPRAGE image (TR=7.1 ms, TE=2.98 ms, 
FA=9°, inversion time=1100 ms) was 
additionally acquired for each participant. The 
experiment started after the scanner reached 
magnetic stabilization.  

Functional data analysis 



 

Preprocessing and statistical analysis of the 
fMRI data were carried out in SPM12 
(http://www.fil.ion. ucl.ac.uk/spm/) on Matlab 
version R2020a. Image preprocessing steps 
included a correction for the magnetic field 
distortion by unwarping the images using a 
fieldmap, as well as motion correction with 
registration on the first EPI, correcting for 
between subject anatomical differences by 
normalizing images on EPI with the EPI 
template provided by SPM12 and smoothing 
the normalized images with a 6 mm (full 
widths half maximum; FWHM) Gaussian 
kernel. We did not correct for RT differences 
between congruent and incongruent 
conditions as the expected RT difference was 
below 100 ms (Chiou & Rich, 2012; Evans & 
Treisman, 2010). 
The hemodynamic response for each condition 
(congruent; incongruent) was modelled as an 
event‑related design (for further information 
see Experimental design and procedure). The 
six contrast images (main effects) per 
participant, calculated from onsets of each 
condition, were entered into a flexible factorial 
group level analysis and all statistical 
comparisons were estimated on the group 
level. 

Functional data analysis of the distinct CMCs 

To test for differences between the processing 
of the conditions in the distinct pitch‑size and 
pitch‑elevation CMCs, we estimated two 
interaction contrasts at the second level. To 
test for enhanced neural effects of congruent 
trials selectively in the pitch‑size CMC an 
interaction contrast was estimated (Pitch‑size 
(C>I) > pitch‑elevation (C<I)). To test for 
enhanced neural effects of congruent trials 
selectively in the pitch‑elevation CMC, another 
interaction contrast was estimated (Pitch‑size 
(C<I) < pitch‑elevation (C>I)). We also tested 
for differences in neural effects between the 
conditions within the distinct CMCs. Therefore, 

we estimated contrasts that tested for 
enhanced neural effects of congruent stimuli 
within pitch‑size (C>I) and pitch‑elevation 
(C>I), as well as contrasts that tested for 
enhanced neural effects of incongruent stimuli 
within pitch‑size (C<I) and pitch‑elevation 
(C<I) (Table 3). To test for common neural 
effects of congruent trials within the two 
distinct CMCs, a global conjunction was 
estimated (Pitch‑size (C>I) & pitch‑elevation 
(C>I)). Statistically significant whole brain 
fMRI effects were family wise error corrected 
(FWE, p<0.05). 

Functional data analysis of pitch‑ size and its 

variant with reduced difference 

To test for common neural effects of congruent 
trials within pitch‑size and its variant with 
reduced difference, a global conjunction was 
estimated (Pitch‑size (C>I) & pitch‑size variant 
with reduced difference  
( C >I)). 
To test for enhanced neural effects of 
congruent trials selectively in the pitch‑size 
CMC, an interaction contrast was estimated 
(Pitch‑size (C>I) > pitch‑size variant with 
reduced difference (C<I)). Statistically 
significant whole brain fMRI effects were 
family wise error corrected (FWE, p<0.05). 

Regions of interest  

Main region of interests related to previous 
studies and their corresponding coordinates 
used in this study are the ACC [TAL: x=+/‑ 6, 
y=30, z=38] (Roelofs et al., 2006; coordinates 
were converted into MNI space using the 
implemented mni2tal tool from Yale Bioimage 
Suite Web (Version: 1.2.0 (2020/08/25)), the 
AnG [MNI: x=+/‑ 48, y=‑64, z=34] to test for a 
statistical or environmental driven CMC 
(Humphreys & Ralph, 2015) and the IPS for a 
magnitude driven CMC [MNI: x=+/‑ 43, y=‑42, 



 

z=48] (Humphreys & Ralph, 2015). We tested 
for language related effects within the 
triangular part [MNI: x=‑39, y=26, z=13] of the 
left IFG as well as the orbital part [MNI: x=‑30, 
y=35, z=‑14] of the left IFG (Liuzzi et al., 2017). 
We reported significant fMRI effects of our 
ROIs using a sphere with a radius of 10 mm 
which was small volume corrected with FWE 
(p<0.05).  

RESULTS 
Behavioral results  

Behavioral results of the stimulus congruence 

classification task 

We tested separately whether the congruent 
and incongruent trials were overall classified 
as matching compared to not matching with a 
classification task. We also tested whether 
there is a difference in classifications of 
congruence or incongruence depending on the 
CMC. We tested this dependence between the 
distinct CMCs and between pitch‑size and its 
variant with reduced difference. The results of 
the classification task, which was performed 
outside the scanner, showed that the 
congruent stimulus pairs were overall 
classified as matching and incongruent 
stimulus presentations were overall classified 
as not matching, i.e., the participants’ 
classification aligns with the CMC theory 
(Spence, 2011). A dependence of the 
classification strength was observed for the 
classification of congruent trials between 
pitch‑size and pitch‑elevation with more 
congruent trials rated as matching in pitch‑size 
compared to pitch‑elevation (details in the 
following sections). 
 

Stimulus congruence classification 

results of the two distinct CMCs 

To test whether congruent stimulus pairs were 
significantly classified as matching by the 
participants (Table 1) and to test whether this 
classification different between the distinct 
CMCs, a repeated measures ANOVA with the 
distinct CMCs and Classifications of congruent 
stimuli (congruent trials rated as matching & 
congruent trials rated as not matching) as 
within subject factors was performed. For the 
distinct CMCs, this repeated‑measures ANOVA 
showed a reliable effect for the factor 
Classifications of congruent stimuli 
(F(1,28)=133.8, p<0.001, hp2=0.83; Table 1). This 
means that congruent pairs were significantly 
classified as matching (M=86.2%, SEM=3.9%; 
Table 1). An interaction of distinct CMCs × 
Classifications of congruent stimuli was 
statistically significant (F(1,28)=7.398, p=0.011, 

hp2=0.209) and a post‑hoc test revealed that 
significantly more congruent pairs were 
classified as matching within pitch‑size 
compared to pitch‑elevation (pholm=0.022). 
This means that a significant difference was 
observed for the number of congruent trials 
rated as matching between the pitch‑size and 
pitch‑elevation CMCs, i.e., a higher congruence 
classification was observed for congruent 
stimuli in pitch‑size compared to 
pitch‑elevation (Table 1). Furthermore, 
significantly more congruent pairs were 
classified as matching within pitch‑size 
(pholm<.001) as well as within pitch‑elevation 
(pholm<.001). We observed no effect for 
distinct CMCs (F(1,28)=‑6.010e‑14, p=1.0, 
hp2=‑2.146e‑15).  
To test whether incongruent stimulus pairs 
were significantly classified as not matching by 
the participants and to test whether this 
classification is different between the distinct 
CMCs this classification is different between 
the distinct CMCs, a repeated measures ANOVA 
with the distinct CMCs and Classi‑ 

Table 1. Congruence classification of the two distinct CMCs for congruent 

and incongruent stimulus presentations. Mean in percent for stimulus 



 

conditions (congruent, incongruent) within each distinct CMC (pitch‑ size, 

pitch‑ elevation) classified as matching, i.e. congruent or not matching, i.e. 

incongruent. The maximum possible percentage for each presented 

condition (congruent; incongruent) in each distinct CMC was 100% for 

classifications of matching and not matching taken together.  
 

 
 

fications of incongruent stimuli (incongruent 
trials rated as matching & incongruent trials 
rated as not matching) as within subject 
factors was performed. For the distinct CMCs, 
this repeated‑measures ANOVA showed a 
reliable effect for the factor Classifications of 
incongruent stimuli (F(1,28)=22.34, p<.001, 

hp2=0.44). This means that incongruent pairs 
were significantly classified as not matching 
(M=72.7%, SEM=5.6%; Table 1). No effect for 
distinct CMCs (F(1,28)=‑4.695e‑14, p=1.0, 
hp2=‑1.677e‑15) as well as the interaction of 
distinct CMCs × Classifications of incongruent 
stimuli (F(1,28)=1.714, p=0.2, hp2=0.058) was 
observed. This means that no significant 
difference was observed between pitch‑size 
and pitch‑elevation for the classification of 
incongruent stimuli. 

Stimulus congruence classification results of the 

pitch‑ size CMC and its variant with reduced 

difference 
To test whether congruent stimulus pairs were 
significantly classified as matching by the 
participants (Table 2) and to test whether this 
classification is different between pitch‑size 
CMC and its variant with reduced difference, a 
repeated measures ANOVA with the within 
subject factors pitch‑size and its variant with 
reduced difference and Classifications of 
congruent stimuli (congruent trials rated as 

matching & congruent trials rated as not 
matching) was performed. This 
repeated‑measures ANOVA showed a reliable 
effect for the factor Classifications of congruent 
stimuli (F(1,28)=216.87, p<.001, hp2=0.89; Table 
2). This means that congruent pairs were 
significantly classified as matching (M=87.4%, 
SEM=3.35%; Table 2). An interaction of 
Pitch‑size and its variant with reduced 
difference × Classifications of congruent 
stimuli was statistically significant 
(F(1,28)=5.072, p=0.033, hp2=0.152) and a 
post‑hoc test revealed that significantly more 
congruent pairs were classified as matching 
within pitch‑size (pholm<0.001) as well as 
within the pitch‑size variant with reduced 
difference (pholm<0.001). However, there was 
no significant difference observed between 
congruent stimuli classified as matching for 
pitch‑size and its variant with reduced 
difference (pholm=0.066). No main effect was 
observed for the stimulus classifications of 
pitch‑size and its variant with reduced 
difference (F(1,28)=1.699e‑13.0, p=1.0, 
hp2=6.068e‑15). This means that no significant 
difference was observed between pitch‑size 
and its variant with reduced difference for the 
classification of congruent stimuli. 
To test whether incongruent stimulus pairs 
were significantly classified as not matching by 
the participants (Table 2) and to test whether 
this classification is different between the 
pitch‑size CMC and its variant with reduced 
difference, a repeated measures ANOVA with 
pitch‑size and its variant with reduced 
difference and Classifications of incongruent 
stimuli (incongruent trials rated as matching & 
incongruent trials rated as not matching) as 
within subject factors was performed. This 
repeated measures ANOVA showed an effect 
for Classifications of incongruent stimuli 
(F(1,28)=33.3, p<.001, hp2=0.54). This means that 
incongruent pairs were significantly classified 
as not matching (M=76.7%, SEM=5.4%; Table 
2). No effect was observed for pitch‑size CMC 

 
Condition  
presented 

Pitch‑ size  
  

classified as 
Pitch‑ elevation  

  
classified as  

  matching not  
matching matching  not  

matching  

congruent 92 8 80.5 19.5  

incongruent 23.6 76.4 31 69  



 

and its variant with reduced difference 
(F(1,28)=‑5.634e‑15, p=1.0, hp2=‑2.012‑16) as well 
as for the interaction of pitch‑size CMC and its 
variant with reduced difference × 
Classifications of incongruent stimuli 
(F(1,28)=0.01, p=0.92, hp2=3.55e‑4). This means 
that no significant difference was observed 

between pitch‑size and its variant with 
reduced difference for the classification of 
incongruent stimuli. 

Behavioral results of the in scanner‑ task recorded 

reaction time data 

 

Table 2. Congruence classification of pitch‑ size and its variant with 

reduced difference for congruent and incongruent stimulus presentations. 

Mean in percent for stimulus conditions (congruent, incongruent) within 

pitch‑ size and pitch‑ size with reduced difference classified as matching, 

i.e. congruent or not matching, i.e. incongruent. The maximum possible 

percentage for each presented condition (congruent; incongruent) in each 

CMC was 100% for classifications of matching and not matching taken 

together.  

 
We discarded 2.25% of trials due to false or 
missing responses and 0.9% of trials due to 
slow button presses (over 1000 ms).  

Error rates and reaction time data of the in scanner 

task  for the two distinct CMCs 

The error rates for pitch‑size were 3.27% and 
for pitch‑elevation 3.3%. To test whether there 
is a difference in RTs depending on Conditions 
(congruent trials & incongruent trials) and the 
tested distinct CMCs (pitch‑size & 
pitch‑elevation) we performed a 
repeated‑measures ANOVA with the distinct 
CMCs and the two conditions as within subject 
factors on RTs. This ANOVA showed a main 
effect for CMC Types (F(1,28)=12.11, p=0.002, 
hp2=0.302). The RTs in the pitch‑elevation CMC 
were significantly lower (456.3 ms; SEM=12.1 
ms) compared the RTs in Pitch‑size (492 ms; 
SEM=9.5 ms). No main effect was observed for 
Condition (F(1,28)=0.044, p=0.836, hp2=0.002) as 
well as for the interaction of distinct CMCs × 
Condition (F(1,28)=0.055, p=0.817, hp2=0.002). 

In summary, a significant difference in RTs was 
observed between the distinct CMCs, indicating 
a probable difference in processing the 
stimulus pairs dependent on the tested CMC 
type. 

 

Error rates and reaction time data of the in scanner 

task for the pitch‑ size CMC and its variant 

The error rates for pitch‑size were 3.27% and 
for pitch‑size with reduced difference were 
2.95%. To test whether there is a difference in 
RTs depending on Conditions (congruent trials 
& incongruent trials) and the tested CMCs 
pitch‑size and its variant with reduced 
difference, we performed a repeated‑measures 
ANOVA with the pitch‑size and its variant with 
reduced difference and the two conditions as 
within subject factors on RTs. This 
repeated‑measures ANOVA showed a main 
effect for pitch‑size and its variant with 
reduced difference (F(1,28)=26.4, p<.001, 
hp2=0.485). RTs in the pitch‑size CMC (492 
ms; SEM=9.5 ms) were significantly lower 
compared to the pitch‑size variant with 
reduced difference (526.5 ms; SEM=9.8 ms). 
The main effect for Condition (F(1,28)=1.025, 
p=0.32, hp2=0.04) as well as for the interaction 
of pitch‑size and its variant with reduced 
difference × Condition (F(1,28)=1.25, p=0.27, 
hp2=0.04) were not significant. In summary, a 
significant difference in RTs was observed 
between pitch‑size and its variant with 
reduced difference, indicating a probable 
difference in processing the stimulus pairs 
dependent on the tested pitch‑size CMC. 

 
Condition  
presented 

Pitch‑ size  
  

classified as 
Pitch‑ size variant  

classified as 

matching not  
matching matching  not  

matching 

congruent 92 8 82.8 17.2 

incongruent 23.6 76.4 23 77  



 

Functional data 

We were interested in finding the neural 
components of different CMC types as well as 
between pitch‑size and its variant with 
reduced difference to evaluate different and 
common neural mechanisms underlying 
pitch‑based CMC effects. To test for congruence 
effects in dependence of the CMCs pitch‑size 
and pitch‑elevation, interaction analyses were 
performed. To test whether there were 
common effects for congruent trials between 
distinct CMCs as well as between pitch‑size and 
its variant pitch‑size with reduced difference, 
global conjunction analyses (k>0) were 
performed. 
 

Differences between pitch‑ size and pitch‑ elevation 

crossmodal correspondences 

We did not find common congruence (C>I) 
effects for pitch‑size and pitch‑elevation CMCs 
when a global conjunction was performed. 
Albeit clear differences between the distinct 
CMCs were observed when we tested for 
enhanced neural effects of congruent trials 
selectively in the pitch‑size CMC. The 
computed interaction for pitch‑size (C>I) > 
pitch‑elevation (C<I) revealed whole brain 
family wise error (FWE; p<0.05) corrected 
activations within the left superior parietal 
lobule (SPL; MNI coordinates: x=‑26, y=‑48, 
z=62; T=5.39, p=0.021), the left Heschls’ gyrus 
(HG; MNI coordinates: x=‑32, y=‑24, z=6; 
T=5.33, p=0.026) and the left cerebellum (MNI 
coordinates: x=‑22, y=‑58, z=‑30; T=5.22, 
p=0.041; Fig. 2). We observed greater neural 
effects for congruent trials (C>I) in pitch‑size 
and greater neural effects for incongruent 
trials (C<I) in the pitch‑elevation CMCs in these 
regions (see Fig. 2 as well as Table 3 and Table 
4).  
Additionally, small volume, FWE (p<0.05) 
corrected effects in our ROIs 10 mm spheres 

were observed within the right AnG (MNI 
coordinates: x=40, y=‑66, z=32; T=3.7, p=0.03), 
left ACC (MNI coordinates: x=‑2, y=22, z=34; 
T=4.13, p=0.008), right ACC (MNI coordinates: 
x=8, y=28, z=40; T=4.56, p=0.002) and nearly 
significant in the left IPS (MNI coordinates: 
x=‑42, y=‑36, z=46; T=3.51, p=0.05; Fig. 3 and 
Table 3). No activation of the IFG survived with 
the small volume correction. 
The effect within the right AnG was dominated 
by a positive CMC effect within pitch‑size (C>I; 
T=3.94, p=0.014 corr.). The measured effects 
within the right ACC were significantly greater 
for congruent trials in pitch‑size (C>I; T=3.97, 
p=0.013 corr., Table 4) and for incongruent 
trials in pitch‑elevation (C<I; T=3.61, p=0.038 
corr., Table 4). The elicited effect in the IPS was 
driven by incongruent trials within the 
presentation of pitch‑elevation (C<I; T=4.06, 
p=0.01 corr.; see Fig. 3). For the sake of 
completeness, we have included a table 
presenting the statistically significant results of 
the small volume corrected regions of interest 
for both pitch‑size and pitch‑elevation CMCs of 
both conditions (C>I, C<I; Table 4). 
To evaluate a possible influence of RT 
differences between the pitch‑size and 
pitch‑elevation CMCs on the neural activity, we 
replicated the interaction analysis for 
pitch‑size (C>I) > pitch‑elevation (C<I) by 
including individual median RT data for each 
condition as a parametric modulator in the 
group level analysis. The results showed no 
substantial changes in activity neither in the 
whole brain nor the ROIs. All reported 
coordinates in the interaction analysis 
remained the same and the p‑value remained 
at p<0.05 for the SPL (T=5.36), cerebellum 
(T=5.20), HG (T=5.29), right ACC (T=5.57), left 
ACC (T=4.11) and AnG (T=3.69). The neural 
activity found in the left IPS (T=3.46) stayed at 
a nearly significant level (p=0.058). No 
activation of the IFG survived with the small 
volume correction.  
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Fig. 2. Effects of the interaction for pitch‑ size with pitch‑ elevation (left), which tested for enhanced neural effects of congruent trials selectively in the 

pitch‑ size CMC. Contrast estimates for the corresponding region are displayed on the right (blue = Pitch‑ size; orange = Pitch‑ elevation). Each bar 

resembles the activation difference (C>I) within the specific region. Whole‑ brain FWE (peak‑ level; p<0.05) corrected effects were observed in the SPL, 

cerebellum and HG. Error bars indicate the observed standard error within each contrast. (The FWE corrected analysis with p<0.05 was used to create the 

images above). 
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Table 3. fMRI effects for an interaction between pitch‑ size and pitch‑ elevation. T Interaction effects within a) whole brain FWE corrected (p<0.05) 

peak‑ level effects and b) small volume, FWE corrected (p<0.05) peak‑ level effects within the defined ROIs. Statistically significant effects are shown and 

therefore no results for the interaction testing for enhanced neural effects of congruent trials selectively in pitch‑ elevation (pitch‑ size (C<I) < 

pitch‑ elevation (C>I)) are included in this table. 

Pitch‑ size (C>I) > Pitch‑ elevation (C<I)        

Hem Regions     T‑ value 

 MNI coordinates  

 x y z 

a)      

L Superior parietal lobule 5.39 ‑ 26 ‑ 48 62 

L Heschels’ gyrus 5.33 ‑ 32 ‑ 24 6 

L Cerebellum 5.22 ‑ 22 ‑ 58 ‑ 30 

b)      

R Anterior cingulate cortex 4.56 8  28 40 

L Anterior cingulate cortex 4.13 ‑ 2 22 34 

R Angular gyrus 3.70 40 ‑ 66 32 

L Intraparietal sulcus 3.51 ‑ 42 ‑ 36 46 
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Table 4. Condition specific fMRI findings for pitch‑ size and pitch‑ elevation. Findings of the small volume, FWE (p<0.05) corrected ROIs peak‑ level effects 

for pitch‑ size and pitch‑ elevation by condition (C>I; C<I). Statistically significant effects are shown and therefore no results for pitch‑ size C<I and 

pitch‑ elevation C>I are included in the table.  

Pitch‑ size            

Hem Regions T‑ value 

 MNI coordinates   

x y z 

C>I      

R Anterior cingulate cortex 3.97 8 36 32 

R Angular gyrus 3.94 40 ‑ 68 32 

Pitch‑ elevation      

Hem Regions T‑ value 

 MNI coordinates  

x y z 

C<I      

R Anterior cingulate cortex 3.61 6 20 38 

R Anterior cingulate cortex 3.60 4 30 40 

L Intraparietal sulcus 4.06 ‑ 42 ‑ 36 44 
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These results confirm that the 
interaction effects between the 
pitch‑size and pitch‑elevation CMCs 
are independent of the observed RT 
differences.  

Common effects for pitch‑ size 

and pitch‑ size with reduced 

difference correspondences 

We were interested in to what extent 
a reduced difference between the 
visual and acoustic stimuli could 
modulate a CMC effect for pitch and 
size. No common effect was found 
between pitch‑size and its variant 
with reduced difference. This means 
that the global conjunction over 
pitch‑size (C>I) & pitch‑size variant 
with reduced difference (C>I) did not 
lead to significant effects within the 
whole brain or our ROIs. We 
therefore concluded that there was 
likely a difference in neural effects 
between pitch‑size and its variant 
with reduced difference. 
Subsequently, we examined whether 
there were any differences in our 
ROIs between pitch‑size and its 
variant with reduced difference by 
conducting an interaction analysis 
that tested for enhanced neural 
effects of congruent trials selectively 
in pitch‑size (pitch‑size (C>I) > 
pitch‑size variant with reduced 

difference (C<I)). A differential effect 
in the ACC (MNI co‑ordinates: x=‑2, 
y=30, z=26) with a T value of 3.75 
was observed. However, it did not 
survive corrections for multiple 
comparisons. 

DISCUSSION 

In this study, the neural correlates 
between different CMCs were 
compared to evaluate a possible 
common or different processing of 
CMCs and further to obtain a possible 
clue regarding the theories on the 
origins of CMCs. Our results are in 
favor of different processes 
underlying different pitch‑based 
CMCs as well as in favor of the theory 
that these CMCs are probably driven 
by statistical regularities from our 
environment. The participants 
significantly classified the congruent 
stimulus pairs as matching compared 
to not matching and the incongruent 
stimulus pairs as not matching 
compared to matching in both 
distinct CMCs as well as the variant of 
pitch‑size with reduced difference in 
the stimulus congruence 
classification, which was performed 
outside the scanner. This means that 
the participants classified the 
stimulus pairs in accordance with the 
CMC theory (Fig. 1A, B). 
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Figure 3. Effects of the interaction for pitch-size with pitch-elevation (left), which tested for enhanced neural effects of congruent trials selectively in 

the pitch-size CMC. Contrast estimates for the corresponding region are displayed on the right (blue = Pitch-size; orange = Pitch-elevation). Each bar 

resembles the activation difference (C > I) within the specific region. FWE corrected small volume effects (peak-level; p < .05) were observed in the 

ACC, AnG and IPS. Error bars indicate the observed standard error within each contrast. (For display purposes, a T value of > 4 was chosen to create 

the images above.) 
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Common and different regions are 

involved in processing different 

crossmodal correspondences 

Overall, no area was observed to 
show common effects for congruence 
across the distinct CMCs within this 
study. This finding points towards 
probable differences in the 
underlying information processing of 
different CMCs. Differential effects 
were observed in the SPL, cerebellum, 
HG, ACC, AnG and IPS. In all regions, 
the effects were different between the 
conditions of the two CMCs. For the 
pitch‑size CMC, a greater activation 
was observed for congruent > 
incongruent stimulus presentations 
while enhanced activity was seen for 
congruent<incongruent stimulus 
pairs in the pitch‑elevation CMC 
within identical areas. However, the 
stimulus congruence classification 
task showed clear behavioral effects, 
supporting the assumption that 
congruent stimulus presentations are 
overall perceived as belonging 
together. This finding is consistent 
with the possibility that the neural 
effects are related to the perceived 
congruency between the visual and 
acoustic stimuli in the different CMCs. 
Therefore, the disparate neural 
effects can be interpreted as 
correlates of different neural 
processes underlying the different 
CMCs. 
The processing and integration of 
multimodal information is assumed 
to start already in the primary 
sensory system (Baier et al., 2006; 
Crottaz‑Herbette & Menon, 2006; 
Werner & Noppeney, 2010). This 
likely explains our observation of 
effects within the HG in both CMCs. 
The HG, which is part of the primary 
acoustic system, demonstrated a 
modulation of acoustic processing 
based on the congruency of the visual 

stimulus in CMCs. Despite the fact 
that our visual stimuli were clear and 
informative on their own, we found 
that processing of the visual stimulus 
was clearly influenced by the acoustic 
stimulus (Gallace & Spence, 2006; 
McDonald et al., 2000; Misselhorn et 
al., 2016; Werner & Noppeney, 2010). 
This is particularly interesting since 
the acoustic stimulus is irrelevant in 
all tested CMCs. On the one hand 
acoustic processing was previously 
reported as suppressed in visually 
dominating tasks (Johnson & Zatorre, 
2005; Schmid et al., 2011) on the 
other hand, the influential nature of 
irrelevant acoustic stimuli in visual 
information processing was also 
reported by other studies (McDonald 
et al., 2000; Regenbogen et al., 2018; 
Tonelli et al., 2017). Thus, our results 
are a likely indication that in CMCs, 
differential processing of congruent 
and incongruent stimuli already 
occurs in the early sensory systems. 
To our surprise, we found differential 
processing of congruent and 
incongruent stimulus combinations in 
the early sensory system for the 
different CMCs. Greater effects in the 
HG were found for congruent 
stimulus presentations in pitch‑size 
and for incongruent stimulus 
presentations in pitch‑elevation (Fig. 
2).  
The ACC was also involved in both 
CMCs, which probably reflects the 
different functions of this area in the 
dynamical interplay between 
top‑down and bottom‑up 
multisensory processing (Benedict et 
al., 2002; Crottaz‑Herbette & Menon, 
2006; Downar et al., 2002; Laurienti 
et al., 2003). In particular, the role of 
the AnG in multisensory integration is 
well established (Bonnici et al., 2016; 
Cabeza et al., 2012; Hölig et al., 2017). 
Further, the AnG is assumed to be 
crucial for the direction of attention 
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in relation to memory (Cabeza et al., 
2012; Humphreys & Ralph, 2015; 
Jablonowski & Rose, 2022; 
Regenbogen et al., 2018). The 
involvement of this area can be 
interpreted as recruitment of 
memory‑based attention in the 
pitch‑size CMC. We speculate that 
pitch‑size congruent trials were 
mainly driven by bottom‑up 
processes, as the AnG is part of the 
ventral parietal cortex (VPC) (Cabeza 
et al., 2012; Humphreys & Ralph, 
2015; Kim, 2010). According to the 
attention to memory (AtoM) model 
postulated by Cabeza and colleagues, 
pitch‑size congruencies can be 
assumed to be driven by a detection 
of cues as part of a memory based 
retrieval (Cabeza et al., 2011; 2012). 
According to Cabeza and colleagues, 
the VPC ‘[…] mediates the bottom‑up 
capture of attention by salient memory 
contents (bottom‑up AtoM)’ (Cabeza 
et al., 2012, p. 6).  
In contrast to pitch and size 
correspondences, top‑down 
processes seem to be involved in 
pitch‑elevation CMCs. The IPS was 
postulated to be part of top‑down 
attentional processes as this region is 
part of the dorsal parietal cortex 
(Cabeza et al., 2011; 2012; 
Regenbogen et al., 2018). 
Furthermore, the IPS showed greater 
activations dependent on task 
difficulty (Regenbogen et al., 2018). 
As the information about the location 
of a visual stimulus can be assumed to 
be biased by the misleading acoustic 
stimulus within incongruent 
pitch‑elevation trials, top‑down 
controlled attention shifts were 
probably enforced within 
incongruent stimulus presentations 
in the pitch‑elevation CMC (Chiou & 
Rich, 2012; Regenbogen et al., 2018; 
Salmi et al., 2009). On a theoretical 
level, the fMRI results supported the 
theory about statistical assumptions 

extracted from our environment as a 
general basis for different CMCs 
(Maimon et al., 2021; Pisanski et al., 
2017; Spence, 2011, 2020; Spence & 
Sathian, 2020; Zeljko et al., 2019). 
This would explain the facilitation of 
memory driven processes, which 
seem to best fit the measured neural 
effects. As shown in other studies 
before, there seems to be a strong 
connection between pitches with 
certain sizes or pitches and the 
spatial location of objects (Ben‑Artzi 
& Marks, 1995; Bolam et al., 2022; 
Evans & Treisman, 2010; Jamal et al., 
2017; Maimon et al., 2021; Pisanski et 
al., 2017; Tonelli et al., 2017). These 
connections are probably based on 
experiences from our daily lives 
(Bowling et al., 2017; Parise et al., 
2014; Pisanski et al., 2017). However, 
this common basis result in 
differential neural processing in the 
two distinct CMCs. We can only 
speculate at this point that our task 
design allowed for an easier detection 
of congruent pitch‑size presentations. 
The spatially differentiating 
incongruent pitch‑elevation pairs on 
the other hand probably resulted in a 
confounded response detection 
processing (Bruns et al., 2014; Chiou 
& Rich, 2012; Maimon et al., 2021). 
Differences in processing the 
stimulus combinations in the two 
distinct CMCs may explain the lack of 
significant effects observed for the 
incongruent pitch‑size and congruent 
pitch‑elevation presentations, as well 
as the interaction testing for 
enhanced neural effects of congruent 
trials selectively in the 
pitch‑elevation CMC. However, 
further studies are required to 
investigate these differences and 
clarify the findings. 
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Findings on language and magnitude 

driven effects in crossmodal 

correspondences 

No statistically significant activation 
in our language specific ROIs was 
found within this study. Based on the 
findings from this study as well as 
previous research, the theories 
stating that pitch‑elevation 
correspondences are driven by 
language, are not supported 

(McCormick et al., 2018; Parkinson et 
al., 2012). However, it is important to 
note that we cannot rule out any 
entanglements of language with other 
factors influencing the mechanisms 
underlying pitch and elevation 
correspondences. 
When examining the theory of 
magnitude‑driven correspondences, 
the effect within the left, instead of 
the proposed right, IPS exhibited 
nearly significant results in the 
interaction between pitch‑size and 
pitch‑elevation. Surprisingly, the 
effect showed significant results in 
relation to incongruent presentations 
when assessing the ROI in the main 
effect of pitch and elevation, 
contradicting our hypothesis. Hence, 
our data does not strongly support 
the existence of a shared foundation 
for correspondence effects driven by 
magnitude within or across different 
types of CMCs. 
According to the theory of 
magnitude/intensity, an e.g., small 
visual stimulus would be located on 
the same side of a polar scale as a 
high‑pitched tone on its respective 
scale. Thus, leading to an intrinsic 
matching of congruent pairs as they 
would be perceived as ‘more’ intense 
or ‘greater’ in magnitude when 
combined (Chang & Cho, 2015). 
Hence, incongruent pairs of 
audio‑visual stimuli would be on their 
opposite sides of the polar scales and 
therefore perceived as less intense or 

lower in magnitude. While our 
findings in investigating magnitude 
and language effects in our chosen 
ROIs may be open to debate, they are 
in line with the relatively weak effects 
reported by McCormick et al. (2018) 
in their study on pitch‑elevation 
correspondence. 

Linking this study to a former 

fMRI study on pitch‑ elevation 

CMCs 

It is important to note that 
McCormick et al. (2018) used a 
working memory task in their study 
on pitch‑elevation correspondences, 
which might has obscured direct 
correspondence effects leading to no 
significant effects in a congruent 
versus incongruent fMRI contrast. 
Nevertheless, notable effects were 
observed when analyzing consecutive 
congruent versus consecutive 
incongruent trials. Even though we 
have to interpret these findings with 
caution, in regard of the magnitude 
and language hypothesis, both of our 
findings share some commonalities in 
terms of null or weak effects. On the 
other hand, we found similar effects 
in the right AnG, however probably 
originating in the pitch‑size 
correspondence in our study. Rather 
than directly comparing or linking 
our outcomes to the study by 
McCormick et al. (2018), our aim was 
to start from a similar theoretical 
framework and employ similar ROIs 
to explore the congruence effect in 
different CMCs with a non‑working 
memory related task design. 

No effects of pitch and size and its 

variant with reduced difference 

We hypothesized to find a modulation 
of effect strength related to the 
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reduced difference of the contrast of 
pitches and sizes in our pitch‑size 
CMCs. This hypothesis was not 
supported by the measured effects 
within this study. We did not observe 
common effects of congruence 
between pitch‑size and its variant 
with reduced difference within our 
ROIs. According to the findings of a 
study by Chiou & Rich (2012), the 
mapping of acoustic and visual 
stimuli seems to be relative to the 
assignments of low and high pitches 
to e.g., small and large squares, 
however the ability to measure a CMC 
effect is dependent on the ability to 
form distinct pairs which clearly 
stand out from each other in the 
context they are presented in (Chiou 
& Rich, 2012; Zeljko et al., 2019). The 
context in which the stimuli are 
presented in is thought to support the 
formation of congruent mappings of 
stimuli (Chiou & Rich, 2012; Zeljko et 
al., 2019). The findings in our 
congruence classification task led to 
the assumption that a reduced 
difference of the contrast of our 
implemented stimuli did not 
significantly weaken the mentioned 
ability to associate the expected 
stimulus pairs as congruent or 
incongruent. We observed a 
differential activity in the ACC of 
pitch‑size compared to its variant. 
This effect was observed when we 
performed an interaction analysis 
that tested for enhanced neural 
effects of congruent trials selectively 
in the pitch‑size CMC. However, this 
activity did not survive multiple 
comparison corrections. 
Nevertheless, this observation 
suggests that differences in 
processing congruency may be 
involved in pitch‑size compared to its 
variant. The slowed down RTs in the 
pitch‑size variant with reduced 
difference compared to the pitch‑size 
pairs with a great difference in 

stimulus contrasts probably hints 
towards a slowed down decision 
process. It remains speculative 
whether a lack in neural modulatory 
effects was caused by the great 
similarity of the two pitch‑size CMCs, 
as well as the higher similarity of 
stimuli within the variant of the 
pitch‑size with reduced difference.  

Limitations of this study 

In the present study are some 
limitations we want to address. 
Instead of performing the CMC 
presentations in an upright position 
like in classical behavioral 
measurements, the participants lay 
on their back during the main 
experiment in our study. The 
perceived upright should not have 
inferred with the pitch‑elevation 
matching of congruence or not 
matching of incongruence as the 
presented visual and acoustic stimuli 
were aligned with the body position 
(Harris et al., 2015), nevertheless we 
cannot exclude a probable influential 
factor of the body position on the 
perception of stimulus positions 
within the pitch‑elevation part of the 
experiment in the scanner. While we 
decided to use natural stimuli instead 
of pure tones, which allowed for a 
more natural representation of 
crossmodal correspondences, it is 
worth acknowledging the potential 
influence of timbre on our findings. 
We matched the instruments and 
their produced tones, i.e., higher 
tones are played by smaller 
instruments and lower tones are 
played by larger instruments within 
our distinct CMCs and the pitch‑size 
variant with reduced difference. This 
alignment potentially amplified the 
correspondence effect observed in 
the pitch‑size CMC. Previous studies, 
such as Evans and Treisman (2010), 
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successfully utilized piano and violin 
sounds in their indirect crossmodal 
correspondence tasks without 
encountering issues related to the 
instruments used. However, it is 
worth noting that while there are 
studies exploring crossmodal 
correspondences involving timbre 
and other perceptual dimensions 
(Adeli et al., 2014; Qi et al., 2020; 
Wallmark & Allen, 2020), to our 
knowledge, none have specifically 
investigated the role of timbre in 
pitch‑size or pitch‑elevation 
correspondences using the stimuli 
employed in our study. While we 
believe our results provide valuable 
insights into the mechanisms hidden 
behind different crossmodal 
correspondences, it would be 
beneficial to replicate our study with 
an alternative experimental setup to 
ascertain the robustness of our 
conclusions. It would be for example 
from great interest if the same results 
we find in this study can be replicated 
when utilizing the same task for e.g., 
different crossmodal 
correspondences. Regarding the null 
effects we observed in our study, it is 
important to emphasize that the 
absence of significant findings does 
not necessarily imply the absence of 
an effect. Further investigation with a 
different paradigm may provide a 
better understanding of the effect. 
Although CMCs have been 
successfully studied using an implicit 
task design in behavioral studies 
(Evans, 2020; Evans & Treisman, 
2010; Parise & Spence, 2012, Chiou & 
Rich, 2012), exploring differences 
between the processing of CMCs in 
implicit and explicit task designs may 
be of interest for future fMRI studies. 
For example, a recent study on 
sound‑symbolic CMCs (Barany et al., 
2023) showed that significant 
congruence effects occur in an 
explicit design, whereas an implicit 

task design led to significant 
incongruence effects in 
sound‑symbolic CMCs (Mccormick et 
al., 2021; Peiffer‑Smadja & Cohen, 
2019). In future studies of 
pitch‑based CMCs, it would also be 
worthwhile to test other stimuli, 
increase the number of trials, or 
expand the sample size to gain a more 
comprehensive understanding of the 
neural mechanisms involved in CMC 
effects. 

CONCLUSION 

This study aimed to elucidate the 
neural processing of different 
pitch‑based correspondences. The 
results within our study argue in 
favor of the idea that different 
mechanisms drive the integration of 
stimulus features within different 
audio‑visual CMCs. The strong 
matching of pitches with their 
congruent spatial location probably 
led to greater top‑down attentional 
driven processes during incongruent 
stimulus presentations. On the other 
hand, attention as well as memory 
retrieval seem to be crucial for 
pitch‑size correspondences. Our 
results support the findings of 
previous studies assuming both 
top‑down and bottom‑up processes 
are involved in forming the CMC 
effect in particular and multimodal 
integration in general (Getz & 
Kubovy, 2018; Salmi et al., 2009). 
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8. Summary/Zusammenfassung 
 
Context defines and shapes the perception of sensory cues, memories of past 

events and the meaning of words. The classical view of context frames it as a rich 

set of information surrounding an event. Thereby a context entails a variety of 

different aspects. These aspects may be internal, such as physiological or 

emotional states, or external, for example spatial and temporal cues. Given that 

context is inherently broad, encompassing a wide range of different aspects, it 

seems fair to propose that there are certainly cognitive processes that are 

influenced by contextual factors that have been overlooked or are 

underrepresented in research so far. However, exploring the effects of such 

contextual factors on cognitive processes could help fill gaps in the literature and 

enhance our understanding of these processes. Therefore, the objective of this 

cumulative dissertation is to examine the potential influence of certain contextual 

aspects on these processes in three studies. In study 1, the probable influence of 

environmental contextual factors on the transition from implicit to explicit 

memory during an incidental sequential-association task was studied using virtual 

reality. Virtual reality was implemented to create an enriched and immersive 

experiment environment. In Study 2, the potential role of oscillatory activity 

(internal contextual factors) on subsequent facial emotion processing and 

negativity bias was studied using electroencephalography. In study 3, the neural 

processes of distinct crossmodal correspondence effects were studied using 

functional magnetic resonance imaging. In this last study, the role of cultural and 

environmental factors as drivers for the crossmodal correspondence effect was 

explored. 

The first study revealed that differences in oscillatory activity, specifically in the 

alpha band, regarding latter choices of valences exist already previous to stimulus 

presentation. Furthermore, a positive correlation of negativity bias with this 

difference in pre-stimulus oscillatory activity was observed. This finding 

emphasizes the necessity of considering pre-stimulus neural activity, an internal 

contextual factor, to achieve a more comprehensive understanding of the 

underlying neural mechanisms. 

 



 
127 

The second study focused on the role of environmental contextual aspects on the 

transfer of implicit to explicit memory in a sequential learning task. Hereby, a 

greater amount of explicit memory when the task was performed in an enriched 

environment was observed, which underpins the crucial role of environmental 

contextual factors on cognitive processes such as learning. 

In the third and final study, investigating the origin of distinct pitch-based 

crossmodal correspondences, the environmental aspect, especially the process of 

learning that certain stimulus combinations likely belong together, seems to be 

crucial in the process of acquiring such correspondences. On the other hand, we 

found that a cultural aspect, specifically language, might not be the main driver for 

these correspondences. Furthermore, differences in neural activity were observed 

for distinct crossmodal correspondences.  

The results of this dissertation have shown that various contextual aspects can 

have a non-negligible influence on cognitive processes. The results of this 

dissertation enrich the existing knowledge in the different areas and show that the 

influence of contextual aspects on cognitive processes should be considered in 

future studies.   

Kontext definiert und formt die Wahrnehmung von sensorischen Hinweisen, 

Erinnerungen an vergangene Ereignisse und die Bedeutung von Worten. Nach der 

klassischen Auffassung beinhaltet ein Kontext ein umfangreiches Set an 

Informationen, die ein Ereignis umgeben. Dabei umfasst ein Kontext eine Vielzahl 

unterschiedlicher Aspekte. Diese Aspekte können interner Natur sein, wie z. B. 

physiologische oder emotionale Zustände, oder externer, zum Beispiel räumlicher 

und zeitlicher Anhaltspunkte. In Anbetracht der Tatsache, dass ein Kontext von 

Natur aus breit gefächert ist und eine Vielzahl unterschiedlicher Aspekte umfasst, 

kann man davon ausgehen, dass es sicherlich kognitive Prozesse gibt, die von 

kontextuellen Faktoren beeinflusst werden, die bisher in der Forschung übersehen 

wurden oder unterrepräsentiert sind. Die Erforschung von solchen 

Kontextfaktoren auf bestimmte kognitive Prozesse könnte jedoch dazu beitragen, 

Lücken in der Literatur zu schließen und unser Verständnis für diese Prozesse zu 

verbessern. Ziel dieser kumulativen Dissertation ist es daher, den möglichen 

Einfluss verschiedener Kontextfaktoren auf kognitive Prozesse in drei Studien zu 
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untersuchen. In Studie 1 wurde der mögliche Einfluss von räumlichen 

Kontextfaktoren auf den Übergang von implizitem zum expliziten Wissen während 

einer inzidentellen sequentiellen Assoziationsaufgabe mit Hilfe von virtueller 

Realität untersucht. Dabei wurde eine virtuelle Realität genutzt, um  eine 

angereicherte und immersive Experimentalumgebung zu schaffen. In Studie 2 

wurde die mögliche Rolle oszillatorischer Aktivität (interne Kontextfaktoren) auf 

die nachfolgende Verarbeitung von Gesichtsemotionen und den Negativitäts-Bias 

mittels Elektroenzephalographie untersucht. In Studie 3 wurden mit Hilfe der 

funktionellen Magnetresonanztomographie die neuronalen Prozesse 

verschiedener modalitätsübergreifender Korrespondenzeffekte untersucht. In 

dieser letzten Studie wurde die Rolle kultureller und umweltbedingter Faktoren 

als treibende Kräfte des modalitätsübergreifenden Korrespondenzeffekts 

untersucht. 

In der ersten Studie konnte gezeigt werden, dass Unterschiede in der 

oszillatorischen Aktivität, insbesondere im Alpha-Band, in Abhängigkeit von der 

Wahl der Valenz bereits vor der Reizdarbietung bestehen. Darüber hinaus wurde 

eine positive Korrelation des Negativitätsbias mit diesem Unterschied in der 

oszillatorischen Aktivität vor dem Stimulus beobachtet. Dieses Ergebnis 

unterstreicht die Notwendigkeit, die neuronale Aktivität vor dem Stimulus, welche 

ein interner Kontextfaktor ist,  zu berücksichtigen, um ein umfassenderes 

Verständnis der zugrunde liegenden neuronalen Mechanismen zu erlangen. 

Die zweite Studie konzentrierte sich auf die Rolle von kontextuellen Aspekten der 

Umgebung beim Übergang von implizitem auf expliziten Wissen in einer 

sequentiellen Lernaufgabe. Hierbei wurde eine größere Menge an explizitem 

Gedächtnis beobachtet, wenn die Aufgabe in einer angereicherten Umgebung 

durchgeführt wurde, was die entscheidende Rolle von kontextuellen 

Umgebungsfaktoren für kognitive Prozesse wie das Lernen unterstreicht. 

In der dritten und letzten Studie, in der der Ursprung ausgeprägter 

tonhöhenbasierter modalitätsübergreifender Korrespondenzen untersucht wurde, 

scheint der Umweltaspekt, insbesondere der Prozess des Lernens, dass bestimmte 

Reizkombinationen wahrscheinlich zusammengehören, entscheidend für den 

Prozess des Erwerbs solcher Korrespondenzen zu sein. Andererseits haben wir 
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herausgefunden, dass ein kultureller Aspekt, insbesondere die Sprache, 

möglicherweise nicht der Hauptfaktor für diese Korrespondenzen ist. Darüber 

hinaus wurden Unterschiede in der neuralen Verarbeitung verschiedener 

modalitätsübergreifender Korrespondenzen gefunden.  

Die Ergebnisse dieser Dissertation haben gezeigt, dass verschiedene kontextuelle 

Aspekte einen nicht zu vernachlässigenden Einfluss auf kognitive Prozesse haben 

können. Die Ergebnisse dieser Dissertation bereichern das bestehende Wissen in 

den verschiedenen Bereichen und zeigen, dass der Einfluss kontextueller Aspekten 

auf kognitive Prozesse in zukünftigen Studien berücksichtig werden sollte.   
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