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Abstract

In this thesis a search for new particles decaying to top quark pairs is presented. The

analysis is based on proton-proton collisions recorded with the CMS experiment at 13 TeV

in the years 2016-2018, corresponding to an integrated luminosity of 138 fb→1. Many

theories of physics Beyond the Standard Model predict the existence of new particles

that modify the tt̄ mass spectrum and could explain some of the shortcomings of the

Standard Model, connected for example to the hierarchy problem and the electroweak

symmetry breaking. The models considered in this thesis include spin-1 particles, i.e. Z↑

bosons and gKK gluons at the multi-TeV scale, as well as spin-0 particles, scalar (H) or

pseudoscalar (A) heavy Higgs bosons at masses up to 1 TeV. The heavy Higgs signals

present interference with the tt̄ background, resulting in a peak-dip structure in the tt̄

invariant mass spectrum, while spin-1 particles manifest themselves as peaks. The search

is performed in the final state with a muon or an electron, jets and missing transverse

momentum. Both the resolved and the boosted final state topologies are probed. In

particular, novel machine-learning algorithms are used to identify the hadronic decay of the

top quark in the highly Lorentz-boosted regime, where its decay products are collimated.

Furthermore, a deep neural network for event classification is applied to categorize the

events in the main backgrounds. Upper limits are placed on the production cross section

of new spin-1 particles: masses up to 4.3 TeV, 5.3 TeV and 6.7 TeV are excluded for Z↑

bosons with 1%, 10% and 30% relative widths, respectively, and up to 4.7 TeV for gKK

gluons. Moreover, exclusion limits are placed on the coupling strength modifiers of H and

A bosons for masses in the range 365-1000 GeV and 2.5% relative width.

The high instantaneous luminosity reached by the LHC in Run 2 leads to a high number

of additional pp interactions in the same bunch crossing (pileup). It is fundamental to

identify the interaction of interest in each event and to mitigate the e!ects of pileup on

the object reconstruction. The PUPPI algorithm, used in CMS since Run 2, shows the

best performance and it is the default algorithm in CMS for Run 3 and beyond. The new

version of the algorithm for the re-reconstruction of Run 2 data, the Ultra Legacy (UL)

reconstruction, is presented in this thesis. The new tune, PUPPI v15, features an improved

track-vertex association that leads to an improved jet energy and p
miss

T
resolution. PUPPI

v15 is used in all the CMS analysis based on UL Run 2 data that use large-radius jets.





Zusammenfassung

In dieser Arbeit wird eine Suche nach neuen Teilchen, die in Top-Quark-Paare zerfallen,

präsentiert. Die Analyse wird mit Proton-Proton-Kollisionen, die mit dem CMS-Experiment

bei 13 TeV in den Jahren 2016→2018 durchgeführt. Die Daten entsprechen einer integrierten

Luminosität von 138 fb→1. Viele Theorien der Physik jenseits des Standardmodells sagen die

Existenz neuer Teilchen voraus, die das tt̄-Massenspektrum verändern, und könnten einige

E!ekte, die das Standardmodell nicht beschreibt, enklären, die beispielsweise mit dem

Hierarchieproblem und der elektroschwachen Symmetriebrechung zusammenhängen. Die in

dieser Arbeit berücksichtigten Modelle umfassen Spin-1-Teilchen, d. h. Z↑-Bosonen und gKK-

Gluonen auf der Multi-TeV-Skala, sowie Spin-0-Teilchen, skalare (H) oder pseudoskalare

(A) schwere Higgs-Bosonen mit Massen bis zu 1 TeV. Im Falle schwerer Higgs-Bosonen

tritt Interferenz zwischen dem Signal und den tt̄-Untergrundprozessen auf, was zu einer

“Peak-Dip”-Struktur im tt̄-invarianten Massenspektrum führt, während sich Spin-1-Partikel

als Peaks manifestieren. Die Suche wird im Endzustand mit einem Myon oder einem

Elektron, Jets und fehlendem Transversalimpuls durchgeführt. Es werden sowohl das

Regime aufgelöster Jets als auch mit hohem Lorentz-Boost untersucht. Insbesondere werden

neuartige Algorithmen des maschinellen Lernens verwendet, um den hadronischen Zerfall des

Top-Quarks im Regime mit hohem Lorentz-Boost zu identifizieren, wo seine Zerfallsprodukte

kollimiert sind. Darüber hinaus wird ein neuronales Netz zur Klassifizierung der Ereignisse

in verschiedene Untergrundprozesse eingesetzt. Es werden obere Ausschlussgrenzen auf den

Produktionswirkungsquerschnitt neuer Spin-1-Teilchen bestimmt. Massen bis zu 4.3 TeV,

5.3 TeV und 6.7 TeV für Z↑-Bosonen mit 1%, 10% und 30% relativer Breite und bis zu

4.7 TeV für gKK-Gluonen werden auf dem 95% Konfidenzlevel ausgeschlossen. Darüber

hinaus werden obere Ausschlussgrenzen für die Kopplungsstärkemodifikatoren von H- und

A-Bosonen für Massen im Bereich von 365 → 1000 GeV und 2.5% relative Breite bestimmt.

Die hohe instantane Luminosität, die der LHC in Run 2 erreicht, führte zu einer

hohen Zahl von zusätzlichen Proton-Proton-Interaktionen pro Bunch-Crossing (Pileup).

Für die Analyse der Daten ist es von herausragender Bedeutung, in jedem Kollisionseregnis

den harten Interaktionsprozess zu identifizieren und den Einfluss von Pileup auf die

Objektrekonstruktion zu minimieren. Der PUPPI-Algorithmus, der seit Run 2 in CMS

verwendet wird, zeigt hierbei die beste Performance, und ist zum Standardalgorithmus

in CMS für Run 3 und darüber hinaus geworden. Die neue Version des Algorithmus für

die Re-Rekonstruktion der Run 2-Daten, “Ultra Legacy” (UL) Rekonstruktion, wird in

dieser Arbeit vorgestellt. Diese neue Version, PUPPI v15, verfügt über eine verbesserte

Spur-Vertex-Zuordnung, die zu einer verbesserten Jetenergie- und p
miss

T
-Auflösung führt.

PUPPI v15 wird in allen CMS-Analysen verwendet, die auf UL Run 2-Daten basieren und

Jets mit großem Radius verwenden.
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Chapter 1

Introduction

The Standard Model (SM) of particle physics describes the elementary particles that

constitute the Universe and three of the four fundamental interactions they experience.

The SM is one of the most successful theories in history, thanks to the extremely precise

tests of its parameters and the discovery of all the particles it predicts. Nevertheless, many

open questions remain and various experimental observations can not be explained by the

SM. For example, the gravitational force is not included in the theory and there is no

viable candidate for a dark matter particle. To go beyond the known theory is one of the

driving forces of particle physics research: many new theories are predicted to solve one or

more of the SM shortcomings, and experiments search for new particles and forces that

may be hidden at higher and higher energies.

One of the most important portals to new physics is the top quark: being the most

massive elementary particle, it is expected to couple to new heavy particles predicted by

many Beyond the Standard Model (BSM) theories, which could explain the electroweak

symmetry breaking or the hierarchy problem. Such theories include heavy spin-1 particles

at the TeV scale. e.g. Z↑ bosons or Kaluza-Klein excitations of the gluons (gKK), or spin-0

particles, e.g. additional heavy Higgs bosons in the Two-Higgs-Doublet Models.

In this thesis a search for new massive particles that decay to top quark pairs in the

lepton+jets final state is presented. The search is performed using proton-proton collisions

at the Large Hadron Collider (LHC) at CERN, the most powerful particle accelerator and

collider in the world. The experimental data are collected with the Compact Muon Solenoid

(CMS) detector at the center-of-mass energy of 13 TeV during 2016-2018, corresponding

to an integrated luminosity of 138 fb→1. Searches for new particles decaying to top quark

pairs have been already performed at the LHC by the ATLAS and CMS Collaborations at

various center-of-mass energies, considering all possible final states of the top quark pair

decay. To date, no discovery of such particles has been claimed.

1



Chapter 1. Introduction

The analysis presented in this thesis extends the previous CMS results by analyzing

for the first time the full Run 2 dataset of the LHC and interpreting the results for

di!erent signal processes, including both spin-0 and spin-1 particles, in a model-independent

approach. The spin-0 signals present an interference pattern with the SM tt̄ background.

The low mass as well as the high mass regimes are explored, that correspond to di!erent

final state topologies, and new techniques are used to identify the decay products of the

top quarks. Furthermore, the sensitivity is improved with the use of a deep neural network

event classifier.

The high instantaneous luminosity reached during Run 2 of the LHC results in a large

number of simultaneous pp interactions for each bunch crossing. The identification of the

main interaction and the mitigation of the e!ects of additional interactions (pileup) is

of great importance for any physics analysis at the LHC. One of the pileup mitigation

techniques used in CMS is the Pile-Up Per Particle Identification (PUPPI) algorithm. In

this thesis, the optimization of PUPPI for the Ultra Legacy reconstruction of Run 2 data

is presented. Given the great performance, PUPPI has become the o”cial algorithm used

in CMS in Run 3 and beyond.

The thesis is organized as follows: in Chapter 2 an overview of the theory of the SM is

given and the physics of hadronic collisions is described. The open questions of the SM

are presented in Chapter 3, together with the theories of new physics BSM connected to

the top quark. The experimental setup is described in Chapter 4, with an overview of the

LHC collider and the CMS experiment. In Chapter 5 the reconstruction of the objects

in the CMS detector is described, while in Chapter 6 the pileup mitigation techniques

used in CMS and the optimization of the PUPPI algorithm are presented. The search for

new particles decaying to top quark pairs in the lepton+jets final state is described in

Chapter 7. The conclusions of the thesis are discussed in Chapter 8.

2



Chapter 2

The Standard Model of Particle

Physics

The Standard Model provides the theoretical description of the elementary particles

and their interactions. The great success of the theory has been granted by numerous

experimental confirmations of its predictions over the years and the discovery of all

the postulated particles. In this Chapter the elementary particles and the fundamental

interactions of the Standard Model will be briefly described (Sec. 2.1). Afterwards, the key

elements of the physics of proton-proton collisions will be introduced in Sec. 2.2, and the

event simulation with Monte Carlo generators will be presented in Sec. 2.3.

2.1 Particles and interactions of the Standard

Model

The Standard Model (SM) of particle physics is the theory that describes the elementary

particles and how they interact. It is a relativistic quantum field theory (QFT) and it

successfully incorporates three of the four fundamental forces of nature: the electromagnetic,

the weak and the strong interactions. Gravity, the fourth force, is not included in the SM, as

currently there is not a quantum field theory formulation of this force. The electromagnetic

and the weak forces are unified in the electroweak interaction at a scale above 100 GeV,

the electroweak scale. At this energies the e!ects of gravity on elementary particles can

be neglected. The elementary particles of the SM are the fermions, the building blocks of

matter, and the bosons, the carrier particles associated to the interactions. The elementary

particles and their properties are listed in Table 2.1.

Fermions are half-integer spin particles and they are grouped into quarks and leptons,

3



Chapter 2. The Standard Model of Particle Physics

characterized by di!erent quantum numbers, which indicate how they interact. Quarks and

leptons are further categorized into three families, or generations, that di!er only in the

mass, increasing from the first to the third generation. Fermions obey the Dirac equation,

which implies that for each particle there is an anti-particle, with the same mass and opposite

charges. Anti-particles are conventionally represented with the symbol of the corresponding

particle with a bar on the top (e.g. q ↑ q̄). Depending on the chirality, fermions can be

left-handed (negative chirality) or right-handed (positive chirality). Left-handed fermions

are grouped into doublets and have weak isospin T = 1/2, while right-handed fermions are

singlets and have T = 0. There are six types of quark flavours: up (u), down (d), charm

(c), strange (s), top (t) and bottom (b). They can be grouped into up-type quarks (u, c, t)

and down-type quarks (d, s, b). The up-type quarks have electric charge of Q = +2/3 e,

expressed in terms of the elementary electric charge e, and the down-type quarks have

Q = →1/3 e. The left-handed quark doublets are:

(
u

d

)

L

,

(
c

s

)

L

,

(
t

b

)

L

. (2.1)

For up-type quarks the third component of the weak isospin is T3 = +1/2, while down-type

quarks have T3 = →1/2. The right-handed quark singlets are:

uR, dR, cR, sR, tR, bR (2.2)

and have T3 = 0. Moreover, all quarks carry a color charge, the charge of the strong

interaction.

The leptons consist of negatively charged leptons, the electron (e), the muon (µ) and

the tau (ω), and the corresponding neutral leptons, the neutrinos (εe, εµ and εω ). Charge

leptons carry an electric charge of 1e. Similarly to quarks, leptons can be represented as

left-handed doublets: (
εe

e

)

L

,

(
εµ

µ

)

L

,

(
εω

ω

)

L

, (2.3)

where the charged leptons have T3 = →1/2 and the neutrinos have T3 = +1/2. The

right-handed singlets are:

eR, µR, ωR. (2.4)

There are no right-handed neutrinos, as they are treated as massless particles in the SM.

However, the observation of neutrino oscillations [3,4], predicted by Pontecorvo in 1957 [5],

is a demonstration that they are massive.

Bosons are integer spin particles that mediate the interactions among particles. The

electromagnetic interaction is mediated by the photon (ϑ), the gluon (g) is the mediator

4



Chapter 2. The Standard Model of Particle Physics

generation particle spin charge mass

quarks

I
u 1/2 2/3 2.2 MeV

d 1/2 -1/3 4.7 MeV

II
c 1/2 2/3 1.3 GeV

s 1/2 -1/3 93.4 MeV

III
t 1/2 2/3 172.7 GeV

b 1/2 -1/3 4.2 GeV

leptons

I
e 1/2 -1 511 keV

ωe 1/2 0 < 0.8 eV

II
µ 1/2 -1 105.7 MeV

ωµ 1/2 0 < 0.8 eV

III
ε 1/2 -1 1.8 GeV

ωω 1/2 0 < 0.8 eV

bosons

- ϑ 1 0 0

- g 1 0 0

- W± 1 ±1 80.4 GeV

- Z 1 0 91.2 GeV

- H 0 0 125.3 GeV

Table 2.1: Table of the particles of the SM and their properties. Values from [11].

of the strong interaction and the W± and Z bosons are the carriers of the charged and

neutral weak interaction, respectively. The photon and the gluon are massless, while the

W± and Z bosons have mass. The W± has Q = ±1e and T3 = ±1, while the other bosons

have Q = 0 and T3 = 0. Among the bosons, the gluon is the only one carrying the color

charge. The Higgs boson, a spin-0 scalar boson, completes the list of particles of the SM.

It has been predicted in the 1960s by Higgs, Englert and Brout [6, 7] and discovered in

2012 by the CMS [8] and ATLAS [9] Collaborations at CERN. Through the interaction

with the Higgs, all the particles acquire mass.

The following sections describe the fundamental interactions and are based on Refs. [10]

and [11], unless stated otherwise. Natural units are used: ⊋ = c = 1.

2.1.1 The electromagnetic interaction

The electromagnetic (EM) force is described by the QFT of Quantum Electrodynamics

(QED) and it is based on the U(1)EM group symmetry. The charge which is conserved in

QED is the electric charge Q. The photon ϑ is the gauge boson in the interaction: it is a

massless, spin-1 particle and has no electric charge, which implies that no self-interaction of

5
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the photon in QED is allowed. The Lagrangian density of the electromagnetic interaction

is:

LEM = ϖ̄(iϑµD
µ

→ m)ϖ →
1

4
FµεF

µε (2.5)

where ϖ is the fermion field with mass m, ϑµ are the Dirac matrices and Fµε is the EM

field tensor. The D
µ is the covariant derivative: D

µ = ϱ
µ + iqA

µ, where A
µ is the field that

can be identified as the photon. The coupling strength ςEM of QED, called fine structure

constant, is given by:

ςEM =
e
2

4φ↼0
↓

1

137
(2.6)

where ↼0 is the vacuum permittivity. The coupling strength increases with the momentum

transfer q at which the interactions occur. Given that the mediator of the force is massless,

the electromagnetic force has infinite range and decreases as 1/r
2, where r is the distance

among the interacting particles.

2.1.2 The strong interaction

The strong interaction is described by the Quantum Chromodynamics (QCD), a gauge

theory based on the gauge group SU(3)C. The conserved charge in QCD is the color (C)

charge. The Lagrangian of the QCD can be expressed similarly to the EM Lagrangian:

LQCD = ϖ̄q(iϑ
µ
Dµ → m)ϖq →

1

4
G

a

µεG
aµε (2.7)

and it acts on the quark fields ϖq. The G
a
µε is the field strength tensor and Dµ the covariant

derivative, defined as:

Dµ = ϱµ + igSt
a
A

a

µ (2.8)

where gS is the strong coupling constant, A
a
µ are the gluon fields and t

a are the eight

generators of SU(3)C and they are proportional to the Gell-Mann matrices t
a = 1

2↽
a. Since

the generators are 3 ↔ 3 matrices, it follows that the quarks will have three additional

degrees of freedom, the three color charges: red, blue and green. The mediators of QCD are

thus eight massless gluons, which carry color charge themselves, therefore self-interaction

of gluons is possible. While gluons carry a color and an anti-color, quarks carry one color

charge.

A peculiar property of QCD is that the strong coupling, which can be expressed

as ςS = g
2
S
/4φ, behaves di!erently depending on the energy scale q of the interaction

(Fig. 2.1). This is why it is referred to as running coupling. In particular, at low energies

(q ↗ 1 GeV) - or large distances - the coupling has values ςS ↗ O(1) and QCD processes

can not be calculated with perturbation theory. In this regime, quarks can not exist freely

6
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αs(MZ2) = 0.1179 ± 0.0009

August 2021
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Figure 9.3: Summary of measurements of –s as a function of
the energy scale Q. The respective degree of QCD perturba-
tion theory used in the extraction of –s is indicated in brack-
ets (NLO: next-to-leading order; NNLO: next-to-next-to-leading
order; NNLO+res.: NNLO matched to a resummed calculation;
N3LO: next-to-NNLO).

–s(M2
Z). This corresponds to –s(M2

· ) = 0.312± 0.015.

9.4.2 Heavy quarkonia decays:
Recently, two determinations have been performed [556,557] that
are based on N3LO accurate predictions. Reference [556] per-
forms a simultaneous fit of the strong coupling and the bot-
tom mass mb, including states with principal quantum number
up to n Æ 2 in order to break the degeneracy between –s and
mb, finding –s(M2

Z) = 0.1178 ± 0.0051. Reference [557] in-
stead uses as input of the fit the renormalon-free combination
of masses of the meson Bc, the bottomonium ÷b and the char-
monium ÷c, MBc ≠M÷b/2 ≠M÷c/2, which is weakly dependent
on the heavy quark masses, but shows a good dependence on –s.
Using this observable, they obtain –s(M2

Z) = 0.1195 ± 0.0053.
Two further values are derived at NNLO in Ref. [558, 559] from
mass splittings and sum rules giving –s(M2

Z) = 0.1183 ± 0.0019
and –s(M2

Z) = 0.1175 ± 0.0032 when evolved from the relevant
charmonium respectively bottomonium mass scales to M2

Z . Fi-
nally, by means of quarkonium sum rules, Refs. [560, 561] quote
–s(M2

Z) = 0.1168±0.0019 and –s(M2
Z) = 0.1186±0.0048 for char-

monium and bottomonium respectively. These six determinations
satisfy our criteria to be included in the heavy-quarkonia category
of the world average. Their unweighted combination leads to the
pre-average for this category of –s(M2

Z) = 0.1181± 0.0037.

9.4.3 PDF fits:
Another class of studies, analyzing structure functions at NNLO
QCD (and partly beyond), provide results that serve as relevant
inputs for the world average of –s. Most of these studies do not,
however, explicitly include estimates of theoretical uncertainties
when quoting fit results of –s. In such cases we add, in quadra-
ture, half of the di�erence between the results obtained in NNLO
and NLO to the quoted errors.

A combined analysis of non-singlet structure functions from
DIS [562], based on QCD predictions up to N3LO in some of
its parts, results in –s(M2

Z) = 0.1141 ± 0.0022 (BBG). Studies
of singlet and non-singlet structure functions, based on NNLO
predictions, result in –s(M2

Z) = 0.1162 ± 0.0017 [563] (JR14).
The AMBP group [564, 565] determined a set of parton distribu-
tion functions using data from HERA, NOMAD, CHORUS, from
the Tevatron and the LHC using the Drell-Yan process and the
hadro-production of single-top and top-quark pairs, and deter-
mined –s(M2

Z) = 0.1147± 0.0024 [564].

The MSHT group [566], also including hadron collider data,
determined a new set of parton density functions (MSHT20)
together with –s(M2

Z) = 0.1174 ± 0.0013. Similarly, the CT
group [567] determined the CT18 parton density set together
with –s(M2

Z) = 0.1164 ± 0.0026. The NNPDF group [568] pre-
sented NNPDF3.1 parton distribution functions together with
–s(M2

Z) = 0.1185± 0.0012.
We note that criticism has been expressed on some of the above

extractions. Among the issues raised, we mention the neglect of
singlet contributions at x Ø 0.3 in pure non-singlet fits [569],
the impact and detailed treatment of particular classes of data
in the fits [569, 570], possible biases due to insu�ciently flexible
parametrizations of the PDFs [571] and the use of a fixed-flavor
number scheme [572,573].

Summarizing the results from world data on structure functions,
taking the unweighted average of the central values and errors of
all selected results, leads to a pre-average value of –s(M2

Z) =
0.1162± 0.0020, see Fig. 9.2.

9.4.4 Hadronic final states of e+e≠ annihilations:
Re-analyses of jets and event shapes in e+e≠ annihilation (j&s),
measured around the Z peak and at LEP2 center-of-mass ener-
gies up to 209 GeV, using NNLO predictions matched to NLL re-
summation and Monte Carlo models to correct for hadronization
e�ects, resulted in –s(M2

Z) = 0.1224 ± 0.0039 (ALEPH) [574],
and in –s(M2

Z) = 0.1189 ± 0.0043 (OPAL) [575]. Similarly, an
analysis of JADE data [576] at center-of-mass energies between
14 and 46 GeV gives –s(M2

Z) = 0.1172 ± 0.0051, with contribu-
tions from the hadronization model and from perturbative QCD
uncertainties of 0.0035 and 0.0030, respectively. Precise deter-
minations of –s from 3-jet production alone (3j), at NNLO, re-
sulted in –s(M2

Z) = 0.1175 ± 0.0025 [577] from ALEPH data
and in –s(M2

Z) = 0.1199 ± 0.0059 [578] from JADE. A recent
determination is based on an NNLO+NNLL accurate calcula-
tion that allows to fit the region of lower 3-jet rate (2j) using
data collected at LEP and PETRA at di�erent energies. This
fit gives –s(M2

Z) = 0.1188 ± 0.0013 [579], where the dominant
uncertainty is the hadronization uncertainty, which is estimated
from Monte Carlo simulations. A fit of energy-energy-correlation
(EEC) also based on an NNLO+NNLL calculation together with
a Monte Carlo based modeling of hadronization corrections gives
–s(M2

Z) = 0.1175 ± 0.0029 [580]. These results are summarized
in the upper seven rows of the e+e≠ sector of Fig. 9.2.

Another class of –s determinations is based on analytic model-
ing of non-perturbative and hadronization e�ects, rather than on
Monte Carlo models [581–584], using methods like power correc-
tions, factorization of soft-collinear e�ective field theory, disper-
sive models and low scale QCD e�ective couplings. In these stud-
ies, the world data on Thrust distributions (T), or - most recently
- C-parameter distributions (C), are analysed and fitted to per-
turbative QCD predictions at NNLO matched with resummation
of leading logs up to N3LL accuracy, see Sec. 9.2.3.3. The results
are –s(M2

Z) = 0.1135±0.0011 [582] and –s(M2
Z) = 0.1134+0.0031

≠0.0025
[583] from Thrust, and –s(M2

Z) = 0.1123 ± 0.0015 [584] from
C-parameter. They are displayed in the lower three rows of the
e+e≠ sector of Fig. 9.2. A recent calculation has determined the
leading non-perturbative contribution to the C-parameter in the
three-jet limit, and has found that it di�ers by a factor of two from
the two-jet limit [585]. Taking this result into account in analyses
of the C-parameter would increase the value of the extracted –s
parameter, leaving it more in keeping with the world average.

The determination of Ref. [581], –s(M2
Z) = 0.1164+0.0028

≠0.0024, is
no longer included in the average as it is superseded by other
determinations that use the same Thrust data but rely on more
accurate theoretical predictions. Not included in the computa-
tion of the world average but worth mentioning are a compu-
tation of the NLO corrections to 5-jet production and compari-
son to the measured 5-jet rates at LEP [586], giving –s(M2

Z) =
0.1156+0.0041

≠0.0034, and a computation of non-perturbative and per-
turbative QCD contributions to the scale evolution of quark
and gluon jet multiplicities, including resummation, resulting in
–s(M2

Z) = 0.1199± 0.0026 [587].
We note that there is criticism on both classes of –s extractions
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Figure 2.1: The strong coupling ϖS as a function of the energy scale Q from di!erent
experimental measurements. Figure from [11].

and are forced to be in colourless bound states. This phenomenon is known as confinement

and arises from the gluon self-interaction in QCD. Quarks are thus grouped together

into hadrons: they can be formed by a quark-antiquark pair (mesons) or by three quarks

(baryons). At higher energies (q ↗ 100 GeV) the strong coupling decreases (ςS ↗ 0.1)

and perturbation theory can be used. In this regime quarks can be treated as quasi-free

particles inside the hadrons, a property known as asymptotic freedom.

2.1.3 The weak interaction

The weak interaction is described by the QFT based on the SU(2)L symmetry. The

mediators of the force are the two charged W+ and W→ bosons, with mass of 80.377 ±

0.012 GeV, and the neutral Z boson, with mass 91.1876 ± 0.0021 GeV. The charge related

to the weak interaction is the weak isospin T and in particular its third component T3 is

conserved in the interaction. The charged current (CC) weak interaction is mediated by the

W± bosons and it is the only interaction in the SM that violates parity: as a consequence

only left-handed particles and right-handed anti-particles participate in the CC interaction.

The Z boson, that mediates the neutral current (NC) interaction, should couple as well

to left-handed particles and right-handed anti-particles, but experimentally it has been

7
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observed that the Z couples both to left- and right-handed particles (and anti-particles),

even though with di!erent couplings. This behaviour can be explained by the electroweak

unification, described in Sec. 2.1.4. Another di!erence between weak neutral and charge

interactions is that the NC occurs between quarks of the same flavour, while the CC can

occur between quarks of di!erent generations. In the lepton sector, both the W and Z

couple to leptons of the same generation. The reason why the CC can occur between quarks

of di!erent flavours is that the mass eigenstates of the quarks do not coincide with the

weak eigenstates. The mixing mechanism is described by the Cabibbo-Kobayashi-Maskawa

(CKM) matrix [12, 13]. The CKM matrix (VCKM) provides the relation between the quark

mass eigenstates q and the flavour ones q↑. The relation is given by:





d↑

s↑

b↑



 = VCKM





d

s

b



 =





Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb









d

s

b



 . (2.9)

The VCKM is a unitary matrix with four free parameters: three mixing angles and one

complex phase. The probability of a transition from an up-type quark i to a down-type

quark j is given by |Vij |
2; the values obtained experimentally [11] are:





|Vud| |Vus| |Vub|

|Vcd| |Vcs| |Vcb|

|Vtd| |Vts| |Vtb|



 =





0.97373 0.2243 0.00382

0.221 0.975 0.0408

0.0086 0.0415 1.014



 (2.10)

from which it is clear that the transition probability is highest for the quarks of the same

generation, with small o!-diagonal values.

2.1.4 The electroweak unification

The electromagnetic and the weak force are unified in the electroweak interaction (EW), a

model proposed by Glashow, Weinberg and Salam [14–16]. The idea behind the unification

is that the two forces have many similarities and could originate from the same fundamental

interaction. In particular the photon and the Z boson mediate the same interaction, with

the di!erence that the ϑ is massless and the Z is a massive particle. The EW interaction

is based on the gauge group SU(2)L ↘ U(1)Y, with the new conserved charge being the

weak hypercharge Y = 2(Q → T3). The gauge bosons are a triplet W
a
µε , with two charged

components (W (1/2)
µ ) and a neutral one (W (3)

µ ), and a singlet Bµε , electrically neutral. The

Lagrangian density of the EW interaction is:

LEW = iϖ̄ϑ
µ
Dµϖ →

1

4
W

a

µεW
aµε

→
1

4
BµεB

µε
. (2.11)

8
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The fermion fields ϖ are left-handed doublets and right-handed singlets under SU(2)L, as

previously introduced. The covariant derivative Dµ is defined as:

Dµ = ϱµ + igW T
a
W

a

µ + igW →
Y

2
Bµ (2.12)

where the gW and gW → are the coupling constants of the SU(2)L and U(1)Y gauge groups,

respectively. The physical W±, Z and ϑ bosons derive from the linear combinations of the

W
a
µε , Bµε and Aµ fields:

W
± =

1
≃

2

(
W

(1)
⇐ iW

(2)
)

(2.13)

and

Aµ = +Bµ cos⇀W + W
(3)
µ sin⇀W

Zµ = →Bµ sin⇀W + W
(3)
µ cos⇀W (2.14)

where ⇀W is the weak mixing angle or Weinberg angle.

2.1.5 Electroweak symmetry breaking and the Higgs boson

In the EW Lagrangian the gauge bosons and the fermions are treated as massless parti-

cles; if they were massive, the local SU(2)L ↘ U(1)Y gauge invariance would be violated.

Experimentally, it is clearly established that the fermions and the W± and Z boson are

massive. The electroweak symmetry breaking (EWSB) is the theory that allows the SM

particles to acquire mass. The theory is also known as the Higgs mechanism and it was

predicted independently by Higgs [6] and by Englert and Brout [7] in 1964. In the model, a

new complex scalar field # is introduced, which spontaneously breaks the SU(2)L ↘ U(1)Y

symmetry. The new field is the Higgs field :

# =

(
⇁

+

⇁
0

)
=

1
≃

2

(
⇁1 + i⇁2

⇁3 + i⇁4

)
(2.15)

with the related potential:

V (#) = µ
2#†# + ↽(#†#)2 (2.16)

where µ and ↽ are two new parameters. The requirement ↽ > 0 assures a finite minimum

in the potential. For µ
2

> 0 the potential has a parabolic shape with one minimum at 0.

For µ
2

< 0 the potential assumes the so-called sombrero-hat shape, with a set of degenerate

minima at:

#†# =
v

2

2
= →

µ
2

2↽
. (2.17)

9
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473 17.5 The Higgs mechanism

17.5.2 Symmetry breaking for a complex scalar %eld

The idea of spontaneous symmetry breaking, introduced above in the context of a
real scalar field, can be applied to the complex scalar field,

φ = 1√
2
(φ1 + iφ2),

for which the corresponding Lagrangian is

L = (∂µφ)∗(∂ µφ) − V(φ) with V(φ) = µ2(φ∗φ) + λ(φ∗φ)2. (17.21)

When expressed in terms of the two (real) scalar fields φ1 and φ2 this is just

L = 1
2 (∂µφ1)(∂ µφ1) + 1

2 (∂µφ2)(∂ µφ2) − 1
2µ

2(φ2
1 + φ

2
2) − 1

4λ(φ
2
1 + φ

2
2)2. (17.22)

As before, for the potential to have a finite minimum, λ > 0. The Lagrangian of
(17.21) is invariant under the transformation φ → φ′ = eiαφ, because φ′∗φ′ =
φ∗φ, and therefore possesses a global U(1) symmetry. The shape of the potential
depends on the sign of µ2, as shown in Figure 17.7. When µ2 > 0, the minimum
of the potential occurs when both fields are zero. If µ2 < 0, the potential has an
infinite set of minima defined by

φ2
1 + φ

2
2 =
−µ2

λ
= v2,

as indicated by the dashed circle in Figure 17.7. The physical vacuum state will
correspond to a particular point on this circle, breaking the global U(1) symmetry
of the Lagrangian. Without loss of generality, the vacuum state can be chosen to

(a) (b)
V(f ) V(f )

f 2

f 1

f 2

f 1

!Fig. 17.7 The V(φ) = µ2(φ∗φ) + λ(φ∗φ)2 potential for a complex scalar 'eld for (a)µ2 > 0 and (b)µ2 < 0.Figure 2.2: The potential V (”) for (a) µ2
> 0 and (b) µ2

< 0. Figure from [10].

The v is the vacuum expectation value (vev). Figure 2.2 shows the shape of the potential

V (#) for a complex scalar field # as a function of its components ⇁1 and ⇁2. The two

scenarios for µ
2

> 0 and µ
2

< 0 are represented. In the Higgs mechanism the values ↽ > 0

and µ
2

< 0 are used. The choice of the vev leads to the spontaneous symmetry breaking

of the SU(2)L ↘ U(1)Y Lagrangian. After the symmetry breaking, the Higgs field can be

expanded about the vacuum as:

# =
1

≃
2

(
0

v + h(x)

)
(2.18)

where h(x) is the new massive scalar particle introduced by the mechanism: the Higgs

boson. Another consequence of the spontaneous symmetry breaking is the addition of new

terms in the Lagrangian that provide the mass to the W± and Z bosons, leaving the ϑ

massless. The mass of the Higgs boson is:

mH =
≃

2↽v (2.19)

where the vacuum expectation value of the Higgs is v ⇒ 246 GeV. The values of the masses

of the W and Z bosons are given by:

mW =
1

2
vgW

mZ =
1

2
v

√
g
2
W

+ g
2
W → (2.20)
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Figure 2.3: The Feynman diagrams of the tt̄ production in pp collisions, via qq̄
annihilation (upper left) and via gluon-gluon fusion in the s-channel (upper right),
t-channel (lower left) and u-channel (lower right).

where gW and gW → are the coupling constants of SU(2)L and U(1)Y introduced in the

previous section. These masses can be expressed as a function of the Weinberg angle as:

mW

mZ
= cos⇀W . (2.21)

Furthermore, it is possible to add mass terms to the fermions through the interaction with

the Higgs field. The fermion masses are given by:

mf =
1

≃
2
vyf (2.22)

with yf the Yukawa coupling of the fermion f to the Higgs.

The Higgs boson has been the last missing piece of the SM for decades. Postulated in

the 1960s, particle physics experiments have been searching for it as the final confirmation

of the theory. Finally, on the 4th of July 2012 the ATLAS [9] and CMS [8] experiments at

CERN claimed the discovery of a new neutral boson compatible with the Higgs. Afterwards,

precise measurements of the Higgs boson properties have been made and resulted to be all

compatible with the SM predictions.

11
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2.1.6 The top quark physics

The top quark is the most massive particle of the SM, with a mass of 172.69±0.30 GeV [11].

It has been discovered in 1995 by the D0 and CDF Collaborations [17, 18] in pp̄ collisions

at the Tevatron. Due to its large mass, the t quark has a shorter lifetime compared to

other quarks, of about 0.5 · 10→24 s, which prevents it from forming bound states. Thus,

the t decays immediately after production. Moreover, it has a large Yukawa coupling to the

Higgs boson, giving it a important role in the SM and in new physics theories, as described

in Chapter 3.

At hadron colliders, top quarks are produced mostly in top-antitop pairs (tt̄) via

strong interaction. The di!erent leading-order production mechanisms of tt̄ are shown in

Fig. 2.3: the gluon-gluon fusion (gg ↑ tt̄) and the quark-antiquark annihilation (qq̄ ↑ tt̄).

The gluon-gluon fusion production dominates at increasing collision energies
≃

s over the

quark-antiquark annihilation because of the larger density of gluons inside the protons

with respect to anti-quarks. In particular, at the LHC at the
≃

s = 13 TeV about 90% of

the tt̄ pairs are produced via gluon-gluon fusion. On the other hand, at the Tevatron pp̄

collider, tt̄ pairs were produced via qq̄ annihilation ↗ 85% of the times at
≃

s = 1.96 TeV.

The total tt̄ production cross section [19] is:

σ = 833.9+29.3
→36.6 pb. (2.23)

It has been calculated at NNLO in QCD with Top++2.0 [20] at
≃

s = 13 TeV and

assuming a top quark mass of 172.5 GeV. It is also possible to produce single top quarks

in weak interactions, even though the probability is suppressed with respect to the pair

production, because of the smaller coupling strength. The single top production mechanisms

at LO are shown in Fig. 2.4: the s-channel, the t-channel and the production in association

with a W boson.

Given the large value of |Vtb| in the CKM matrix (Eq. 2.10), the top decays via weak

interaction dominantly as t ↑ Wb. The subsequent decay of the W boson determines the

final state of the t decay: leptonic decay W ↑ lε (33%), and hadronic decay W ↑ qq̄↑ (67%).

The two decay modes of the t quark are shown in Fig. 2.5. For the tt̄ pairs, three di!erent

final states are possible:

• the lepton+jets final state, where one t decays leptonically and the other hadronically,

• the dilepton final state, where both t quarks decay leptonically,

• the all hadronic final state, where both t quarks decay hadronically.

The branching fractions of the di!erent decays of tt̄ are represented in Fig. 2.6. In the
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Figure 2.4: The Feynman diagrams of the single top production in pp collisions
in the s-channel (upper left) and t-channel (upper right), and the t production in
association with a W boson in the s-channel (lower left) and t-channel (lower right).

search presented in this thesis, the tt̄ pairs decaying in the lepton+jets final states are

analyzed, focusing on events with one e or one µ and jets.

2.2 Proton-proton collisions

High energetic proton-proton collisions allow to test the SM and to precisely measure its

parameters and they are fundamental in the search for new physics. The world’s most

powerful hadron collider is the Large Hadron Collider (LHC) at CERN, where proton beams

are accelerated and collide at unprecedented energies. To understand the experimental data

of the LHC and make comparisons to theoretical predictions, the physics of proton-proton

collisions has to be introduced.

2.2.1 The parton model

The proton is not an elementary particle, but it is made of constituents particles called

partons. The three valence quarks are two up and one down quark (uud), they are the

primary constituents and carry the electric charge and quantum numbers of the proton.

They interact through exchange of gluons, which interact also among each other, forming

a sea of gluons and quark-antiquark pairs, that are created and annihilated from vacuum
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Figure 2.5: The Feynman diagrams of the hadronic (left) and leptonic (right) decay
the top quark.

fluctuations. The fraction of the proton momentum carried by the parton is the Bjorken

variable x. The parton distribution function (PDF) fi/h(x, Q
2) is the probability density

function of a parton of type i in the hadron h, probed at the scale Q, with momentum

fraction x. The PDFs are universal functions and can be extracted from experimental data

at di!erent energies. As an example, in Figure 2.7 the MSHT PDFs [22] at NNLO are

shown, derived from a combination of LHC, HERA, Tevatron and fixed target data. Given a

scale Q
2
0, it is possible to obtain the PDFs value at any scale Q

2
> Q

2
0 with the perturbative

di!erential equation of Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) [23,24].

2.2.2 The cross section and factorization

As a consequence of the composite nature of protons, in hadronic collisions the interactions

occur between the partons inside the protons. A high energetic collision can be described

by the hard scattering, i.e. the hard interaction of two partons, and the underlying event

(UE), the particles that result from the break-up of the incoming protons (beam remnants),

from the initial- and final-state radiation (ISR and FSR), and the soft interactions among

the other partons. The cross section of a process can be calculated using the factorization

theorem [25], where short- and long-distance contributions to the hard scattering are

identified: they are the partonic cross section, which is calculated perturbatively, and

the non-perturbative terms, e.g. hadronization, which are described by phenomenological

models. Let us consider an interaction between two protons h1 and h2 with four-momenta

P1 and P2, respectively. The center-of-mass energy of the collision
≃

s is defined as:

≃
s = (P1 + P2). (2.24)
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Figure 2.6: The branching fractions of the tt̄ decay channels. Figure from [21].

The center-of-mass energy
≃

ŝ of the partonic interaction can be expressed as:

≃

ŝ = (p1 + p2) =
≃

x1x2s = Q (2.25)

where p1 and p2 are the partons’ four-momenta, x1 and x2 their Bjorken-x variables, and Q

is the energy scale of the interaction. Given that the values of x1 and x2 are not necessary

equal, the interaction can be Lorentz-boosted along the z-direction. However, in the

collinear approximation the partons do not carry transverse momenta, thus for momentum

conservation the sum of the transverse momenta of the final state particles must vanish.

The cross section σ of a process h1h2 ↑ X can be factorized into the partonic cross

section σ̂ and the PDFs of the interacting partons:

σh1h2↓X =
∑

i,j

∫ ∫
dx1dx2fi/h1

(x1, µ
2
F )fj/h2

(x2, µ
2
F )σ̂ij↓X(ŝ, µ2

F , µ
2
R). (2.26)

The sum runs over the possible types i, j of the initial partons, fi/h1
and fj/h2

are the

PDFs of the partons i and j inside the hadrons h1 and h2, respectively, and µ
2
F

is the

factorization scale. The partonic cross section can be calculated in perturbation theory

and depends on the factorization and renormalization (µ2
R
) scales. The values of µ

2
F

and

µ
2
R

are arbitrary and usually take the value of the interaction scale Q. The Matrix Element
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Fig. 1 MSHT20 NNLO PDFs
at Q2 = 10 GeV2 and
Q2 = 104 GeV2, with
associated 68% confidence-level
uncertainty bands

Fig. 2 As in Fig. 1, but at NLO

with the central values remaining relatively stable and within
uncertainties.

In Sect. 10 we discuss a selection of other data sets that are
available at the LHC which constrain the PDFs, but that are
not included in the present global fit. In particular we con-
sider: CMS 13 TeV data on W + c production [29], which
tests predictions particularly dependent on the strange quark;
the ratios of Z and t t̄ cross sections at 8 TeV and 13 TeV at
ATLAS [30]; the CMS measurements of single-top produc-
tion [31,32]; the potential impact of LHCb exclusive J/ψ
production data [33,34], as accounted for in the analysis
of [35], and LHCb data on D meson production [33,36,37],
as accounted for in the analysis of [38]. In Sect. 11 we com-
pare our MSHT PDFs with those of the other most recent
global analyses of PDFs – NNPDF3.1 [2] and CT18 [3],
and also with older sets of PDFs of other collaborations. In
Sect. 12 we summarise the availability of the MSHT20 PDF
sets and their delivery. In Sect. 13 we present our conclusions.

2 Changes in the theoretical procedures

As in the case of MMHT14, we present PDF sets at LO,
NLO and NNLO in αS . In the latter case we use the split-
ting functions calculated in [39,40] and for structure function

data, the massless coefficient functions calculated in [41–46].
There are however, a significant number of changes in our
theoretical description of the data, compared to that used in
the MMHT14 analysis. We present these in this section, and
when appropriate we also mention some of the main effects
on the PDFs resulting from these improvements.

2.1 Input distributions

In MMHT14 we began to use parameterisations for the input
distributions based on Chebyshev polynomials. Following
the detailed study in [47], we take for most PDFs a parame-
terisation of the form

x f (x, Q2
0) = A(1 − x)ηxδ

(

1 +
n∑

i=1

ai TCh
i (y(x))

)

, (1)

where Q2
0 = 1 GeV2 is the input scale, and TCh

i (y) are
Chebyshev polynomials in y, with y = 1 − 2xk , where we
take k = 0.5.

In the MMHT14 study we took n = 4 in general, though
used a slightly different parameterisation for the gluon and
used more limited parameterisations for d̄ − ū and s − s̄
(‘s−’), since these were less well constrained by data, whilst

123

Figure 2.7: The NNLO MSHT PDFs at the scales 10 GeV2 (left) and 104 GeV2

(right). Figure from [22].

(ME) is the mathematical formulation of the partonic hard scattering.

2.2.3 Hadronization

The quarks and gluons originating in pp collisions do not propagate freely due to colour

confinement, but are observed as colorless hadrons, a phenomenon called hadronization. It

is not possible to describe this process in perturbative QCD, but phenomenological models

are required. One of the models that is mostly used in event simulation is the “string” or

“Lund” model [26]. An example of hadronization is shown in Fig. 2.8. Given a quark and an

antiquark that move apart at high velocity, a color field is established between them. As

the particles move apart, the color potential increases with their distance r as V (r) = kr,

with k ⇒ 1 GeV/fm. When the distance, or energy, is large enough, the color flux breaks

and creates another quark-antiquark pair. The new qq̄ pair connects to the previous qq̄

with color fluxes, and the process continues. When the energy is su”ciently small, quarks

and antiquarks combine into colorless hadrons. The particles in the final state follow the

direction of the initiating parton and can be grouped into one single object called jet.

2.3 Event generators

Event simulations are indispensable tools to compare experimental data to theory predic-

tions, and can be used to design future detectors and study new experimental techniques.

A general overview on event generators can be found in Ref. [27].

When considering proton-proton collision physics, it is necessary to link the particles
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!Fig. 10.9 Qualitative picture of the steps in the hadronisation process.

are always observed as jets of hadrons (see for example, Figures 10.19 and 10.30).
The precise process of hadronisation is poorly understood. Nevertheless, there are
a number of phenomenological models (often with many free parameters) that are
able to provide a reasonable description of the experimental data. Whilst these
models are motived by QCD, they are a long way from a first-principles theoretical
description of the hadronisation process.

10.5 Running ofαS and asymptotic freedom

At low-energy scales, the coupling constant of QCD is large, αS ∼ O(1). Conse-
quently, the perturbation expansion discussed in the context of QED in
Section 6.1, does not converge rapidly. For this reason (low-energy) QCD pro-
cesses are not calculable using traditional perturbation theory. Nevertheless, in
recent years, there has been a significant progress with the computational technique
of lattice QCD, where quantum-mechanical calculations are performed on a dis-
crete lattice of space-time points. Such calculations are computationally intensive,
with a single calculation often taking many months, even using specially adapted
supercomputing facilities. With lattice QCD it has been possible to calculate the
proton mass with a precision of a few per cent, thus providing a first principles test
of the validity of QCD in the non-perturbative regime. Despite this success, most
practical calculations in particle physics are based on perturbation theory. For this
reason, it might seem problematic that perturbation theory cannot be applied in
QCD processes because of the large value of αS . Fortunately, it turns out that αS is
not constant; its value depends on the energy scale of the interaction being consid-
ered. At high energies, αS becomes sufficiently small that perturbation theory can
again be used. In this way, QCD divides into a non-perturbative low-energy regime,
where first-principles calculations are not currently possible, such as the hadroni-
sation process, and a high-energy regime where perturbation theory can be used.

Figure 2.8: The hadronization process in the Lund model. Figure from [10].

detected by the experiments to the hard scattering processes that generated them. To

the complexity of the final state, the theoretical di”culties have to be added. In fact,

there are many steps in the hadronic collision physics that can not be calculated in

perturbation theory, but rely on phenomenological models. Moreover, the perturbative

QCD calculations themselves can be very complex. Event generators are based on the

Monte Carlo (MC) method and simulate events in di!erent steps, starting from the hard

scattering, then adding the hadronization and the UE simulation. The event generators

most commonly used in LHC experiments are Pythia8 [28], Powheg [29,30], Herwig [31]

and MadGraph5 aMC@NLO [32].

The event simulation starts with the ME convoluted with the PDFs. All general-purpose

generators provide LO matrix elements for the 2 ↑ 1, 2 ↑ 2 and 2 ↑ 3 processes. For

higher-order simulation, dedicated generators are used (e.g. MadGraph). The second

step is the Parton Shower (PS), which describes the emission of quarks and gluons from

the initial- and final-state partons. The PS covers a wide energy range, from high scales,

comparable to the hard process, down to low scales of O(1 GeV), where partons hadronize.

The PS simulation is typically done with Pythia8 or Herwig; for the generators that do

not include PS, the final-state particles from the hard process simulated with ME generators

have to be matched to the PS. The algorithms used for the matching are MLM [33] and

FxFx [34].

Finally, the UE is simulated, that includes the beam remnants, the soft interactions

among partons and the ISR and FSR. Furthermore, the additional pp interactions that

happen concurrently to the interaction of interest have to be taken into account. Such

interactions, called pileup (PU) are simulated at this stage as well, and the generator

usually used is Pythia8. The hadronization and the UE rely on phenomenological models
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and depend on many unknown parameters. The choice of the parameters can vary from one

generator to another. A defined set of values of the parameters of a given model is known

as tune. The tunes can be optimized by comparing the simulation to data in variables that

are sensitive to such parameters.

The particles originating from the proton-proton collision travel through and interact

with the detector. The simulation of the interaction of the particles with the detector

material is implemented with GEANT4 [35], the most commonly used tool in physics

experiments for the purpose. In particular, the program includes the full simulation of all

the detector components of the CMS experiment.
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Chapter 3

Physics Beyond the Standard

Model

The SM is the most successful theory describing the elementary particles and their in-

teractions, as was presented in the previous Chapter. Nevertheless, there are some open

questions that the SM can not answer. They are, on one hand, limitations of the theory, as

there are properties within the SM that do not have a clear explanation. On the other hand,

there are experimental observations that are in contradiction with the SM predictions.

These open questions hint to the existence of new theories Beyond the Standard Model

(BSM), that extend the SM and try to solve some of its problems. The top quark plays an

important role in many BSM models, being the heaviest elementary particle and thus a

perfect portal to new massive particles.

In this Chapter some of the open questions of the SM will be presented in Sec. 3.1 and

the theories of physics BSM will be described in Sec. 3.2. The models that predict new

heavy resonances that couple to top quarks, which include spin-1 particles, as Kaluza-Klein

gluons gKK and heavy Z↑ bosons, and spin-0 particles, as heavy Higgs bosons, are presented

in Sec. 3.3. Finally, the results of previous searches for such particles will be summarized.

3.1 The open questions of the Standard Model

Despite the great success of the SM, there are still some key questions that can not be

answered and experimental observations that are not described by this theory. Some of

the open questions of the SM are summarized in the following.
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Gravity

Gravity is one of the four fundamental forces of particle physics, but it is the only one

that is not included in the SM. Nevertheless, gravity is a very weak force with respect

to the others, and the SM is considered valid up until the Planck scale $P l ↗ 1019 GeV,

where gravity is non-negligible anymore. On the other hand gravity is well described by

the theory of General Relativity. The impossibility to unify the gravitational force in the

SM is one of the shortcomings of the theory.

The hierarchy problem and fine-tuning

A problem directly related to gravity is the observation of a large di!erence between the

weak interaction and the gravitational force, which is of the order of 1024. This large

discrepancy is known as the hierarchy problem, which seems unnatural and is not explained

by the SM. A consequence of this large di!erence in energy scales is the fine-tuning of the

Higgs mass. The measured Higgs mass is given by:

m
2
H ↓ m

2
bare

+ %m
2
H (3.1)

where mbare is the bare mass of the Higgs and %m
2
H are the quantum corrections, given by

the virtual contributions of all the particles that couple to the Higgs boson. The quantum

corrections depend on the energy scale $ and the largest contribution is the term 3
8ϑ2 y

2
t $2,

where yt is the Yukawa coupling of the top quark, the heaviest particle of the SM. If no

physics BSM is present up to the Planck scale, then the quantum loop corrections to the

Higgs mass should be ↗ 30 orders of magnitude larger than the measured Higgs mass,

unless there is a fine tuning of the bare mass parameter that precisely cancels out these

corrections.

Fermion generations

An interesting feature of the SM is the presence of three generations of fermions and the

similarities among quarks and leptons. They are ordered by mass and have electric charge

which is a multiple of e/3. There is no explanation in the SM for the number of fermion

generations and no prediction for their masses.

Flavour anomalies

Lepton flavour universality (LFU) assumes that the gauge couplings to the three generations

of leptons are the same. Nevertheless, there are experimental observations, e.g. from the

BaBar [36] and Belle [37] experiments, that hint to violation of LFU in the b sector, known
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as flavour anomalies. The recent results from the LHCb collaboration [38], on the other

hand, are in agreement with the SM predictions, reducing the tension.

Matter-antimatter asymmetry

In our Universe today a matter-antimatter asymmetry is observed, with almost complete

lack of antimatter. The imbalance between matter and antimatter can not be explained

by the SM nor by Cosmological models. The only mechanism that can break the matter-

antimatter asymmetry is the CP-violation. In the SM, CP is violated in the CMK matrix,

but it is not su”ciently large to explain the observed excess of matter. This hints to the

possibility of CP-violation in other sectors of the SM.

Neutrino masses

In the SM neutrinos are predicted to be massless particles, but neutrino oscillations,

predicted in 1957 [5] and observed by the SuperKamiokande [3] and SNO [4] experiments,

are possible only if neutrinos have mass. From the measurements, we know that at least

two of the three neutrinos have mass and they di!er by O(1) eV.

Muon anomalous magnetic moment

The measurements of the muon anomalous magnetic moment aµ show deviations from the

SM prediction at more than 5 standard deviations [39], hinting to the presence of new

physics not described by the SM.

Dark matter and dark energy

From the measurements of the mass-energy content of the Universe we know that only

the ↗ 5% is in the form of visible matter. Another ↗ 27% is made of dark matter, a

type of matter that does not interact with the electromagnetic and strong force, but is

massive. The evidence for its existence comes from the experimental measurements of

the rotation curves of galaxies [40], gravitational lensing [41] and the cosmic microwave

background [42,43]. Moreover, the accelerating expansion rate of the Universe indicates the

presence of dark energy, that makes up ↗ 68% of the Universe. So far, no viable candidate

for dark matter is included in the SM, nor there is an explanation for dark energy.

3.2 Theories Beyond the Standard Model

There are many theories of physics BSM that are designed to answer one or more of the open

questions presented in the previous section. These theories can extend the SM with new
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Figure 3.1: The Feynman diagrams of the production of a Z↑ boson (left) and a gKK

gluon (right) decaying to tt̄.

particles, new forces or extra dimensions that can manifest at the TeV scale, and usually

target only part of the limitations of the SM. Other theories are more complex, like Grand

Unified Theories (GUT) [44] or Supersymmetry (SUSY) [45]. Grand Unified Theories aim

at unifying all the three fundamental forces of the SM, in the same way the electromagnetic

and weak interactions have been unified in the EW interaction. At a high energy scale

($GUT ↗ 1016 GeV) the gauge groups of the SM are embedded in a higher symmetry group,

that is broken below this scale, giving the fundamental interactions as they are described

by the SM. GUTs are also known as theories of everything. Supersymmetry attempts to

answer almost all of the open questions of the theory of particle physics. In SUSY an

extra symmetry is included between fermions and bosons, called supersymmetry, which

turns bosonic states into fermionic states and vice-versa. For each particle of the SM there

is a super-partner (s-particle) that di!ers only in the spin by half a unit. The minimal

extension of the SM that includes SUSY in the Minimal Supersymmetryc Standard Model

(MSSM) [46]. SUSY could solve the hierarchy problem and provide a candidate for the

dark matter, the neutralino, but at date no evidence of this theory has been found.

Theories BSM that predict the existence of new heavy particles that decay to top quark

pairs are presented in detail in the following.

3.3 New particles decaying to top quark pairs

3.3.1 Spin-1 particles

The first category of models considered includes heavy spin-1 resonances: Kaluza-Klein

gluons gKK and Z↑ bosons. The Feynman diagram of the production of such new particles

and the decay to a top quark pair is shown in Fig. 3.1.
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Kaluza-Klein gluons

A solution to the hierarchy problem is presented by the Randall-Sundrum I framework

(RS1) [47] of a warped extra dimension. Theories of extra dimensions postulate that the

observable Universe resides on a 4D hypersurface (brane) embedded in the bulk, the higher

dimensional space [48]. The warping of the extra dimension causes a large ratio of energy

scales, so that the energy scale at one end of the extra dimension is much larger than the

one at the other end. In the RS1 theory, there is a warped 5D bulk with two branes: the

Planck brane, where gravity is strong, and the TeV brane, where the SM particles live,

and gravity penetrates into the extra dimension. It is possible to write the 5D metric as:

ds
2 = e

→2ϖ(y)
ηµεdx

µ
dx

ε
→ dy

2 (3.2)

where e
→2ϖ(y) is the warp factor, the fifth dimension has radius r and coordinate y in [0, φr].

The Planck and TeV branes live at y = 0 and y = φ, respectively.

In the RS1 theory, however, there are contributions to flavour changing neutral current

processes (FCNC) and to SM electroweak precision test observables (EWPT) that are too

large compared to experimental measurements. A proposed solution [49] postulates that

not only gravity, but also the SM fields can propagate in the extra dimension. If the first

and second generation fermions are placed near the Planck brane, while the Higgs and the

third generation fermions near the TeV brane, then the contributions to FCNC and to

EWPT are suppressed. In this way the hierarchies in the SM Yukawa couplings can also

be explained.

In this extended RS1 model, Kaluza-Klein (KK) parters of SM particles are predicted.

The KK gauge bosons are localized near the TeV brane and thus are expected to be massive

and to couple mostly to third generation fermions, given the higher Yukawa couplings. The

relevant couplings of the KK gauge states with respect to the SM couplings are:

g
qq̄,ll̄G

1

RS

gSM
⇒ ▷

→1
↓

1

5
,

g
Q

3
Q̄

3
,ll̄G

1

RS

gSM
↓ 1,

g
tR t̄RG

1

RS

gSM
⇒ ▷ ↓ 5,

g
GGG

1

RS

gSM
↓ 0 (3.3)

where l = leptons, q=u,d,c,s,bR, Q
3 = (t,b)

L
, G and G

1 are the SM and first KK states of

gauge fields, and gSM and gRS are the SM and RS1 gauge couplings. The factor ▷ is equal

to


log(MP l/TeV), where MP l = 2 ↔ 1018 GeV is the Planck mass. Among the predicted

KK gauge particles, the Kaluza-Klein partner of the gluon gKK has the highest expected

production rate at the LHC. The main production mechanism is via uū and dd̄ annihilation
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and its production cross section is shown in Fig. 3.2 (top) for 14 TeV pp interactions. The

branching fraction is shown in Fig. 3.2 (center): gKK decays to tt̄ pairs 94% of the times.

The gKK is a broad resonance: for masses above 1 TeV the width is about mgKK/6, as

depicted in Fig. 3.2 (bottom).

Z↑ bosons

Many theories of new physics predict the existence of a heavy, neutral boson Z↑ that

is associated with a new gauge group. There are two classes of models predicting Z↑

resonances: in the first class the new boson couples weakly, as in the Sequential Standard

Model (SSM) [50], where the Z↑ couples to the SM particles like the SM Z boson. In the

second class of models, the Z↑ couples strongly and preferentially to top quarks, as in

topcolor models [51]. Such theories could explain the large mass of the top quark through

the formation of a top condensate and the mechanism of electroweak symmetry breaking.

In this dissertation, models where the Z↑ couples preferentially to top quarks are

considered. Such models [52] predict that one or more of the SM SU(N) gauge groups

can be extended into SU(N) ↔ SU(N). Generally, first and second generation fermions

transform under one of the SU(N), and the third generation fermions under the other.

When SU(N) ↔ SU(N) spontaneously breaks, massive gauge bosons arise that couple

di!erently to di!erent generation fermions. Based on the choice of the couplings, di!erent

variants of the model are defined.

The model used in the search presented in this thesis is the leptophobic topcolor model,

denoted as Model IV [53], where the Z↑ couples only to the first and third generations of

quarks and has no significant couplings to leptons. In this framework, the SU(3)
C

gauge

group is embedded in SU(3)1 ↔ SU(3)2, and the breaking SU(3)1 ↔ SU(3)2 ↑ SU(3)
C

produces tt̄ and bb̄ condensates, resulting in top and bottom quarks with the same mass

of around 600 GeV. To remove this degeneracy, a new component has to be added to the

model, a tilting to increase the formation of top condensates over bottom condensates. A

simple tilting mechanism is given by the embedding of U(1)
Y

into U(1)1 ↔ U(1)2. This

gives rise to a Z↑ boson from U(1)2.

The Lagrangian for Model IV is:

LIV =

(
1

2
g1cot⇀H

)
Z↑µ (t̄LϑµtL + b̄LϑµbL + f1t̄RϑµtR +

f2b̄RϑµbR → ūLϑµuL → d̄LϑµdL → f1ūRϑµuR → f2d̄RϑµdR) (3.4)

where g1 is the SM coupling constant of U(1)
Y

, cot⇀H is the ratio of the two U(1)
i
coupling

constants and f1 and f2 are the relative strengths of the couplings of right-handed up- and
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3

II. LHC SIGNALS

The primary challenge in obtaining a signal at the LHC
for gauge KK modes is that the production is suppressed
due to the small couplings to the proton constituents as
seen in Eq. 1.

We used both CalcHEP 2.42 [15] and Sherpa ver-
sion 1.0.8 [16] 1 for the numerical calculations. The
CTEQ6M parton distribution function (PDF) with the
QCD renormalization and factorization scales equal to
the KK gluon mass (MKKG) was used in CalcHEP 2.42.
The CTEQ6L1 PDF set was used in Sherpa, employing
a running scheme for αS with αS(MZ) = 0.118. We find
that the results do not change significantly between the
two PDF sets 2.

For KK gluons, CalcHEP yields a moderate cross-
section of ∼ 100 fb for MKKG ∼ 3 TeV as indicated in
Fig. 1. The cross section falls very quickly for higher KK
masses, where for MKKG ∼ 5 TeV the cross-section drops
to ∼ 10 fb - probably beyond the reach of LHC (as dis-
cussed below). The dominant production mechanism is
through uū, dd̄ annihilation. We note the production rate
for the EW KK gauge fields is suppressed by (gZ/gQCD)2

relative to KK gluon production.
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σ
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G
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FIG. 1: The total cross section of KK gluon production at
the LHC as a function of its mass (MKKG).

Another challenge is that, based again on the couplings
in Eq. 1, the fermionic decays of the gauge KK particles
(in general) are expected to be dominated by the 3rd gen-

1 The authors are grateful to the Sherpa team, especially Tanju
Gleisberg, for the help in embedding the RS1 KK gluon into
Sherpa.

2 This should not be interpreted as indication of small uncertain-
ties due to PDF’s in the cross section since the two PDF sets
might be correlated. One of the main points of our study is to
identify observables which depend rather weakly on the PDF’s
uncertainties.

eration quarks, especially the top quark, due to enhance-
ment of the corresponding couplings. For example, the
branching ratios for KK gluon decay are shown in Fig. 2.
In the case of EW gauge KK modes (W/Z), decays to

Br(KKG → tt
–
)

Br(KKG → bb
–
)

Br(KKG → qq
–
)
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FIG. 2: The branching ratios of the KK gluon as a function
of its mass.

longitudinal weak gauge bosons and the Higgs field are
also important due to similarly enhanced couplings. In
particular, the leptonic decay channel for KK Z is highly
suppressed. In the absence of golden decays modes for
KK Z/W , we focus on signals for the KK gluon which
has the larger production cross-section. 3

A third challenge is related to the fact that due to the
strong coupling to top pair (and in case of KK W/Z to
Higgs and longitudinal W/Z), a heavy gauge KK mode
is rather broad. For example, a KK gluon above 1 TeV
(as required by precision tests) has decay width of about
MKKG/6 as presented in Fig. 3. Decay widths of KK
Z/W are smaller by ∼ (gZ/gQCD)2. This large width of
KK gauge states creates additional problems for discrim-
inating signal against the background.

A. KK gluons

In the interesting region of MKKG, well above the
tt̄ threshold, the KK gluon decays mainly to tt̄ with
the branching ratio of about 95% (see Fig. 2). Hence,
our main focus here will be on the (ultra-relativistic)
tt̄ pairs from decays of KK gluons. 4 Within the SM
there are two dominant production mechanisms for tt̄,
namely gg (gluon fusion) and qq̄ (quark pair annihila-
tion). At the LHC, tt̄ production proceeds primarily

3 For a related work on KK gluon but with universal couplings
see [13, 14].

4 For the decays of KK gluon to light quarks (which has small BR
in any case), the SM QCD background will also be very large.

3

II. LHC SIGNALS

The primary challenge in obtaining a signal at the LHC
for gauge KK modes is that the production is suppressed
due to the small couplings to the proton constituents as
seen in Eq. 1.

We used both CalcHEP 2.42 [15] and Sherpa ver-
sion 1.0.8 [16] 1 for the numerical calculations. The
CTEQ6M parton distribution function (PDF) with the
QCD renormalization and factorization scales equal to
the KK gluon mass (MKKG) was used in CalcHEP 2.42.
The CTEQ6L1 PDF set was used in Sherpa, employing
a running scheme for αS with αS(MZ) = 0.118. We find
that the results do not change significantly between the
two PDF sets 2.

For KK gluons, CalcHEP yields a moderate cross-
section of ∼ 100 fb for MKKG ∼ 3 TeV as indicated in
Fig. 1. The cross section falls very quickly for higher KK
masses, where for MKKG ∼ 5 TeV the cross-section drops
to ∼ 10 fb - probably beyond the reach of LHC (as dis-
cussed below). The dominant production mechanism is
through uū, dd̄ annihilation. We note the production rate
for the EW KK gauge fields is suppressed by (gZ/gQCD)2

relative to KK gluon production.
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FIG. 1: The total cross section of KK gluon production at
the LHC as a function of its mass (MKKG).

Another challenge is that, based again on the couplings
in Eq. 1, the fermionic decays of the gauge KK particles
(in general) are expected to be dominated by the 3rd gen-

1 The authors are grateful to the Sherpa team, especially Tanju
Gleisberg, for the help in embedding the RS1 KK gluon into
Sherpa.

2 This should not be interpreted as indication of small uncertain-
ties due to PDF’s in the cross section since the two PDF sets
might be correlated. One of the main points of our study is to
identify observables which depend rather weakly on the PDF’s
uncertainties.

eration quarks, especially the top quark, due to enhance-
ment of the corresponding couplings. For example, the
branching ratios for KK gluon decay are shown in Fig. 2.
In the case of EW gauge KK modes (W/Z), decays to

Br(KKG → tt
–
)

Br(KKG → bb
–
)

Br(KKG → qq
–
)
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FIG. 2: The branching ratios of the KK gluon as a function
of its mass.

longitudinal weak gauge bosons and the Higgs field are
also important due to similarly enhanced couplings. In
particular, the leptonic decay channel for KK Z is highly
suppressed. In the absence of golden decays modes for
KK Z/W , we focus on signals for the KK gluon which
has the larger production cross-section. 3

A third challenge is related to the fact that due to the
strong coupling to top pair (and in case of KK W/Z to
Higgs and longitudinal W/Z), a heavy gauge KK mode
is rather broad. For example, a KK gluon above 1 TeV
(as required by precision tests) has decay width of about
MKKG/6 as presented in Fig. 3. Decay widths of KK
Z/W are smaller by ∼ (gZ/gQCD)2. This large width of
KK gauge states creates additional problems for discrim-
inating signal against the background.

A. KK gluons

In the interesting region of MKKG, well above the
tt̄ threshold, the KK gluon decays mainly to tt̄ with
the branching ratio of about 95% (see Fig. 2). Hence,
our main focus here will be on the (ultra-relativistic)
tt̄ pairs from decays of KK gluons. 4 Within the SM
there are two dominant production mechanisms for tt̄,
namely gg (gluon fusion) and qq̄ (quark pair annihila-
tion). At the LHC, tt̄ production proceeds primarily

3 For a related work on KK gluon but with universal couplings
see [13, 14].

4 For the decays of KK gluon to light quarks (which has small BR
in any case), the SM QCD background will also be very large.
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FIG. 3: The total decay width of KK gluon as a function of
its mass

through gluon fusion [17]. 5
tt̄ (top pair) production

near threshold has been extensively studied (see e.g. [18]
and references therein). Away from threshold, this sim-
ple picture is modified due to the presence of states of
higher angular momentum. In the other extreme, ultra-
relativistic case (m2

tt̄ ! 4m
2
t ) which is the focus of this

paper, another rather simple and very interesting descrip-
tion emerges [19]. We make use of the fact that in this
limit the SM effects related to EWSB are small and also
the top quark chirality is conserved (the relevant issues
are discussed below when the polarization asymmetry is
studied).

The crucial point is that we find, unlike the case in pre-
vious studies [13, 14], the cross-section for SM tt̄ produc-
tion (in the region mtt̄ − MKKG ∼ ±Γ) is comparable to
tt̄ production from KK gluons. Moreover, the SM cross-
section has a large uncertainty from gluon PDF’s in the
large x-region [20]. Hence, even with MKKG lighter than
5 TeV obtaining a clear and robust signal is a non-trivial
task. In particular, a simple “number-counting” exper-
iment is not enough. We follow a multi-step strategy
to get clear and significant results. We first consider the
differential top pair cross-section. Then we analyse a left-
right polarization asymmetry, expected to have a clean
and robust prediction for ultra-relativistic top quarks [19]
in the SM and our framework. The combination of the
two observables yields a powerful tool to probe our class
of models.

5 In the region of interest here, i.e., m
2
tt̄

≈ (3 TeV)2, the rate for
gluon fusion into top pairs in SM is roughly 4 times larger than
the qq̄ annihilation rate.

1. Event Generation and Jet Reconstruction

Sherpa version 1.0.8, using a customized class to im-
plement the appropriate vertices, was used to generate
events, using LHC parameters. A cone jet algorithm with
∆R = 0.4 [21], or C4 for short, was used to reconstruct
jets (∆R =

√
∆η2 + ∆φ2). Events were generated with

cross sections calculated to leading order. We do not ana-
lyze the effects of pile-up, nor characterize the underlying
event. In addition, we do not include detector effects.

2. Details of analysis

In this section, we discuss in more detail how we per-
formed our analysis. Our preferred reconstruction mode
is tt̄ → bb̄jjlν (semileptonic), whose signature we refer to
simply as “lepton+jet” (lj). We use the terms hadronic-
and leptonic tops to refer to those quarks which decay
into the hadronic mode and leptonic modes, respectively.
We focus primarily on the SM irreducible background
from tt̄ production and discuss several crucial aspects of
the dominant reducible background, W+jets and single
top production.

For the leptonic side reconstruction, we searched for
high PT leptons, presumably excluded from jets. We will
refer to this condition as isolation, and we will discuss this
point in more detail below. We assumed that the W from
the decay of a top quark further decayed leptonically, in-
ferring an (undetected) neutrino to account for the miss-
ing transverse energy. A b-jet was required to combine
with the W to form an on-mass-shell top quark, via an
invariant mass condition (mWb = M

lep
t = Mt ± 50 GeV).

We now develop the methods of hadronic side recon-
struction, but we must first place them in context. The
extremely energetic nature of the top quarks in our signal
(PT > 1 TeV) leads us to deviate from the hadronic top
reconstruction methods (see e.g. [22]), where they stud-
ied tt̄ production with mtt̄ ! 600 GeV. 6 Top quarks with
PT > 1.0 TeV tend to produce highly collimated jets.
We focused on the C4 algorithm, which will not resolve
higher jet multiplicities in high PT tt̄ events. Reducing
the cone size to R = 0.2, for example, only masks this
issue, and we eventually succumb to the same problem.
This renders the hadronic top quark (t → bjj) recon-
struction mode in [22] far too inefficient for our purposes.
Note also that the ∆R lepton to b-jet isolation criterion
(from the leptonic top) falls into this trap for the same
reasons. We propose a different strategy as follows:

(1) In searching for an isolated lepton, we modify the
(∆R) leptonic top reconstruction mode (see e.g. [22]),
augmenting the lepton to b-jet isolation criteria with an

6 The energy regime PT ∼> 600 GeV for jet reconstruction has not
been extensively studied.

Figure 3.2: The production cross section of gKK for 14 TeV pp interactions as a
function of its mass (upper). The branching fractions (middle) and the total decay
width (lower) of the gKK as a function of its mass. Figures from [49].
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Fig. 5 Cross sections at the LHC at
√

s = 14 TeV, for σZ′ B(Z′ → t t̄ ),
with different choices of the resonance width

5 Cross sections at the LHC

We perform the numerical calculation of the lowest order
cross section for the process pp → Z′ → t t̄ at the LHC for
different values of

√
s between 7–14 TeV, using (2) and tak-

ing into account the spin-color factor in (7). We calculate
the cross section for different choices of ΓZ′ , equal to 1 %,
1.2 %, 2 %, and 10 % of MZ′ . The first three widths qualify
as narrow resonances at the LHC, and the integration in (2)
is performed using the full available phase space of 2mt <

m <
√

s. The integration for ΓZ′ = 10 %MZ′ is performed
using the mass interval MZ′ − 3ΓZ′ < m < MZ′ + 3ΓZ′ in
order to sample better the cross section around the peak of
the resonance. The results are tabulated in Tables 2, 3, 4
and 5, and displayed in Figs. 2, 3, 4 and 5.

6 Conclusions

We have presented cross section calculations of the lepto-
phobic topcolor Z′ decaying to t t̄ . These calculations update

the results presented in Ref. [4] for the Tevatron, by both fix-
ing an error in the reported width of the leptophobic topcolor
Z′, and using mt = 172.5 GeV/c2 and CTEQ6L parton dis-
tributions in an improved calculation procedure. This note
documents the first calculations of the cross section for a
leptophobic topcolor Z′ at the LHC.
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Figure 3.3: The production cross section times branching fraction of Z↑ decaying
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down-type quarks with respect to those of the left-handed quarks. The following conditions

are used: f1 > 0 to be tt̄ attractive and/or f2 < 0 to be bb̄ repulsive, cot⇀H >> 1 to avoid

the fine-tuning.

The LO cross section is then controlled by the three parameters cot⇀H , f1 and f2. In

the leptophobic, top-phyllic scheme the values are set to f1 = 1 and f2 = 0 and cot⇀H ,

proportional to the total decay width, is the only free parameter. The production cross

section of Z↑
↑ tt̄ is shown in Fig. 3.3 for 14 TeV pp interactions. Three relative widths

are considered in this thesis: 1%, 10% and 30%.

For both Z↑ and gKK resonances, the interference with the SM tt̄ production is negligible:

at the LHC tt̄ pairs are produced mostly via gluon-gluon fusion, while both Z↑ and gKK

resonances are produced via qq̄ annihilation.

3.3.2 Spin-0 particles

New spin-0 resonances are predicted in extensions of the SM that include additional Higgs

bosons, like the Two-Higgs-Doublet Models (2HDM) [55] or SUSY. In these theories a

spectrum of Higgs bosons is expected: two neutral scalars h and H, a neutral pseudoscalar

A and two charged scalars H±. In particular, in the search presented in this thesis the focus

is on the type-II 2HDM, which can be considered as a generalization of the MSSM, because
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Figure 3.4: The Feynman diagram of a heavy Higgs boson H or A decaying to tt̄.

in this model the decays to top quark pairs are enhanced for a large part of the parameter

space. The Feynman diagram of a neutral heavy Higgs boson H or A that decays to tt̄ is

presented in Fig. 3.4. An interesting feature is that such signals interfere with the SM tt̄

production, resulting in the characteristic peak-dip structure in the tt̄ mass spectrum.

Type-II 2HDM

In the 2HDMs [55] a second Higgs doublet is introduced in the SM. Given the two Higgs

doublets denoted as #1 and #2, it is possible to write the scalar potential as:

V = m
2
11#

†
1#1 + m

2
22#

†
2#2 → m

2
12(#

†
1#2 + #†

2#1) +
↽1

2
(#†

1#1)
2+

↽2

2
(#†

2#2)
2 + ↽3#

†
1#1#

†
2#2 + ↽4#

†
1#2#

†
2#1 +

↽5

2
[(#†

1#2)
2 + (#†

2#1)
2] (3.5)

where mij and ↽k are free parameters of the model. To assure that the CP symmetry is

conserved, all the parameters are assumed to be real. The minimization of the potential V

gives the basis:

⇑#1⇓0 =
1

≃
2

(
0

v1

)
, ⇑#2⇓0 =

1
≃

2

(
0

v2

)
(3.6)

where v1 and v2 are the vevs of #1 and #2, respectively. The resulting scalar fields are:

#a =

(
⇁

+
a

(va + ◁a + iηa)/
≃

2

)
, a = 1, 2. (3.7)

Of the eight fields, three give mass to the W± and Z bosons, and the remaining five are

the scalar Higgs fields: two neutral scalars (CP-even) h and H, one neutral pseudoscalar

(CP-odd) A and two charged scalars (CP-even) H±. Since no new scalar lighter that the

SM Higgs has been discovered, mh < mH is assumed and h is identified with the SM Higgs.

This assumption is know as the alignment limit.

There are di!erent types of 2HDMs depending on the way the Higgs bosons couple to
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the fermions. They are summarized in Table 3.1.

Model type ui di li

Type-I ”2 ”2 ”2

Type-II ”2 ”1 ”1

Lepton-specific ”2 ”2 ”1

Flipped ”2 ”1 ”2

Table 3.1: The types of 2HDMs depending on the coupling of the Higgs to the
fermions, where ui are up-type quarks, di are down-type quarks and li are charged
leptons.

In this dissertation, the focus is on type-II 2HDM, of which the MSSM is a subset.

In type-II 2HDM the CP is conserved and FCNC are absent. To avoid FCNC at tree-

level, each of the SM fermions couples only to one of the doublets #1 and #2. With this

assumption, there is a Z2 symmetry that is softly broken [56]. Under the Z2 symmetry,

the doublets transform as (#1, #2) ↑ (→#1, #2). Considering no CP violation in the vevs,

the values v1 and v2 are real and non-negative. The parameters of the model are:

• the masses of the Higgs bosons mh, mH, mA, mH±

• the vevs v1 and v2 with the relation v
2
1 + v

2
2 = v

2 = (246 GeV)2, or v2/v1 = tan0

• the mixing angle ς between h and H.

The couplings of the neutral Higgs bosons to the other SM particles are given in Table 3.2 for

type-II 2HDM. The h and H couple to bosons and fermions, while A couples only to fermions.

In the alignment limit the couplings of h match the SM couplings for sin(0 → ς) ↑ 1.

VV ui di,li

gh sin(ϱ → ϖ) cosϖ/sinϱ →sinϖ/cosϱ

gH cos(ϱ → ϖ) sinϖ/sinϱ cosϖ/cosϱ

gA 0 cotϱ tanϱ

Table 3.2: The couplings at tree-level of the neutral Higgs bosons to vector bosons
V, up-type quarks ui, down-type quarks di and charged leptons li. The couplings are
divided by the corresponding coupling of the SM Higgs boson.
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The Yukawa Lagrangian is:

LY ukawa = →

∑

f=u,d,l

mf

v


g

f

h f̄fh + g
f

Hf̄fH → ig
f

Af̄ϑ5fA


→

≃
2Vud

v
ū(mug

u
APL + mdg

d
APR)dH+ +

≃
2mlg

l

A

v
ε̄LlRH+ + H.c.


(3.8)

where gx are the parameters given in Table 3.2 and PL and PR are the projection operators

for left- and right-handed fermions, respectively. In particular, the terms in the Yukawa

Lagrangian for H and A coupling to top quarks are:

LY ukawa,H = →
mt

v
g
t
Ht̄tH, and LY ukawa,A =

mA

v
ig

t
At̄ϑ5tA. (3.9)

The A and H bosons can be produced at the LHC via gluon-gluon fusion (ggF) with top

quarks in the loop (see Fig. 3.4). The SM Higgs-like vector-boson fusion (VBF) mode

is not possible, as in the alignment limit the couplings to vector bosons are suppressed.

This means that the interference with SM gg ↑ tt̄ has to be taken into account. The

interference can be constructive or destructive and it manifests as a peak-dip structure in

the mass spectrum of the new particles. The exact interference pattern, meaning a more

enhanced peak, a more enhanced dip, or a peak-dip, depends on the specific parameters of

the signal, e.g. the mass and relative widths of the particle. The cross section for gg ↑ tt̄

is presented in Figure 3.5 considering the additional heavy H or A bosons.
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Figure 3.5: The cross section for gg ↑ tt̄ as a function of the tt̄ invariant mass. The
e!ects of the inclusion of a heavy scalar (upper) or pseudoscalar (lower) Higgs boson
are shown for di!erent masses of the new particle. Figures from [57].
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Figure 3.6: Summary of CMS results on searches for new particles coupling to third
generation quarks or SM bosons. Figure from [58].

3.3.3 LHC results

As presented previously, many theories predict the existence of new particles that couple

to top quarks. At the LHC, a plethora of searches for such particles is carried out using

data recorded with the ATLAS and CMS experiments. A summary of searches for heavy

resonances coupling to third generation quarks or SM bosons preformed by the CMS

Collaboration is presented in Fig. 3.6. So far, no new particles have been discovered. In

the following, the previous searches for spin-1 and spin-0 particles decaying to top quark

pairs will be briefly presented, and the latest results from the CMS Collaboration will be

discussed.
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Figure 9. Distributions of mtt for the single-lepton channel SRs for the muon (left) and electron
(right) categories with (upper) and without (lower) t tagging. The contribution expected from a
4TeV Z′ boson, with a relative width of 1%, is shown normalized to a cross section of 1 pb. The
hatched band on the simulation represents the uncertainty in the background prediction. The lower
panel in each plot shows the pull of each histogram bin from the SM prediction. The light (dark)
gray band represents a pull of one (two) s.d. from the predicted value.

an unconstrained prior, in the binned likelihood fit. The t tagging efficiency scale factor

measured by the fit is 1.001± 0.012.

Data are found to be in agreement with expectations in each of the categories consid-

ered in this analysis. Limits on the product of the production cross section and branching

fraction are calculated, σ(pp → X)B(X → tt), for heavy resonances decaying to a pair

of top quarks. A shape-based analysis is performed using both the signal and control

regions from the three exclusive analysis channels. The Theta software package [85] si-

multaneously fits the mtt distributions from the single-lepton and fully hadronic channels
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Figure 9. Distributions of mtt for the single-lepton channel SRs for the muon (left) and electron
(right) categories with (upper) and without (lower) t tagging. The contribution expected from a
4TeV Z′ boson, with a relative width of 1%, is shown normalized to a cross section of 1 pb. The
hatched band on the simulation represents the uncertainty in the background prediction. The lower
panel in each plot shows the pull of each histogram bin from the SM prediction. The light (dark)
gray band represents a pull of one (two) s.d. from the predicted value.

an unconstrained prior, in the binned likelihood fit. The t tagging efficiency scale factor

measured by the fit is 1.001± 0.012.

Data are found to be in agreement with expectations in each of the categories consid-

ered in this analysis. Limits on the product of the production cross section and branching

fraction are calculated, σ(pp → X)B(X → tt), for heavy resonances decaying to a pair

of top quarks. A shape-based analysis is performed using both the signal and control

regions from the three exclusive analysis channels. The Theta software package [85] si-

multaneously fits the mtt distributions from the single-lepton and fully hadronic channels
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Figure 3.7: The mtt̄ distributions for the lepton+jets channel with a muon in the
final state in the 0 t tag SR (left) and in the 1 t tag SR (right). The expected
contribution of a Z↑ boson with mass of 4 TeV and relative width of 1% is shown.
Figures from [75].

Spin-1 resonances

Searches for Z↑ resonances and gKK gluons have been performed already at the Tevatron

and then at the LHC at various center-of-mass energies. No new physics has been found to

date, and upper limits have been placed on the production cross section of Z↑
/gKK ↑ tt̄.

The first searches for leptophobic Z↑ decaying to top quark pairs have been performed by

the CDF [59–62] and D0 Collaborations [63,64] at the Tevatron at
≃

s = 1.96 TeV. Masses

up to 900 GeV were excluded at 95% confidence level (CL). At the LHC, searches for Z↑

and gKK have been performed by CMS and ATLAS at 7 TeV [65–69], at 8 TeV [70–72]

and at 13 TeV [72–76]. The most stringent limits to date on gKK have been derived by

the CMS Collaboration at
≃

s = 13 TeV using 35.9 fb→1 of data and gKK masses up to

4.55 TeV are excluded [75]. For Z↑ resonances, di!erent relative widths have been probed.

For relative widths of 1%, 10% and 30% the excluded masses are 3.80, 5.25 and 6.65 TeV,

respectively, and they have been obtained by the CMS Collaboration at
≃

s = 13 TeV

using 35.9 fb→1 of data [75]. For the 1.2% relative width, the best limit is obtained by the

ATLAS Collaboration at 13 TeV analyzing 139 fb→1 and it corresponds to 4.1 TeV [76].

The most recent published CMS result [75], of which the analysis presented in this

thesis is an extension, is discussed in the following. Heavy Z↑ bosons and gKK gluons are

searched for in all the three possible tt̄ decay modes: the lepton+jets, the dileptonic and

the all hadronic final states, and the results are combined to enhance the final sensitivity.

The analysis looks at deviations in the invariant tt̄ mass spectrum: a possible signal
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would appear as a peak over a falling background. The focus is on the boosted final state:

the particles produced in the decay of a heavy particle can obtain a large Lorentz-boost,

which consequently causes their decay products to be collimated. Di!erent techniques are

developed to reconstruct and identify top quarks with large Lorentz boost (see Sec. 5.6),

referred to as t tagging. On the other hand, the decay products of particles that decay at

rest are well separated.

The dileptonic channel selects events which contain exactly two oppositely charged

leptons (1), either muons or electrons, on which no isolation requirement is placed, to allow

the reconstruction of boosted t quarks. Moreover, at least two small-radius jets (cf. Sec. 5.5)

are selected, one of which has to be identified as originating from the fragmentation of

a b quark (c.f. Sec. 5.6.1), and finally missing transverse energy p
miss

T
(see Sec. 5.7) is

required, which accounts for the presence of a neutrino. The main irreducible background

is the SM tt̄ process, like for the other two analysis channels, while the main reducible

background for the dilepton channel arises from the Z+jets process. All the backgrounds

are estimated from simulation. An angular variable is used to define the signal region (SR)

and the control regions (CRs) of the analysis. The sensitive variable is ST , defined as:

ST =

Njet∑

i=1

p
jet
Ti

+
2∑

i=1

p
ϱ

Ti
+ p

miss
T , (3.10)

where p
jet(ϱ)
T

is transverse momentum of the jet (lepton).

The lepton+jets channel selects events with exactly one non-isolated electron or muon

with high pT , at least two jets and p
miss

T
. Large-radius jets are considered as well, which

are t tagged with a dedicated selection using the jet substructure (Sec. 5.6.2). The main

reducible background is W+jets. The sensitive variable is the tt̄ invariant mass mtt̄, which

is reconstructed using a 2
2 approach. All the backgrounds shapes are estimated from

simulation. A boosted decision tree (BDT) is used to separate the W+jets process and

define the SR and CRs. The regions are further divided based on the presence of a t

tagged large-radius jet and finally a selection on the 2
2 value is applied to further reduce

background contributions.

Finally, the all hadronic channel targets events with two large-radius, t tagged jets.

The main reducible background is the QCD multijet process, which is estimated from data.

The number of sub-jets identified as originating from a b quark is used to define the SRs

and CRs, together with the di!erence in rapidity between the two large-radius jets. The

sensitive variable is mtt̄ in this channel as well.

The results in the lepton+jets channel are shown in Fig. 3.7 for events with a muon in

the final state and separated for events with 0 or 1 t tagged jets. The expected contribution
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Figure 12. Comparison of the sensitivities for each analysis channel contributing to the combina-
tion. The expected limits at 95% CL are shown for each channel with the narrow colored lines, while
the combination result is shown with thick the black line. These results are shown specifically for
the gKK signal hypothesis, as this model has characteristics that are common to many tt resonance
searches. The multiplicative factor of 1.3 for the gKK is the NLO K factor.

Prior to the statistical analysis, the mtt distributions are rebinned. For the fully hadronic

and dilepton channels, the total statistical uncertainty in the background is required to be

below 30% in any given bin. In the single-lepton channel, the total statistical uncertainty in

the background expectation for the sum of small backgrounds (single top quark, multijet,

Z+jets, W + b, or c jets) is required to be below 10% in each bin. The tighter statistical

uncertainty requirement is needed for these backgrounds because the events are rejected at

a high rate, resulting in significantly fewer simulated events that pass the final selection.

Figure 12 shows a comparison of the expected sensitivities in each of the three analysis

channels in terms of the expected limits for the gKK signal model. The contributions from

the single-lepton and fully hadronic channels dominate the sensitivity over most of the

mass range, apart from the region of lowest masses, where the dilepton channel makes a

significant contribution.

10 Results

The statistical analysis is performed for each of the signal models considered in this analysis:

three variations of a Z′ boson having a width-to-mass ratio of 1, 10, and 30%, as well as a

gKK. In each case, a 95% CL limit is obtained on the product of the resonance production

cross section and branching fraction. The observed and expected limits and 1 and 2 s.d.

bands are calculated for resonance masses ranging from 0.5 to 5.0TeV and are listed in

tables 2–5.
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Figure 3.8: The expected exclusion limits at 95% CL on the production cross section
of the gKK gluon as a function of the gluon mass, showing the sensitivity of each
channel and the combination. Figure from [75].

from a signal corresponding to a Z↑ boson with mass of 4 TeV is also shown. Using the

combined results of all three channels, the exclusion limits on the product of cross section

and branching fraction are obtained for the four models considers. In Fig. 3.8 the expected

contribution of each channel is shown separately, together with the combination, for the

gKK signal. The dilepton channel is sensitive below 1 TeV, while the lepton+jets and all

hadronic channels, which have similar performance, lead the sensitivity at higher masses.

The expected and observed exclusion limits are shown in Fig. 3.9 for the combination of

the three channels for the Z↑ and gKK signals.

Spin-0 resonances

Searches for heavy Higgs bosons A/H decaying to top quark pairs have been performed by

ATLAS at
≃

s = 8 TeV [77] and
≃

s = 13 TeV [78] and by CMS at
≃

s = 13 TeV using

35.9 fb→1 [79] and 138 fb→1 [80] of data. The most stringent constrains to date on the

coupling strength modifiers gH and gA are reported by the CMS Collaboration [80] for

relative widths from 0.5 to 25% and masses in the range 365 → 1000 GeV. An excess has

been observed close to the tt̄ production threshold with a significance above 5 standard

deviations, more compatible with the pseudoscalar than the scalar hypothesis. The excess

is compatible with a tt̄ bound state (ηtt̄) with a cross section of 7.1 pb.

The latest CMS result [80] is summarized in the following. The analysis targets the

lepton+jets and dileptonic final states in the resolved regime, which is characterized by
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Figure 13. Observed and expected limits at 95% CL for each of the four signal hypotheses
considered in this analysis.
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and the János Bolyai Research Scholarship of the Hungarian Academy of Sciences, the
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Figure 3.9: The observed and expected exclusion limits at 95% CL on the production
cross section of the new particle as a function of the particle mass for the Z↑ bosons
with 1%, 10% and 30% relative widths and for the gKK gluon. Figures from [75].

the presence of isolated leptons and small-radius jets. The H/A signals interfere with

the SM tt̄, resulting in a peak-dip structure in the mtt̄ spectrum. Moreover, the signal

and the backgrounds show di!erent angular properties. The lepton+jets channel selects

events with exactly one isolated electron or muon, at least three jets, of which at least

two b tagged, and p
miss

T
. The main irreducible background is tt̄, common to both final

states, which is estimated from simulation, while the QCD background is estimated from

data. The sensitive variables of the search are two: mtt̄ and the cosine of ⇀
↔, an angular

variable sensitive to the spin of the decaying particle. The dilepton channel selects two

oppositely charged leptons, at least two jets, of which at least one b tagged, and p
miss

T
. All

the backgrounds are estimated from simulation. For the reducible Z/ϑ + jets background,

the total yield in simulation is corrected from data. Three are the sensitive variables used:

mtt̄ and two spin correlation variables chel and chan.
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Figure 3.10: The mtt̄ distributions in bins of |cos(ς↔)| in the lepton+jets channel
for events with exactly 3 jets. The prefit as well as the postfit ratios of data to
backgrounds are shown. In the postfit panels, the contribution of a A/H signal or of
the φtt̄ bound state is included. Figure from [80].

The results from the lepton+jets final state are shown in Fig. 3.10. The expected

contribution from three interpretations are shown: a signal corresponding to a pseudoscalar

boson A or scalar boson H with mass of 365 GeV, or a ηtt̄ bound state. The results from

the two channels are combined to increase the sensitivity of the search and expected and

observed exclusion limits on the coupling strength modifiers are obtained. The limits

are shown in Fig. 3.11 for the pseudoscalar scenario, without the inclusion of the ηtt̄

bound state in the background prediction. A deviation at low mtt̄ values, close to the tt̄

production threshold, is observed. The results with the inclusion of the ηtt̄ contribution to

the background are shown in Fig. 3.12. In this case, the observed constrains agree with

the expectation.

The search presented in this thesis extends the previous CMS results by analyzing
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the full Run 2 dataset, corresponding to 138 fb→1 of pp data, and targets the lepton+jets

final state for both the resolved and the boosted regimes. The analysis is carried out in

a model-independent approach and the result interpretation is performed for spin-1 and

spin-0 signals, taking into account interference e!ects. The analysis targets non-resonant

e!ects as well, described in Ref. [1], which are not presented in this thesis.

37



Chapter 3. Physics Beyond the Standard Model

CMSPreliminary 138 fb�1 (13 TeV) CMSPreliminary 138 fb�1 (13 TeV)

CMSPreliminary 138 fb�1 (13 TeV) CMSPreliminary 138 fb�1 (13 TeV)

CMSPreliminary 138 fb�1 (13 TeV) CMSPreliminary 138 fb�1 (13 TeV)

Figure 3.11: The observed and expected exclusion limits at 95% CL on the coupling
strength modifier for a pseudoscalar boson A as a function of the boson mass, for
the 1, 2, 5, 10, 18 and 25% relative widths. Figure from [80].
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CMSPreliminary 138 fb�1 (13 TeV) CMSPreliminary 138 fb�1 (13 TeV)
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Figure 3.12: The observed and expected exclusion limits at 95% CL on the coupling
strength modifier for a pseudoscalar boson A as a function of the boson mass, for the
1, 2, 5, 10, 18 and 25% relative widths. The contribution of φtt̄ to the background
is included. Figure from [80].
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Experimental setup

The analysis presented in this thesis uses 13 TeV pp collision data recorded with the

Compact Muon Solenoid (CMS) experiment at the Large Hadron Collider (LHC). The

data have been collected during 2016-2018 and correspond to an integrated luminosity of

138 fb→1. The experimental setup will be discussed in this Chapter: in Section 4.1 the

LHC collider will be presented, followed by the description of the CMS detector and its

components in Section 4.2.

4.1 The Large Hadron Collider

The Large Hadron Collider (LHC) [81] is the largest and most powerful particle collider in the

world operated at the Conseil européen pour la recherche nucléaire (CERN), an international

organization for particle physics research, and it is located on the France–Switzerland

border near Geneva. The LHC lies in the tunnel previously constructed for the Large

Electron-Positron (LEP) collider, located between 45 and 170 meters underground, with a

circumference of 26.7 km and a slope of 1.4%. It accelerates and collides beams of protons

and heavy ions, which interact in four interaction points (IPs), where the main experiments

are located. In the following only the proton operation mode will be described, being the

one relevant for this thesis.

A strong magnetic field of 8.3 T is used to bend the protons in the beamlines. The

magnetic field is produced by 1232 superconductive niobium-titanium (NbTi) dipole

magnets of 14.3 m length, while 392 quadrupole magnets focus the beams.

The aim of the LHC physics programme is to perform precise measurements of the

SM, including the Higgs boson discovered in 2012, as well as to discover new phenomena,

which could be possible thanks to the high energies at which it operates. The four main

experiments at the LHC are: CMS (Compact Muon Solenoid), ATLAS (A Toroidal LHC
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ApparatuS), LHCb (Large Hadron Collider beauty) and ALICE (A Large Ion Collider

Experiment). ATLAS and CMS are general-purpose detectors that study high-energy pp

and heavy ion collisions. They aim to precisely measure SM physics processes and to search

for new physics phenomena. The CMS detector will be described in detail in the following

Section. The LHCb experiment is designed to study rare decays of b and c hadrons and to

measure the parameters of CP violation. It is a single-arm spectrometer, as b hadrons are

mostly produced in the same forward direction. Finally, ALICE is specialized on heavy ion

physics with the aim of studying the quark-gluon plasma.

A complex injection chain that is shown in Fig. 4.1 collects and accelerates the protons

before they enter the LHC. The protons are obtained from gaseous hydrogen via ionisation

and then accelerated in di!erent steps. First they are sent to the Linear Accelerator

(LINAC2) that accelerates them up to 50 MeV. Then they are injected in three circular

accelerators: the Proton Synchrotron Booster (PSB), the Proton Synchrotron (PS) and

the Super Proton Synchrotron (SPS) where they reach an energy of 450 GeV. Finally

they are grouped into beams and injected in the LHC ring. The beams enter in two

counterrotating beamlines and are further accelerated in the main ring via radio frequency

cavities at 400 MHz, acquiring 0.5 MeV per revolution. The designed energy of each beam

is 7 TeV, corresponding to a center-of-mass energy of
≃

s = 14 TeV. The LHC operated

at center-of-mass energy of
≃

s = 7 and 8 TeV during 2010-2011 and 2012, respectively.

During Run 2 (2015-2018) the center-of-mass energy was 13 TeV, while at the start of

Run 3 in 2022 a value of
≃

s = 13.6 TeV has been reached, setting a new world record.

It has not been possible to arrive at the target energy of 14 TeV in Run 3, because the

magnet training to reach 7 TeV beam energies has not been achieved, obtaining a stable

performance at 6.8 TeV.

The protons travelling in the two circular beamlines are grouped in 2808 bunches

of 1.15 · 1011 protons each. The bunches are separated by a distance of 7.5 m, which

corresponds to a collision every 25 ns. The collision rate is thus 40 MHz.

An important parameter of the accelerator is the instantaneous luminosity L, that is

proportional to the number of events produced in the collider. The number of events N

for a given process is:

N = σ

∫
Ldt (4.1)

where σ is the cross section of the process. Therefore, with high values of instantaneous

luminosity, the expected number of rare processes events increases. The luminosity in the

collider can be described as:

L =
nbN

1
b
N

2
b
f

4φσxσy

F (4.2)
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Figure 4.1: Sketch of the CERN accelerator complex. Figure from [82].

where nb is the number of bunches per beam, N
1/2
b

is the number of particles per bunch

in each of the two beams, and f the revolution frequency. The parameters σx,y are the

transverse beam sizes in the x and y direction at the IP and F is the geometric luminosity

reduction factor due to the crossing angle. The design peak instantaneous luminosity of

the LHC is L = 1034 cm→2s→1, which was already achieved in 2016 and more than doubled

in 2018. The total integrated luminosity delivered by LHC to CMS as a function of time is

shown in Fig. 4.2.

While the high instantaneous luminosity increases the rate of rare and potentially new

processes, it comes with a high number of pp collisions happening in the same bunch

crossing. It is extremely important for physics analysis to identify the main pp interaction

for each bunch crossing, which is the one of interest, and to reduce the e!ects of the

additional pp collisions, called pileup (PU). Chapter 6 is focused on pileup mitigation and

on the techniques most commonly used in CMS.
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Figure 4.2: The total integrated luminosity delivered by LHC to the CMS experiment as
a function of time for pp collisions, for the period 2010-2024. Figure from [83].

4.1.1 The coordinate system

The LHC coordinate system has its origin at the IP, with the x-axis pointing radially

towards the LHC center, the y-axis pointing vertically upwards and the z-axis lying along

the beam axis in counterclockwise direction. The polar coordinates (r, ⇀, ⇁) are more

commonly used in CMS, given the cylindrical symmetry of the experiment. Given that in

high-energy pp collisions the interactions occur between partons, with an unknown fraction

of the proton momentum in the z direction, the collisions are boosted along the z-axis (see

Sec. 2.2). Thus the coordinates have to be Lorentz-invariant under boosts along the beam

axis. While it is already the case for ⇁ and r, the polar angle ⇀ is not Lorentz-invariant.

Instead, the pseudorapidity η is used:

η = →ln


tan

(
⇀

2

)
. (4.3)

Di!erences in η are invariant under Lorentz-boost along the z-axis. Another quantity, used

in experiments as CMS, that is by construction Lorentz-invariant is %R =


%η2 + %⇁2

which is a measure of angular separation.
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2. Detector Geometry Rendering

Box

Trapezoid

PseudoTrap
Tubs

Torus

Cone

Polyhedra

Polycone

Figure 1. Shapes of implemented solids

We obtain the detector geometry from the CMS
Detector Description [12]. The CMS Detector
Description, written in XML, is the master source of
the CMS detector geometry used in the CMS event
reconstruction and the CMS detector simulation. It
describes the CMS detector as a directed tree. Each
vertex of the tree corresponds to a component with
a size, shape, material, and density. Each edge
connects from a component to its subcomponent; it
specifies the position and angle of the subcomponent
within the component.

The Ruby scripts take the following steps to
render the geometry. First, the Ruby scripts parse
the XML files and recognize the directed tree of
the detector geometry. Second, they build each
component as a solid with the given size and shape.
Figure 1 shows the shapes and the names of implemented solids. Then, for each edge from the
leaves of the tree to the root, the scripts place the tail component in the head component as a
subcomponent at the given position and angle.

Figure 2 is one of the CMS detector cutaway images often used in public presentations. The
3D model in this figure was rendered in SketchUp. This figure was used in the CMS o�cial
website [13], posters created for CERN Open Days [14], and the Higgs boson discovery summary
published in Science [15].
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Figure 2. A cutaway view of the CMS detector.

2

Figure 4.3: A schematic view of the CMS experiment, showing the sub-detectors and the
superconducting solenoid. Figure from [84].

4.2 The Compact Muon Solenoid detector

The CMS experiment [85, 86] is a multi-purpose detector situated at IP 5, about 100 m

underground. The detector was designed as a discovery machine: its main goals are the

discovery of the Higgs boson and the measurements of its properties, the search for new

physics as well as the precise measurements of the SM parameters. In particular, with

the aim of finding the Higgs boson in the golden channels, H ↑ ϑϑ and H ↑ 41, the

measurement of muons and photons with extremely high resolution was essential for the

detector design.

The key feature of the CMS experiment is the powerful superconducting solenoid

magnet which bends the trajectories of charged particles and allows to measure their

properties. The solenoid provides a magnetic field of 3.8 T, it is 13 m long and has an

inner diameter of 5.9 m. The cylindrical structure, symmetrical around the beamline, is

divided in two regions: the barrel, the central part that is coaxial with the beamline, and

two endcaps, one on the forward and one on the backward side, for a coverage of almost 4φ.

A sketch of the CMS detector is shown in Fig. 4.3. The detector is composed of a series of

sub-detectors in a layered structure, each dedicated to the measurement of a particular

type of particles. Starting from the collision point and moving outwards the sub-detectors

44



Chapter 4. Experimental setup
2014 JINST 9 P10009

r (
cm

)

0
10
20
30
40
50
60
70
80
90

100
110

z (cm)
-300 -200 -100 0 100 200 300

3.0
2.8
2.6

2.4

2.2

2.0

1.8

1.6

-3.0
-2.8
-2.6

-2.4

-2.2

-2.0

-1.8

-1.6
-1.4 -1.2 -1.0 -0.8 -0.6 -0.4 -0.2 0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4

→ η →

−TEC TEC+

TOB

TIB−TID TID+

PIXEL

Figure 1. Schematic cross section through the CMS tracker in the r-z plane. In this view, the tracker
is symmetric about the horizontal line r = 0, so only the top half is shown here. The centre of the tracker,
corresponding to the approximate position of the pp collision point, is indicated by a star. Green dashed lines
help the reader understand which modules belong to each of the named tracker subsystems. Strip tracker
modules that provide 2-D hits are shown by thin, black lines, while those permitting the reconstruction of
hit positions in 3-D are shown by thick, blue lines. The latter actually each consist of two back-to-back strip
modules, in which one module is rotated through a ‘stereo’ angle. The pixel modules, shown by the red
lines, also provide 3-D hits. Within a given layer, each module is shifted slightly in r or z with respect to its
neighbouring modules, which allows them to overlap, thereby avoiding gaps in the acceptance.

Each TEC is composed of nine disks, each containing up to seven concentric rings of silicon strip
modules, yielding a range of resolutions similar to that of the TOB.

To refer to the individual layers/disks within a subsystem, we use a numbering convention
whereby the barrel layer number increases with its radius and the endcap disk number increases
with its |z|-coordinate. When referring to individual rings within an endcap disk, the ring number
increases with the radius of the ring.

The modules of the pixel detector use silicon of 285 µm thickness, and achieve resolutions
that are roughly the same in rf as in z, because of the chosen pixel cell size of 100 ⇥ 150 µm2 in
rf ⇥ z. The modules in the TIB, TID and inner four TEC rings use silicon that is 320 µm thick,
while those in the TOB and the outer three TEC rings use silicon of 500 µm thickness. In the barrel,
the silicon strips usually run parallel to the beam axis and have a pitch (i.e., the distance between
neighbouring strips) that varies from 80 µm in the inner TIB layers to 183 µm in the inner TOB
layers. The endcap disks use wedge-shaped sensors with radial strips, whose pitch varies from
81 µm at small radii to 205 µm at large radii.

The modules in the innermost two layers of both the TIB and the TOB, as well as the modules
in rings 1 and 2 of the TID, and 1, 2 and 5 of the TEC, carry a second strip detector module, which
is mounted back-to-back to the first and rotated in the plane of the module by a ‘stereo’ angle of
100mrad. The hits from these two modules, known as ‘rf ’ and ‘stereo hits’, can be combined
into matched hits that provide a measurement of the second coordinate (z in the barrel and r on the
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Figure 4.4: A schematic view of the CMS tracking system in the r → z plane. Figure
from [87].

are: the tracker, the electromagnetic calorimeter, the hadronic calorimeter and the muon

system, that is placed in the return yoke of the superconducting solenoid. The detector is

21.6 m long with a diameter of 14.6 m. The di!erent sub-detectors of the CMS experiment

and the solenoid magnet will be briefly described in the following Sections.

4.2.1 Inner tracking system

The tracking system, or tracker, is the innermost sub-detector of the CMS experiment

and it is used to measure the trajectory and the charge sign of the charged particles with

very high precision and to reconstruct primary and secondary vertices. It lies completely

within the magnetic field produced by the solenoid, needed to bend the charged particles

and enabling the measurement of their sign and momentum, and it is made entirely by

silicon detectors. The tracker has a length of 5.8 m and a diameter of 2.5 m and covers the

pseudorapidity range up to |η| = 2.5. The tracking system is made by two parts: a pixel

detector, closest to the IP, and a strip tracker, with a total active area of about 200 m2. A

schematic representation of the CMS tracking system is shown in Fig. 4.4.

The pixel detector is composed of three barrel layers with radii of 4.4, 7.3 and 10.2 cm

and two endcap disks per side, at 34.5 and 46.5 cm from the IP. The pixels have a size of

100 ↔ 150 µm2. During the long shut-down between the 2016 and 2017 data-taking periods,

the pixel detector has been upgraded (Phase-I upgrade) to recover the performance in the

high instantaneous luminosity regime and cope with radiation damage. In the new layout

an additional layer has been added to the barrel and to each endcap. The Phase-I detector

is made of four barrel layers at r = 3.0, 6.8, 10.2 and 16.0 cm and three endcap disks at
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Chapter 4

Electromagnetic Calorimeter

4.1 Description of the ECAL
In this section, the layout, the crystals and the photodetectors of the Electromagnetic Calor-
imeter (ECAL) are described. The section ends with a description of the preshower detector
which sits in front of the endcap crystals. Two important changes have occurred to the ge-
ometry and configuration since the ECAL TDR [5]. In the endcap the basic mechanical unit,
the “supercrystal,” which was originally envisaged to hold 6×6 crystals, is now a 5×5 unit.
The lateral dimensions of the endcap crystals have been increased such that the supercrystal
remains little changed in size. This choice took advantage of the crystal producer’s abil-
ity to produce larger crystals, to reduce the channel count. Secondly, the option of a barrel
preshower detector, envisaged for high-luminosity running only, has been dropped. This
simplification allows more space to the tracker, but requires that the longitudinal vertices of
H → γγ events be found with the reconstructed charged particle tracks in the event.

4.1.1 The ECAL layout and geometry

The nominal geometry of the ECAL (the engineering specification) is simulated in detail in
the GEANT4/OSCAR model. There are 36 identical supermodules, 18 in each half barrel, each
covering 20◦ in φ. The barrel is closed at each end by an endcap. In front of most of the
fiducial region of each endcap is a preshower device. Figure 4.1 shows a transverse section
through ECAL.

y

z

Preshower (ES)

Barrel ECAL (EB)

Endcap

= 1.653

= 1.479

= 2.6
= 3.0

ECAL (EE)

Figure 4.1: Transverse section through the ECAL, showing geometrical configuration.
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Figure 4.5: A schematic view of the ECAL calorimeter. Figure from [86].

|z| = 29.1, 39.6 and 51.6 cm.

The innermost detector is surrounded by the silicon micro-strip tracker, which covers a

ragion between r = 20 and 110 cm. The strip tracker is made of di!erent sub-modules: in

the central region there are the tracker inner barrel (TIB) and tracker outer barrel (TOB).

In the forward region there are the tracker inner disk (TID) and the tracker endcaps

(TEC). Given the lower particle flux in this region with respect to the region of pixel

detector, the size of the strips can be larger: in the inner region the strips have a surface

of 10 cm ↔ 80 µm, while in the outer region their surface is 25 cm ↔ 180 µm. The TIB is

made of 4 layers and covers the region up to r = 55 cm, while the TOB has 6 layers and

reaches up to r = 110 cm and |z| = 118 cm. The TECs, one at each end, are located in the

region 124 < |z| < 282 cm and 22.5 < |r| < 113.5 cm and are made of 9 disks each. Finally

the TID covers the gap between the TIB and TEC and is composed of 3 disks per side.

4.2.2 Electromagnetic calorimeter

The electromagnetic calorimeter (ECAL) is placed outside of the tracking system and

it is used to measure the energy of electrons and photons. When these particles travel

through the calorimeter, they deposit progressively their energy until they stop, by means

of electromagnetic shower production. The CMS ECAL is a hermetic, homogeneous,

scintillating crystal calorimeter. The choice of the material has to satisfy the requirements

of high granularity and fast response of the detector, and the limited space available inside

the solenoid magnet. The requirements are fulfilled by lead tungstate (PbWO4), which

has high density (◁ = 8.28 g/cm3), short radiation length (X0 = 0.89 cm) and small
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Molière radius (RM = 2.2 cm). Moreover it has a short scintillation decay time: 80% of

the scintillation light is emitted in the time of a bunch crossing (25 ns).

The calorimeter is made of a barrel part (EB), covering the region |η| < 1.479, and two

endcaps (EE), extending the coverage to 1.479 < |η| < 3.0. In EB there are 61200 crystals,

each 23 cm long, corresponding to 25.8 X0. The crystals in the EE are 7324 per side, with

a length of 22 cm, corresponding to 24.7 X0.

A pre-shower sampling calorimeter (ES) is placed in front of EE and it is used to identify

the photons originating from the decays of neutral pions and to determine more precisely

the position of electrons and photons. The ES is located in the region 1.653 < |η| < 2.6

and is made of two layers: lead radiators and silicon strips. The photodetectors used to

detect the scintillation light are silicon avalanche photodiodes (APDs) in the barrel and

vacuum phototriodes (VPTs) in the endcaps. The layout of ECAL can be seen in Fig. 4.5.

The energy resolution of ECAL [88], measured in test beams, can be parametrized as:

σE

E
=

S
≃

E
⇔

N

E
⇔ C =

2.8%
E/GeV

⇔
12%

E/GeV
⇔ 0.3% (4.4)

where S is the stochastic term, N the electronic noise term and C a constant related to

calibration errors and inhomogeneities.

4.2.3 Hadronic calorimeter

The hadronic calorimeter (HCAL) is used to measure the energy of hadrons, which have a

larger interaction length compared to electrons and photons, and travel through ECAL

without being absorbed. HCAL is an hermetic sampling calorimeter, made of alternating

layers of absorber and active medium. The detector is divided in four parts: the hadron

barrel (HB), the endcap (HE), the outer hadron calorimeter (HO) and the forward hadron

calorimeter (HF). The first three parts of the calorimeter are made of brass absorber layers

alternated with plastic scintillators. The HF, being in the region with the highest particle

flux, is made of steel plates with quartz fibres as active material, which makes it able to

detect both hadronic and electromagnetic showers.

The HB is located between the ECAL and the solenoid coil and extends up to |η| < 1.3,

while the HO lies between the solenoid and the muon system, covering the region up to

|η| < 1.26. For the outer calorimeter the solenoid acts as an absorber. The HE lies in the

range 1.3 < |η| < 3. Finally, the HF is placed outside the magnet yoke, at |z| = 11.2 m

from the IP, in the range up to |η| < 5. A longitudinal view of the HCAL can be seen in

Fig. 4.6. The energy resolution for single neutral pions, determined in test beams [89], can
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Figure 5.1: Longitudinal view of the CMS detector showing the locations of the hadron barrel
(HB), endcap (HE), outer (HO) and forward (HF) calorimeters.

Table 5.1: Physical properties of the HB brass absorber, known as C26000/cartridge brass.

chemical composition 70% Cu, 30% Zn
density 8.53 g/cm3

radiation length 1.49 cm
interaction length 16.42 cm

(Dh ,Df) = (0.087,0.087). The wedges are themselves bolted together, in such a fashion as to
minimize the crack between the wedges to less than 2 mm.

The absorber (table 5.2) consists of a 40-mm-thick front steel plate, followed by eight 50.5-
mm-thick brass plates, six 56.5-mm-thick brass plates, and a 75-mm-thick steel back plate. The
total absorber thickness at 90� is 5.82 interaction lengths (lI). The HB effective thickness increases
with polar angle (q ) as 1/sinq , resulting in 10.6 lI at |h | = 1.3. The electromagnetic crystal
calorimeter [69] in front of HB adds about 1.1 lI of material.

Scintillator

The active medium uses the well known tile and wavelength shifting fibre concept to bring out the
light. The CMS hadron calorimeter consists of about 70 000 tiles. In order to limit the number of
individual elements to be handled, the tiles of a given f layer are grouped into a single mechanical
scintillator tray unit. Figure 5.5 shows a typical tray. The tray geometry has allowed for construc-
tion and testing of the scintillators remote from the experimental installation area. Furthermore,
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Figure 4.6: A schematic view of the HCAL calorimeter. Figure from [85].

be expressed as:
σE

E
=

111.5%
E/GeV

⇔ 8.6% (4.5)

where the same parametrization as in Eq. 4.4 is used.

4.2.4 Superconducting solenoid

The superconducting solenoid magnet is a central part of the CMS experiment, providing

the magnetic field needed to bend the trajectories of the charged particles and thus measure

their momentum. The solenoid encloses the inner tracker and the calorimeters, it is 12.9 m

long and has a diameter of 5.9 m. It is made of NbTi in 4 layers and provides a homogeneous

magnetic field of 3.8 T in the inner part. The magnetic field is closed by an iron yoke,

which hosts the muon detector system. The magnetic filed on the outside is of 2 T and

bends the trajectories of the muons in the opposite direction with respect to the inner filed,

providing an even more precise measurement of their momentum.

4.2.5 Muon system

The muon system is used to identify and measure muons with the highest precision

and constitutes an important part of the CMS detector. It is the outermost part of

the experiment: the reason is that muons can travel through all the CMS sub-detectors
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regions. These RPCs are operated in avalanche mode to ensure good operation at high rates
(up to 10 kHz/cm2) and have double gaps with a gas gap of 2 mm. A change from the
Muon TDR [4] has been the coating of the inner bakelite surfaces of the RPC with linseed
oil for good noise performance. RPCs provide a fast response with good time resolution
but with a coarser position resolution than the DTs or CSCs. RPCs can therefore identify
unambiguously the correct bunch crossing.

The DTs or CSCs and the RPCs operate within the first level trigger system, providing 2
independent and complementary sources of information. The complete system results in a
robust, precise and flexible trigger device. In the initial stages of the experiment, the RPC
system will cover the region |η| < 1.6. The coverage will be extended to |η| < 2.1 later.

The layout of one quarter of the CMS muon system for initial low luminosity running is
shown in Figure 1.6. In the Muon Barrel (MB) region, 4 stations of detectors are arranged in
cylinders interleaved with the iron yoke. The segmentation along the beam direction follows
the 5 wheels of the yoke (labeled YB−2 for the farthest wheel in −z, and YB+2 for the farthest
is +z). In each of the endcaps, the CSCs and RPCs are arranged in 4 disks perpendicular to
the beam, and in concentric rings, 3 rings in the innermost station, and 2 in the others. In
total, the muon system contains of order 25 000 m2 of active detection planes, and nearly
1 million electronic channels.
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Figure 1.6: Layout of one quarter of the CMS muon system for initial low luminosity running.
The RPC system is limited to |η| < 1.6 in the endcap, and for the CSC system only the inner
ring of the ME4 chambers have been deployed.

Figure 4.7: A schematic view of the CMS muon system. Figure from [86].

with a minimum loss of energy and are the only particles, except for neutrinos, that are

not absorbed in the calorimeters. The muon system consists of three gaseous detectors:

drift tubes (DT) in the barrel (|η| < 1.2), cathode strip chambers (CSC) in the endcaps

(0.9 < |η| < 2.4) and resistive plate chambers (RPC) in both the regions, covering the

range up to |η| < 1.6.

The choice of the material was driven by the di!erent conditions in the di!erent

pseudorapidity regions and by the large surface to cover. The DT are placed in the barrel

region, where the magnetic field is low and uniform and the muon rate is low. They are

made of 4 stations, alternate with the iron return yoke. In the forward region, that is

characterized by a high background rate and high, non-uniform magnetic field, the CSC

are used, because of the fast response and high radiation tolerance. They consist of 4

stations in each endcap. The RPC are made of 6 stations in the barrel region and 3 in each

of the endcaps. They provide a fast response and an independent muon trigger system. A

representation of the muon detectors is shown in Fig. 4.7.
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4.2.6 Trigger system

The high luminosity of the LHC and the high bunch crossing rates of 40 MHz result in 109

events produces per second. It is technically impossible to store all the events produced,

nor it is needed, as the interesting events are very rare compared to well known processes,

like QCD multijet production. In order to select and store the interesting events, in CMS

a two-level trigger system is used. First the Level-1 trigger (L1), based on hardware, is

employed, followed by the High-Level trigger (HLT), which is software-based. The L1

uses the information of the calorimeters and muon system to keep or reject events in

3.2 µs. The event rate is reduced to 100 kHz. The HLT processes the events from the

L1 employing complex algorithms and uses the information of all the sub-detectors. The

decision to keep an event is made in 50 ms and the rate is further reduced to 100 Hz. In

CMS, the combination of selections and filters applied in the HLT is referred to as Path.

The commonly used HLT Paths require one or more final state objects above a certain

transverse momentum or energy threshold.
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Object reconstruction in CMS

The events produced in pp collisions at the LHC have to be reconstructed starting from

the raw electronic signals left by particles in the CMS detector. Exploiting the di!erent

signatures the particles leave in each detector layer, it is possible to combine the information

and reconstruct each physics object in the most precise way. The algorithm used in CMS

is called Particle Flow: starting from the tracks and energy clusters, it reconstructs and

identifies muons, electrons, photons and hadrons. The Particle Flow algorithm will be

described in Sec. 5.1, followed by the reconstruction of the primary vertices in Sec. 5.2.

The objects important for the analysis presented in this thesis will be described in detail:

muons (Sec. 5.3), electrons (Sec. 5.4), jets (Sec. 5.5) and missing transverse momentum

(Sec. 5.7). A particular emphasis is put on jet reconstruction and on the identification of

the jets originating from the decays of b and t quarks (Sec. 5.6).

5.1 Particle Flow

The Particle Flow (PF) algorithm [88] aims at reconstructing particles starting from the

signatures they leave in each sub-detector of CMS and merging together the elements into

final objects called PF candidates. The elements that are reconstructed are the trajectories

of charged particles in the inner tracker and in the muon system (tracks), the energy

deposits in the electromagnetic and hadronic calorimeters (ECAL and HCAL clusters),

and the primary vertices (PV) and secondary vertices (SV). Tracks and clusters can be

linked together to obtain the PF blocks, which finally can be identified as neutral and

charged hadrons, photons, electrons and muons (PF candidates). The PF approach for

particle identification and reconstruction shows excellent performance and its success is

permitted by the fine granularity of the CMS detector components. In Fig. 5.1 an example

of how di!erent particles interact with the CMS sub-detectors in shown.
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Figure 1. A sketch of the specific particle interactions in a transverse slice of the CMS detector, from the
beam interaction region to the muon detector. The muon and the charged pion are positively charged, and
the electron is negatively charged.

• The reconstruction of isolated photons and electrons primarily concerns the ECAL.

• The tagging of jets originating from hadronic ⌧ decays and from b quark hadronization is
based on the properties of the pertaining charged particle tracks, and thus mostly involves the
tracker.

• The identification of muons is principally based on the information from the muon detectors.

A significantly improved event description can be achieved by correlating the basic elements
from all detector layers (tracks and clusters) to identify each final-state particle, and by combining the
corresponding measurements to reconstruct the particle properties on the basis of this identification.
This holistic approach is called particle-flow (PF) reconstruction. Figure 2 provides a foretaste
of the benefits from this approach. This figure shows a jet simulated in the CMS detector with a
transverse momentum of 65 GeV. This jet is made of only five particles for illustrative purposes:
two charged hadrons (a ⇡+ and a ⇡�), two photons (from the decay of a ⇡0), and one neutral
hadron (a K0

L). The charged hadrons are identified by a geometrical connection (link) in the (⌘, ')
views between one track and one or more calorimeter clusters, and by the absence of signal in
the muon detectors. The combination of the measurements in the tracker and in the calorimeters
provides an improved determination of the energy and direction of each charged hadron, dominated

– 2 –

Figure 5.1: Representation of a transversal section of CMS, showing the sub-detectors
and how di!erent particles interact with them. Figure from [88].

5.1.1 Tracks

The starting point of the PF algorithm is the reconstruction of charged tracks in the tracking

system, which allows to determine the direction and momentum of charged particles that

travel through the tracker and bend in the magnetic field provided by the solenoid. The

track finding algorithm is based on the Kalman Filter [90] and it consists of the following

steps: first a seed is generated from hits compatible with the trajectory of a charged

particle, then the trajectory is built using information from all the tracker layers and

finally a fit is performed to determine the properties of the charged particle, e.g. its origin,

direction and pT . To reduce the ine”ciency in the track reconstruction while keeping the

misreconstruction rate low, the track finder is applied iteratively, with selection criteria

loosened in the each step. In each iteration, the hits associated to tracks are masked to

reduce random association in the following iterations.

As can be been in Fig. 5.2, the iterative tracking increases the e”ciency while keeping

a smaller misreconstruction rate compared to the single iteration. Moreover, it extends the

acceptance down from 1 GeV to 200 MeV in the tracks pT . Even though the e”ciency

worsens at high transverse momentum, the energy and angular resolutions of the recon-

structed charged hadrons can maintain a small value thanks to the excellent calorimeter
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Figure 4. E�ciency (left) and misreconstruction rate (right) of the global combinatorial track finder (black
squares); and of the iterative tracking method (green triangles: prompt iterations based on seeds with at least
one hit in the pixel detector; red circles: all iterations, including those with displaced seeds), as a function of
the track pT, for charged hadrons in multijet events without pileup interactions. Only tracks with |⌘ | < 2.5
are considered in the e�ciency and misreconstruction rate determination. The e�ciency is displayed for
tracks originating from within 3.5 cm of the beam axis and ±30 cm of the nominal centre of CMS along the
beam axis.

keeping the misreconstructed track rate at the level of a few per cent, but limit the reconstruction
e�ciency to only 70–80% for charged pions with pT above 1 GeV, compared to 99% for isolated
muons. Below a few tens of GeV, the di�erence between pions and muons is almost entirely
accounted for by the possibility for pions to undergo a nuclear interaction within the tracker
material. For a charged particle to accumulate eight hits along its trajectory, it must traverse the
beam pipe, the pixel detector, the inner tracker, and the first layers of the outer tracker before the first
significant nuclear interaction. The probability for a hadron to interact within the tracker material,
before reaching the eight-hits threshold — causing the track to be missed — can be inferred from
figure 3 (left) and ranges between 10 and 30%. The tracking e�ciency is further reduced for pT
values above 10 GeV: these high-pT particles are found mostly in collimated jets, in which the
tracking e�ciency is limited by the silicon detector pitch, i.e. by the capacity to disentangle hits
from overlapping particles.

Each charged hadron missed by the tracking algorithm would be solely (if at all) detected by
the calorimeters as a neutral hadron, with reduced e�ciency, largely degraded energy resolution,
and biased direction due to the bending of its trajectory in the magnetic field. As two thirds of
the energy in a jet are on average carried by charged hadrons, a 20% tracking ine�ciency would
double the energy fraction of identified neutral hadrons in a jet from 10% to over 20% and therefore
would degrade the jet energy and angular resolutions — expected from PF reconstruction to be
dominated by the modest neutral-hadron energy resolution — by about 50%. Increasing the track
reconstruction e�ciency while keeping the misreconstructed rate unchanged is therefore critical for
PF event reconstruction.

– 10 –

Figure 5.2: E”ciency (left) and misreconstruction rate (right) of the track finder algorithm
as a function of the track pT , for charged hadrons in multijet events without pileup
interactions. The black squares indicate the single iteration algorithm, in green and red
the iterative method, with the green triangles corresponding to prompt iterations based
on seeds with at least one hit in the pixel detector and the red circles to all iterations,
including those with displaced seeds. Only tracks with |η| < 2.5 are taken into account.
Figure taken from [88].

resolution achieved at high pT .

5.1.2 Calorimeter clusters

The reconstruction of calorimeter clusters is useful to find the energy and direction of

neutral particles, to separate neutral particles from charged particles, to identify electrons

through their energy deposits and the ones from bremsstrahlung photons, and to measure

the energy of charged hadrons when tracker information is not su”cient. The clustering

algorithm has been developed for PF reconstruction and it is applied separately on ECAL,

HCAL → each divided into barrel and endcaps → and on preshower layers. In the HF, no

clustering is needed as each cell gives rise to an HF EM or HF HAD cluster. The first

step of the clustering is the seed identification: only cells above a given seed threshold

are considered, and with energy larger than the energy in the neighbours cells. Then the

topological clusters are built from the seeds, by aggregating cells with common sides or

corners and with energy larger then the cell threshold, which corresponds to twice the noise

level. With an algorithm based on a Gaussian-mixture model, clusters within topological

clusters are reconstructed and their position and energy are extracted. Photons and neutral

hadrons are reconstructed from calorimeter clusters that are separated from the position
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of the tracks of charged particles. Finally, the calibration of the calorimeter response is

performed to maximize the probability of reconstructing photons and neutral hadrons,

while keeping low the misreconstructed energy excesses, that appears when neutral clusters

overlap with charged clusters.

5.1.3 The link algorithm

A particle that travels through the detector can leave signatures in di!erent sub-components

and thus can create di!erent PF elements in each of them. The next part of the PF algorithm

addresses the linking, which connects the PF elements that originate from the same particle

to create the so called PF blocks. The link algorithm tests all pairs of elements, restricted

to nearest neighbours in the (η, ⇁) plane, in a given event. In the following, the link between

di!erent elements is described. To link calorimeter clusters and tracks, the track’s last

hit is extrapolated to the calorimeters and its position has to be within the cluster area.

A link distance is defined as the distance between the track and the cluster in the (η, ⇁)

plane. The cluster-to-cluster link can be established between HCAL and ECAL or between

ECAL and preshower clusters. The link is possible if the position of the cluster in the

more granular calorimeter is consistent with the envelope of the cluster in the less granular

calorimeter. Again, a link distance is defined as the distance between the clusters in the

(η, ⇁) plane for HCAL-ECAL or in the (x, y) plane for ECAL-preshower links. Charged

tracks originating from a common SV can be linked together. The tracks from the inner

tracker can be linked to the tracks in the muon detector. If multiple clusters/tracks are

linked together, the pair with smallest distance is chosen.

After all the PF blocks are reconstructed, the particle identification is performed to

obtain the final PF candidates. The identification proceeds as follow: first muons are

reconstructed and the corresponding PF elements are removed from the list of PF blocks.

Then electrons are reconstructed, together with their bremsstrahlung photons and in the

same step isolated photons are identified. The tracks and ECAL/preshower clusters are

removed from the remaining PF blocks. Finally, the cross-identification of the remaining

PF elements is performed to reconstruct charged hadrons, neutral hadrons and non-isolated

photons. After the identification of all the particles, a post-processing step is applied to

account for possible particle misidentification and misreconstruction. The most important

case in which the misidentification plays a role is when a high pT muon is misreconstructed,

leading to an artificially large p
miss

T
in the event.

54



Chapter 5. Object reconstruction in CMS

2020 JINST 15 P09018
section of 69.2 mb. This number is obtained using the PU counting method described in the inelastic
cross section measurements [11, 12]. In the following sections of this paper, we distinguish between
two definitions: “mean number of interactions per crossing” (abbreviated “number of interactions”
and denoted µ) and “number of vertices” (denoted Nvertices). Vertices are reconstructed through
track clustering using a deterministic annealing algorithm [8]. The number of interactions is used
to estimate the amount of PU in simulation. The number of vertices can be determined in both
data and simulation. Further details on the relationship between µ and Nvertices are provided in
section 5.3. The studies presented in this paper focus on the PU conditions in 2016, though the
trends towards higher PU scenarios with up to 70 simultaneous interactions are explored as well.
The trigger paths used for the data taking are mentioned in each section.
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Figure 1. Distribution of the mean number of inelastic interactions per crossing (pileup) in data for pp
collisions in 2016 (dotted orange line), 2017 (dotted dashed light blue line), 2018 (dashed navy blue line),
and integrated over 2016–2018 (solid grey line). A total inelastic pp collision cross section of 69.2 mb is
chosen. The mean number of inelastic interactions per bunch crossing is provided in the legend for each year.

Samples of simulated events are used to evaluate the performance of the PU mitigation tech-
niques discussed in this paper. The simulation of standard model events composed uniquely of jets
produced through the strong interaction, referred to as quantum chromodynamics (QCD) multijet
events, is performed with ������ v8.212 [13] in standalone mode using the Lund string fragmen-
tation model [14, 15] for jets. For studies of lepton isolation, dedicated QCD multijet samples
that are enriched in events containing electrons or muons (e.g., from heavy-flavor meson decays)
are used. The W and Z boson production in association with jets is simulated at leading-order
(LO) with the M��G����5_a��@��� v2.2.2 [16] generator. Production of top quark-antiquark
pair (tt) events is simulated with ������ (v2) [17–19]. Single top quark production via the
s- and t-channels, and tW processes are simulated at next-to-leading-order (NLO) with M��-
G����5_a��@��� that is interfaced with ������. For Lorentz-boosted W boson studies [20],
MC simulation of high mass bulk graviton resonance [21–23] decaying to WW boson pairs are
generated at LO with M��G����5_a��@���. All parton shower simulations are performed using
������. For Z+jets production, an additional sample is generated using M��G����5_a��@���

– 4 –

Figure 5.3: The mean number of pp inelastic interactions per bunch crossing in data
during the Run 2 of the LHC. Figure taken from [91].

5.2 Vertex Reconstruction

One of the main challenges of the object reconstruction is given by the large number of

pp interactions that happen in each bunch crossing, which is a consequence of the high

instantaneous luminosity reached by LHC. It is important to identify all the interaction

vertices and their position and to distinguish the leading vertex (LV) from the pileup

vertices (PU), the additional interactions happening in same bunch crossing (in-time pileup)

or in the nearby bunch crossings (out-of-time pileup). The mean number of interactions

during Run 2 of the LHC was 29, as is depicted in Fig. 5.3. This number is increasing with

increasing luminosity: it is around 60 in Run 3 and will be 140-200 in the High-Luminosity

LHC (HL-LHC).

The CMS collaboration has developed an algorithm for vertex reconstruction [92], with

the goal of finding the PV in each event and distinguish the leading one from PU vertices.

The algorithm is performed in three steps: first the tracks are selected, then the tracks

originating from a common vertex are clustered together, and finally the position of each

vertex is found by fitting the associated tracks. The tracks that enter the algorithm have

to fulfill stringent quality criteria, e.g. minimum number of hits associated to the track
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and small distance to the beam spot. The track clustering is done with a deterministic

annealing (DA) algorithm [93]. With this algorithm it is possible not only to find the

track-vertex assignment and the vertex position, but also the number of vertices per event.

The resulting vertices with at least two tracks assigned are fitted with the adaptive

vertex fitter [94], to find the vertex parameters, as the position x, y, z and covariance matrix,

and the fit parameters, like the degrees of freedom. In the fit, to each track a weight wi

between 0 and 1 is assigned, indicating the probability of the track to originate from the

given vertex. The number of degrees of freedom of the fit is given by:

ndof = →3 + 2
#tracks∑

i=1

wi (5.1)

where wi is the weight of the i-track and the sum is performed on all tracks associated to

the vertex. The value of ndof can be used to select the true pp interactions. Each vertex

has to satisfy quality criteria in order to be kept for the analysis described in this thesis.

The criteria are: ndof > 4,


x2 + y2 < 2 cm and |z| < 24 cm. In order to identify the LV

in each event, the vertex with highest sum of physics objects pT is chosen. All the other

reconstructed vertices in the event are considered PU vertices.

The object reconstruction in CMS su!ers from the e!ects of particles originating from

PU. The two algorithms that are used in CMS for pileup suppression are the Charged

Hadron Subtraction (CHS) algorithm [88] and the Pile Up Per Particle Identification

(PUPPI) algorithm [95], which are applied on the PF candidates. In CHS, the charged

particles that are used in the fit of PU vertices are removed. In PUPPI, on the other

hand, it is possible to remove the contribution of charged as well as neutral PU. A detailed

description of PU mitigation techniques is presented in Chapter 6.

5.3 Muons

Muons are reconstructed with the PF algorithm using information from the inner tracker

and the muon detector system. In particular, the muon spectrometer provides very high

identification e”ciency, while with the inner tracker it is possible to measure the momentum

precisely. Three di!erent types of muons can be reconstructed:

• standalone muons : reconstructed from hits in the muon detector. The fitting of the

trajectory results in the standalone muon tracks.

• tracker muons: tracks from inner tracker are extrapolated to the muon system. If

there is at least one segments matching the extrapolated trajectory, then the track

is identified as a tracker muon track.
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• global muons: they are reconstructed by matching standalone muon tracks to the

tracks in the inner tracker. All the hits are combined and fitted to obtain a global

muon track. At pT > 200 GeV, the momentum resolution is improved with respect

to tracker muons.

Di!erent types of identification (ID) criteria [96] are defined in CMS, with di!erent levels

of e”ciency and purity in the muon reconstruction. The Loose muon ID selects prompt

muons from the LV and muons from light and heavy flavour decays. It has the highest

e”ciency (> 99%), while keeping a low misidentification rate. The Medium muon ID aims

at identifying prompt muons and muons from heavy flavour decays. It is equivalent to

the Loose muon ID, but with additional quality criteria on the tracks. Its e”ciency is

98%. The Tight muon ID is optimized for suppression of muons from in-flight decays and

from hadronic punch-through. It has extra muon-quality requirements and its e”ciency

is 96 → 97%. The Soft muon ID aims at reconstructing low pT muons and it has been

developed for B physics analysis. Last, the High momentum muon ID is optimized for

muons with pT > 200 GeV. The requirements are similar to the Tight muon ID, with an

additional requirement on the relative pT error, for a proper momentum measurement, and

without the fit 2
2

< 10 condition, in order to recover ine”ciencies when high pT muons

radiate and produce EM showers and give rise to hits in the muon chambers. The e”ciency

of this ID is 96 → 98%.

The IDs chosen for the muons used in the analysis described in this thesis are presented

in detail in the following. The Tight muon ID is applied on muons at low transverse

momentum (pT < 55 GeV). The corresponding selection cuts are summarized in the

following:

• The muon candidate is reconstructed as a global muon.

• The normalized 2
2 of the muon global track fit is less than 10.

• At least one muon-chamber hit is included in the global muon track fit.

• Require muon segments in at least two muon stations.

• Its tracker track has transverse impact parameter dxy < 2 mm with respect to the

LV and a longitudinal distance dz < 5 mm.

• The number of pixel hits is greater than 0.

• Number of tracker layers with hits is greater than 5.

For muons at high transverse momentum (pT > 55 GeV), the High momentum muon ID

is used. The following selection cuts are applied:
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• The muon candidate is reconstructed as a global muon.

• At least one muon-chamber hit is included in the global muon track fit or in the

TuneP fit.

• Require muon segments in at least two muon stations. If there is only one matched

station it must be a tracker muon and satisfy at least one of the following conditions:

0 or 1 expected matched station based on the extrapolation of the inner track, the

matched station should not be the first one, or has at least two matched RPC layers.

• The pT relative error of the muon best track is less than 30%.

• Its tracker track has transverse impact parameter dxy < 2 mm with respect to the

LV and a longitudinal distance dz < 5 mm.

• The number of pixel hits should be greater than 0.

• Number of tracker layers with hits greater than 5.

Additionally, the low pT muons have to satisfy the PFIso criteria for isolation, that

correspond to a requirement on the relative isolation Irel, defined as:

Irel=


p
CH from LV
T

+ max(0,


E
NH
T

+


E
ς

T
→ 0.5


p
CH from PU
T

)

p
µ

T

(5.2)

where CH refers to charged hadrons and NH to neutral hadrons. The sum runs over the

particles in a cone of radius %R < 0.4 around the muon. The Tight working point of

the isolation ID has been chosen, defined by a cut of Irel < 0.15, which corresponds to a

selection e”ciency of 95%.

The e”ciencies of ID and isolation criteria are di!erent between data and simulation,

for this reason scale factors provided by the CMS collaboration are applied on simulated

events. The scale factors are applied on muons as a function of their pT and η.

5.4 Electrons

Electrons are reconstructed using the energy deposits in the EM calorimeter and the tracks

in the inner tracker with the PF algorithm. ECAL clusters are used as electron seeds

for isolated, energetic electrons. Since electrons can emit bremsstrahlung photons while

traveling through the detector material, and photons can convert into electron-positron

pairs, the final result is a shower of particles depositing energy in more that one ECAL

cluster. Superclusters (SCs) are then built to gather all the energy of the original electron
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Figure 6. Left: electron seeding e�ciency for electrons (triangles) and pions (circles) as a function of pT,
from a simulated event sample enriched in b quark jets with pT between 80 and 170 GeV, and with at least
one semileptonic b hadron decay. Both the e�ciencies for ECAL-based seeding only (hollow symbols) and
with the tracker-based seeding added (solid symbols) are displayed. Right: absolute e�ciency gain from the
tracker-based seeding for electrons from Z boson decays as a function of pT. The shaded bands indicate the
pT bin size and the statistical uncertainties on the e�ciency.

3.3 Tracking for muons
Muon tracking [27, 28] is not specific to PF reconstruction. The muon spectrometer allows muons
to be identified with high e�ciency over the full detector acceptance. A high purity is granted by
the upstream calorimeters, meant to absorb other particles (except neutrinos). The inner tracker
provides a precise measurement of the momentum of these muons. The high-level muon physics
objects are reconstructed in a multifaceted way, with the final collection being composed of three
di�erent muon types:

• standalone muon. Hits within each DT or CSC detector are clustered to form track segments,
used as seeds for the pattern recognition in the muon spectrometer, to gather all DT, CSC, and
RPC hits along the muon trajectory. The result of the final fitting is called a standalone-muon
track.

• global muon. Each standalone-muon track is matched to a track in the inner tracker (hereafter
referred to as an inner track) if the parameters of the two tracks propagated onto a common
surface are compatible. The hits from the inner track and from the standalone-muon track are
combined and fit to form a global-muon track. At large transverse momenta, pT & 200 GeV,
the global-muon fit improves the momentum resolution with respect to the tracker-only fit.

• tracker muon. Each inner track with pT larger than 0.5 GeV and a total momentum p in excess
of 2.5 GeV is extrapolated to the muon system. If at least one muon segment matches the
extrapolated track, the inner track qualifies as a tracker muon track. The track-to-segment
matching is performed in a local (x, y) coordinate system defined in a plane transverse to
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Figure 5.4: E”ciency of electron seeding for electrons (triangles) and pions (circles), as a
function of the particle pT . The ECAL based seeding is shown in red, while the combination
of ECAL and track based seeding is shown in blue. Figure taken from [88].

and the bremsstrahlung photons. On the other hand, for electrons in jets, ECAL-based

seeding is not optimal, since the presence of other particles in the jet overlapping with the

electron would worsen the e”ciency. Moreover, the propagation of such ECAL clusters

to the tracker hits can cause misreconstruction, as they can be compatible with multiple

hits in the inner tracker. For this reason track-based electron seeding is used to identify

electrons that are missed by the ECAL-based seeding. In Fig. 5.4 the e”ciency of the

electron seeding in shown for ECAL based seeds only and for the addition of tracking

seeds. With the latter, the e”ciency is improved by almost a factor of two and the

electron reconstruction is extended down to 2 GeV. Finally, in the case of photon emission,

the electron momentum can change, together with the its curvature in the tracker. A

dedicated tracking algorithm, the Gaussian-sum filter (GSF), is used to extract the tracking

parameters. ECAL clusters, SCs and tracks are given as input to the link algorithm of

Particle Flow to reconstruct electrons and distinguish them from photons.

After the identification of electrons, a set of quality criteria is applied in order to use

them in analyses. One of the strategies for electron identification is a sequential cut-based

selection [97], which includes requirements on di!erent variables. Di!erent working points

are defined, based on the values of the selection cuts, and correspond to di!erent levels of

e”ciency.

For the electrons used in this thesis, a multivariate technique (MVA) [97] developed
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by the CMS collaboration is used. The MVA-based identification makes use of a set of

variables that are combined to produce a single discriminating output. The discrimination

is achieved with a series of BDTs, trained on electrons from DY+jets simulation, in di!erent

|η| and ET bins. Moreover, the BDTs are trained with and without isolation variables. In

general, the MVA approach has better background rejection for a given signal e”ciency

compared to the cut-based approach. Three di!erent working points (WPs) are provided

for the MVA-based ID: wp90, wp80, corresponding to 90% and 80% e”ciency respectively,

and the wpLoose, with 98% e”ciency, generally used used for vetoing or for multilepton

analyses. In this thesis, the MVA ID with wp80 working point has been chosen. For

electrons at low transverse momentum (pT < 120 GeV) the MVA version with isolation is

used, while the ID without isolation is used for electrons at high pT . As for the muons, the

di!erences in the e”ciencies of the electron reconstruction and identification in data and

simulation have to be taken into account. Dedicated scale factors provided by the CMS

collaboration are applied in simulation to electrons as a function of their pT and |ηSC|.

5.5 Jets

Quarks and gluons produced in high energy pp collisions do not propagate freely due

to colour confinement, but they hadronize, producing sprays of colourless particles (see

Sec. 2.2.3). These bunches of particles are grouped together and reconstructed in single

objects called jets. One of the main challenges in particle reconstruction at the LHC is

the correct reconstruction of jets and the identification of the particles from which they

originate and their kinematic properties.

5.5.1 Jet clustering algorithms

Among the di!erent jet clustering algorithms that have been developed for collider ex-

periments, the most important and used ones are infrared and collinear (IRC) safe. This

requirement imposes the jet to be invariant under the emission of soft radiation or splitting

in the jet direction. If a jet is IRC, then it is possible to make comparisons to predictions

from perturbative QCD.

One approach to jet clustering is given by sequential recombination algorithms, like

the kT [98, 99], the anti-kT [100] and the Cambridge-Aachen (CA) [101, 102] algorithms.

They are all based on the same procedure and di!er only on the parameters chosen in

the clustering. Given a list of entities, or particles, one starts by defining the distance dij

between the entities i and j, and the distance diB between the entity i and the beam B.

The clustering proceeds as follows:
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• the smallest among the distances dij and diB is identified

• if the smallest is dij , then the particles i and j are combined into a new entity

• if the smallest is diB, then i is defined as jet and removed from the list of entities.

The distances are calculated again and the procedure is repeated until there are no particles

left. The distances are defined as:

dij = min(k2p

ti
, k

2p

tj
)
%2

ij

R2
and diB = k

2p

ti
(5.3)

where kti is the transverse momentum of the entity i, R is the parameter corresponding to

the maximum radius of the cone used in the clustering and %2
ij

is the distance in the (y, ⇁)

plane between the particles i and j:

%2
ij = (yi → yj)

2 + (⇁i → ⇁j)
2 (5.4)

where yi is the rapidity and ⇁i the azimuthal angle of i.

The value of the parameter p defines the type of the algorithm: p = 0 for the CA

algorithm, p = 1 for kT and p = →1 for anti-kT . The di!erence in p can be interpreted

as the di!erent way in which the clustering proceeds. For CA, the particles are clustered

based on the geometrical distance: first the particles close in (y, ⇁) are clustered. The

kT algorithm combines soft and collinear particles first, while the anti-kT the hardest

particles first. The latter algorithm produces jets with regular shapes, with a radius of

size R centered on the hardest particle, while the other algorithms produce irregular jet

shapes. This result can be observed in Fig. 5.5, where the same particles are combined

using di!erent clustering parameters.

Another approach to jet clustering has been developed where the jet radius R is not

a fixed parameter, but it depends on the pT of the decaying particle. This method is

particularly useful for the identification of the hadronic decays of highly energetic particles.

The higher the pT of the decaying particle, the more collimated its decay products. The

jet radius should be large enough to catch all the decay products in a single jet, but it

should not be too large, in order not to cluster additional radiation in the jet. In Fig. 5.6

the maximum distance between the decay products of a top quark is shown as a function

of the quark pT .

The variable R (VR) algorithm [104] replaces the parameter R of Eq. 5.3 with a radius

that adapts dynamically to the pT of the decaying particle:

Re!(pT ) =
◁

pT

(5.5)
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Figure 1: A sample parton-level event (generated with Herwig [8]), together with many random
soft “ghosts”, clustered with four different jets algorithms, illustrating the “active” catchment areas
of the resulting hard jets. For kt and Cam/Aachen the detailed shapes are in part determined by
the specific set of ghosts used, and change when the ghosts are modified.

have more varied shapes. Finally with the anti-kt algorithm, the hard jets are all circular

with a radius R, and only the softer jets have more complex shapes. The pair of jets near

φ = 5 and y = 2 provides an interesting example in this respect. The left-hand one is much

softer than the right-hand one. SISCone (and Cam/Aachen) place the boundary between

the jets roughly midway between them. Anti-kt instead generates a circular hard jet, which

clips a lens-shaped region out of the soft one, leaving behind a crescent.

The above properties of the anti-kt algorithm translate into concrete results for various

quantitative properties of jets, as we outline below.

2.2 Area-related properties

The most concrete context in which to quantitatively discuss the properties of jet bound-

aries for different algorithms is in the calculation of jet areas.

Two definitions were given for jet areas in [4]: the passive area (a) which measures

a jet’s susceptibility to point-like radiation, and the active area (A) which measures its

susceptibility to diffuse radiation. The simplest place to observe the impact of soft resilience

is in the passive area for a jet consisting of a hard particle p1 and a soft one p2, separated
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Figure 5.5: The jet shapes for the kt (upper left), the CA (upper right) and the anti-kT

(lower) clustering algorithms in the (y, ⇁) plane. Figure taken from [100].

where ◁ is the scale that determines the slope of Re!. The boundaries on Re! are introduced:






Rmin for ◁/pT < Rmin

Rmax for ◁/pT > Rmax

◁/pT elsewhere.

(5.6)

The value of the parameter p determines the clustering procedure of the VR algorithm.

The Heavy Object Tagger with Variable R (HOTVR) [105] algorithm is based on VR,

but it modifies the clustering procedure by adding a mass jump veto [106]. This criterion

assures that no additional radiation is clustered in the jet and simultaneously allows the

identification of subjets.

Jet clustering is implemented in CMS with the FastJet [107] framework. The particles

that enter the clustering procedure are the PF candidates. Moreover, based on the pileup

mitigation technique that is used, di!erent type of jets are reconstructed: CHS jets

and PUPPI jets. The standard jet clustering algorithm in CMS is anti-kT . The radius

parameters used are R = 0.4 for small-radius jets and R = 0.8 for large-radius jets and the

corresponding jets are referred to as AK4 and AK8 jets.
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24 2 Phenomenology of Jet Substructure

Table 2.3 Numerical values of ρ and α for top quark decays for the approximation in (2.19). Shown
are the values for the minimum value that #Rmax can take, and the 70th, 80th and 90th percentiles
of #Rmax. All values are obtained for a quark threshold of pT,q > 20GeV

a requirement of pT,q > 30GeV leads to a drop of the efficiency to 70%, and with
pT,q > 40GeV the efficiency is only 60%.

Similar to the case of vector boson and H decays, a pT threshold on the quarks
leads to a change in the distribution of the angular distance between the quarks.
Since there are three quarks involved, the relevant quantity is the maximum angular
distance

#Rmax = max
[
#R(b, q),#R(b, q ′),#R(q, q ′)

]
, (2.18)

which represents a proxy for fully merged final states. Obviously, approxima-
tion (2.14) will not yield an accurate prediction for#Rmax. Surprisingly, it still gives
a relatively good estimate for the MPV of #Rmax, as can be seen in Fig. 2.10. How-
ever, the 1/pT scaling does not give an accurate description of the minimum value
#Rmax can take, and also cannot be used to predict a given percentile of the #Rmax

distribution. A better phenomenological approximation is obtained by modifying the
scaling with an exponent α, similar to (2.16),

#Rmax =
ρ

p α
T
. (2.19)

Numerical values for ρ and α are given in Table2.3, for the three percentiles shown
in Fig. 2.10. The values given approximate the shape of the three percentiles to within
1% in the range 200 < pT < 1500GeV.

Fig. 2.10 Maximum angular
distance #Rmax of the three
quarks from the hadronic top
quark decay, as a function of
the top quark pT. The
transverse momenta of the
three quarks b, q and q ′ are
required to be
pT,q > 20GeV. The fraction
of events contained within a
given interval in #Rmax are
shown by shaded areas, the
MPV is depicted by a dashed
line. For comparison, also
shown are the expressions
2mt/pT (solid line) and
(800GeV)/pT (dotted line)  [GeV]
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Figure 5.6: The maximum distance between the quarks from the hadronic decay of a top
quark as a function of the top quark pT . Figure from [103].

5.5.2 Jet calibration

The energy of jets at detector-level needs to be calibrated to match the true value of

particle-level jets, which are clustered from stable (lifetime cω > 1 cm) and visible (non-

neutrinos) particles. The di!erences between detector-level and particle-level are due to

the e!ects of pileup, detector response and noise. In CMS jet energy corrections (JECs)

are derived and applied in a factorized approach [108–110], as is represented in Fig. 5.7,

to calibrate the jet energy scale (JES) and the jet energy resolution (JER). In each step

di!erent techniques are used to mitigate di!erent e!ects and they can be derived from

simulated events or from data.

The first corrections are the L1 o!sets and they correct the jet energy scale due to the

contribution of pileup. They are applied both on data and simulation and are parametrized

as a function of the jet pT , η, area A and energy density ◁ in the event. These corrections are

applied on CHS jets, while they are not needed for PUPPI jets, since the PU contribution

in PUPPI jets is already removed by the PUPPI algorithm itself.

The second step is given by the L2 relative and L3 absolute corrections which correct for

detector e!ects. In this step the jet response, which is the ratio of the jet pT at detector-level

over particle-level, is corrected to be close to unity. Then L2L3 residual corrections are

applied on data as a function of η and pT to correct for residual di!erences in the detector

63



Chapter 5. Object reconstruction in CMS
2017 JINST 12 P02014

Reconstructed
Jets

MC + RC

MC

Pileup

MC

Response (pT , ⌘)

dijets

Residuals(⌘)

�/Z+jet, MJB

Residuals(pT )

MC

Flavor

Calibrated
Jets

Applied to simulation

Applied to data

Figure 2. Consecutive stages of JEC, for data and MC simulation. All corrections marked with MC are
derived from simulation studies, RC stands for random cone, and MJB refers to the analysis of multijet events.

The pileup o�set corrections, discussed in section 4, are determined from the simulation of
a sample of dijet events processed with and without pileup overlay. They are parameterized as a
function of o�set energy density ⇢, jet area A, jet pseudorapidity ⌘, and jet transverse momentum
pT. Corrections for residual di�erences between data and detector simulation as a function of ⌘ are
determined using the random cone (RC, section 4.3) method in zero-bias events (section 3.2). The
pileup o�set corrections are determined both before and after CHS, which removes tracks identified
as originating from pileup vertices.

The simulated jet response corrections are determined with a CMS detector simulation based
on G����4 [18] combined with the ������ 6.4 [19] tune Z2* [20], as discussed in section 5. The
corrections are determined for various jet sizes. The default corrections are provided for the QCD
dijet flavor mixture as a function of pT and ⌘. Uncertainties arising from the modeling of jet
fragmentation are evaluated with ������++ 2.3 [21] tune EE3C [22], and uncertainties from the
detector simulation are evaluated with the CMS fast simulation [23].

The residual corrections for data are discussed in section 6. The ⌘-dependent corrections are
determined with dijet events, relative to a jet of similar pT in the barrel reference region |⌘ | < 1.3.
These corrections include a pT dependence of the JES relative to the JES of the barrel jet for
pT > 62 GeV and up to about 1 TeV, the limit of available dijet data. The absolute scale, together
with its pT dependence within |⌘ | < 1.3 for 30 < pT < 800 GeV, is measured combining photon+jet,
Z(! µµ)+jet and Z(! ee)+jet events. The pT dependence at pT > 800 GeV is constrained with
multijet events. Detailed studies are performed to correct for biases in the data-based methods due
to di�erences with respect to the MC simulation in ISR+FSR as well as in jet pT resolution.

The optional jet-flavor corrections derived from MC simulation are discussed in section 7
together with the JEC flavor uncertainty estimates based on comparing ������ 6.4 and ������++
2.3 predictions. These uncertainties are applicable to data vs. simulation comparisons regardless of
whether or not the jet-flavor corrections are applied. The flavor corrections and their uncertainties
for b-quark jets are checked in data with Z+b events. The consecutive steps of the JEC are illustrated
in figure 2.

The jet pT resolutions are determined with both dijet and photon+jet events, as discussed in
section 8. The reference resolutions obtained from simulation are parameterized as a function of
particle-level jet pT, ptcl (defined in section 2) and average number µ of pileup interactions in bins
of jet ⌘. Corrections for di�erences between data and MC simulation are applied as ⌘-binned scale
factors.
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Figure 5.7: Representation of the factorized JECs that are applied to simulation and to
data. Figure from [108].

response between data and simulation. Finally, optional L5 flavour corrections are derived

to mitigate the di!erence in response of jets originating from particles of di!erent flavour.

After the calibration of the JES, the JER is corrected. The JER is defined as the ratio

of the width of the jet response over the mean, and it is typically broader in data than in

simulation. Correction factors are derived to smear the JER in simulation and match it to

the one obtained in data.

5.6 Jet tagging

In the analysis presented in this thesis searches for new heavy particles decaying to top

quark pairs are performed. The top quark decays as t ↑ Wb, with W ↑ qq̄↑ or W ↑ lε. If

the new decaying particle is at the TeV scale, the top quarks acquire a large Lorentz boost

and their decay products are collimated and can be reconstructed in single, large-radius

jets. The identification (tagging) of the particle from which a jet originates is then a

crucial part of the analysis. In the analysis presented in this thesis, both the tagging of

jets originating from b quarks and from the hadronic decay of top quarks are performed.

An important challenge is given by the high rate of QCD multijet production at the LHC.

The most important tool for jet identification is jet substructure: a complete overview of

jet substructure can be found in Ref. [103].

5.6.1 Identification of b quark jets

The identification of b-initiated quarks (b-tagging) is of particular interest for this thesis.

Jets originating from heavy-flavour quarks (b and c quarks) present particular characteristics

that can be used to distinguish them from the jets initiated from light-flavour quarks and

gluons. The most important feature is the large lifetime of B hadrons, that is of the order

of ↗ 1.5 ps. The B hadrons can thus travel for a few mms before decaying and this leads to

a displacement of the decay products of the B hadrons with respect to the PV. The tracks
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Figure 1. Illustration of a heavy-flavour jet with a secondary vertex (SV) from the decay of a b or c hadron
resulting in charged-particle tracks (including possibly a soft lepton) that are displaced with respect to the
primary interaction vertex (PV), and hence with a large impact parameter (IP) value.

(SV) may be reconstructed, as illustrated in figure 1. The displacement of tracks with respect to the
primary vertex is characterized by their impact parameter, which is defined as the distance between
the primary vertex and the tracks at their points of closest approach. The vector pointing from the
primary vertex to the point of closest approach is referred to as the impact parameter vector. The
impact parameter value can be defined in three spatial dimensions (3D) or in the plane transverse to
the beam line (2D). The longitudinal impact parameter is defined in one dimension, along the beam
line. The impact parameter is defined to be positive or negative, with a positive sign indicating
that the track is produced “upstream”. This means that the angle between the impact parameter
vector and the jet axis is smaller than ⇡/2, where the jet axis is defined by the primary vertex
and the direction of the jet momentum. In addition, b and c quarks have a larger mass and harder
fragmentation compared to the light quarks and massless gluons. As a result, the decay products
of the heavy-flavour hadron have, on average, a larger pT relative to the jet axis than the other jet
constituents. In approximately 20% (10%) of the cases, a muon or electron is present in the decay
chain of a heavy b (c) hadron. Hence, apart from the properties of the reconstructed secondary
vertex or displaced tracks, the presence of charged leptons is also exploited for heavy-flavour jet
identification techniques and for measuring their performance in data.

In order to design and optimize heavy-flavour identification techniques, a reliable method
is required for assigning a flavour to jets in simulated events. The jet flavour is determined by
clustering not only the reconstructed final-state particles into jets, but also the generated b and c
hadrons that do not have b and c hadrons as daughters respectively. To prevent these generated
hadrons from a�ecting the reconstructed jet momentum, the modulus of the hadron four-momentum
is set to a small number, retaining only the directional information. This procedure is known as
ghost association [34]. Jets containing at least one b hadron are defined as b jets; the ones containing
at least one c hadron and no b hadron are defined as c jets. The remaining jets are considered to be
light-flavour (or “udsg”) jets. Since pileup interactions are not included during the hard-scattering
event generation, jets from pileup interactions (“pileup jets”) in the simulation are tentatively
identified as jets without a matched generated jet. The generated jets are reconstructed with the jet
clustering algorithm mentioned in section 2 applied to the generated final-state particles (excluding
neutrinos). The matching between the reconstructed PF jets and the generated jets with pT > 8 GeV
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Figure 5.8: Representation of a heavy-flavour jet with a SV that is displaced from the PV.
Figure from [111].

from their decays can be used to reconstruct a SV [111] thanks to the high resolution of the

CMS inner tracker. An illustration of a heavy-flavour jet with a SV is shown in Fig. 5.8.

In the search presented in this thesis the algorithm used to identify b jets is DeepJet (or

DeepFlavour) [112], that has been developed for Run 2. DeepJet is a multi-classifier that

can distinguish jets originating from b, c, light-flavour quarks and gluons. The algorithm

is based on a neural network that uses as input the information of charged and neutral jet

constituents, SVs and event observables. The medium working point of the algorithm has

been chosen, that corresponds to 1% misidentification rate for light-flavour quarks.

5.6.2 Identification of t quark jets

Jet substructure techniques are exploited to tag the hadronic decays of top quarks and

distinguish them from the QCD multijet background. The most important substructure

variables for jet tagging are presented in the following. Based on them, more sophisticated

algorithms have been developed. The machine-learning based top tagger used in this thesis,

DeepAK8, is then described in detail.

Substructure observables

A sensitive variable to identify t quark jets is the invariant jet mass mjet, which is defined

as the invariant mass of all the jet constituents. The jet mass is sensitive to the mass of the

decaying particle, providing good discrimination between top jets and QCD jet production.

However, mjet can include the additional contributions from pileup, underlying event and

initial state radiation, that a!ect in particular large-radius jets. To remove soft and wide
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angle radiation and thus obtain a more precise prediction of mjet, grooming techniques

are applied. The most used grooming algorithm is soft-drop (SD) [113]. Given a jet j

with radius R0, soft-drop reclusters the jet constituents using the CA algorithm and then

declusters the jet by un-doing the last step of CA. This results in two subjets j1 and j2 for

which the following condition is checked:

min(pT1, pT2)

pT1 + pT2
> zcut

(
%R12

R0

)
ϖ

(5.7)

where pT i are the transverse momenta of the subjets, R12 is their distance in the (y, ⇁)

plane and the parameters zcut and 0 are the soft threshold and the angular exponent,

respectively. If the condition is satisfied, then j is identified as the soft-drop jet. Otherwise,

the subjet with larger pT is defined as j and the procedure is repeated. If j can not be

declustered anymore, then either j is removed (tagging mode) or j is identified as the final

SD jet (grooming mode).

In CMS the grooming mode is used and the two soft-drop parameters are set to

zcut = 0.1 and 0 = 0. The mass of a jet after the application of the algorithm is referred to

as soft-drop mass mSD.

Another powerful tool to discriminate jets is based on the jet energy distribution.

In jets originating from the hadronic decays of top quarks, the energy is deposited in

three regions (three-prong structure). On the other hand, in jets originating from QCD,

one expects the jet to deposit the energy in one region (one-prong structure). The N-

subjettiness [114] algorithm is designed to predict how many subjets N are (at most) in a

jet. The N-subjettiness variable ωN is defined as:

ωN =
1

d0

∑

k

pT,k min(%R1,k, %R2,k, ..., %RN,k) (5.8)

where the sum runs over the k jet constituent particles, pT,k are their transverse momenta

and %RJ,k is the distance between a subjet J and a constituent particle k. The factor d0

is given by:

d0 =
∑

k

pT,kR0 (5.9)

where R0 is jet radius. From these definitions, it is clear that a low value of ωN is obtained

for jets consistent with N subjets. Even more discrimination power is given by the ratios

of N-subjettinesses: ωMN = ωM/ωN , where M > N . In particular, to distinguish top jets

from QCD jets the ratio ω32 = ω3/ω2 is used.
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HOTVR

While jet substructure variables are powerful tools to tag top-initiated jets, more sophisti-

cated techniques have been developed for the identification of hadronic decays of heavy

objects. An example is HOTVR, a jet clustering and identification algorithm introduced

in Sec. 5.5.1. The HOTVR algorithm not only clusters jets with a variable radius, but it

allows to identify the hadronic decays of boosted particles. The HOTVR parameters can

be set to tag the jets originating from top quarks. Namely, the requirements are:

• the number of subjets Nsubjet ↖ 3

• the fractional pT of the leading subjet with respect to the jet f(pT ) < 0.8

• the jet mass 140 < mjet < 220 GeV

• the N-subjettiness ratio ω32 < 0.56

• the minimum pairwise mass of two subjets m
min

ij
> 50 GeV.

Thanks to the variable jet radius, it is possible to achieve a good tagging performance both

at low and high transverse momentum.

DeepAK8

Novel top tagging techniques based on machine learning have become more and more used

in CMS. The tagging algorithm used in this thesis is the DeepAK8 tagger [115]. DeepAK8

is a multi-classifier able to identify the hadronic decays of t quarks, Higgs and vector

bosons and their various decay channels (e.g. Z ↑ bb̄, Z ↑ cc̄, Z ↑ qq̄). It takes as inputs

a “particle list”: up to 100 jet constituents per jet ordered by pT , each with 42 particle

properties, like pT , change, energy, angular separation. Moreover, a “secondary vertex list”

is included and it consists of up to 7 SVs ordered by 2D impact parameter significance

(SIP2D), each with 15 properties, like displacement, kinematics and quality criteria. A

one-dimensional convolutional neural network (CNN) is applied to each of the lists and the

outputs are combined in a fully connected neural network. In this way it is possible to

exploit not only all the input information, but also the correlations. The architecture of

DeepAK8 is shown in Fig. 5.9. In order to reduce the pT bias, the jet distributions are

reweighted to flat distributions.

Mass decorrelation

In many machine learning based taggers the mass of a jet is learned by the algorithm, even

if it is not used as input. This can lead to mass-sculpting e!ects: after the application of
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(b or c) quarks. In total, 42 variables are included for each particle in the “particle” list. A
secondary vertex (SV) list consists of up to 7 SVs, each with 15 features, such as the SV kinematics,
the displacement, and quality criteria. The SV list helps the network to extract features related to the
heavy-flavor content of the jet. The elements of the SV list as sorted based on the two-dimensional
impact parameter significance (SIP2D).

………

 particles, ordered by pT

fe
at

ur
es

Particles

1D CNN
(10 layers)

………

 SVs, ordered by SIP2D

fe
at

ur
es

Secondary Vertices

Fully 
connected

(1 layer)

Output

1D CNN
(14 layers)

filter

filter

Figure 9. The network architecture of DeepAK8.

A significant challenge posed by the direct use of particle-level information is a substantial
increase in the number of inputs. Additionally, the correlations between these inputs are of vital
importance. Therefore, an algorithm that can both process the inputs e�ciently and exploit the
correlations e�ectively is required. A customized DNN architecture is thus developed in DeepAK8
to fulfill this requirement. As illustrated in figure 9, the architecture consists of two steps. In the
first step, two one-dimensional CNNs are applied to the particle list and the SV list in parallel to
transform the inputs and extract useful features. In the second step, the outputs of these CNNs are
combined and processed by a simple fully connected network to perform the jet classification. The
CNN structure in the first step is based on the ResNet model [94], but adapted from two-dimensional
images to one-dimensional particle lists. The CNN for the particle list has 14 layers, and the one
for the SV list has 10 layers. A convolution window of length 3 is used, and the number of output
channels in each convolutional layer ranges between 32 to 128. The ResNet architecture allows for
an e�cient training of deep CNNs, thus leading to a better exploitation of the correlations between
the large inputs and improving the performance. The CNNs in the first step already contain strong
discriminatory ability, so the fully connected network in the second step consists of only one layer
with 512 units, followed by a ReLU activation function and a Dropout [95] layer of 20% drop rate.
The NN is implemented using the MXN�� package [96] and trained with the A��� optimizer to
minimize the cross-entropy loss. A minibatch size of 1024 is used, and the initial learning rate is
set to 0.001 and then reduced by a factor of 10 at the 10th and 20th epochs to improve convergence.
The training completes after 35 epochs. A sample of 50 million jets is used, of which 80% are
used for training and 20% for validation. Jets from di�erent signal and background samples are
reweighted to yield flat distributions in pT to avoid any potential bias in the training process. The
DeepAK8 algorithm is designed for jets with pT > 200 GeV and typical operating regions for which
the misidentification rate is greater than 0.1%.
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Figure 5.9: Representation of the architecture of the DeepAK8 tagger. Figure from [115].

the tagger, the jet mass distribution of background samples becomes similar to the jet mass

distribution of the signal. This is an undesirable feature, especially if the jet mass itself is

used to separate signal from background, or if the mass of the signal is unknown. To avoid

mass-sculpting, mass decorrelated (MD) versions of the taggers have been developed. The

mass-sculpting e!ect can be seen in Fig. 5.10 for various taggers used in CMS.

The mass decorrelated version of the DeepAK8 tagger, DeepAK8-MD, has been

developed using an adversarial training approach. The jet distributions are reweighted to

be flat in mSD. The architecture is modified by adding a mass prediction network, that

predicts the mass of jets from the features extracted by the CNNs. The accuracy of the

mass prediction in then included as a penalty term to prevent the algorithm from being

correlated with the mass. The architecture of DeepAK8-MD is shown in Fig. 5.11.

Tagging performance

A common tool to evaluate the performance of tagging algorithms is to calculate signal

and background e”ciencies, ↼S and ↼B, in simulation. They are defined as:

↼S =
N

tagged

S

N
tot

S

and ↼B =
N

tagged

B

N
tot

B

(5.10)

where N
tot

S
(N tot

B
) is the total number of signal (background) events and N

tagged

S
(N tagged

B
)

represents the number of signal (background) events after the application of the tagger.

In the case of top tagging, the signal consists of hadronically decaying top quarks and

the background is the QCD multijet process. The e”ciency is evaluated in terms of

the receiver operating characteristic (ROC) curve. The performance of di!erent taggers

for the benchmark top tagging is presented in Fig. 5.12 (top). The best discriminating
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Figure 20. The normalized mSD distribution for background QCD jets with 600 < pT < 1000 GeV,
inclusively and after selection by each algorithm. The working point chosen corresponds to ✏S = 30
(✏S = 50)% for t quark (W/Z/H boson) identification. Upper left: t quark, upper right: W boson, lower left:
Z boson, lower right: H boson. The error bars represent the statistical uncertainty in each specific bin, which
is related to the limited number of simulated events. Additional fiducial selection criteria applied to the jets
are listed on the plots.

In our studies, the jet mass distributions lay between 30 and 300 GeV with a bin size of 10 GeV.
The JSD values for successively tighter selections (expressed in terms of decreasing ✏B) for the
various t quark and W boson tagging algorithms are shown in figure 22. The best decorrelation
for the t tagging cases is achieved with the DeepAK8-MD algorithm, which exploits an adversarial
network to reduce the correlation of the tagging score with the jet mass. For W tagging, mSD+NDDT

2
and DeepAK8-MD achieve similar levels of mass decorrelation. As expected, tighter selection on
the tagging score results in an increase of the mass sculpting. A similar behavior is observed for all
algorithms.

The robustness of the mass decorrelation techniques is further studied as a function of jet pT
and NPV. These studies are performed for a working point corresponding to ✏S = 30 (50)% for t
(W) tagging. Figure 23 shows the JSD values as a function of the jet pT for jets from QCD multijet
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Figure 5.10: The mSD distribution for a QCD sample before and after the application of
di!erent top taggers. Figure from [115].

power at high transverse momentum is obtained with the DeepAK8 algorithm, while the

mass-decorrelated version yields only a slight loss in performance.

It is also important to check the robustness of the taggers to changes in jet kinematics,

for example the e”ciency ↼S or the misidentification rate ↼B as a function of the trans-

verse momentum of the generated particle. In Fig. 5.12 (bottom) the e”ciency and the

misidentification rate are shown for various top tagging algorithms. The e”ciency as a

function of pT shows that the HOTVR tagger has a stable e”ciency for the whole pT range,

as expected, while other taggers that use fixed radius jets, like DeepAK8, have a lower

e”ciency at low pT , that increases until ↗ 600 GeV, where it becomes the highest. The

same is true for the misidentification rate, which is constant for HOTVR. However, a lower

misidentification rate is obtained with DeepAK8.

5.7 Missing transverse energy

Neutrinos are the only SM particles that can travel through the CMS detector without

interacting with its materials, being thus undetected. If new particles, neutral and weakly

interacting, were produced at the LHC, they would also be unobserved. Nevertheless, if

such particles are produced together with other particles that leave a signature in the
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6.7.1 A mass-decorrelated version of DeepAK8
As will be discussed in section 7, background jets selected by the DeepAK8 algorithm exhibit
a modified mass distribution similar to that of the signal. The mass of a jet is one of the most
discriminating variables and, although it is not directly used as an input to the algorithm, the
CNNs are able to extract features that are correlated to the mass to improve the discrimination
power. However, such modification of the mass distribution may be undesirable (as described in
ref. [15]) if the mass variable itself is used for separating signal and background processes. Thus, an
alternative DeepAK8 algorithm, “DeepAK8-MD”, is developed to be largely decorrelated with the
mass of a jet, while preserving the discrimination power as much as possible using an adversarial
training approach [97]. Jets from di�erent signal and background samples are also weighted to
yield flat distributions in both pT and mSD to aid the training.

Feature extractor Classifier

1D CNN Fully connected
Classification

output

back propagation

Fully connected
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Mass 
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Joint loss 
L = LC − λLMP

back propagation

Loss 
LMP

Figure 10. The network architecture of DeepAK8-MD.

The architecture of DeepAK8-MD is shown in figure 10. Compared to the nominal version of
DeepAK8, a mass prediction network is added with the goal of predicting the mass of a background
jet from the features extracted by the CNNs. The mass prediction network consists of 3 fully-
connected layers, each with 256 units and a SELU activation function [98]. It is trained to predict
the mSD of background jets to the closest 10 GeV value between 30 and 250 GeV by minimizing the
cross-entropy loss. When properly trained, the mass prediction network becomes a good indicator
of how strongly the features extracted by the CNNs are correlated with the mass of a jet, because
the stronger the correlation is, the more accurate the mass prediction will be. With the introduction
of the mass prediction network, the training target of the algorithm can be modified to include the
accuracy of the mass prediction for the background jets as a penalty, therefore preventing the CNNs
from extracting features that are correlated with the mass. In this way, the final prediction of the
algorithm also becomes largely independent of the mass. As the features extracted by the CNNs
evolve during the training process, the mass prediction network itself needs to be updated regularly
to adapt to the changes of its inputs and remain as an e�ective indicator of mass correlation.
Therefore, for each training step of the DeepAK8 network (the Particle and SV CNNs and the
1-layer fully-connected network), the mass prediction network is trained for 10 steps. Each training
step corresponds to a minibatch of 6000 jets. A large minibatch size is used to reduce statistical
fluctuation on the mass correlation penalty evaluated by the mass prediction network, since only
background jets are used in the evaluation. Both the DeepAK8 network and the mass prediction
network are trained with the A��� optimizer. A constant learning rate of 0.001 (0.0001) is used
for the training of the DeepAK8 (mass prediction) network.
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Figure 5.11: Representation of the architecture of the DeepAK8-MD tagger. Figure
from [115].

detectors, the imbalance in the transverse momentum, denoted as 3p
miss

T
, with magnitude

p
miss

T
, can be used to infer their presence. Often it is referred to as missing transverse

energy (MET) as well. The precise measurement of p
miss

T
is therefore crucial for SM

measurements and searches that target final states containing neutrinos or neutral, weakly

interacting particles.

An important distinction has to be made on the reconstructed p
miss

T
: there is a genuine

p
miss

T
that comes from the production of neutrinos, and there is a p

miss
T

component that

can arise from misreconstruction and miscalibration of physics objects, detector e!ects,

noise or pileup.

In CMS the 3p
miss

T
reconstruction is based on the PF algorithm and it is defined as

the negative vector pT sum of all the PF candidates in each event [116]. It is referred

to as PF p
miss

T
and used in most of the CMS analysis based on Run 2 data. A second

algorithm has been developed based on the PUPPI algorithm. The PUPPI 3p
miss

T
is defined

as the negative vector pT sum of all the PF candidates weighted with their PUPPI weight.

In this thesis, the PUPPI p
miss

T
is used. The advantage of using the PUPPI algorithm

in the reconstruction of the missing transverse momentum is the reduction of the pileup

dependence.

To correct for the object miscalibration, the jet energy corrections calculated for AK4

jets are propagated to p
miss

T
. The result is the “Type-I” corrected p

miss
T

. More details

about the PF and PUPPI MET will be presented in Subsec. 6.2.5.
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Figure 11. Comparison of the identification algorithms for hadronically decaying t quark in terms of ROC
curves in two regions based on the pT of the generated particle; left: 300 < pT < 500 GeV, and Right:
1000 < pT < 1500 GeV. Additional fiducial selection criteria applied to the jets are listed on the plots.
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Figure 12. Comparison of the identification algorithms for hadronically decaying W boson in terms of ROC
curves in two regions based on the pT of the generated particle; left: 300 < pT < 500 GeV, and Right:
1000 < pT < 1500 GeV. Additional fiducial selection criteria applied to the jets are listed on the plots.

flavor content is extracted, which is particularly important for t quark and Z/H boson identification.
The flavor identification in jets from boosted object decay is very challenging because the decay
products overlap and traditional b tagging algorithms perform significantly less well. The usage of
the type of the PF candidates, and the secondary vertices in the case of DeepAK8, provides a more
precise description of the flavor content inside the jet.

Similar conclusions hold for the identification of hadronically decaying W and Z bosons. The
BEST, DeepAK8, and DeepAK8-MD algorithms show enhanced performance compared with the
simpler mSD + ⌧21 algorithm. The gain in terms of misidentification rate can be as large as an
order of magnitude in the case of DeepAK8. The smaller relative gain of DeepAK8 over BEST
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flavor content is extracted, which is particularly important for t quark and Z/H boson identification.
The flavor identification in jets from boosted object decay is very challenging because the decay
products overlap and traditional b tagging algorithms perform significantly less well. The usage of
the type of the PF candidates, and the secondary vertices in the case of DeepAK8, provides a more
precise description of the flavor content inside the jet.

Similar conclusions hold for the identification of hadronically decaying W and Z bosons. The
BEST, DeepAK8, and DeepAK8-MD algorithms show enhanced performance compared with the
simpler mSD + ⌧21 algorithm. The gain in terms of misidentification rate can be as large as an
order of magnitude in the case of DeepAK8. The smaller relative gain of DeepAK8 over BEST
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Figure 16. The e�ciency ✏S as a function of the generated particle pT for a working point corresponding to
✏S = 30 (50)% for t quark (W/Z/H boson) identification. Upper left: t quark, upper right: W boson, lower
left: Z boson, lower right: H boson. The error bars represent the statistical uncertainty in each specific bin,
due to the limited number of simulated events. Additional fiducial selection criteria applied to the jets are
listed in the plots.

In the case of H tagging, the BEST and DeepAK8 algorithms have stable ✏S for
pT(generated particle) & 600 GeV, whereas for the double-b algorithm the ✏S starts to decrease
around this pT regime. There are two main reasons for this behavior. First, the double-b al-
gorithm exploits axis-dependent observables, similar to ⌧21, which are less e�cient at high pT
where the decay products become highly collimated. Second, the selection on the tracks used to
construct the variables used for the training of the double-b algorithm, discussed in section 6.4,
is suboptimal in the very high-pT regime. The e�ciency ✏B for both double-b and DeepAK8
decreases as a function of pT(generated particle), whereas for BEST it shows a modest increase for
pT(generated particle) & 1000 GeV, for the same reasons as in the W and Z boson tagging case.

The dependence of the algorithms on NPV is also examined using simulated events. Figure 18
shows the distribution of ✏S, and figure 19 that of ✏B, as a function of NPV for generated particles
with 500 < pT < 1000 GeV, operating at a working point with ✏S = 30 (50)% for t quark (W/Z/H

– 28 –
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Figure 17. The distribution of ✏B as a function of the generated particle pT for a working point corresponding
to ✏S = 30 (50)% for t quark (W/Z/H boson) identification. Upper left: t quark, upper right: W boson, lower
left: Z boson, lower right: H boson. The error bars represent the statistical uncertainty in each specific bin,
due to the limited number of simulated events. Additional fiducial selection criteria applied to the jets are
listed in the plots.

boson) identification as defined above. The algorithms make use of jets that employ PUPPI for
pileup mitigation, which results in a roughly constant ✏S and ✏B for all di�erent pileup scenarios.

7.2 Correlation with jet mass
A set of studies was performed to understand the correlation of the algorithms with the jet mass.
This understanding benefits from the theoretical progress made in jet substructure studies [3], which
can result in reduced systematic uncertainties [15]. The jet mass is one of the most discriminating
variables, and many analyses require a smoothly falling background jet mass spectrum under a
signal peak (e.g., in ref. [100]). Figure 20 displays the normalized mSD distribution for jets obtained
from the QCD multijet sample, inclusively and after applying a selection with each algorithm.
The working point chosen corresponds to ✏S = 30 (50)% for t quark (W/Z/H boson). The results
are shown for one region of the generated particle pT distribution, but similar behavior is seen
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Figure 5.12: Upper: the top tagging performance comparison in terms of the ROC curve
for generated particles with low pT (right) and high pT (left). Lower: the e”ciency (left)
and the misidentification rate (right) as a function of the generated particle pT for top
tagging. Figures from [115].
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Chapter 6

Pileup mitigation

With the high instantaneous luminosity reached by the LHC, more and more data can be

collected, giving access to rare SM phenomena and potentially to new physics. However,

more instantaneous luminosity comes with an increase in the number of pp collisions that

happen in each bunch crossing. It becomes crucial to correctly identify the main interaction

in each bunch crossing and to mitigate the e!ects of the additional collisions, the pileup

(PU). In this Chapter the main pileup mitigation techniques used in CMS will presented:

the PUPPI algorithm and the CHS algorithm. The PUPPI algorithm is used in CMS since

Run 2 and it has been the default PU mitigation technique for large-radius jets, while CHS

was the standard algorithm for small-radius jets. However, given its excellent performance,

PUPPI became the default algorithm in CMS for both small- and large-radius jets for

Run 3 and beyond. After describing the PUPPI algorithm in detail, the new tune developed

for the Ultra Legacy (UL) reconstruction of Run 2, PUPPI v15, will be introduced and its

performance in comparison to the default version of PUPPI and to CHS will be presented.

The results here presented have been published in the Detector Performance Summary [2].

6.1 Pileup mitigation in CMS

An important challenge at hadron colliders consists in the event reconstruction in a high

pileup scenario. During Run 2 of the LHC the mean number of pp interactions per bunch

crossing was 29, with peaks up to 60. In Run 3 there is a mean of 60 interactions per

bunch crossing and it is expected to be in the range 140-200 in HL-LHC, requiring an

excellent handle of the pileup contribution in order to perform physics analyses. The vertex

reconstruction in CMS has been presented in Sec. 5.2.

Two main algorithms are used in CMS to mitigate the e!ects of pileup: the Charged

Hadron Subtraction (CHS) algorithm [88] and the Pile Up Per Particle Identification
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(PUPPI) algorithm [95]. Both algorithms are applied on the PF candidates before the

jet clustering procedure to reduce the contribution of particles originating from pileup

interactions in the reconstruction of jets and p
miss

T
.

In CHS the tracking information is used to identify the vertices from which the charged

particles originate. The charged hadrons that are associated to one of the PU vertices are

removed from the list of PF candidates used to reconstruct the jets. While this procedure

allows to remove the charge PU contribution, it presents some drawbacks. First, it only

allows to remove charged PU, but nothing is done to mitigate the contribution of neutral

PU. Second, the procedure is valid only within the tracker volume, where it is possible to

identify the tracks of charged particles. Additional jet-area-based energy corrections have

to be applied on the reconstructed jets to mitigate the contribution of neutral PU and of

charged PU outside the tracker volume.

Another type of jets present in pp collisions are the PU jets. These are jets that

are made entirely from PU: they can be QCD jets, i.e. jets originating from a soft pp

interaction, or stochastic jets, which are formed when particles originating from various

vertices are grouped together and reconstructed as a jet. The PU jet ID [117] is applied

on top of CHS jets to remove PU jets. The PU jet ID is a BDT-based algorithm that is

applied on low-pT jets and discriminates jets made entirely of PU.

To overcome these issues and to mitigate the e!ects of PU for both charged and neutral

particles, not only within the tracker volume, the PUPPI algorithm has been developed. In

PUPPI each particle in an event is given a weight w, that corresponds to the probability of

the particle to originate from the LV (w = 1) or from a PU vertex (w = 0). The weight is

assigned considering the charged PU distribution in the event and the particles surrounding

the particle of interest. The weight assignment is based on the properties of the particle:

• for charged particles from LV w = 1,

• for charged particles from PU w = 0,

• for charged particles without vertex association w = 1 if |dz| < 0.3 cm, w = 0

otherwise, where dZ is the distance of closest approach to the LV along the z-axis,

• for neutral particles 0 < w < 1.

The particle’s four-momentum is then scaled by the PUPPI weight w. A sketch of the LV

and PU vertices and the di!erent types of particles is shown in Fig. 6.1.

The algorithm used to calculate the weight for neutral particles is described in the

following. First a variable ςi is defined for each neural particle i:
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beam line

z-axis

charged 
from PU

charged no 
vertex

neutral

Leading Vertex LV

Pileup Vertex PU charged 
from LV

dZ

Figure 6.1: A sketch depicting the leading vertex (LV) and two PU vertices (PU) in a
simplified event. The charged particles are represented with solid lines, while the neutral
particles with dashed lines. A particle can be either associated to the LV, to one of the PU
vertices or it can have no vertex association. The dz is the distance of closest approach to
the LV along the z-axis.

ςi = log
∑

j ↗=i,”Rij<R0


pT,j

%Rij

2
(6.1)

where the sum runs over the particles j in a cone of radius R0 = 0.4 around the particle

i, pT,j is the transverse momentum of the particle j and %Rij is the distance between

particles i and j in the (η, ⇁) plane. Within the tracker volume |η| < 2.5, the particles j

are the charged particles originating from the LV, while for |η| > 2.5 all the reconstructed

particles are used. If there are no particles in the cone, the default value of ς = 0 is used.

From this definition, it is clear that the value of ςi is high for high energetic and collinear

particles, while it is low for soft, wide-angle particles. Then it is assumed that the neutral

PU distribution in an event is the same as the charged PU distribution. The charged

PU is used to calculate the ς distribution of PU, from which the median ς̄PU and the

root-mean-square RMSPU values are extracted. For the region of the detector with no

tracking information (|η| > 2.5), it is not possible to calculate ς̄PU and RMSPU . Instead,

the values from the tracker region are used and they are multiplied by a transfer factor,

with values reported in Table 6.1. A signed 2
2
i

is calculated for each neutral particle:

2
2
i =

(ςi → ς̄PU )|ςi → ς̄PU |

RMS2
PU

. (6.2)

Finally a weight wi is calculated using the cumulative distribution function of the 2
2 with
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one degree of freedom:

wi = Fφ2,NDF=1(2
2
i ). (6.3)

The distributions of the ς variable, the signed 2
2 and the PUPPI weight are shown in

Fig. 6.2.
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Figure 2. Data-to-simulation comparison for three di�erent variables of the PUPPI algorithm. The markers
show a subset of the data taken in 2016 of the jet sample and the PU sample, while the solid lines are QCD
multijet simulations or PU-only simulation. The lower panel of each plot shows the ratio of data to simulation.
Only statistical uncertainties are displayed. The upper left plot shows the ↵ distribution in the jet sample for
charged particles associated with the LV (red triangles), charged particles associated with PU vertices (blue
circles), and neutral particles (black crosses) for |⌘ | < 2.5. The upper right plot shows the ↵ distribution in
the PU sample for charged (blue circles) and neutral (orange diamond) particles. The lower left plot shows
the signed �2 = (↵ � ↵PU)|↵ � ↵PU |/(↵RMS

PU )2 for neutral particles with |⌘ | < 2.5 in the jet sample (black
crosses) and in the PU sample (orange diamonds). The lower right plot shows the PUPPI weight distribution
for neutral particles in the jet sample (black crosses) and the PU sample (orange diamonds). The error bars
correspond to the statistical uncertainty.

– 8 –

Figure 6.2: The distributions of the ς variable in the jet sample (upper left) and in the
PU sample (upper right) and the distribution of the signed 2

2 (lower left) and the PUPPI
weight (lower right) for neutral particles. Data are represented with solid markers and
simulation with solid lines. Figure from [91].

Only particles with a weighted pT above a threshold are kept: pT ·w > (A+B ·Nvertices).

The threshold is calculated as a function of the number of reconstructed vertices Nvertices.

The parameters A and B have been optimized to increase the jet response and to improve
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the 3p
miss

T
resolution and their values are shown in Table 6.1. The performance of the

|φ| A [GeV] B [GeV] TF ϖ̄PU TF RMSPU

0-2.5 0.2 0.015 1 1

2.5-3 2.0 0.13 0.9 1.2

3-5 2.0 0.13 0.75 0.95

Table 6.1: The values of the tunable parameters A and B and the transfer factors
(TF) used in the PUPPI algorithm in di!erent φ regions.

PUPPI algorithm and its comparison to CHS have been extensively studied and reported

in Ref. [91] using 2016 data. Given the very good performance of PUPPI, it has been

decided to make it the default pileup mitigation algorithm in CMS for Run 3 and beyond.

Nonetheless, further improvements have been made to the PUPPI algorithm to obtain

an even better performance, especially in terms of jet energy resolution at high pT . The

improved version of PUPPI, called PUPPI v15, is presented in Ref. [2]. It has been already

implemented in the latest re-reconstruction of Run 2 data, the UL reconstruction, and it is

used in the analysis presented in this thesis. The developments implemented in PUPPI

v15 and its performance will be discussed in the following Section. The main di!erence

with respect to the previous version of the algorithm is given by the improvement in the

track-vertex association.

6.2 PUPPI v15

The new tune of PUPPI, denoted as PUPPI v15, has been implemented in the UL

reconstruction of Run 2 data and it is the starting version of the algorithm in Run 3. The

changes of PUPPI v15 with respect to the default version are:

• improved track-vertex association for charged particles that are not used in any

vertex fit. The PUPPI weight is assigned based on the kinematic properties of each

particle as:

– for pT > 20 GeV: w = 1,

– for pT < 20 GeV and |η| > 2.4: w = 1 if |dz| < 0.3 cm, w = 0 otherwise,

– for pT < 20 GeV and |η| < 2.4: calculate w as for neutral particles.

The separation of particles at |η| = 2.4 is motivated by the fact that in CMS

only particles below this threshold are used in the vertex fitting procedure.
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• Recover vertex splitting or track stealing by PU vertices. If the particle comes from

the 1st or 2nd PU vertex and |dz| < 0.2 cm: w = 1.

• Protection assuring high weights for high pT neutrals. The protection works by

checking if the weight wi of a neutral particle lies below or above a threshold, if it is

below, then it is increased to the corresponding value of the threshold. For particles

with pT between 20 and 200 GeV the threshold is: wi < pT ·
1

200→20 →
20

200→20 ; for

pT > 200 GeV the weight is always set to 1.

• Tuning of the parameters A and B for the weighted pT protection. The new

parameters are shown in Table 6.2.

|φ| A [GeV] B [GeV]

0-2.5 0.2 0.015

2.5-3 1.7 0.08

3-5 2.0 0.08

Table 6.2: The values of the tunable parameters A and B for the PUPPI v15
algorithm in di!erent φ regions.

The validation of PUPPI v15 is performed by comparing the new tune to the default version

of PUPPI, called PUPPI v11a, and to the CHS algorithm using the UL reconstruction

of the 2017 dataset, for which the mean number of interactions is < µ >= 32. It has

been studied in terms of jet energy resolution, jet reconstruction e”ciency and purity,

substructure variables and missing transverse momentum.

6.2.1 Jet energy resolution

The jet energy resolution (JER) is obtained from the jet energy response, which is the ratio

of the reconstruction-level jet pT over the particle-level jet pT . The response distribution

can be considered gaussian to a good approximation, and it is fitted with a gaussian

function in an iterative procedure. The fit is repeated three times, each time setting the

range to [µ → 1.5σ, µ + 1.5σ], where µ and σ are the mean and the width of the previous

fit, respectively. The JER is defined as the ratio σ/µ. The JER as a function of the

particle-level jet pT is shown in Fig. 6.3 in six di!erent η bins. The jets are clustered with

the anti-kT algorithm with a radius of 0.4 and the jet energy corrections are applied. For

|η| < 2.5, PUPPI v15 outperforms PUPPI v11a and it is as good as, or better than, CHS

in the whole pT spectrum. For |η| > 2.5, all the algorithms reach the same level of JER,

due to the lack of tracking information in this region.
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In Fig. 6.4 the JER is presented as a function of the number of interactions, for two

η regions and considering low and high pT jets. The jets with PUPPI v15 show the best

JER and the best stability as a function of PU.

6.2.2 Jet reconstruction e!ciency and purity

Another important measure for pileup mitigation techniques is the jet reconstruction

e”ciency and purity, which tell us how good the algorithm is in reconstructing all the

LV jets in an event, and if it is able to reconstructs only LV jets and not PU jets. The

e”ciency is defined as the fraction of particle-level jets matched to reconstruction-level jets,

over particle-level jets. The matching is performed by checking that the distance in the

(η, ⇁) plane is %R < 0.4. The thresholds on the transverse momentum are pT > 20 GeV for

reconstruction-level jets and pT > 30 GeV for particle-level jets. The purity is defined as the

fraction of reconstruction-level jets matched to particle-level jets, over reconstruction-level

jets. The thresholds on the transverse momentum for the purity are pT > 30 GeV for

reconstruction-level jets and pT > 20 GeV for particle-level jets. Di!erent pT thresholds

are set on reconstruction- and generator-level jets in order to be independent on the e!ects

of the jet energy corrections. The e”ciency and purity are presented in Fig. 6.5 in di!erent

η bins. The e”ciency of PUPPI v15 is increased with respect to the previous version

of PUPPI, while there is a slight loss in purity for |η| > 2.5. This is due to the lower

requirement on the weighted pT protection, which allows more PU particles to be clustered

in the jets.
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Figure 6.3: The JER as a function of the particle-level jet pT for jets with PUPPI v15
(black circles), PUPPI v11a (blue squares) and CHS (red triangles) in six η regions. The
QCD multijet simulated sample is used. The jets have a radius of 0.4 and the jet energy
corrections are applied. Published in [2].
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Figure 6.4: The JER as a function of the number of interactions for jets with PUPPI v15
(black circles), PUPPI v11a (blue squares) and CHS (red triangles), on the left-hand side
for the region |η| < 1.3 and on the right-hand side for 2 < |η| < 2.5. Two exemplary pT of
the reconstructed jets have been chosen: low pT jets, with pT = 30 GeV (upper) and high
pT jets, with pT = 500 GeV (lower). The QCD multijet simulated sample is used. The jets
have a radius of 0.4 and the jet energy corrections are applied. Published in [2].
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Figure 6.5: The jet reconstruction e”ciency (right) and purity (left) as a function of the
number of interactions in three di!erent η bins. The Z+jets simulated sample is used. The
jets are reconstructed with the anti-kT algorithm with a radius of 0.4 and the jet energy
corrections are applied. Published in [2].
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Figure 6.6: The jet rate in the PU-enriched region over the jet rate in the LV-enriched
region as a function of the number of vertices. The PUPPI v15 jets are represented with
black circles, PUPPI v11a with blue squares and CHS with red triangles, for simulation
(open markers) and data (filled markers). The rate of CHS jets matched to a particle-level
jet is shown with the red solid line. The Z+jets events are used. The jets are reconstructed
with the anti-kT algorithm with a radius of 0.4 and the jet energy corrections are applied.
In the lower panel the data over simulation ratio is shown. Published in [2].

6.2.3 Pileup jet rate

In order to determine the e”ciency in the rejection of PU jets, the PU jet rate is evaluated.

For this study Z+jets events are used in both data and simulation, where the Z boson

decays into a pair of muons. The jets that overlap with one of the muons (%R < 0.4) are

removed. It is possible to identify the jets originating from the LV as the ones recoiling

against the Z boson, while all the additional jets originate most probably from PU. The

separation is made based on the distance in the azimuth between the Z boson and the

leading jet in pT . If %⇁(Z, jet) < 1.5 the event is PU-enriched, while if %⇁(Z, jet) > 2.5

the event is LV-enriched. In Fig. 6.6 the rate of PU-enriched events over LV-enriched

events is presented as a function of the number of vertices. As a reference, the rate of CHS

jets matched to a particle-level jet is shown. For |η| < 2.5 the PUPPI algorithm shows a

stable performance against PU, while for |η| > 2.5 all the algorithms have an increased PU

jet rate with increasing PU.

6.2.4 Jet substructure variables

Jet substructure variables are crucial for analysis using boosted objets, as described in

the previous chapter. The e!ects of PU in large-radius jets can degrade substructure

observables, as the jet soft-drop mass or the N-subjettiness variables. The performance
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Figure 6.7: The mean jet mass (left) and the jet mass resolution (right) for AK8 jets as a
function of the number of interactions. The jets are reconstructed with the PUPPI v15
(black circles), PUPPI v11a (blue squares) and CHS (red triangles) algorithms. The jets
are selected with 70 < mSD < 90 GeV and 400 < pT < 600 GeV in a MC sample of a bulk
graviton decaying to a pair of scalar bosons, that subsequently decay to a pair of quarks.
Published in [2].

of the pileup mitigation algorithms on jet substructure has been studied using simulated

events of a bulk graviton decaying to a pair of scalar bosons, that subsequently decay into

a pair of quarks. The scalar bosons are reconstructed with AK8 jets, with a selection

on the jet soft-drop mass 70 < mSD < 90 GeV, to mimic the W boson. The mean jet

mass and the jet mass resolution as a function of the number of interactions are presented

in Fig. 6.7. The mean and the width of the jet mass distribution are extracted with a

gaussian fit in an iterative procedure, and the jet mass resolution is obtained as the ratio

of the width over the mean. The mean jet mass for the PUPPI algorithms is stable against

PU, while for CHS the mass increases with increasing PU. The absolute value of the mass

is di!erent among the algorithms because the AK8 jets in the MC sample used are not

calibrated. In terms of the jet mass resolution the best performance is obtained for PUPPI

v15. The median value of the N-subjettiness variable ω21 is shown in Fig. 6.8. Again, both

the versions of PUPPI are stable with increasing PU, which is not the case for CHS.

6.2.5 Missing transverse energy performance

The 3p
miss

T
reconstruction in CMS is based on the PF algorithm and it is defined as the

negative vector pT sum of all the PF candidates in the event. Since the CHS algorithm

works only on charged particles in the tracker volume, it is not applied in the calculation

of p
miss

T
. The PUPPI algorithm, on the other hand, can be used. The PUPPI 3p

miss
T

is
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Figure 6.8: The median ω21 for AK8 jets as a function of the number of interactions.
The jets are reconstructed with the PUPPI v15 (black circles), PUPPI v11a (blue squares)
and CHS (red triangles) algorithms. The jets are selected with 70 < mSD < 90 GeV and
400 < pT < 600 GeV in a MC sample of a bulk graviton decaying to a pair of scalar bosons,
that subsequently decay to a pair of quarks. Published in [2].

defined as the negative vector pT sum of all the PF candidates weighted with their PUPPI

weight. The PUPPI algorithm is modified for the calculation of p
miss

T
: all the charged

leptons are considered prompt and excluded from the ς calculation, and the photons with

pT > 20 GeV and |η| < 2.5 and all the leptons are given a weight of 1. This modification

is required as PU particles surrounding prompt leptons would be given high weights, thus

creating a PU dependence.

Since any miscalibration of objects has an impact on the p
miss

T
reconstruction, it is

important to calibrate p
miss

T
properly. The Type-I correction is given by the propagation

of the jet energy corrections in the following way:

3p
miss

T = 3p
miss, raw

T
→

∑

jets

(3p corr
T,jet → 3pT,jet) (6.4)

where 3p
miss, raw

T
is the uncorrected 3p

miss
T

and the sum runs on all AK4 jets with pT > 15 GeV.

It is applied both the PF and PUPPI p
miss

T
, where for the latter PUPPI jets are used.

The p
miss

T
performance is measured in events with no genuine p

miss
T

, where all the

momentum imbalance is given by object miscalibration. Events with Z bosons and jets,

where the Z boson decays into a pair of muons, are used, since no genuine p
miss

T
is expected.

The hadronic recoil is defined as 3u = →3p
miss

T
→ 3pT (Z) and is illustrated in Fig. 6.9.

The parallel u↘ and perpendicular u≃ components of the hadronic recoil are used to

check the resolution and response of p
miss

T
. In particular, u↘ is sensitive to the jet energy
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Figure 6.9: An illustration of the Z ↑ µµ kinematics. The 3u vector indicates the hadronic
recoil, where u↘ and u≃ are its parallel and perpendicular component, respectively.

resolution, while u≃ is sensitive to the PU contribution in the event. The performance

is shown in Fig. 6.10 for PF and PUPPI p
miss

T
. The PUPPI v15 p

miss
T

shows the highest

response and the resolution is improved with respect to PF p
miss

T
and is more stable against

pileup.
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Figure 6.10: The hadronic recoil response (upper left) and resolution (upper right)
for u↘ as a function of the Z boson transverse momentum and the hadronic recoil
resolution (lower) for u≃ as a function of the number of vertices. The performance
is shown for PF (red triangles), PUPPI v11 (blue squares) and PUPPI v15 (black
circles) p miss

T
using Z+jets data. Published in [2].
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Chapter 7

Search for new particles decaying

to top quark pairs

In this Chapter, a search for new resonances decaying to tt̄ in the lepton+jets final state

is presented. This search uses data collected at
≃

s = 13 TeV during 2016-2018 with

the CMS experiment at the LHC, corresponding to an integrated luminosity of 138 fb→1.

The analysis focuses on new resonances at the TeV scale, including models of Z↑ bosons,

Kaluza-Klein gluons and additional heavy Higgs bosons, and targets both the resolved and

the boosted regimes.

First, the analysis overview is presented (Sec. 7.1), followed by the datasets and

simulated samples used in the search (Sec. 7.2). In Sec. 7.3 the event selection is described

and in Sec. 7.4 the reconstruction of the tt̄ system is presented. The neural network

approach for event classification is introduced in Sec. 7.5, followed by the definition of the

search variables and the final event categorization in Sec. 7.6. The systematic uncertainties

and the statistical interpretation are described in Sections 7.7 and 7.8, respectively. Finally,

the results are summarized in Sec. 7.9 and the conclusions close the Chapter.

7.1 Analysis overview

This analysis looks for new particles decaying to top quark-antiquark pairs (X ↑ tt̄).

In particular, the lepton+jets final state is studied, where one top decays hadronically

(t ↑ W+b ↑ qq̄↑b) and the other leptonically (t̄ ↑ W→b̄ ↑ l
→
ε̄b̄)1. Final states with one

electron or one muon, jets and missing transverse momentum are considered. The two

complementary final states, the all hadronic and the dileptonic channels, are analyzed by

di!erent teams and the combination of the results is foreseen. The orthogonality of the

1The corresponding charge conjugated processes is included implicitly.

87



Chapter 7. Search for new particles decaying to top quark pairs

Z0 t

t̄
W

�

W
+

q̄

q

b̄

⌫̄

l
�

q̄0

q

b

1

Figure 7.1: The leading order Feynman diagram of the production of a Z↑ boson and
its decay to tt̄ in the lepton+jets final state.

searches is assured by the event selections applied in the analyses.

A model-independent search is performed, testing di!erent models of physics BSM

which include the coupling of new heavy particles to t quarks, as presented in Chapter 3.

The new particles probed are Z↑ bosons, Kaluza-Klein gluons gKK and additional scalar H

or pseudoscalar A Higgs bosons. As an example, the Feynman diagram of the production

and consequent decay of a Z↑ boson is depicted in Fig. 7.1. These hypothetical particles

have masses that range from 365 GeV up to several TeV. The di!erent masses of the

decaying particles lead to very di!erent kinematic regimes: at low energies - the resolved

regime - all the final state particles are well separated from one another. On the other

hand, at higher energies - the boosted regime - the t quarks are Lorentz-boosted and

their decay products are collimated and can not be reconstructed as separate, isolated

objects. Dedicated reconstruction algorithms and selections have to be deployed in the

di!erent cases. In particular, in the resolved regime the leptons are isolated and the jets are

reconstructed with a radius of R = 0.4. In the boosted regime, the leptons are non-isolated

and on the hadronic leg of the decay the jets are reconstructed with a large radius of

R = 0.8 and are t-tagged using the DeepAK8 algorithm (cf. Sec. 5.6).

After the selection of the final state objects and the measurement and application of

correction factors, the tt̄ pairs are reconstructed. The main irreducible background is the

SM tt̄ production, while reducible backgrounds are given by the W+jets, single t and QCD

processes, and all of them are predicted from simulation. Events are divided in signal

regions (SRs) and control regions (CRs) to better constrain the cross section rates of the

SM processes. The classification task is performed with a deep neural network (DNN),

which improves the selection e”ciency compared to traditional, cut-based selections. The
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sensitive variables used in the search are the invariant mass of the reconstructed tt̄ pair,

mtt̄, and the angular variable cos(⇀↔), sensitive to the spin of the decaying particle. The

final step consists in the statistical interpretation of the results. Stringent exclusion limits

are placed on the production cross section times branching fraction of Z↑ bosons and gKK

gluons, or on the coupling strength modifiers of the H and A bosons, and the results are

compared to previous CMS searches [75, 80]. The results for spin-1 particles correspond to

the most stringent limits to date.

7.2 Datasets and simulated events

7.2.1 Datasets

This analysis uses pp collision data collected with the CMS detector at
≃

s = 13 TeV.

The data are recorded during the 2016-2018 years of the LHC Run 2, corresponding to

an integrated luminosity of 138 fb→1. The UL reconstruction of data is used and four

run periods are considered: UL16preVFP (19.5 fb→1), UL16postVFP (16.8 fb→1), UL17

(41.5 fb→1) and UL18 (59.8 fb→1)2.

Given that the target final state contains one muon or electron, jets and missing

transverse momentum, single lepton datasets are used, namely the SingleMuon and Single-

Electron data streams. For 2018 the EGamma data stream is used, which contains both

single electron and single photon datasets. Moreover, in 2016 and 2017 the SinglePhoton

data stream is added to the SingleElectron one, in order to recover the trigger ine”ciencies

for high pT electrons. Only good data taking periods, which pass data-quality certification

of the CMS Java Script Object Notation (JSON) files, are selected for the analysis.

High-level trigger paths with one muon or one electron are used. Di!erent triggers

are used for low pT and for high pT leptons, to obtain the highest sensitivity in both the

resolved and boosted regimes. Moreover, the single photon triggers are used to increase

the e”ciency for high pT electrons. The triggers include a requirement on the online

pT of the lepton (or the energy E of the photon), and a logical or of various triggers is

applied, which di!er in the object reconstruction methods. In particular, the triggers for

low pT leptons include an isolation requirement, while it is not the case for leptons at high

transverse momentum, given the boosted topology of the final state. The application of the

low or high pT triggers is based on the reconstructed (o&ine) pT of the muon or electron.

The trigger requirements are summarised in Tables 7.1 and 7.2 for the muon and electron

2The data collected in 2016 are split into two eras, pre- and post-VFP, which include a di!erent
track reconstruction. The reason is a dead-time in the detector read-out due to a high energy
deposit in the strip sensors.
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datasets, respectively, for the di!erent years.

The di!erence in the trigger e”ciency in data and simulation is corrected using scale

factors (SFs). The SFs for the muon triggers are provided by the CMS Collaboration. The

electron trigger SFs are measured in the analysis with the “orthogonal dataset” method.

The procedure of the SFs extraction is presented in Sec. 7.3.2.

Year low pT regime high pT regime

UL16 pre&postVFP p
µ

T
> 24 GeV p

µ

T
> 50 GeV

UL17 p
µ

T
> 27 GeV p

µ

T
> 50 GeV ↙ p

µ

T
> 100 GeV

UL18 p
µ

T
> 24 GeV p

µ

T
> 50 GeV ↙ p

µ

T
> 100 GeV

Table 7.1: The trigger requirements for the SingleMuon datasets. The triggers in the
low pT regime include the isolation requirement.

Year low pT electrons high pT electrons

UL16 pre&postVFP p
e

T
> 27 GeV p

e

T
> 115 GeV ↙ E

ς
> 175 GeV ↙ p

e

T
> 27 GeV

UL17 p
e

T
> 35 GeV p

e

T
> 115 GeV ↙ E

ς
> 200 GeV ↙ p

e

T
> 35 GeV

UL18 p
e

T
> 32 GeV p

e

T
> 115 GeV ↙ E

ς
> 200 GeV ↙ p

e

T
> 32 GeV

Table 7.2: The trigger requirements for the SingleElectron, SinglePhoton and
EGamma datasets. The triggers in the low pT regime include the isolation re-
quirement.

7.2.2 Simulated samples

New particles decaying to tt̄ have been generated at leading order (LO) with di!erent

generators for each signal model considered. The complete list of signal samples, with

the cross section and the number of weighted events generated for each sample, is given

in Appendix A. Spin-1 Z↑ signals are generated with MadGraph5 aMC@NLO [32] in a

model where the Z↑ boson has the same right- and left-handed couplings to fermions as

the SM Z bosons. Masses ranging from 400 GeV to 9 TeV have been generated with three

di!erent relative widths: 1%, 10% and 30%. The Z↑ bosons decay to top quark pairs in all

generated events.

Kaluza-Klein gluons gKK are generated with Pythia8 [28] for masses between 500 GeV

and 6 TeV, in a model where the branching fraction of the resonance to tt̄ is about 94%

and the width is mgKK/6.

Heavy Higgs bosons A/H are generated with MadGraph5 aMC@NLO for masses

between 365 GeV and 1 TeV and three relative widths: 2.5%, 10% and 25%. For this model,
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the interference with SM tt̄ has to be considered, thus for each signal the resonant and

the interference part are simulated separately. The decay to tt̄ pairs, which subsequently

decay into one lepton, one neutrino and jets, is implemented.

For illustration purposes, the production cross section values of the Z↑ and gKK signal

samples are assumed to be 1 pb and for the Z↑ and heavy Higgs bosons the 10% relative

width is chosen, unless stated otherwise.

There are di!erent SM processes that make up the background of the search. The full

list of SM samples is presented in Table 7.3, together with the cross section values. In

Appendix A, the Table with the weighted number of generated events for each era is shown.

The main, irreducible background is SM tt̄ production. It is generated with POWHEG [29,

30] at next-to-leading-order (NLO). The production of single top is generated at NLO as well.

For the t-channel and for the production in association with a W boson (tW) POWHEG

is used, while single top in the s-channel is generated with MadGraph5 aMC@NLO.

Vector bosons produced in association with jets, W+jets and DY+jets (also denoted as

V+jets altogether), are generated with MadGraph5 aMC@NLO at LO. These samples

are binned in HT , the sum of momenta of all the final state partons in the matrix element.

The multijet QCD process is generated with Pythia8 and binned in HT . Finally, diboson

samples (WW, WZ and ZZ) are generated with Pythia8 at LO.

For all the samples, the parton shower and hadronization are simulated with Pythia8.

The underlying event tune CP5 [118] has been used for all SM and signal samples, except

for the Z↑ signal samples, that have the CP2 tune [118]. The NNPDF3.1 [119] PDF set

is used for all simulated samples. All MC samples include the simulation of in-time and

out-of-time pileup and are reweighted so that the pileup distribution in simulation matches

the one observed in data. The reweighting is done using a minimum-bias cross section

of 69.2 mb (±4.6%) [120]. Finally, in order to compare simulation with recorded data,

simulated events are reweighted according to the integrated luminosity of L = 138 fb→1, as:

w =
σL

N
(7.1)

where σ is the cross section of each process and N the number of generated events.

Experimental corrections

Additional corrections have to be applied to data and simulation to account for detector

e!ects. In simulation, weights are applied to account for the L1 trigger prefiring issue [121].

The reason is a timing shift in ECAL in 2016 and 2017 that was not propagated to the

L1 triggers, resulting in the wrong association of trigger objects to the previous bunch
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Process ↼ ↔ BR [pb]

tt̄ semileptonic 3.64 · 102

tt̄ all hadronic 3.80 · 102

tt̄ dileptonic 8.73 · 101

W(↑ lω)+jets, 70 < HT < 100 GeV 1.27 · 103

W(↑ lω)+jets, 100 < HT < 200 GeV 1.25 · 103

W(↑ lω)+jets, 200 < HT < 400 GeV 3.36 · 102

W(↑ lω)+jets, 400 < HT < 600 GeV 4.52 · 101

W(↑ lω)+jets, 600 < HT < 800 GeV 1.10 · 101

W(↑ lω)+jets, 800 < HT < 1200 GeV 4.94 · 100

W(↑ lω)+jets, 1200 < HT < 2500 GeV 1.16 · 100

W(↑ lω)+jets, HT > 2500 GeV 2.62 · 10→2

DY(↑ ll)+jets, 70 < HT < 100 GeV 1.40 · 102

DY(↑ ll)+jets, 100 < HT < 200 GeV 1.40 · 102

DY(↑ ll)+jets, 200 < HT < 400 GeV 3.84 · 101

DY(↑ ll)+jets, 400 < HT < 600 GeV 5.21 · 100

DY(↑ ll)+jets, 600 < HT < 800 GeV 1.27 · 100

DY(↑ ll)+jets, 800 < HT < 1200 GeV 5.68 · 10→1

DY(↑ ll)+jets, 1200 < HT < 2500 GeV 1.33 · 10→1

DY(↑ ll)+jets, HT > 2500 GeV 2.98 · 10→3

WW 7.59 · 101

WZ 2.76 · 101

ZZ 1.21 · 101

single t/t̄ s-channel 3.36 · 100

single t t-channel 1.36 · 102

single t̄ t-channel 8.10 · 101

single t tW-channel 1.95 · 101

single t̄ tW-channel 1.95 · 101

QCD, 50 < HT < 100 GeV 1.86 · 108

QCD, 100 < HT < 200 GeV 2.36 · 107

QCD, 200 < HT < 300 GeV 1.55 · 106

QCD, 300 < HT < 500 GeV 3.24 · 105

QCD, 500 < HT < 700 GeV 3.03 · 104

QCD, 700 < HT < 1000 GeV 6.44 · 103

QCD, 1000 < HT < 1500 GeV 1.12 · 103

QCD, 1500 < HT < 2000 GeV 1.08 · 102

QCD, HT > 2000 GeV 2.20 · 101

Table 7.3: List of SM simulated samples used in the analysis. The ↼ ↔ BR of each
process in given in pb.
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crossings. As two bunch crossings can not fire L1 triggers consecutively, the events with

high ECAL energy in 2 < |η| < 3 are wrongly vetoed. Event weights are applied to

simulation to account for this issue and they are defined as the product of the non-prefiring

probability of all objects (photons, muons, jets):

w = 1 → P (prefiring) =


i

(1 → 4
pref

i
(η, pT )). (7.2)

Another detector misfunction happened in 2018, when two HCAL modules stopped

working during RunC and RunD. This issue had an impact on the measurement of jets

energies in the region defined by →3 < η < →1.3 and →1.57 < ⇁ < →0.87, with the

consequence of jet miscalibration and electron misidentification. To account for these

e!ects, the events containing jets or leptons in this region have been vetoed. The veto has

been applied to data and simulated events in UL18. Simulated events have been weighted

to account for the a!ected luminosity fraction.

Theory corrections

Theory corrections are applied on simulated samples. The Kaluza-Klein gluon samples

are generated at LO, and the LO cross section values are obtained from Pythia8. To

account for higher order corrections, the cross sections are multiplied by a 5 factor with

value 1.3 [122]. The heavy Higgs cross sections are multiplied by 5 factors as well, to

take into account next-to-next-to-leading-order (NNLO) cross section calculations [123].

The resonant part of the signal is multiplied by 5res = σNNLO/σLO, while the 5 factor

for the interference part is given by 5int =
≃

5res ↔ 5B, where 5B = σNNLO/σLO of SM tt̄

production. The 5 factors of scalar and pseudoscalar Higgs bosons as a function of the

boson mass are depicted in Fig. 7.2.

The V+jets and diboson samples are simulated at LO. For the V+jets simulation, to

account for missing higher-order QCD and electroweak (EWK) contributions, correction

factors are applied as a function of the boson transverse momentum [124] . The NLO

corrections are shown in Fig. 7.3. Additionally, the V+jets MC production campaigns

di!er in 2016 and in 2017/2018, resulting in a di!erence in the distribution of the vector

boson pT . The di!erence has been included in the NLO QCD correction factors. The cross

sections of the diboson samples are multiplied by 5 factors that take into account NLO

(WZ) and NNLO (WW, ZZ) calculations.
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Figure 7.2: The ↽ factors for the scalar (left) and pseudoscalar (right) Higgs bosons
as a function of the boson mass. The ↽ factors for the resonant and interference
signals are shown for the three relative widths used in the analysis.
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Figure 7.3: The NLO EWK (left) and QCD (right) correction factors applied on
the W+jets and DY+jets simulated samples as a function of the vector boson pT .
Derived from [124].

7.3 Event selection

Events that contain two top quarks, one decaying leptonically and the other decaying

hadronically, are selected. Two channels are identified, based on the flavour of the charged

lepton originating from the leptonic top decay: the muon channel (µ+jets) and the electron

channel (e+jets). Moreover, to be sensitive to both low and high mass resonances, two

categories of events are considered: events in the resolved regime, for which all the decay

products of the top quarks are well separated and reconstructed as di!erent objects, and

events in the boosted regime, where the leptons are not isolated and the hadronically

decaying top quark is reconstructed in one single, large-radius jet. Di!erent selections and

reconstruction techniques are used based on the lepton flavour and kinematic regime, to

ensure the best sensitivity in each scenario, and they are presented in the following. The
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definition of the objects used in this search is presented in Chapter 5.

7.3.1 Baseline selection

Given the di!erence in the reconstruction, trigger and selection of events containing muons

or electrons, two di!erent event selections are used, one for the µ+jets channel and one for

the e+jets channel.

The following selections are applied in the µ+jets channel:

• each event contains exactly one muon with p
µ

T
> 30 GeV and |η

µ
| < 2.4,

• muons with 30 < p
µ

T
< 55 GeV fulfill the“CutBasedIdTight” and “PFIsoTight” ID,

• muons with p
µ

T
> 55 GeV fulfill the “CutBasedIdGlobalHighPt” and satisfy the

isolation requirement:

%Rmin(l, jet) > 0.4 ↙ pT,rel(l, jet) > 25 GeV (7.3)

where %Rmin(l, jet) is the minimum distance in %R of the muon with respect to all

the AK4 jets with pT > 15 GeV and pT,rel(l, jet) is the transverse momentum of the

muon with respect to the AK4 jet that is closest in %R,

• muons fulfill the trigger requirements described in Sec. 7.2.1,

• AK4 jets have pT > 30 GeV and |η| < 2.5 and pass the tight WP of jet ID,

• at least two AK4 jets with pT > 50 GeV are required,

• at least one AK4 jet is b-tagged,

• AK8 jets have pT > 200 GeV and |η| < 2.5 and pass the tight WP of jet ID,

• a selection of p
miss

T
> 70 GeV is applied.

The following selections are applied in the e+jets channel:

• each event contains exactly one electron with p
e

T
> 35/38/35 GeV (for 2016/2017/2018)

and |η
e
| < 2.5,

• electrons with 35/38/35 < p
e

T
< 120 GeV (for 2016/2017/2018) fulfill the“mva-based

electron ID wp80” with isolation,

• electrons with p
e

T
> 120 GeV fulfill the “mva-based electron ID wp80” without

isolation and satisfy the isolation requirement defined in Eq. 7.3,
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• electrons fulfill the trigger requirements described in Sec. 7.2.1,

• AK4 jets have pT > 30 GeV and |η| < 2.5 and pass the tight WP of jet ID,

• at least one AK4 jet with pT > 50 GeV is required,

• a second AK4 jet with pT > 40 GeV is required,

• at least one AK4 jet is b-tagged,

• AK8 jets have pT > 200 GeV and |η| < 2.5 and pass the tight WP of jet ID,

• a selection of p
miss

T
> 60 GeV is applied.

The AK4 and AK8 jets used in the event selection are reconstructed with the PUPPI

algorithm and they are referred to as PUPPI jets. The tune PUPPI v15, presented in

Chapter 6, is used. If AK8 jets are present, they are t-tagged with the DeepAK8-MD

tagger. The b-tagging and t-tagging requirements will be described in Sections 7.3.3 and

7.3.4, respectively.

The di!erences in the µ+jets and e+jets channels arise mostly from the di!erences

in the definitions of the leptons at low and high pT . The pT thresholds on the leptons

that define the low- and high-pT regions are chosen following the requirements of the HLT

triggers. For muons, the low-pT category goes from a pT of 30 GeV to 55 GeV. In this

regime, isolation in applied through the ID. For the electrons, on the other hand, the

low-pT regime goes from 35 up to 120 GeV and these electrons are isolated, while the

high-pT region for electrons start only above 120 GeV.

The cuts on the pT of AK4 jets and p
miss

T
have been optimized to reduce the background

contribution and maximize the sensitivity of the search. In particular, the suppression of

QCD is of high importance, as this background is not well modelled by MC simulation.

First, QCD is reduced with the application of the isolation ID or custom lepton isolation in

Eq. 7.3. The remaining multijet background contribution is reduced with the application

of tight cuts on the sub-leading AK4 jet pT and on p
miss

T
. This di!erence in the isolation

for the two lepton flavours makes the QCD contribution in the e+jets channel smaller than

in the µ+jets channel, resulting in less stringent requirements for the jet and MET cuts.

Finally, a %η(j1, j2) < 3 selection is applied between the two leading AK4 jets, to further

reduce the QCD multijet background contribution.

Events with additional leptons, namely muons with p
µ

T
> 25 GeV and |η

µ
| < 2.4 that

pass the “CutBasedIdTight” ID and electrons with p
e

T
> 25 GeV and |η

e
| < 2.5 that satisfy

the “cut-based electron ID” with tight WP, are discarded to ensure orthogonality with the

dileptonic analysis. To be orthogonal with the all hadronic channel, events with more than

one t-tagged AK8 jet are vetoed.
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7.3.2 Electron trigger e!ciency measurement

As described in Sec. 7.2.1, a combination of HLT paths is used in this analysis. SFs are

applied to MC to account for the di!erences in the trigger e”ciencies between data and

simulation. For the µ+jets channel, o”cial SFs are provided by the CMS Collaboration.

For the electrons, instead, it is necessary to derive the correction factors for the specific

trigger combination used in the analysis. The SFs are measured in a dataset orthogonal to

the one used in the search and are applied as a function of the electron η and pT . The

orthogonal dataset is obtained selecting events with one muon and one electron in the final

state and it is dominated by the dileptonic tt̄ process. The eµ sample is selected as:

• the events are selected from the SingleMuon datasets and have to pass one of the

single muon HLT described in Sec. 7.2.1,

• exactly one muon with p
µ

T
> 30 GeV and |η

µ
| < 2.4,

• exactly one electron with p
e

T
> 35/38/35 GeV for 2016/2017/2018 and |η

e
| < 2.5,

• high-pT leptons have to satisfy the custom isolation requirement defined in Eq. 7.3,

• at least two AK4 jets with pT > 50 GeV and |η| < 2.5 are required,

• at least one AK4 jet with pT > 30 GeV and |η| < 2.5 has to be b-tagged,

• a selection on p
miss

T
> 70 GeV is applied.

The kinematic distributions of leptons and jets after the dilepton selection are presented in

Fig. 7.4. The UL17 period is chosen as example. As expected, the tt̄ production is the

dominant process in this region.

After this selection, the e”ciency of electrons passing the combination of electron

trigger paths is derived for data (4DATA) and simulation (4MC). The e”ciencies are defined

as:

4 =
N(selection+trigger)

N(selection)
(7.4)

where the numerator contains the number of events that pass the dilepton event selection

and the electron HLT, while the denominator contains the number of events that pass

the selection. The e”ciency is calculated as a function of the electron η in three di!erent

pT bins: pT < 120 GeV, 120 < pT < 200 GeV and pT > 200 GeV. The values of 120

and 200 GeV follow the requirements of the electron and photon HLT, respectively. The

electron trigger SFs are obtained as: SF = 4DATA/4MC . The e”ciencies for data and MC

and the SFs are shown in Fig. 7.5 for the UL17 period.
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Figure 7.4: The pT and φ distributions of the muon (upper), electron (middle) and
AK4 jets (lower) after the dilepton selection for the UL17 period. The grey band
represents the statistical uncertainty.
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Figure 7.5: The trigger e#ciencies for data and simulation (left) and the SFs
(right) as a function of the electron φ for the UL17 period. Three pT bins are used:
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7.3.3 b-tagging and correction measurement

The requirement of at least 1 b-tagged AK4 jet is applied in the baseline selection. The

DeepJet algorithm [112] is used with the medium WP, which corresponds to an e”ciency

of 73.3%, 71.4%, 79.1% and 80.7% for the four eras, respectively. Since the training of

the tagger and the SF derivation have been performed on CHS jets, the direct application

on PUPPI jets is not possible. To overcome this, a matching between PUPPI and CHS

jets is done, and the b-tagging criteria are applied on the CHS jets that are matched to

the PUPPI jets present in the analysis. A dedicated study on the performance of the

two pileup suppression algorithms is performed. The main di!erence between CHS and

PUPPI jets arises because with the PUPPI algorithm more PU is removed from jets (both

neutral and charged PU contributions) and more jets made entirely of PU are rejected.

This results in kinematic di!erences between jets reconstructed with the two algorithms, as

can be seen in Fig. 7.6. Here the baseline selection is applied on the tt̄ sample, using either

PUPPI or CHS AK4 jets. With PUPPI there are more events with lower jet multiplicity

compared to CHS and the CHS jet pT distribution shows more low-pT jets than PUPPI.

In the DeepJet score distribution there is a shape di!erence which prevents the use of

DeepJet on PUPPI jets directly.

The matching between PUPPI and CHS is done in the following way:

• for each PUPPI jet, the closest CHS jet in %R is identified,

• the condition %R(PUPPI jet, CHS jet) < 0.2 is applied, to assure that the correct

CHS jet is assigned to each PUPPI jet,

• if no CHS jet is matched to a PUPPI jet, the PUPPI jet is rejected.

The e”ciency of the matching of PUPPI to CHS jets is greater than 99%. After the

matching, it is possible to apply the b-tagging algorithm to the matched CHS jet. Events

with at least 1 b-tagged jet are kept for the analysis.

The b-tagging SFs are applied to MC samples to correct for di!erences in the b-tagging

e”ciency between data and simulation. The SFs are provided by the CMS Collaboration

and they are applied using the information of the matched CHS jets. The application of

b-tagging SFs can cause shape-changing e!ects on kinematic distributions such as number

of jets and jet pT , independently of the PU mitigation algorithm chosen. This e!ect can

be reduced using dedicated correction factors, which are derived for this analysis as a

function of number of jets (Njets) and jet HT , where HT is the sum of the pT of all jets

in the event. The 2D SFs are calculated by deriving the (Njets, HT ) distribution in the

analysis region - without any requirement on b-tagging - before and after the application
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Figure 7.6: The number (upper left) and the pT (upper right) of AK4 jets, the
number of b-jets (lower left), and the DeepJet b-score of the leading AK4 jet (lower
right) for the tt̄ sample in the µ+jets channel UL17.

of the b-tagging SFs. The correction factors are calculated for each MC sample. In Fig. 7.7

the number of jets, leading jet pT and DeepJet score distributions are shown for the tt̄

simulation without any b-tagging SF, with the b-tagging SFs and with the b-tagging+2D

SFs. It can be observed that the changes in the shape, caused by the application of b-tag

SFs, are reduced using the 2D SFs in the jet pT and number of jets distributions. The

shape of the DeepJet score is not a!ected, as desired.
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Figure 7.7: The number of AK4 jets (upper left), the pT (upper right) and the
DeepJet b-score (lower left) of the leading AK4 jet, and the pT of the leading AK8
jet (lower right) for the tt̄ sample in the µ+jets channel UL18. Events are shown
without b-tagging SFs (black), with b-tagging SFs (blue) and with both b-tagging
and 2D SFs (red). The lower panels show the ratio to the case without the b-tagging
SFs.
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7.3.4 t-tagging and t-mistag rate measurement

The large-radius jets are t-tagged with the following requirements:

• pT > 400 GeV,

• 105 < mSD < 210 GeV,

• DeepAK8-MD tagger with 1% mistag rate.

Jets passing these criteria are labelled as t-tagged AK8 jets and they are dominated by tt̄

production.

The choice of the DeepAK8-MD algorithm for the tagging of top jets has been made

together with the team working on searches for resonances in the all hadronic tt̄ final state.

Di!erent t-tagging algorithms, introduced in Sec. 5.6, have been studied: the traditional

cut-based tagger, which uses a cut on the jet substructure variable ω32, the HOTVR tagger,

based on jets with variable radius, and the DeepAK8 tagger. In the lepton+jets final state,

the sensitivity of the search with the use of the di!erent taggers has been studied for one

signal model as benchmark, the Z↑ boson with 10% relative width, in the µ+jets channel

on the UL18 dataset. The sensitivity of the three algorithms is similar, as can be seen

in Fig. 7.8. The all hadronic analysis, which requires two t-tagged jets in the final state

and is thus more sensitive to the choice of the tagger, found that the best performance is

obtained with DeepAK8. The mass-decorrelated version of the tagger is used to avoid mass

sculpting (c.f. Subsec. 5.6.2). Data-to-MC SFs are applied to correct for the di!erence in

t-tagging e”ciency between data and simulation.

Nevertheless, non-top jets could be wrongly identified as top jets by the algorithm,

in particular jets originating from the W+jets process. The rate at which light jets are

misidentified as top jets is denoted as t-mistag rate and it is measured in the analysis with

a dedicated study.

The t-mistag rate is measured in a control region (CR) dominated by W+jets events,

which is obtained with the event classifier described in the following Section. The tagging

e”ciency is defined as the number of jets after the t-tagging over the number of jets before

the t-tagging. Only the leading AK8 jet per event is used for this measurement. For

data, the number of top jets from the tt̄ and single t processes is subtracted to account

for the contributions of other backgrounds. The top jets are obtained by matching the

reconstructed AK8 jets to generator-level top quarks with %R ∝ 0.4. The e”ciency in

data is defined as:

4DATA =
N

tagged

DATA → N
tagged

tt̄(t) → N
tagged

ST(t)

NDATA → Ntt̄(t) → NST(t)
(7.5)
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where NDATA is the number of AK8 jets in data, and Ntt̄(t) and N ST(t) are the numbers of

AK8 jets in the tt̄ and single t samples, respectively, that are matched to generator-level top

quarks. N
tagged

DATA , N
tagged

tt̄(t) and N
tagged

ST(t) are the numbers of AK8 jets that pass the t-tagging

criteria.

For simulation, the e”ciency is calculated as:

4MC =
N

tagged

W+jets + N
tagged

tt̄(l) + N
tagged

ST(l) + N
tagged

DY + N
tagged

QCD

NW+jets + Ntt̄(l) + NST(l) + NDY + NQCD
(7.6)

where all the MC processes that contribute to the event sample after the t-tagging are

added to the W+jets process. Only the light (non-top) jets are considered, in order to

measure the mistag rate. The light jets (l) are defined as the ones that are not matched in

%R to generator-level top quarks. The data-to-MC SF is obtained as: SF = 4DATA/4MC .

For each data taking period, the mean value of the SFs of the µ+jets and e+jets channel

is taken, resulting in:

• UL16preVFP: SF = 1.14 ± 0.32,
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• UL16postVFP: SF = 1.08 ± 0.36,

• UL17: SF = 0.96 ± 0.21,

• UL18: SF = 1.09 ± 0.21.

The control distributions after the baseline selection and the application of all SFs

and corrections are shown in Figures 7.9 and 7.10 for the µ+jets and e+jets channels,

respectively, for the full Run 2 dataset. A good data-to-simulation agreement is observed.

The main background is tt̄, which makes up around 76% of the total backgrounds, followed

by the W+jets (↗ 11%), single t (↗ 7%) and QCD (4% for µ+jets, 1.7% for e+jets)

processes. The remaining minor backgrounds are Diboson and DY+jets. After this

selection, the tt̄ pairs can be reconstructed.
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Figure 7.9: The distributions of NAK4 jets (upper left), NAK8 jets (upper right), p
AK4 jets
T

(middle left), pAK8 jets
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T
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µ+jets channel after the baseline selection. The grey band represents the statistical
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7.4 Reconstruction of the tt̄ system

The reconstructed mass of the tt̄ system is used to discriminate the presence of a potential

signal from the SM backgrounds. While the backgrounds show a falling distribution in the

mtt̄ spectrum, the signals show a peak or a peak-dip structure at the value corresponding

to the mass of the new particle. In order to reconstruct the tt̄ pair, the two top quarks are

identified starting from the reconstructed final state objects. The leptonically decaying

top is reconstructed with the charged lepton, the neutrino and small-radius jets. The

hadronically decaying top can be reconstructed either with a t-tagged large-radius jet, or

with a combination of small-radius jets. Since di!erent combinations of jets are possible,

for each event the candidate with highest probability to originate from two top quarks is

selected with a 2
2 approach. In the following, the procedure to reconstruct the tt̄ pair is

described in detail.

7.4.1 Reconstruction of the neutrino

In the final state considered, exactly one neutrino is present. Neutrinos cannot be directly

measured in CMS, but they can be reconstructed starting from p
miss

T
. A common procedure

is to interpret p
miss

T
as the transverse component of the neutrino’s momentum and derive

the z-component by assuming that the neutrino and the charged lepton originate from the

W boson:

P
2
W = M

2
W = (Pε + Pl)

2
, (7.7)

where PW is the four-momentum of the W boson, MW its mass, Pε is the four-momentum

of the neutrino and Pl the four-momentum of the charged lepton. It is possible to solve

this quadratic equation for the z-component of the neutrino’s momentum:

p
±
z,ε =

µpz,l

p
2
T,l

±

µ2p2
z,l

p
4
T,l

→
E

2
l
p
2
T,ε

→ µ2

p
2
T,l

, (7.8)

where µ = M
2
W/2 + pT,l pT,ε cos(%⇁) and %⇁ is the azimuthal angle between 3p

miss
T

and

the charged lepton. Equation 7.8 can have zero, one or two real solutions. In the case of

no real solution, the real part of the complex solution is used, while in the case of two real

solutions, both of them are tested.

7.4.2 Reconstruction of the top quark candidates

The following step is the reconstruction of the two top quark candidates: the top decaying

leptonically (tlep) and the one decaying hadronically (thad). The tlep candidate is recon-
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structed using the charged lepton (electron or muon), the neutrino and AK4 jets. The thad

candidate is reconstructed either with one t-tagged AK8 jet (boosted regime) or with AK4

jets (resolved regime).

Each AK4 jet in the event can be assigned to thad, tlep or neither, and for events with

more that ten AK4 jets, only the leading ten are used. All the possible combinations are

tested, with the condition that at least one AK4 jet is assigned to tlep and at least one

jet, either AK4 or t-tagged AK8, is assigned to thad. Moreover, the following conditions

have to be fulfilled: the t-tagged AK8 jet is separated from the charged lepton with

%R(AK8 jet, l) > 0.8 and only AK4 jets separated from the t-tagged AK8 jet with

%R(AK8 jet, AK4 jet) > 1.2 are considered for tlep.

The four-momenta of the top quark candidates are given by the sum of the four-

momenta of their constituents and the final tt̄ candidates result from the sum of the

four-momenta of thad and tlep:

Ptlep = Pε + Pl +
∑

i

PAK4 jet,i (7.9)

Pthad =
∑

i

PAK4 jet,i or Pthad = PAK8 jet (7.10)

Ptt̄ = Ptlep + Pthad . (7.11)

The reconstructed masses of the tlep and thad candidates, separated for the resolved and

boosted topology, are shown in Fig. 7.11.

7.4.3 Selection of the tt̄ candidate

After constructing all the possible top quark pairs, the correct tt̄ candidate for each event

must be selected. Among all the possibilities, the tt̄ pair whose top quark candidates have

mass closest to the true top quark mass are chosen. This selection is made by choosing the

pair with smallest 2
2:

2
2 = 2

2
lep + 2

2
had =


Mlep → M̄lep

σ
M̄lep

2

+


Mhad → M̄had

σ
M̄had

2

(7.12)

where Mlep and Mhad are the invariant masses of tlep and thad, respectively. In the boosted

case, the value of Mhad is given by the soft-drop mass of the t-tagged AK8 jet.

The parameters M̄lep, M̄had, σ
M̄lep

and σ
M̄had

are obtained from simulation by matching

the reconstructed top quark candidates to generator-level particles from the l+jets tt̄ decay.

The matching is performed using the MC tt̄ sample and it is defined by:

• for thad:
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Figure 7.11: The reconstructed masses of the tlep (upper) and thad (lower) candidates
for the resolved (left) and boosted (right) regimes, for the SM backgrounds and two
signals. Events passing the baseline selection are used.

– %R(AK4 jet, quark) < 0.4 for the resolved case,

– %R(AK8 jet, quark) < 0.8 for the boosted case,

– each generator-level quark has to be matched to a jet and one jet can be

matched to more than one quark.

• for tlep:

– %R(AK4 jet, b quark) < 0.4,

– %R(leptonreco, leptongen) < 0.1,

– %⇁(3p miss
T

, neutrino) < 0.3.
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The mass distributions Mlep and Mhad of the matched events are fitted with a gaussian

function and the mean and width values are extracted. The average values from the fits

in the µ+jets and e+jets channels in the four data-taking periods are used for the 2
2

calculation. The obtained values are summarized in Table 7.4.

category M̄had [GeV] M̄lep [GeV] ↼M̄had
[GeV] ↼M̄lep

[GeV]

resolved 173.0 173.6 21.2 24.6

boosted 180.6 171.4 15.6 22.0

Table 7.4: The mean mass and width values used in the ⇀2 for the tt̄ pair selection.

The reconstructed invariant mass of the tt̄ pair for three di!erent Z↑ signals is shown

in Fig. 7.12 (left). In particular, it is possible to see the di!erence between signals at

low masses and high masses. For a new resonance of 500 GeV, the distribution shows

a clear peak at the value of the generated mass. With increasing mass, the o!-shell

production becomes more and more important, due to the falling PDFs of the proton

and the convolution with the Breit-Wigner of the resonance. The o!-shell contribution

can be seen as an enhancement in the lower part of the mass spectrum, which has a

shape similar to the backgrounds. In Fig. 7.12 (right) the 2
2 distribution is shown for the

same signals. The 2
2 has values close to zero for correctly reconstructed t quarks and a

second peak at around 2
2 = 60, present especially for low mass signals, which comes from

the misreconstruction of one of the two top quarks. Figure 7.13 shows the mtt̄ and 2
2

spectra for the SM backgrounds and two signals. The SM backgrounds show a falling mtt̄

distribution. The 2
2 distribution peaks at zero and has a shoulder at around 60, as seen

for the signals. The second peak originates ofter in hypotheses missing a jet: it can happen

that tlep is reconstructed, but the hadronic hypothesis fails, resulting in a small thad mass.

To reduce the non-tt̄ background contribution and to remove events for which one of the

two t quarks was not correctly reconstructed, a cut on 2
2

< 30 is applied to the events in

the signal region, which will be defined in the Sec. 7.6.
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Figure 7.12: The mtt̄ (left) and ⇀
2 (right) distributions for three Z↑ signals with

di!erent masses. Events passing the baseline selection are used.
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Figure 7.13: The mtt̄ (left) and ⇀
2 (right) distributions for SM backgrounds and two

signals. Events passing the baseline selection are used.
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7.5 Deep neural network for event classification

In order to maximize the sensitivity of the search, events are categorized into various

regions, each enriched with a specific physical process. This is done because, on one hand,

it is important to select tt̄ events with high purity, and on the other hand, regions enriched

with specific backgrounds can be exploited to constrain the systematics uncertainties

and to extract the normalization of the processes that are poorly modelled in simulation.

Moreover, dividing all the events into classes does not hurt the signal e”ciency, as can

be the case with the use of hard selections. Neural networks are a powerful tool for

event classification, as they can treat a great number of variables and automatically learn

information from them. Selections based on neural network outputs can be more e”cient

compared to traditional cuts on a limited number of specific variables. In the analysis

presented in this thesis, a feed-forward, fully-connected deep neutral network (DNN) is

used. A sketch of the DNN structure used in the analysis is presented in Fig. 7.14. It

consists of an input layer, two hidden layers, and an output layer. The events after the

baseline selection are fed into the DNN and classified into three classes, corresponding

to the three main processes in the analysis: tt̄, V+jets and single t. The neural network

approach followed in this search is model-agnostic, which implies that no assumption on

a signal model is made and the network can be applied to other signal processes as well.

The signals considered here present the same final state as the irreducible tt̄ background,

and they are naturally categorized into the tt̄ class. In the following, the DNN used in

this analysis will be presented, together with its performance. Then the application of the

DNN in the search will be discussed. The network used in this work has been implemented

with the Keras API [125] with the TensorFlow interface [126]. For a complete overview

on machine-learning techniques see e.g. Ref. [127].

7.5.1 DNN structure and training

DNNs can be used to extract information from a set of inputs with a varying degree of

complexity. The way in which the output is extracted from the input defines the type of

network. In this thesis, a feed-forward network is used. Feed-forward networks allow the

flow of information from the input to the output, through a number of internal layers, in

one direction only, meaning that no information can be back-propagated.

The input variables, also referred to as features, enter the network in the input layer.

Afterwards, a number of hidden layers is present and the depth of the network is represented

by the number of hidden layers. Each layer is composed of a number of nodes, which

represent the dimensionality of the layer, and the nodes are connected to one another
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Input layer
Output layer

Hidden layers

Figure 7.14: A sketch of the DNN structure with two hidden layers used in the
analysis.

in a way that resembles the neural connections. All the nodes of a layer are connected

to all the nodes of the following layer (fully-connected network). Finally, the last layer

of the network is the output layer. In a classification task, the number of nodes of the

output layer represents the number of output classes in which the events are classified. The

number of layers and of nodes are hyperparameters of the network and can be optimized.

The activation function used in the DNN for the input and the hidden layers is the

rectified linear unit function (ReLU), one of the most commonly used functions in neural

networks. The ReLU function is defined as: h(x) = max{0, x}. For the output layer the

softmax activation function is used instead. The softmax function is defined as:

σ(x)i =
e
xi


N

j=1 exj

, (7.13)

where N is the number of output nodes. The softmax function is the most suitable choice

for this task, as the values of all the output nodes sum up to 1 and they can be interpreted

as a probabilities.

The training of the network consists in the optimization of the loss function. For a

classifier with multiple classes, the categorical cross-entropy is the natural choice as loss

function:

L = →

N∑

i=1

yilog(ŷi), (7.14)
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where the sum runs over the number of output nodes N , yi is the target value of the ith

node and ŷi its predicted value. For an event belonging to the class m, its target values are

yj=m = 1 and yi ↗=m = 0. The predicted values are real numbers between 0 and 1 for all the

classes m. In the training, the loss function is minimized and the Adam minimizer [128],

based on a stochastic gradient descent method, is used with a learning rate of 0.0005.

The events that enter the network are divided into three exclusive sets: training,

validation and test set. The training set is used for the actual training of the DNN. The

validation set is used to monitor the performance of the network during the training. The

test set is used to evaluate the final performance of the DNN on a sample that has not

been seen by the network during training. The inputs in this search are split into the three

sets in the ratio 60%, 20% and 20% for training, validation and test, respectively. Events

in the training set pass through the DNN multiple times, or epochs. The weights of the

events are updated after a certain number of events, a batch, is processed.

The input variables used in the training are low-level quantities of the reconstructed

objects - charged leptons, jets, p
miss

T
- and event quantities. The variables are saved after

the baseline selection described in Section 7.3. In total 59 input variables are used and

they are summarized in Table 7.5.

Object variable

lepton pT , φ, ⇁, E

neutrino pT , ⇁

AK4 jets N, pT , φ, ⇁, E, m, b-tag score

AK8 jets N, pT , φ, ⇁, E, mSD, ε21, ε32

Table 7.5: The input variables used in the DNN training. The leading 5 AK4 jets
and the leading 3 AK8 jets are considered.

If an object is missing, e.g. no AK8 jet is present in the event, the corresponding

default value is set to →10. This value has been chosen as it lies outside the allowed ranges

of all the variables considered. The distributions of all the input variables are shown in

Appendix B for the µ+jets and e+jets channels. In Fig. 7.15 some of the input distributions

are shown for the µ+jets channel.

Before entering the DNN, the input features are pre-processed to ensure the stability

of the training. The pre-processing algorithm applied scales the variables so that the

distribution of each variable has mean of 0 and standard deviation of 1.

To prevent the network from learning the features belonging to the specific training set

employed, referred to as overtraining, two regularization methods are used. The first is the

application of a dropout: after each hidden layer, a dropout layer is placed, in which a
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Figure 7.15: The distributions of p miss
T

(upper left), pµ

T
(upper right), φµ (lower left)

and E
µ (lower right) for the µ+jets channel used as input variables for the DNN.

The grey band represents the statistical uncertainty.

certain fraction (dropout rate) of nodes is removed from the network. The dropout rate

of 50% is used. The second way to prevent overtraining is to monitor the value of the

loss on the validation sample after each epoch. If the loss calculated on unseen events is

increasing with respect to the loss calculated on the training sample, it means the network

is overtraining. A condition has been implemented, that checks the value of the loss on

the validation set and the best model is chosen to be the one for which the validation loss

is minimum. The hyperparameters of the DNN developed for the analysis presented in

this thesis are summarized in Table 7.6. They have been optimized to achieve the best

performance.

The DNN has been trained for each channel, e+jets and µ+jets, using the UL17

116



Chapter 7. Search for new particles decaying to top quark pairs

Number of hidden layers 2

Number of nodes per hidden layer 512

Activation function hidden layers ReLU

Activation function output layer Softmax

Number of epochs 500

Batchsize 215

Regularization Dropout (50%)

Optimizer Adam

Loss Categorical cross-entropy

Metric Categorical accuracy

Table 7.6: The hyperparameters of the DNN used in this search.

simulation and it has been applied to all the analyzed periods, as no di!erences in the DNN

performance are expected between di!erent years. The DNN training has been monitored

with the loss and accuracy, shown in Fig. 7.16. The loss decreases with the number of

epochs both for the training and validation samples, and the one for the validation sample

is lower than the one for the training sample, which means that there is no overtraining.

The accuracy indicates for how many events the model predicts the correct output. The

accuracy of both the training and validation sets reaches a plateau rapidly, with a value

around 87%(87.5%) for the training (validation) set.

The performance of the DNN can be represented in terms of the ROC curve, in Fig. 7.17

(left). The area under the ROC curve (AUC) value is used as a measure of the DNN

performance in classification tasks. A value of AUC= 0.5 represents random classification,

while the value AUC= 1 indicates that all the events have been classified correctly. The

values obtained in the DNN employed in this search show a very good performance. In

Fig. 7.17 (right) the purity of the sample as a function of the e”ciency for each process is

presented.

7.5.2 DNN performance

The best models trained on the e+jets and µ+jets channels are applied to data and

simulation in the analysis. The output score distributions are shown in Fig. 7.18. A very

good classification is obtained with the DNN: in each output node the corresponding SM

process has values close to 1, while the other backgrounds have values close to 0. Each

event is then categorized exclusively into one of the three classes by taking the highest of

the output scores and assigning the event to the corresponding class. In this way, it is
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Figure 7.16: The loss (left) and accuracy (right) measured in the DNN training as a
function of the number of epochs for the µ+jets channel UL17.

Figure 7.17: Left: The ROC curves of the DNN with the misclassification rate as
a function of the e#ciency for each process. The values of the AUC are reported.
Right: The purity of the samples as a function of the e#ciency for each process.
DNN trained on the µ+jets channel UL17.

possible to keep the signal selection e”ciency high, which is not the case if one-dimensional

selections are applied. The three categories of events are used to define the signal and

control regions of the search, as will be explained in the following Section.

118



Chapter 7. Search for new particles decaying to top quark pairs

0 0.2 0.4 0.6 0.8 1
)toutput score SR (t

1
10

210

310

410

510

610

710

810

910

1010

Ev
en

ts

 (13 TeV)1−138 fb

CMS Simulation
Private Work

tt
W+jets
Drell-Yan
Single t
Diboson
QCD

0 0.2 0.4 0.6 0.8 1
output score CR1 (Single t)

1
10

210

310

410

510

610

710

810

910

1010

Ev
en

ts

 (13 TeV)1−138 fb

CMS Simulation
Private Work

tt
W+jets
Drell-Yan
Single t
Diboson
QCD

0 0.2 0.4 0.6 0.8 1
output score CR2 (V+jets)

1
10

210

310

410

510

610

710

810

910

1010

Ev
en

ts

 (13 TeV)1−138 fb

CMS Simulation
Private Work

tt
W+jets
Drell-Yan
Single t
Diboson
QCD

Figure 7.18: The three DNN output scores: the tt̄ node (upper left), the single t
node (upper right) and the V+jets node (lower).
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Figure 7.19: The reconstructed mtt̄ distribution for scalar H and pseudoscalar A
Higgs bosons (left) and for gKK gluons (right) for di!erent values of the new particle
mass. Events passing the baseline selection are used.

7.6 Search variables and event categorization

There are two variables that are most sensitive to the presence of a signal decaying to

top quarks and are exploited in the search. The first one is the invariant mass of the

reconstructed tt̄ pair. The SM backgrounds exhibit a falling distribution in mtt̄, whereas

the signals show a peak in correspondence of the value of the simulated mass. A particular

case is given by the heavy Higgs bosons, that present a peak-dip structure, caused by

interference e!ects with the tt̄ background. The exact shape follows the interference pattern,

which can vary with the mass and width of the heavy Higgs bosons. The reconstructed

mtt̄ distribution for di!erent signals is presented in Fig. 7.19. Moreover, two categories are

considered, that depend on the way the hadronic top quarks are reconstructed: the 1 t-tag

category, where thad is reconstructed with a t-tagged AK8 jet, and the 0 t-tag category,

where thad is reconstructed with AK4 jets. Figure 7.20 shows the mtt̄ distributions for the

resolved and boosted categories for the SM backgrounds and two signal processes.

The second variable is cos(⇀↔), where ⇀
↔ is the angle between the momentum of tlep,

boosted in the tt̄ rest frame, and the momentum of tt̄, calculated in the laboratory frame.

The distribution of cos(⇀↔) is shown in Fig. 7.21 for di!erent signal processes. In Fig. 7.22

the same distribution is shown for the SM backgrounds and two signal processes, divided

in resolved and boosted categories. A clear shape di!erence is visible between backgrounds

and signals. In the resolved category, the SM tt̄ has an asymmetric distribution that peaks

at 1, that is partly given by the the s-channel gluon exchange contribution [57]. The signal
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Figure 7.20: The mtt̄ distribution for the SM backgrounds, a pseudoscalar A boson
with mass of 500 GeV and the Z↑ boson with mass of 1000 GeV, for the resolved
(left) and boosted (right) regime. Events in the tt̄ category are used.

distributions present di!erent structures, and the specific shape depends on the spin and

mass of the new particle. In the boosted regime, the bulk of the cos(⇀↔) is at negative

values, with a deficit of events close to 1. Both the mtt̄ and cos(⇀↔) variables are used

to fully exploit the di!erences of the signals with respect to the backgrounds. The final

distributions that are used in the statistical analysis are the mtt̄ spectra in bins of cos(⇀↔).

Six bins are defined, which have been chosen to maximise the sensitivity of the search, and

their edges are [→1, →0.7, →0.5, 0, 0.5, 0.7, 1].

The final event categorization is described in the following. Events are divided into a

signal region (SR) and two control regions (CRs) based on the output nodes of the DNN,

described in Sec. 7.5. In the SR, dominated by tt̄ events, a further cut of 2
2

< 30 is applied

(see. Eq. 7.12) to remove misreconstructed top quark pairs. The two CRs are dominated by

single t events and V+jets events, respectively. They are used in the fit to data to better

constrain the non-tt̄ background normalizations. The events in the SR are further divided

into categories based on the presence of a t-tagged jet and on the binning in cos(⇀↔). The

distinction in 0 t-tag and 1 t-tag categories is made only for the first four bins in cos(⇀↔),

while it is not the case for the last two bins of cos(⇀↔) given the lack of events in the 1 t-tag

region with high cos(⇀↔) values (see Fig. 7.22). The final categories used in the statistical

interpretation of the results are summarized in Table 7.7.
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Figure 7.21: The cos(ς↔) distribution for the Z↑ (left) and pseudoscalar Higgs (right)
signals. The relative width of the A bosons is set to 25%. Events passing the baseline
selection are used.

7.7 Systematic uncertainties

Di!erent sources of systematic uncertainties can a!ect the mtt̄ distribution in the search.

They can have an e!ect on the normalization of the tt̄ mass spectra, on the shapes, or both.

For each of the uncertainties, two additional mtt̄ distributions are derived, that correspond

to the up and down variation by 1 standard deviation (σ) of the given uncertainty. The

sources of systematic uncertainties are summarized in Table 7.8 and they are discussed in

detail in the following.

• Integrated luminosity The integrated luminosity of 137.62 fb→1 recorded by the

CMS experiment during the 2016-2018 period is assigned a normalization uncertainty

of 1.6% [129–131]. The luminosity has a normalization e!ect only on the mtt̄

distribution.

• SM production cross sections The following values are used for the uncertainties

on the cross sections of SM processes: 20% for tt̄ production, 50% for single t

production and 50% for W+jets production, to which the subdominant backgrounds

(DY+jets, QCD and VV) are added. The values are based on Ref. [75]. They a!ect

only the normalization of the mtt̄ distribution and account also for the normalization

of the factorization and renormalization scales and PDFs uncertainties. The large

values used are a consequence of the poor theoretical modelling of the backgrounds

in the highly boosted regime.
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Figure 7.22: The cos(ς↔) distribution for the SM backgrounds, a pseudoscalar A
boson with mass of 500 GeV and the Z↑ boson with mass of 1000 GeV, for the
resolved (left) and boosted (right) regime. Events in the tt̄ class are used.

• Pileup reweighting As described in Sec. 7.2.2, simulated samples are reweighted

to match the number of pileup interactions in data. The minimum-bias cross section

of 69.2 mb is used [120], and the reweighting is repeated by varying this value by

±4.6%. The uncertainty a!ects both the shape and normalization.

• Trigger prefiring The L1 prefiring weights [121] are applied to simulated events in

2016 and 2017 and the related uncertainty a!ects the shape and normalization of

the mtt̄ distributions.

• Muon and electron e!ciencies The lepton identification, isolation, reconstruction

and trigger e”ciencies are corrected with the application of dedicated data-to-

simulation SFs. The corresponding uncertainties are estimated by varying each

scale factor independently by ±1σ. The uncertainties depend on the lepton pT and

η, except for the muon reconstruction uncertainty which depends on the muon p

and η. The shape and normalization of the final distributions are a!ected by these

uncertainties.

• b-tagging The di!erence in the b-tagging e”ciency in data and simulation is

accounted for with the application of SFs on MC samples. The corrections are

provided for b-, c- and light-flavour jets. The uncertainty is estimated by varying

the SFs within their uncertainties, which are provided as a function of the jet b-tag

score, flavour, pT and η. The shape and normalization of mtt̄ are a!ected.
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Region name DNN node ⇀
2 selection cos(ς↔) bin t-tag category

SRbin1 0T tt̄ ⇀
2
< 30 [→1,→0.7] 0 t-tag

SRbin1 1T tt̄ ⇀
2
< 30 [→1,→0.7] 1 t-tag

SRbin2 0T tt̄ ⇀
2
< 30 [→0.7. → 0.5] 0 t-tag

SRbin2 1T tt̄ ⇀
2
< 30 [→0.7,→0.5] 1 t-tag

SRbin3 0T tt̄ ⇀
2
< 30 [→0.5, < 0] 0 t-tag

SRbin3 1T tt̄ ⇀
2
< 30 [→0.5, < 0] 1 t-tag

SRbin4 0T tt̄ ⇀
2
< 30 [0, 0.5] 0 t-tag

SRbin4 1T tt̄ ⇀
2
< 30 [0, 0.5] 1 t-tag

SRbin5 tt̄ ⇀
2
< 30 [0.5, 0.7] -

SRbin6 tt̄ ⇀
2
< 30 [0.7, 1] -

CR1 single t - - -

CR2 V+jets - - -

Table 7.7: The definition of the categories used in the analysis.

• t-tagging The DeepAK8 top tagging e”ciency is corrected in simulation with data-

to-simulation correction factors as a function of the jet pT . The related uncertainty

in each of the three pT bins is treated as an unconstrained parameter. The reason is

that the dataset in which the SFs are calculated overlaps with the signal region of

the analysis. The uncertainty a!ects both the shape and the normalization of the

final distributions.

• t-mistag rate The t-mistag rate is measured in a CR in the analysis and applied as a

SF. Its value is varied within the uncertainty to obtain the corresponding systematic

error. This uncertainty has a shape and normalization e!ect.

• Jet energy corrections The uncertainties on the jet energy scale (JES) and

resolution (JER) are obtained by varying the corrections within their uncertainties,

simultaneously for AK4 and AK8 jets, and the analysis is repeated using the modified

jet energies. The JES uncertainties depend on jet pT and η, while the JER on the

jet η. The variations of AK4 jets are propagated to the Type-I correction of p
miss

T
.

The shape and normalization of mtt̄ are a!ected by the uncertainties.

• PDFs The simulated samples are generated using PDFs from the NNPDF 3.1

set [119]. The systematic uncertainty on the choice of the PDF set is estimated by

using 100 replicas of the PDFs and constructing 100 corresponding mtt̄ distributions.

The shape variation is obtained by taking the root-mean-square (RMS) of the replicas

in each bin of the distribution with respect to the nominal distribution. To take into
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source uncertainty type

luminosity ±1.6% norm

tt̄ cross section ±20% norm

single t cross section ±50% norm

W+jets + others cross section ±50% norm

pileup reweighting ±1σ norm & shape

trigger prefiring ±1σ norm & shape

muon identification ±1σ(pT , η) norm & shape

muon reconstruction ±1σ(p, η) norm & shape

muon isolation ±1σ(pT , η) norm & shape

muon trigger ±1σ(pT , η) norm & shape

electron identification+isolation ±1σ(pT , η) norm & shape

electron reconstruction ±1σ(pT , η) norm & shape

electron trigger ±1σ(pT , η) norm & shape

b-tagging ±1σ(b-score, flavour, pT , η) norm & shape

t-tagging unconstrained norm & shape

t-mistag rate ±1σ norm & shape

PDF (signal) NNPDF 3.1 shape

PDF (backgrounds) NNPDF 3.1 shape

µR (signal) ±1σ shape

µR (backgrounds) ±1σ shape

µF (signal) ±1σ shape

µF (backgrounds) ±1σ shape

JES ±1σ(pT , η) norm & shape

JER ±1σ(η) norm & shape

Table 7.8: The list of systematic uncertainties considered in the analysis.
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account acceptance e!ects, the distributions are normalized to the cross sections and

the overall normalization variation is included in the SM production cross section

uncertainties. The PDF uncertainties are treated as uncorrelated among signal and

background processes and among all signal and control regions.

• µR and µF To the choice of the µR and µF scales used in the sample generation is

associated a shape uncertainty. Each scale is varied independently by a factor of 1/2

and 2. As in the case of the PDF uncertainty, the distributions are normalized to take

into account the acceptance and only the mtt̄ shape is a!ected. The normalization

e!ect is included in the SM cross section uncertainties. The µR and µF uncertainties

are treated as uncorrelated among signal and background processes and among all

signal and control regions.

7.8 Statistical interpretation

A statistical interpretation of the results is performed to probe the presence of a possible

signal. The statistical method used is based on the CLS method [132]. The likelihood L is

defined as:

L(µ,ω) =


i

↽
ni

i
(µ,ω)

ni!
e
→↼i(µ,ω) (7.15)

where ni is the number of observed events in each bin i of the mtt̄ distribution and ↽i is

the expected number of events, µ is the parameter of interest (POI) and ω is the vector of

nuisance parameters. The expected number of events in each bin can be expressed as:

↽i(µ,ω) = µ · Si(ω) + Bi(ω) (7.16)

with Si the number of signal events and Bi the number of background events per bin.

For the heavy Higgs boson models, the interference with SM tt̄ has to be explicitly

taken into account in the statistical analysis. This leads to the modification of the expected

number of events as:

↽i(µ,ω) = µ · SRES,i(ω) +
≃

µ · SINT,i(ω) + Bi(ω) (7.17)

where SRES and SINT are the resonant and the interference part of the signal, respectively.

In this case, the POI is identified with the 4th power of coupling strength modifier, µ = g
4
#tt̄,

with # = H/A.

The Combine tool [133] is used for the statistical analysis. A simultaneous binned

maximum-likelihood (ML) fit is performed of the mtt̄ distribution in the categories defined
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in Sec. 7.6. The systematic uncertainties described in the previous section are included as

nuisance parameters. The uncertainties that a!ect the normalization only are assigned a log-

normal prior distribution, while for the shape uncertainties a Gaussian prior distribution is

used. The statistical uncertainty is treated with a simplified version of the Barlow-Beeston

approach [134].

Optimizations for statistical analysis

While performing the statistical analysis, a set of checks has been carried out to ensure the

robustness of the fitting procedure. Some issues have been encountered during this step,

which were due to the complexity of the fit, outlined in the following.

Many signal and control regions are used simultaneously in the fit of mtt̄, which cover

very di!erent phase space regions, defined by the angular variable cos(⇀↔) and by the

possible presence of a large-radius t-tagged jet. Moreover, the extremely high mtt̄ regime

analyzed, up to several TeV, is known not to be well described by MC simulation. The

main di!erence among the considered regions was found in the data/MC agreement in the

SR1 0 t-tag, which covers the lowest bin in cos(⇀↔), from →1 to →0.7, and the resolved

regime (cf. Appendix C).

In order to allow more flexibility to the fit, the µR and µF scale uncertainties, the

PDF uncertainty and the minor backgrounds cross section uncertainties have been treated

as uncorrelated among the signal and control regions and among signal and background

processes, as described in Sec. 7.7.

Furthermore, in order to reduce the impact of large statistical fluctuations that can

a!ect the systematics templates or the background contributions, a smoothing procedure

has been applied. First, the mtt̄ distribution in the single t CR has been smoothed for the

QCD background, which shows the largest fluctuations. Secondly, the templates of the

jet energy scale, jet energy resolution and pileup variations have been smoothed using a

constant function.

Finally, the binning of the mtt̄ distributions in the SRs and CRs has been optimized.

Di!erent bin values are chosen for the 0 t-tag SRs, the 1 t-tag SR, the CR1 and the CR2,

while maintaining the same binning for all signal interpretations. The main di!erence can

be found in the 1 t-tag SRs, where the mtt̄ distribution starts at a higher value (600 GeV)

with respect to the other regions, starting at 350 GeV, close to the tt̄ production threshold.

The choice is driven by the lack of statistics at low mtt̄ in events with a t-tagged jet.

To validate the soundness of the model after the optimizations applied, a goodness-of-fit

(GOF) test has been performed; it evaluates how well the data agree with the predictions

from the simulation with a test statistics based on the saturated model [135]. In Fig. 7.23
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Figure 7.23: The GOF test for a 2 TeV Z↑ boson with 10% relative width calculated
for 250 toy data. The blue arrow shows the value of the test statistic in data.

the GOF test for a Z↑ signal with mass of 2 TeV is presented: it shows the distribution of

the test statistic f(t) for 250 generated toy data sets, while the arrow indicates the value

of the test statistic in data t0. The p-value is calculated as p =
 +inf

t=t0
f(t)dt, and in this

case a value of around 19% is obtained, indicating good compatibility.

7.9 Results

The mtt̄ distributions in the CRs are shown in Fig. 7.24 after the fit to data. They are

used in the statistical analysis to constrain the normalization and shape of the background

processes. The mtt̄ distributions in the SRs after the fit to data are presented in Figures

7.25 and 7.26. No significant deviation is observed from the SM expectation.

Upper limits at 95% CL are set on the product of cross section times branching fraction

σ(pp ↑ X) ↔ BR(X ↑ tt̄), for the Z↑ and gKK particles. The observed and expected limits

are shown in Figures 7.27-7.28 as a function of the new particle’s mass. The Z↑ bosons

are excluded with masses up to 4.3 TeV (3.8 TeV expected), 5.3 TeV (5.4 TeV expected)

and 6.7 TeV (6.7 TeV expected) for 1%, 10% and 30% relative widths, respectively. The

gKK are excluded with masses up to 4.7 TeV (4.4 TeV expected). These are the most

stringent limits to date and improve the previous CMS result [75] (see Sec. 3.3.3), which
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Figure 7.24: The mtt̄ distributions in the single t (left) and W/Z+jets (right) CRs
after the background-only fit to data. The grey area in the bottom panel corresponds
to the total uncertainty on the background prediction.

includes the combination of all three tt̄ decay channels, of up to 500 GeV. An example

of the comparison of the expected limits with the 2016 tt̄ combination is presented in

Fig. 7.29 for the Z↑ signals with 1% relative width. In general, a better sensitivity is seen

especially at low and at high masses, while for masses in the range around 1.5 → 4.5 TeV,

the sensitivity is similar. At lower masses, the great improvement is reached thanks to the

improved selections for the resolved regime, due mainly to the inclusion of low-pT , isolated

leptons. The foreseen combination with the other two tt̄ decay channels with the Run 2

dataset is expected to improve even more the exclusion limits.

Furthermore, constrains are set on the coupling strength modifiers g#tt̄ for the heavy

Higgs bosons with 2.5% relative width, shown in Fig. 7.30. The limits are presented for

the narrow signals only, while the results for broader signals (10 and 25% relative width)

are still under investigation. The reason is the non-monotonic behaviour of CLS as a

function of the parameter of interest, caused by the quartic and quadratic dependence of the

likelihood function on g#tt̄, which leads to multiple crossings of the CLS = 0.05 threshold

used to obtain the upper exclusion limits. Comparing the results with the ones from the

resolved CMS analysis [80] (cf. Sec. 3.3.3), which includes the combination of lepton+jets

and dilepton finals states, a similar sensitivity is obtained at the highest probed mtt̄ masses,

while the sensitivity at low values of mtt̄ is worse. The resolved CMS analysis [80] presents

most stringent limits in the mass range 365 → 1000 GeV, thanks to the optimization for the

resolved regime and the improved theoretical description of the SM tt̄ background. The

ATLAS result [78] extends the constrains for masses from 1000 GeV up to 1400 GeV.
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Figure 7.25: The mtt̄ distributions in the first three bins of cos(ς↔) in the tt̄ SR,
for events in the resolved (0 t-tag) and boosted (1 t-tag) categories, after the
background-only fit to data. The grey area in the bottom panel corresponds to the
total uncertainty on the background prediction.
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Figure 7.26: The mtt̄ distributions in the last three bins of cos(ς↔) in the tt̄ SR after
the background-only fit to data. In the region 0 ∝ cos(ς↔) < 0.5 (top) events are
divided in the resolved (0 t-tag) and boosted (1 t-tag) categories. The grey area in
the bottom panel corresponds to the total uncertainty on the background prediction.
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Figure 7.27: Expected and observed upper limits at 95% CL on the production cross
section times branching fraction for Z↑ bosons with 1% (upper), 10% (middle) and
30% (lower) relative widths, as a function of the Z↑ mass.
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Figure 7.28: Expected and observed upper limits at 95% CL on the production cross
section times branching fraction for gKK gluons, as a function of the gKK mass.
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Figure 7.29: Expected upper limits at 95% CL on the production cross section times
branching fraction for Z↑ bosons with 1% relative width compared to the previous
result from Ref. [75], which includes the combination of the three tt̄ decay channels.
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Figure 7.30: Expected and observed upper limits at 95% CL on the coupling strength
modifier for scalar H (upper) and pseudoscalar A (lower) Higgs bosons with 2.5%
relative width, as a function of the boson mass.
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7.10 Summary and outlook

A search has been performed for new particles decaying to top quark pairs in the lepton+jets

final state. Data collected at the center-of-mass energy of 13 TeV with the CMS experiment

at the LHC during 2016-2018 have been used, which correspond to an integrated luminosity

of 138 fb→1. The search is performed in a model-agnostic manner, to be reinterpretable in

di!erent BSM models which could manifest themselves with di!erent modification of the

mtt̄ spectrum. The signal models considered include Z↑ bosons, Kaluza-Klein gluons and

scalar H and pseudoscalar A heavy Higgs bosons. Spin-1 particles appear as resonances in

the mtt̄ spectrum, and at high masses at the multi-TeV scale the non-resonant component

becomes more and more important. A di!erent case is presented by spin-0 heavy Higgs

bosons, which interfere with the SM tt̄ background resulting in a peak-dip structure in the

tt̄ mass distribution. The search targets both the resolved and the boosted regimes, in

order to be sensitive to particles with low mass, below 1 TeV where scalar and pseudoscalar

bosons are predicted, up to several TeV, the highest masses probed in the tt̄ final state. For

the boosted regime, non-isolated leptons are considered and the hadronically decaying top

quarks are reconstructed with large-radius jets, which are t-tagged with a novel ML-based

technique. To improve the signal e”ciency with respect to the previous published results,

a DNN for event classification has been trained and applied to the analysis. The aim is

to divide all the events into a SR and two CRs, each dominated by a SM process: the

SR dominated by tt̄, the first CR dominated by single t and the second CR dominated

by V+jets processes. The CRs are used to constrain the normalization and shape of the

backgrounds processes, which are not well modelled by simulation in a highly boosted

scenario.

In the SR, the tt̄ mass distribution is binned in cos(⇀↔) to exploit the di!erence in

the spin of the new particles and the templates have been used to perform the statistical

analysis. No deviation from the SM expectation was observed and upper exclusion limits

have been placed. For spin-1 resonances observed and expected exclusion limits at 95% CL

are derived on the cross section times branching fraction for Z↑ and gKK, and the excluded

mass ranges are: 0.4 → 4.3 TeV (0.4 → 3.8 TeV expected), 0.4 → 5.3 TeV (0.4 → 5.4 TeV

expected) and 0.4 → 6.7 TeV (0.4 → 6.7 TeV expected) for Z↑ bosons with 1%, 10% and 30%

relative widths, respectively. The excluded mass range for gKK gluons is 0.5 → 4.7 TeV

(0.5 → 4.4 TeV expected). Compared to the previous CMS analysis based on 2016 data [75],

which includes the combination of the three tt̄ decay channels, a similar sensitivity is

reached for extra-wide resonances, while it improves for narrow and wide resonances of up

to 500 GeV. These results are the most stringent limits to date. Exclusion limits at 95%

CL are places on the coupling strength modifier g#tt̄ for scalar and pseudoscalar Higgs
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bosons, for masses in the range 365 → 1000 TeV and 2.5% relative width.

With the Run 3 at
≃

s = 13.6 TeV, CMS is expected to double the recorded data with

respect to Run 2. The search with Run 3 data could benefit from the larger dataset and

from the improvements presented in this thesis, namely the extension al lower masses,

sensitive to a scalar or pseudoscalar particle, the novel ML-based techniques for the top

tagging of jets and the event classification with the DNN approach. However, with the

higher instantaneous luminosity a higher PU scenario in Run 3 could impair the search,

due to a higher jet multiplicity, which would impact especially the combinatorics of the tt̄

reconstruction. The use of the PUPPI algorithm in all CMS analysis in Run 3 is the first

step towards the reduction of PU jets, also thanks to the new tune developed for PUPPI

for Run 2 UL which is the basis of the tune used in Run 3. An alternative to the 2
2

approach used for the identification of the tt̄ candidates is a fundamental development for

future iteration of the analysis. Machine-learning techniques have proven to be extremely

powerful tools and could be exploited in the tt̄ reconstruction.

Moreover, looking at the results of the spin-1 resonances, the sensitivity improves with

the mass of the probed particle only up to around 5 TeV, in particular for gKK and broad Z↑

signal (10% and 30% widths). This is due to the non-resonant component of the extremely

high mass resonances. Improvements in the reconstruction of the particles in this regime

are crucial for future analysis, as well as the study of new possible sensitive variables.
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Conclusions

The Standard Model is the most successful particle physics theory, corroborated over

decades by extremely precise measurements of its parameters and by the discovery of all

the predicted particles. Nonetheless, many open questions remain, given by shortcomings

of the theory and experimental observations in clear contradiction with the predictions.

Theories of new physics are postulated to extend the Standard Model and answer to one

or more of the open questions. Many theories Beyond the Standard Model are linked to

the top quark: being the most massive elementary particle, it is the perfect portal to new

physics at high energies. Such theories predict the existence of new heavy particles that

modify the tt̄ mass spectrum.

In this thesis a search for new heavy particles decaying to tt̄ in the lepton+jets final

state has been presented. The search is based on pp data collected during 2016-2018 by

the CMS experiment at the LHC and correspond to an integrated luminosity of 138 fb→1.

A variety of new physics models has been tested, including spin-1 resonances at multi-TeV

scale, as Z↑ bosons and gKK gluons, which present a peak in the tt̄ mass spectrum, and

spin-0 heavy Higgs bosons, scalar (H) or pseudoscalar (A). The heavy Higgs boson signals

interfere with the tt̄ production, which can be seen as the peak-dip structure in the tt̄ mass

spectrum.

Both the resolved and the boosted regimes were considered. The search in the resolved

regime has been optimized for H/A bosons at masses below 1 TeV. This regime is

characterized by isolated leptons and well separated small-radius jets. On the other hand,

in the boosted regime the decay products of the top quarks are collimated, resulting in

leptons which are close to jets, thus non-isolated, and in large-radius jets that are used to

reconstruct the hadronic decay of the top quarks. The PUPPI algorithm has been used for

both small- and large-radius jets: this is one of the few analyses in CMS to use PUPPI for

small-radius jets in Run 2. The version of the PUPPI algorithm used, PUPPI v15, has
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been developed to optimize the jet energy and p
miss

T
resolution of PUPPI jets in Run 2

and it is the starting version of the algorithm for Run 3. Given the excellent performance

of PUPPI, it is now the o”cial pileup mitigation technique in CMS for Run 3 and beyond.

The sensitivity of the search has been improved with the use of novel, machine-learning

based techniques. First, to identify the jets originating from the hadronic decay of top

quarks, the DeepAK8 tagger has been used. Moreover, to increase the signal e”ciency, a

deep neural network for event classification has been developed and applied to the analysis.

Finally, two search variables were used to probe the presence of new particles: the tt̄

mass distribution mtt̄ and the angular variable cos(⇀↔), which is sensitive to the spin of the

decaying particle. No excess over the SM expectation was found and stringent exclusion

limits have been placed for the various signal models. Upper exclusion limits have been

derived on the cross section times branching fraction for Z↑ and gKK signals. The excluded

mass ranges are: 0.4→4.3 TeV, 0.4→5.3 TeV and 0.4→6.7 TeV for Z↑ bosons with 1%, 10%

and 30% relative widths, respectively, and 0.5 → 4.7 TeV for gKK gluon. They correspond

to the most stringent limits to date for tt̄ resonances. Furthermore, exclusion limits have

been placed on the coupling strength modifiers for scalar and pseudoscalar Higgs bosons,

for masses in the range 365 → 1000 TeV and 2.5% relative width.

The results presented in the thesis will be combined with the two complementary

analyses which target the all hadronic and dileptonic decays of the tt̄ pair using the Run 2

dataset, extending even more the exclusion regions. Given the model-independent approach

used in this search, the results can be re-interpreted in many other models which predict a

deviation in the tt̄ mass distribution.
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Process
↽ ⇐ BR Number of weighted events [106]

[pb] UL16preVFP UL16postVFP UL17 UL18

tt̄ semileptonic 3.64 · 102 39046.23 42833.98 104665.74 140602.84

tt̄ all hadronic 3.80 · 102 30289.25 33636.22 72581.78 105390.93

tt̄ dileptonic 8.73 · 101 2680.29 3091.96 7545.28 10319.11

W(↓ lε)+jets, 70 < HT < 100 GeV 1.27 · 103 16.82 19.17 43.97 65.41

W(↓ lε)+jets, 100 < HT < 200 GeV 1.25 · 103 21.27 19.48 46.73 50.90

W(↓ lε)+jets, 200 < HT < 400 GeV 3.36 · 102 17.59 14.68 41.67 57.39

W(↓ lε)+jets, 400 < HT < 600 GeV 4.52 · 101 2.47 2.09 5.42 7.24

W(↓ lε)+jets, 600 < HT < 800 GeV 1.10 · 101 2.29 2.19 5.37 7.53

W(↓ lε)+jets, 800 < HT < 1200 GeV 4.94 · 100 2.49 2.06 5.06 7.14

W(↓ lε)+jets, 1200 < HT < 2500 GeV 1.16 · 100 2.07 2.06 4.86 6.43

W(↓ lε)+jets, HT > 2500 GeV 2.62 · 10↑2 0.81 0.71 1.19 2.08

DY(↓ ll)+jets, 70 < HT < 100 GeV 1.40 · 102 6.57 5.85 11.97 16.65

DY(↓ ll)+jets, 100 < HT < 200 GeV 1.40 · 102 9.45 8.25 18.46 25.63

DY(↓ ll)+jets, 200 < HT < 400 GeV 3.84 · 101 5.75 5.58 12.23 17.92

DY(↓ ll)+jets, 400 < HT < 600 GeV 5.21 · 100 2.65 2.49 5.38 8.69

DY(↓ ll)+jets, 600 < HT < 800 GeV 1.27 · 100 2.63 2.25 5.18 6.92

DY(↓ ll)+jets, 800 < HT < 1200 GeV 5.68 · 10↑1 2.39 2.32 4.41 6.49

DY(↓ ll)+jets, 1200 < HT < 2500 GeV 1.33 · 10↑1 2.12 1.97 4.68 5.95

DY(↓ ll)+jets, HT > 2500 GeV 2.98 · 10↑3 0.72 0.70 1.36 1.90

WW 7.59 · 101 15.74 15.80 15.49 15.46

WZ 2.76 · 101 7.91 7.54 7.79 7.87

ZZ 1.21 · 101 1.28 1.15 2.71 3.50

single t/t̄ s-channel 3.36 · 100 19.34 19.26 48.68 67.08

single t t-channel 1.36 · 102 5839.19 6550.10 13637.10 18666.37

single t̄ t-channel 8.10 · 101 1951.75 1917.63 4382.09 6065.21

single t tW-channel 1.95 · 101 106.90 106.20 269.09 353.99

single t̄ tW-channel 1.95 · 101 100.96 115.72 268.79 347.37

QCD, 50 < HT < 100 GeV 1.86 · 108 35.73 11.08 26.03 38.23

QCD, 100 < HT < 200 GeV 2.36 · 107 65.50 72.64 53.30 82.21

QCD, 200 < HT < 300 GeV 1.55 · 106 17.97 42.72 42.32 56.30

QCD, 300 < HT < 500 GeV 3.24 · 105 13.59 45.50 42.91 60.99

QCD, 500 < HT < 700 GeV 3.03 · 104 55.50 15.07 35.75 48.64

QCD, 700 < HT < 1000 GeV 6.44 · 103 15.24 13.72 33.65 47.93

QCD, 1000 < HT < 1500 GeV 1.12 · 103 13.56 12.42 10.14 14.24

QCD, 1500 < HT < 2000 GeV 1.08 · 102 9.66 9.24 7.53 10.75

QCD, HT > 2000 GeV 2.20 · 101 4.83 4.84 4.09 5.28

Table A.1: List of SM simulated samples used in the analysis. The cross section of
each process in given in pb. The weighted number of generated events is given for
each data-taking period.
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MZ→ [GeV] ↽ [pb] Number of weighted events

($/m = 1%) UL16preVFP UL16postVFP UL17 UL18

400 2.54 ·101 545137 570127 195849 200177

500 2.56 ·101 537434 526301 188083 191959

600 1.78 ·101 509112 510991 198225 190965

700 1.17 ·101 444498 444141 197226 199814

800 7.73 ·100 425095 474239 193169 191956

900 5.16 ·100 463051 461916 199844 197077

1000 3.53 ·100 428524 449628 167704 201398

1200 1.74 ·100 464061 497321 195613 198217

1400 9.03 ·10↑1 481700 548913 208708 217763

1600 5.0 ·10↑1 534876 548012 219802 207930

1800 2.83 ·10↑1 495243 533048 208252 203473

2000 1.66 ·10↑1 457884 527279 211425 196868

2500 4.70 ·10↑2 456081 508484 203518 201970

3000 1.49 ·10↑2 482947 490008 192535 171190

3500 5.09 ·10↑3 466444 426819 189565 187591

4000 1.90 ·10↑3 422942 429056 184083 184021

4500 7.64 ·10↑4 413509 417527 174039 179341

5000 3.22 ·10↑4 109600 90300 191207 193733

6000 6.06 ·10↑5 107673 91498 202610 192170

7000 1.15 ·10↑5 107295 89723 192854 197279

8000 1.81 ·10↑6 105321 89233 191551 170678

9000 1.93 ·10↑7 106005 91144 182122 201986

Table A.2: List of Z↑ signal samples with $/m = 1% used in the analysis. The
cross section ↼ in given in pb. The number of generated events is given for each
data-taking period.
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MZ→ [GeV] ↽ [pb] Number of weighted events

($/m = 10%) UL16preVFP UL16postVFP UL17 UL18

400 2.45 ·100 201986 206000 473000 482000

500 2.44 ·100 246000 205000 491000 500000

600 1.74 ·100 244000 230000 494000 467000

700 1.16 ·100 270000 230000 500000 464000

800 7.75 ·10↑1 266000 230000 434000 482000

900 5.25 ·10↑1 246000 230000 500000 428000

1000 3.62 ·10↑1 270000 206000 452000 488000

1200 1.82 ·10↑1 270000 230000 464000 455000

1400 9.68 ·10↑2 262000 197000 488000 467000

1600 5.40 ·10↑2 246000 230000 470000 456000

1800 3.15 ·10↑2 264000 230000 464000 458000

2000 1.90 ·10↑2 270000 230000 473000 500000

2500 5.91 ·10↑3 267000 230000 462000 476000

3000 2.11 ·10↑3 270000 230000 467000 470000

3500 8.53 ·10↑4 246000 182000 500000 452000

4000 3.89 ·10↑4 267000 202000 500000 476000

4500 1.97 ·10↑4 270000 230000 497000 497000

5000 1.08 ·10↑4 108000 72000 188000 194000

6000 4.16 ·10↑5 88000 92000 192000 200000

7000 1.93 ·10↑5 98000 92000 200000 200000

8000 1.05 ·10↑5 84000 90000 166000 200000

9000 6.30 ·10↑6 108000 72000 200000 194000

Table A.3: List of Z↑ signal samples with $/m = 10% used in the analysis. The
cross section ↼ in given in pb. The number of generated events is given for each
data-taking period.
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MZ→ [GeV] ↽ [pb] Number of weighted events

($/m = 30%) UL16preVFP UL16postVFP UL17 UL18

400 7.35 ·10↑1 270000 230000 476000 482000

500 6.74 ·10↑1 270000 182000 446000 485000

600 4.84 ·10↑1 270000 228000 452000 497000

700 3.29 ·10↑1 270000 230000 500000 494000

800 2.24 ·10↑1 246000 230000 452000 500000

900 1.54 ·10↑1 267000 225000 437000 407000

1000 1.08 ·10↑1 244000 229000 500000 363000

1200 5.61 ·10↑2 246000 228000 452000 465000

1400 3.08 ·10↑2 270000 230000 481000 452000

1600 1.78 ·10↑2 228000 230000 497000 476000

1800 1.07 ·10↑2 256000 228000 486000 476000

2000 6.69 ·10↑3 249000 230000 476000 500000

2500 2.34 ·10↑3 247000 206000 455000 465000

3000 9.52 ·10↑4 270000 230000 464000 408000

3500 4.40 ·10↑4 270000 221000 500000 476000

4000 2.27 ·10↑4 246000 228000 500000 500000

4500 1.28 ·10↑4 268000 230000 473000 500000

5000 7.69 ·10↑5 108000 88000 200000 200000

6000 3.30 ·10↑5 108000 90000 200000 200000

7000 1.68 ·10↑5 108000 86000 200000 200000

8000 9.52 ·10↑6 108000 92000 200000 197000

9000 5.78 ·10↑6 108000 92000 176000 194000

Table A.4: List of Z↑ signal samples with $/m = 30% used in the analysis. The
cross section ↼ in given in pb. The number of generated events is given for each
data-taking period.

MgKK [GeV] ↽ [pb] Number of weighted events

($/m ⇒ m/6) UL16preVFP UL16postVFP UL17 UL18

500 2.93 ·102 235000 200000 500000 500000

1000 2.10 ·101 244000 250000 485000 479000

1500 3.69 ·100 240000 228000 500000 500000

2000 9.37 ·10↑1 250000 208000 494000 494000

2500 3.05 ·10↑1 213000 196000 497000 488000

3000 1.17 ·10↑1 241000 248000 500000 500000

3500 5.18 ·10↑2 226000 250000 494000 500000

4000 2.55 ·10↑2 250000 239000 473000 484000

4500 1.42 ·10↑2 250000 249000 440000 479000

5000 8.47 ·10↑3 250000 234000 500000 476000

5500 5.55 ·10↑3 214000 248000 494000 479000

6000 3.82 ·10↑3 250000 242000 476000 431000

Table A.5: List of gKK signal samples used in the analysis. The cross section ↼ in
given in pb. The number of generated events is given for each data-taking period.
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MH [GeV] type ↽ [pb] Number of weighted events

($/m = 2.5%) UL16preVFP UL16postVFP UL17 UL18

365
res 2.02 ·10↑1 44001 45491 86586 80113

int -1.09 ·100 -243892 -244752 -455312 -464474

400
res 5.48 ·10↑1 110433 119834 241956 221418

int -1.08 ·100 -217545 -244155 -407172 -381995

500
res 7.71 ·10↑1 174249 174337 348465 345675

int -4.74 ·10↑1 -98109 -110955 -198807 -199995

600
res 5.06 ·10↑1 112831 114780 207171 202687

int -1.33 ·10↑1 -28958 -33768 -57695 -54322

800
res 1.58 ·10↑1 34413 35825 56638 68839

int 4.79 ·10↑2 10449 10966 20316 18754

1000
res 5.01 ·10↑2 9174 11358 22709 22164

int 6.00 ·10↑2 13776 13125 24490 23711

Table A.6: List of scalar Higgs boson (H) signal samples with $/m = 2.5% used in
the analysis. The signals are split into resonant and interference parts. The cross
section of each process in given, together with the weighted number of generated
events for each data-taking period.

MH [GeV] type ↽ [pb] Number of weighted events

($/m = 10%) UL16preVFP UL16postVFP UL17 UL18

365
res 7.34 ·10↑2 16270 16550 32683 33073

int -9.42 ·10↑1 -190509 -210240 -421756 -381134

400
res 1.35 ·10↑1 30319 30309 54844 57476

int -9.36 ·10↑1 -211992 -212560 -404689 -416738

500
res 1.73 ·10↑1 39022 38889 77994 70544

int -4.67 ·10↑1 -107012 -109145 -212459 -205383

600
res 1.16 ·10↑1 26205 26194 52100 51118

int -1.60 ·10↑1 -37050 -38853 -70831 -68068

800
res 3.82 ·10↑2 8642 8644 17187 16460

int 2.35 ·10↑2 4014 3860 8654 9065

1000
res 1.28 ·10↑2 2894 2894 5509 4920

int 4.53 ·10↑2 8761 9822 19996 19102

Table A.7: List of scalar Higgs boson (H) signal samples with $/m = 10% used in
the analysis. The signals are split into resonant and interference parts. The cross
section of each process in given, together with the weighted number of generated
events for each data-taking period.
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MH [GeV] type ↽ [pb] Number of weighted events

($/m = 25%) UL16preVFP UL16postVFP UL17 UL18

365
res 3.99 ·10↑2 8436 9012 17016 17629

int -7.62 ·10↑1 -170319 -171810 -327978 -339091

400
res 5.31 ·10↑2 11974 4893 23944 21670

int -7.43 ·10↑1 -158972 -168692 -270072 -296150

500
res 5.71 ·10↑2 12708 12912 25484 24569

int -4.27 ·10↑1 -88237 -97902 -141874 -165434

600
res 3.89 ·10↑2 8736 8800 14220 16750

int -1.88 ·10↑1 -43744 -44497 -73627 -68137

800
res 1.39 ·10↑2 2788 3127 5951 5928

int -1.47 ·10↑2 -3450 -4075 -7511 -6125

1000
res 5.04 ·10↑3 1114 1115 2174 2284

int 1.95 ·10↑2 3947 3867 8503 7327

Table A.8: List of scalar Higgs boson (H) signal samples with $/m = 25% used in
the analysis. The signals are split into resonant and interference parts. The cross
section of each process in given, together with the weighted number of generated
events for each data-taking period.

MA [GeV] type ↽ [pb] Number of weighted events

($/m = 2.5%) UL16preVFP UL16postVFP UL17 UL18

365
res 5.87 ·100 1188521 1303406 2357012 2607046

int -6.09 ·100 -1382652 -1390763 -1779358 - 2770825

400
res 6.04 ·100 1274403 1345760 2646386 2380828

int -3.72 ·100 -772319 -839949 -1483967 -1576405

500
res 2.86 ·100 647811 648334 1256146 1295688

int -7.87 ·10↑1 -183156 -195531 -374396 -358622

600
res 1.24 ·100 278598 280878 450471 534780

int -2.81 ·10↑2 -5320 -10244 -13291 -22172

800
res 2.74 ·10↑1 62120 29574 119062 124293

int 2.08 ·10↑1 47686 46310 78433 83393

1000
res 7.54 ·10↑2 16832 16626 34006 31350

int 1.76 ·10↑1 39880 39098 74684 77868

Table A.9: List of pseudoscalar Higgs boson (A) signal samples with $/m = 2.5%
used in the analysis. The signals are split into resonant and interference parts. The
cross section of each process in given, together with the weighted number of generated
events for each data-taking period.
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MA [GeV] type ↽ [pb] Number of weighted events

($/m = 10%) UL16preVFP UL16postVFP UL17 UL18

365
res 1.19 ·100 256295 145074 523391 529368

int -4.93 ·100 -1112973 -1117514 -2090114 -2171094

400
res 1.28 ·100 288659 286415 574028 546129

int -3.44 ·100 -786867 -789101 -1428088 1579689

500
res 6.61 ·10↑1 149616 149630 284804 296687

int -9.37 ·10↑1 -219111 -227202 -421949 394355

600
res 2.99 ·10↑1 60298 67583 135700 134971

int -1.67 ·10↑1 -37340 -44194 -79016 -81901

800
res 7.10 ·10↑2 16088 16094 32174 31988

int 1.35 ·10↑1 29431 28100 58928 60225

1000
res 2.09 ·10↑2 4745 4748 9039 9207

int 1.37 ·10↑1 30484 30112 60562 60547

Table A.10: List of pseudoscalar Higgs boson (A) signal samples with $/m = 10%
used in the analysis. The signals are split into resonant and interference parts. The
cross section of each process in given, together with the weighted number of generated
events for each data-taking period.

MA [GeV] type ↽ [pb] Number of weighted events

($/m = 25%) UL16preVFP UL16postVFP UL17 UL18

365
res 3.84 ·10↑1 64681 82251 157752 163270

int 3.51 ·100 -717781 -795880 -1357976 -1358396

400
res 3.93 ·10↑1 73648 88492 168613 151476

int 2.81 ·100 -639506 -643623 -1002534 -1154813

500
res 2.23 ·10↑1 50395 50203 91091 91719

int -1.06 ·100 -195455 -246767 -417111 -394124

600
res 1.08 ·10↑1 21998 23560 46447 44068

int -3.55 ·10↑1 -67339 -77251 -141218 -141738

800
res 2.87 ·10↑2 6505 6501 12385 12387

int 1.32·10↑2 2077 1220 2981 3543

1000
res 9.36·10↑3 1916 2069 3817 4039

int 6.31·10↑2 11379 13722 25293 23694

Table A.11: List of pseudoscalar Higgs boson (A) signal samples with $/m = 25%
used in the analysis. The signals are split into resonant and interference parts. The
cross section of each process in given, together with the weighted number of generated
events for each data-taking period.
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Deep neural network input

variables

B.1 Distributions of the DNN input variables for

the µ+jets channel
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Figure B.1: The distributions of p miss
T

, µ, number of jets and first AK4 jet for the
µ+jets channel used as inputs to the DNN described in Sec.7.5. The grey band
represents the statistical uncertainty.
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Appendix B. Deep neural network input variables
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Figure B.2: The distributions of the first, second and third AK4 jet for the µ+jets
channel used as inputs to the DNN described in Sec.7.5. The grey band represents
the statistical uncertainty.
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Figure B.3: The distributions of the third, fourth and fifth AK4 jet for the µ+jets
channel used as inputs to the DNN described in Sec.7.5. The grey band represents
the statistical uncertainty.
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Figure B.4: The distributions of the fifth AK4 jet and the first AK8 jet for the
µ+jets channel used as inputs to the DNN described in Sec.7.5. The grey band
represents the statistical uncertainty.
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Figure B.5: The distributions of the second and third AK8 jet for the µ+jets channel
used as inputs to the DNN described in Sec.7.5. The grey band represents the
statistical uncertainty.
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B.2 Distributions of the DNN input variables for

the e+jets channel
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Figure B.6: The distributions of p miss
T

, e, number of jets and first AK4 jet for the
e+jets channel used as inputs to the DNN described in Sec.7.5. The grey band
represents the statistical uncertainty.
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Appendix B. Deep neural network input variables
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Figure B.7: The distributions of the first, second and third AK4 jet for the e+jets
channel used as inputs to the DNN described in Sec.7.5. The grey band represents
the statistical uncertainty.
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Appendix B. Deep neural network input variables
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Figure B.8: The distributions of the third, fourth and fifth AK4 jet for the e+jets
channel used as inputs to the DNN described in Sec.7.5. The grey band represents
the statistical uncertainty.
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Appendix B. Deep neural network input variables
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Figure B.9: The distributions of the fifth AK4 jet and the first AK8 jet for the
e+jets channel used as inputs to the DNN described in Sec.7.5. The grey band
represents the statistical uncertainty.
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Appendix B. Deep neural network input variables
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Figure B.10: The distributions of the second and third AK8 jet for the e+jets
channel used as inputs to the DNN described in Sec.7.5. The grey band represents
the statistical uncertainty.
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Appendix C

mtt̄ pre-fit distributions

The mtt̄ distributions are shown in Fig. C.1 for the control regions and in Figures C.2-C.3

for the signal regions before the fit to data.
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Figure C.1: The mtt̄ distributions in the single t (left) and W/Z+jets (right) CR
before the fit to data. The grey area in the bottom panel corresponds to the total
uncertainty on the background prediction.
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Figure C.2: The mtt̄ distributions in the first three bins of cos(ς↔) in the tt̄ SR, for
events in the resolved (0 t-tag) and boosted (1 t-tag) categories, before the fit to
data. The grey area in the bottom panel corresponds to the total uncertainty on the
background prediction.
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Figure C.3: The mtt̄ distributions in the last three bins of cos(ς↔) in the tt̄ SR before
the fit to data. In the region 0 ∝ cos(ς↔) < 0.5 (top) events are divided in the
resolved (0 t-tag) and boosted (1 t-tag) categories. The grey area in the bottom
panel corresponds to the total uncertainty on the background prediction.
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accélérateurs du CERN - Août 2018”. https://cds.cern.ch/record/2636343,

2018.

[83] CMS Collaboration, “CMS Luminosity - Public Results”.

https://twiki.cern.ch/twiki/bin/view/CMSPublic/LumiPublicResults.

[84] T. Sakuma and T. McCauley, “Detector and Event Visualization with SketchUp at

the CMS Experiment”, J. Phys. Conf. Ser. 513 (2014), no. 2, 022032,

doi:10.1088/1742-6596/513/2/022032.

[85] CMS Collaboration, “The CMS experiment at the CERN LHC”, JINST 3 (2008),

no. 08, S08004, doi:10.1088/1748-0221/3/08/S08004.

[86] CMS Collaboration, “CMS Physics: Technical Design Report Volume 1: Detector

Performance and Software”, Technical Report CERN-LHCC-2006-001,

CMS-TDR-8-1, (2006).

[87] CMS Collaboration, “Description and performance of track and primary-vertex

reconstruction with the CMS tracker”, JINST 9 (2014) P10009,

doi:10.1088/1748-0221/9/10/P10009.

[88] CMS Collaboration, “Particle-flow reconstruction and global event description with

the CMS detector”, JINST 12 (2017), no. 10, P10003–P10003,

doi:10.1088/1748-0221/12/10/p10003.

[89] CMS HCAL/ECAL Collaborations, “The CMS barrel calorimeter response to

particle beams from 2 to 350 GeV/c”, Eur. Phys. J. C 61 (2009), no. 2, 353–356,

doi:10.1140/epjc/s10052-009-1024-0.

[90] W. Adam, B. Mangano, T. Speer et al., “Track Reconstruction in the CMS tracker”,

Technical Report CMS-NOTE-2006-041, (2006).

[91] CMS Collaboration, “Pileup mitigation at CMS in 13 TeV data”, JINST 15

(2020), no. 09, P09018–P09018, doi:10.1088/1748-0221/15/09/p09018.

[92] CMS Collaboration, “Description and performance of track and primary-vertex

reconstruction with the CMS tracker”, JINST 9 (2014), no. 10, P10009–P10009,

doi:10.1088/1748-0221/9/10/p10009.

168

http://dx.doi.org/10.1088/1748-0221/3/08/S08001
https://cds.cern.ch/record/2636343
https://twiki.cern.ch/twiki/bin/view/CMSPublic/LumiPublicResults
http://dx.doi.org/10.1088/1742-6596/513/2/022032
http://dx.doi.org/10.1088/1748-0221/3/08/S08004
http://dx.doi.org/10.1088/1748-0221/9/10/P10009
http://dx.doi.org/10.1088/1748-0221/12/10/p10003
http://dx.doi.org/10.1140/epjc/s10052-009-1024-0
http://dx.doi.org/10.1088/1748-0221/15/09/p09018
http://dx.doi.org/10.1088/1748-0221/9/10/p10009


Bibliography

[93] K. Rose, “Deterministic annealing for clustering, compression, classification,

regression, and related optimization problems”, IEEE Proc. 86 (1998), no. 11,

2210–2239, doi:10.1109/5.726788.
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