
Search for pair production of heavy
particles decaying to a top quark
and a gluon and development of

ML-based L1 trigger strategies at
the CMS experiment

Dissertation
zur Erlangung des Doktorgrades
an der Fakultät für Mathematik,

Informatik und Naturwissenschaften
Fachbereich Physik

der Universität Hamburg

vorgelegt von

Finn Jonathan Labe

Hamburg
2024



Gutacher/innen der Dissertation: Prof. Dr. Johannes Haller
Prof. Dr. Christian Schwanenberger

Zusammensetzung der Prof. Dr. Günter Sigl
Prüfungskommision: Prof. Dr. Johannes Haller

Prof. Dr. Christian Schwanenberger
Dr. Roman Kogler
Prof. Dr. Konstantinos Nikolopoulos

Vorsitzende/r der Prof. Dr. Günter Sigl
Prüfungskommission:

Datum der Disputation: 09.05.2025

Vorsitzender des Fach- Prof. Dr. Wolfgang J. Parak
Promotionsausschusses Physik:

Leiter des Fachbereichs Physik: Prof. Dr. Markus Drescher

Dekan der Fakultät MIN: Prof. Dr.-Ing. Norbert Ritter



ZUSAMMENFASSUNG

In dieser Arbeit präsentiere ich eine Suche nach einer potentiellen Signatur neuer
Physik: der Existenz einer Resonanz t∗, die in ein Top-Quark und ein Gluon zerfällt.
Ich verwende 138 fb−1 an Daten von Proton-Proton Kollisionen, die mit dem Com-
pact Muon Solenoid (CMS) Detektor am Large Hadron Collider (LHC) gemessen
wurden. Ich analysiere Ereignisse mit einem Lepton, Jets und fehlendem transver-
salen Impuls und reichere potentielle Signal-Ereignisse mithilfe eines Deep Neural
Networks (DNN) an. Ich nutze eine aktive, zweistufige Dekorrelationsprozedur um
sicherzustellen, dass das DNN unabhängig von der sensitiven Variable ST der Suche
ist. Diese ist als skalare Impulssumme aller betrachteten Objekte definiert. Ich
analysiere ST -Verteilungen auf der Suche nach Paarproduktion von t∗ mit Spin-1

2

oder Spin-3
2
. Meine Resultate stimmen mit den Vorhersagen des Standardmod-

elles überein, so kann ich die Paarproduktion von t∗ mit Spin-1
2
, je nach Masse

des t∗, für Wirkungsquerschnitte zwischen 120 fb für mt∗ = 700GeV und 0.8 fb für
mt∗ = 3000GeV ausschließen. Für ein t∗ mit Spin-3

2
liegen die Ausschlussgrenzen

zwischen 15 fb für mt∗ = 700GeV und 1.0 fb für mt∗ = 2750GeV. Unter der An-
nahme, dass alle t∗ als t∗ → tg zerfallen, kann die Existenz eines t∗ unterhalb einer
Masse von 1050GeV für Spin-1

2
bzw. 1700GeV für Spin-3

2
ausgeschlossen werden.

Dies sind die bisher stringentesten Ausschlussgrenzen für dieses Teilchen.
In einem zweiten Teil präsentiere ich die Entwicklung von Algorithmen für den
Level-1 Trigger (L1T) von CMS, die mithilfe von maschinellem Lernen versuchen
eine Verbesserung gegenüber aktuellen Algorithmen zu erzielen. Aufgrund der hohen
Kollisionsrate in CMS und den daraus resultierenden immensen Datenströmen muss
der L1T mit einer Rate von 40MHz entscheiden, ob ein Ereignis gespeichert wird.
Insbesondere in Hinblick auf die zukünftige ”High-Luminosity”-Phase des LHC sind
solche neuartigen Techniken unabdingbar für CMS, um die Effektivität des Trigger-
systems zu gewährleisten. Ich führe Studien zur Optimierung, Hardwareintegration
und Nutzung eines Triggers, der auf einem Neuronalen Netz basiert durch. Ich
zeige, dass Ereignisse des Prozesses HH → bbWW , die ein einzelnes Muon en-
thalten, mithilfe eines kleinen neuronalen Netzwerkes effektiver selektiert werden
können als mit klassischen Algorithmen. Ich demonstriere, dass dieses Netzwerk in
die Hardware des L1T von CMS integriert werden kann.
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ABSTRACT

In this thesis, I present a search for a potential signature of new physics: the existence
of a new resonance t∗, characterized by its decay into a top quark and a gluon. I
use 138 fb−1 of proton-proton collision events gathered with the Compact Muon
Solenoid (CMS) experiment at the Large Hadron Collider (LHC). I analyze events
with a single lepton, multiple jets, and missing transverse momentum and enrich
potential signal events using a deep neural network (DNN). I utilize an an active,
two-step decorrelation procedure to ensure that the DNN is independent of the
sensitive variable ST of the search. This variable is defined as a scalar energy sum of
all considered objects. I analyze distributions of ST in search for pair production of
t∗ with either spin-1

2
or spin-3

2
. The results agree with Standard Model predictions.

Therefore, I set exclusion limits on the production cross section of t∗. In the spin-1
2

case, these are between 120 fb for mt∗ = 700GeV and 0.8 fb for mt∗ = 3000GeV.
For t∗ with spin-3

2
, the exclusion limits are between 15 fb for mt∗ = 700GeV and

1.0 fb for mt∗ = 2750GeV. Assuming all t∗ decay as t∗ → tg, I exclude the existence
of t∗ below a mass of 1050GeV for spin-1

2
and 1700GeV for spin-3

2
. These are the

most stringent exclusion limits for this particle to date.
In a second part, I present the development of algorithms for the Level-1 trigger
(L1T) of CMS, which utilize machine learning to improve on currently used algo-
rithms. Due to the high collision rate in CMS and the resulting immense data
streams, the L1T needs to decide whether to store or discard an event at a rate
of 40MHz. Especially towards the high-luminosity phase of the LHC, novel tech-
niques will be crucial for CMS to ensure optimal performance of the trigger system.
I present studies on the optimization, hardware integration and usage of a trig-
ger based on a neural network. I show that events of a HH → bbWW (single
muon) process can be selected more effectively than with classical algorithms using
a lightweight neural network. I demonstrate that this network can be integrated
into the hardware of the CMS L1T.
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LIST OF OWN CONTRIBUTIONS

This thesis gives an overview on my high energy particle physics research. To put
it into a cohesive context, I add other information, such as on the theoretical back-
ground or experimental setup. All publicly available information is cited from the
appropriate sources, including publications of the specific work I present in this the-
sis. Additionally, in this section, I give a summary of my personal contributions to
all presented information.

Search for pair production of t∗

I was the primary analyzer of the search that I document in chapter 5, which was
published in [1]. I presented the results as part of a summary presentation at
ICHEP2024 [2], and composed proceedings on that presentation [3]. A tabulated
form of the analysis results is available as a HEPData entry in [4]. Preliminary
studies on the general analysis strategy were presented in my master’s thesis [5],
based on which I worked on the following items:

• Managing the generation of simulated signal samples for the analysis and
studying the difference between spin-1

2
and spin-3

2
t∗ pair production in them.

• Optimization of the cut-based selection steps.
• Optimization of the DNN-based signal discrimination and developing its two-

step decorrelation.
• Implementing a data-driven background estimation strategy for non-t back-

ground sources.
• Including many centrally derived corrections and scale factors in the analysis.
• Calculating electron trigger and b-tagging yield scale factors specific to the

analysis.
• Accounting for all relevant systematic uncertainties and performing the sta-

tistical analysis, including statistical tests and the step by step unblinding of
the signal region.

• Managing the collaborative work within CMS and the internal review:
– Regular exchange with other groups working on t∗ searches.
– Regular presentations of the analysis status in the CMS B2G subgroup.
– Writing analysis documentation for internal review.
– Writing and editing the analysis publication draft.
– Presenting the analysis for internal pre-approval and approval.
– Managing the communication with the analysis review committee and

publication committee during the internal review.
• Answering referee comments during peer review after submitting the publica-

tion to the European Physical Journal C.

The analysis was primarily supervised by Dr. Roman Kogler. I supervised a bache-
lor’s thesis performing studies on t∗ decaying to a t quark and a photon [6].
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Development of ML-based L1T algorithms
As part of a team of researchers, I worked on the development of ML-based L1T
seeds, the results of which are presented in chapter 6. I participated in this project
since its beginning and worked on the following items:

• Initial conceptualization and feasibility studies of supervised NNs in the L1T.
• Planning and implementation of a computing framework for ML-based L1

trigger development and evaluation, used by multiple other people within and
outside of the (Universität Hamburg) UHH group.

• Optimization of a L1 NN targeting the HH → bbWW (single muon) process.
• Integration of a L1 NN in the L1T hardware, tested during 2023 data taking.
• Integration of a L1 NN in two different offline analysis frameworks, including

preparation of samples containing the relevant L1 objects:
– UHH2 [7], a framework for analyzing Run 2 data implemented in C++.
– columnflow [8], a python-based framework for analysis of Run 3 data.

• Studies on the HLT usage of L1 NNs, the effect on offline analysis, and effi-
ciency measurement approaches.

The team was led by Dr. Artur Lobanov. In the context of this work I supervised
two master’s theses, which are accessible in [9, 10], and one bachelor’s thesis [11].

Other work
Aside from these two main projects, my tasks included other contributions to the
CMS Collaboration, which I list below:

• For about two years, I served as trigger contact for the B2G subgroup. In
this position, I managed the communication between the B2G and trigger
subgroups, and provided expertise about trigger usage and development to
physics analyses in B2G. Specifics of the work included:

– Regular presentations in B2G and trigger subgroup meetings.
– Reviewing B2G analyses on proper trigger usage during internal review.
– Implementing and updating data quality monitoring and release valida-

tion code for B2G triggers, as documented in section 3.2.3.4.
– Monitoring the performance of B2G triggers during Run 3 data taking,

as documented in section 3.2.3.4 for new soft drop mass triggers. These
results are published in [12].

• I developed a web-based software release validation tool for HLT paths un-
der the supervision of Dr. Sam Harper, which is briefly introduced in section
3.2.3.4.

• As part of the shift crew, I contributed to CMS operation as trigger shifter,
monitoring the trigger performance during data taking and updating prescales
when necessary.

• I presented various aspects of my work at several conferences, including the
yearly meeting of the German Physical Society, yearly meeting of german
CMS groups, as well as different CMS-internal and national workshops and
meetings.
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CHAPTER 1

INTRODUCTION

Our knowledge about elementary particles, the fundamental building blocks of the
universe, is constantly increasing. The first truly elemental particle was found with
the discovery of the electron through cathode rays in 1897 [13], which also was the
first sub-atomic particle discovered. Research continued with the discovery of the
atomic nucleus in the Rutherford scattering experiments in 1911 [14], and the fact
that it is composed from protons (in 1919 [15]) and neutrons (in 1932 [16]). Following
discoveries of the muon in 1936 [17] and many other subatomic particles, the proton
and neutron proved to not be truly fundamental: a substructure was proposed in
form of the quark model in 1964 [18–20] and discovered in deep inelastic scattering
experiments in 1969 [21, 22]. This discovery of the up-, down- and strange-quarks
was followed by the charm quark in form of its bound state J/ψ [23, 24] in 1974.
Many more findings were made to form the currently accepted model of elementary
particles: the Standard Model (SM) of particle physics. A third lepton generation
was discovered with the tau lepton around 1975 [25], and a third quark generation in
form of the bottom quark in 1977 [26] and the top quark in 1995 [27, 28]. Interaction
bosons were found as well: The gluon was discovered in three-jet events in 1978 [29]
by the PLUTO experiment in Hamburg. Furthermore, the W and Z bosons were
discovered in 1983 [30–33]. Most notably, the last missing piece of the theory was
obtained with the discovery of the Higgs boson in 2012 [34–36] at CERN.
The SM, while being exceptionally successful in its prediction of particle and in-
teraction properties, is not the ultimate model of reality, as it it known to have
deficiencies. I outline the SM and its particle content, and motivate a range of the-
ories proposing physics beyond the SM, in chapter 2. Many of these theories can
be studied by trying to discover new elementary particles they predict. I investi-
gate one of these potential new particles, labeled t∗ and characterized by its decay
t∗ → tg. To probe for its existence, I use proton-proton collision data gathered by
the Compact Muon Solenoid (CMS) [37] experiment at the CERN Large Hadron
Collider (LHC). After an introduction to the experimental setup in chapter 3 and
a description of computing methods in chapter 4, I analyze data gathered between
2016 and 2018 in chapter 5.
Studies on elementary particles and their interactions will also continue in the future,
with more and more data being produced at the LHC. This requires the continuous
development of various aspects of the CMS detector. In chapter 6, I perform studies
towards the usage of machine-learning based algorithms in the very first layer of the
CMS trigger system. Implemented in hardware on field programmable gate arrays,
this system accepts or rejects proton-proton collision data in real time at a rate of
about 40MHz. It is used to handle the immense amount of data produced by CMS
and ensures that optimal data is available for analysis.
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CHAPTER 2

THEORY

In order to research elementary particles, it is crucial to formulate a mathematical
description able to make predictions on their properties and behavior, which can then
be compared to experimental observations. This underlying mathematical formalism
of particle physics is introduced in this chapter. Starting with the Standard Model
of particle physics in section 2.1, I present a description of the currently known
elementary particles and their interactions. Then, I outline the shortcomings of the
theory, and potential solutions in the form of physics models beyond the Standard
Model, in section 2.2.

2.1 The Standard Model of particle physics

The Standard Model of particle physics (SM) describes our current knowledge of
the properties and interactions of all known elementary particles. It follows the
formalism of a quantum field theory (QFT), describing quantum wave fields where
particles are represented by quantum excitations of those fields. Below, I introduce
the fundamental forces, the elementary particles themselves, and their mathematical
description. All information in this section is based on [38] and [39], unless otherwise
noted.

2.1.1 Fundamental forces

Four fundamental forces are known, of which three are described by the SM: the
electromagnetic, weak and strong interactions. The fourth force is gravity, which is
not included in the SM. For each force, there is a corresponding charge: the electric
charge of the electromagnetic interaction, the weak charge and weak isospin of the
weak interaction and the color charge of the strong interaction. Forces only act
on particles that have a non-zero value of the specific charge corresponding to that
force. In the SM, these interactions are described as an exchange of a mediator
particle.

2.1.2 Elementary particles

Figure 2.1 shows all particles known to the SM, uniquely characterized and grouped
by their mass, charges and spin. Notably, for each particle, a corresponding an-
tiparticle exists. An antiparticle has the same properties as its regular counterpart,
except for all charges being inverted. In some cases, like for the photon, this results
in an antiparticle that is identical to the particle: the photon is its own antiparticle.
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Section 2.1: The Standard Model of particle physics
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Figure 2.1: Overview of the particle content described by the SM. Split into fermions
and bosons, the mass, electric charge and spin of all particles is given (following the
2019 update of [40]). Fermions are split into quarks and leptons, and bosons into
gauge and scalar bosons. Brown rectangles indicate which particles can interact with
each other (excluding the Higgs boson, which interacts with all massive particles).
Taken from [41].

2.1.2.1 Fermions

With half-digit spin, fermions make up the majority of the SMs particle content.
All of them have non-zero weak isospin and weak charge, allowing them to interact
via the weak interaction. They are grouped into three so-called generations, and
are further divided into quarks and leptons: quarks, massive particles carrying color
charge, can interact via the strong interaction, whereas leptons can not. In order
of increasing masses, the quarks are the up quark (u), the down quark (d), the
strange quark (s), the charm quark (c), the bottom quark (b) and the top quark
(t). With a mass of about 173GeV, the t quark is the heaviest fundamental particle
known to the SM. All quarks have non-zero electric charge and can thus interact
electromagnetically. The other six fermions are the electron (e), muon (µ) and tau
(τ), and a corresponding neutrino (νe, νµ and ντ ) for each of them. Electron, muon
and tau are massive, whereas the three neutrinos are massless in the SM. Similarly,
the neutrinos do not carry electric charge, whereas the electron, muon and tau do.

2.1.2.2 Bosons

Bosons have integer spins, and can be subdivided into two groups differentiating
spin-1 and spin-0 particles. With spin-1, the gauge bosons are the mediator particles
of the elementary forces. The photon (γ) mediates the electromagnetic interaction,
is massless and carries no charges. In contrast, the W and Z bosons, mediators of
the weak interaction, are massive. The W bosons carry electric charge themselves,
and are thus are able to interact with other electrically charged particles via the

3



Chapter 2: Theory

electromagnetic interaction. Finally, the massless gluon (g) is the mediator particle
of the strong interaction. It carries color charge itself, which means that a gluon can
exchange a gluon with another particle to interact strongly: gluon self-interaction
is possible. The last boson in the SM is the Higgs boson (H), which has spin-0.
As part of the Higgs mechanism (see section 2.1.3), is is a required part of the SM
formalism allowing for boson masses. However, it is not a mediator particle of any
interaction.

2.1.3 Mathematical description
Now that all elementary particles have been described, the mathematical formalism
of the SM can be introduced. First, I will present a simplified formalism for a single
interaction as an example, before extending it to the full SM. The SM is a QFT,
based on a Lagrangian density (which will be called Lagrangian L) in the following.
It describes the behavior of a quantum field for all points in spacetime x. A simple
Lagrangian for a massless fermion can be written as

L = iΨ̄γµ∂µΨ (2.1)
following from the Dirac equation. Here, Ψ is the wave function of a relativistic quan-
tum field, Ψ̄ its complex conjugate, γµ the Dirac matrices and ∂µ a four-dimensional
spacetime derivative. A summation over the index µ is implied, and the position of
µ distinguishes covariant (subscript) and contravariant (superscript) vectors.

2.1.3.1 Gauge transformations

To construct a description of the behavior of these wave functions, I require them
to be invariant under gauge transformations. A similar concept is found in classical
mechanics in the form of Noether’s theorem [42], where a theory is constructed by
requiring invariance against translations in space or time, resulting in momentum
and energy conservation, respectively. Assuming that a field Ψ has some intrin-
sic, non-observable phase, any observable quantity (like a charge) should should be
invariant under global transformations with an arbitrary phase θ, defined as

Ψ → eiθΨ. (2.2)
This gauge transformation for a single phase is called U(1) gauge symmetry. In-
variance trivially follows from equation 2.1 as the two phase transformations have
opposite sign for Ψ and Ψ̄ and thus cancel out. However, I generalize the requirement
to local gauge invariance, defined as

Ψ → eiθ(x)Ψ. (2.3)
where θ is now spacetime dependent. If Ψ is independent of the choice of gauge, it
should also be independent on locally different choices. Also, requiring a global gauge
invariance could be understood as a gauge transformation acting at all positions in
spacetime simultaneously, including outside of the light cone: this would violate the
causality principle. The Lagrangian as introduced in equation 2.28 is not invariant
under local gauge transformation. However, invariance can be ensured through
introduction of a massless field Aµ. This field is defined to transform as Aµ →
Aµ − ∂µθ(x), and the derivative ∂µ in the Lagrangian is replaced by the covariant
derivative Dµ:

4



Section 2.1: The Standard Model of particle physics

Dµ = ∂µ + igeqAµ. (2.4)

with a free parameter ge. This allows to write an updated Lagrangian as

L = iΨ̄γµDµΨ = iΨ̄γµ∂µΨ− geΨ̄γ
µqAµΨ (2.5)

It can be shown that this new Lagrangian is invariant under local gauge trans-
formation, and with Noether’s theorem that the described charge q is conserved.
However, when adding the new field Aµ, another invariant term can be added as
well, completing the Lagrangian:

LQED = iΨ̄γµDµΨ− 1

4
F µνFµν = iΨ̄γµ∂µΨ︸ ︷︷ ︸

fermion kinetic

− geΨ̄γ
µqAµΨ︸ ︷︷ ︸

interaction

− 1

4
F µνFµν︸ ︷︷ ︸

boson kinetic

(2.6)

The three resulting terms can be interpreted as follows: the first is the initial kinetic
term, describing the behavior of the fermion. Through addition of the Aµ field,
an interaction term arises, describing the interaction between the fermion and the
new field with the interaction strength ge, and the generator q (which is just a real
number for U(1)). Finally, a kinetic term for the new field is present as well, which
is written compactly as Fµν = ∂µAν − ∂νAµ. Finding solutions for Aµ, it can be
shown that this field must have three degrees of freedom, corresponding to three
polarizations of a spin-1 boson.
This example shows that it is possible to construct a locally gauge-invariant formal-
ism describing a fermion, if one adds a boson that interacts with it. Understanding
the Ψ as, for example, an electron and the Aµ as a photon, this is quantum electrody-
namics (QED), the theory of the electromagnetic interaction. Here, the interaction
strength ge would be the elementary electric charge e and q the electric charge of a
particle in units of e. This can then be expressed as a fine structure constant αem,
given as

αem =
g2eQ

4π
, (2.7)

which is be measured at about 1
137

. However, through renormalization, the coupling
is not actually constant, but changing with the energy scale Q it is probed at:
While 1

137
is true at Q = 0, at the scale of the Z-boson αem ≈ 1

127
is found. Thus, it

increases with Q: ∂αem

∂Q
> 0.

This introduction only includes a single particle and interaction, but can be trivially
extended to include all fermions. Notably, in reality QED does not exist on its own,
but was found to be unified with the weak interaction (as I explain in section 2.1.3.3).
Thus, this introduction merely is an overview of the mathematical principle of gauge
theories.

2.1.3.2 Quantum chromodynamics

Quantum chromodynamics (QCD) is the theory of the strong interaction. A main
difference to QED are the different degrees of freedom found in the color charges:
while there is only one electric charge (which can be positive or negative), there
are three color charges, often labeled as red, green and blue, and the corresponding
negative charges anti-red, anti-green and anti-blue. A local gauge invariance for this
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configuration of charges can be described by a SU(3)C symmetry group, where the
C labels this as resulting from color charge. With a similar derivation as for QED,
the QCD Lagrangian can be written as

LQCD =
∑
q

(iΨ̄qγ
µ∂µΨq︸ ︷︷ ︸

quark kinetic

− gsΨ̄qγ
µT aGa

µΨq︸ ︷︷ ︸
interaction

)− 1

4
Ga

µνG
µν,a︸ ︷︷ ︸

gluon

. (2.8)

Here, the index q runs over all six quark flavors, resulting in an individual kinetic
and interaction term for each of them. By the introduction of a new field Ga

µ and a
covariant derivative as

∂µ → Dµ = ∂µ + igsT
aGa

µ (2.9)

local gauge invariance is ensured. In this definition of Dµ, a coupling strength gs
appears, as well as the generators T a of the SU(3)C group, which can be realized by
the Gell-Mann matrices. This group has eight generators, symbolized by the index
a, and results in eight different gluon fields Ga

µ. An interaction term between gluons
and quarks arises, as well as a term describing the gluon. A crucial difference is
found in comparison to QED, where this term only contained a kinetic part:

Ga
µν = ∂µG

a
ν − ∂νG

a
µ︸ ︷︷ ︸

gluon kinetic

− gsf
abcGb

µG
c
ν︸ ︷︷ ︸

self-interaction

. (2.10)

An additional term describing the gluon self-interaction, with the structure constant
fabc, is present here. Another difference to QED is found in the coupling strength
gs. Similar as in QED, one can write this as

αs =
gs
4π
. (2.11)

However, in contrast to QED, αs is decreasing with energy: ∂αs

∂Q
< 0. This fea-

ture of QCD results in so-called asymptotic freedom: at very high probing energies
(equivalent to very small distances), color-charged particles can be treated as free
objects, allowing a description using perturbation theory. In contrast, for smaller
energies or higher distances, free color-charged particles can not be observed. In-
stead, they hadronize forming color-neutral bound states like mesons (one quark,
one anti-quark) or baryons (three quarks or anti-quarks). An example of a me-
son is the pion π+ = {ud̄}, and well-known baryons are the proton p+ = {uud}
and neutron n0 = {udd}. This so-called color confinement is also the reason for
hadronization processes: assuming a color-charged particle with high momentum is
produced in some interaction, it will create other colored objects around it, which
combine to form color-neutral hadrons. This spray of particles, which are all moving
in approximately the same direction of the initial particle, is called a jet.

2.1.3.3 Weak interaction and electroweak unification

The third and final fundamental force in the SM, the weak interaction, is described
by another local symmetry group: SU(2)L. However, it is not considered alone,
as it can be unified with the the electromagnetic interaction into a single theory,
combining U(1)Y and SU(2)L. This combined interaction, called electroweak (EW),
is described by the following Lagrangian:

6



Section 2.1: The Standard Model of particle physics

LEW =
∑
f

(iΨ̄fγ
µ∂µΨf︸ ︷︷ ︸

fermion kinetic

− g′

2
Ψ̄fγ

µY BµΨf︸ ︷︷ ︸
U(1)Y interaction

− g

2
Ψ̄fγ

µTiW
i
µΨf︸ ︷︷ ︸

SU(2)L interaction

)

− 1

4
BµνB

µν︸ ︷︷ ︸
U(1)Y field kinetic

− 1

2
εijkW

i
µνW

µν,i︸ ︷︷ ︸
SU(2)L field kinetic

.

(2.12)

As previously introduced, one obtains a kinetic term for all fermions (denoted by
the index f). By introducing two new fields in the covariant derivative as

∂µ → Dµ = ∂µ + i
g′

2
Y Bµ + i

g

2
TiW

i
µ, (2.13)

new interaction terms and kinetic terms of these fields arise. Here, Y is the weak
hypercharge, the generator of the U(1)Y group, and Ti the weak isospin (with i ∈
[1, 2, 3]), generator of the SU(2)L group and realized by the Pauli matrices. Notably,
there is a relation between the electric charge q and these newly introduced charges:

q = T3 +
1

2
Y. (2.14)

The fields introduced in this formalism do not correspond directly to the gauge
bosons introduced in section 2.1.2. In the context of spontaneous symmetry breaking
and the Higgs mechanism (which is introduced below), they can be combined to
obtain the physical bosons. With an angle θW , the weak mixing angle or Weinberg
angle, the neutral γ (represented by the field Aµ) and Z bosons are obtained, as well
as the charged W± bosons:

W±
µ =

1√
2
(W 1

µ ∓ iW 2
µ),

(
Aµ

Zµ

)
=

(
cos θW sin θW
− sin θW cos θW

)(
Bµ

W 3
µ

)
. (2.15)

The weak mixing angle also relates the interaction strengths by

tan θW =
g

g′
. (2.16)

In order to complete the description of the electroweak interaction, the concept of
chirality needs to be defined. In the context of gauge theories, this is done using
projection operators PR = 1

2
(1 + γ5) and PL = 1

2
(1 − γ5) for so-called right-handed

and left-handed states, respectively. Only left-handed fermions (and right-handed
anti-fermions) participate in the weak interaction, denoted by the subscript L in
the symmetry group SU(2)L. They can be ordered as doublets where the upper
component has T3 = 1

2
and the lower component has T3 = −1

2
:

(
νe
e

)
L

,

(
νµ
µ

)
L

,

(
ντ
τ

)
L

,

(
u
d′

)
L

,

(
c
s′

)
L

,

(
t
b′

)
L

. (2.17)

In contrast, all right-handed fermions are singlets with T3 = 0.
Due to the inequality of mass and flavor eigenstates of quarks, transitions between
quarks of different doublets are possible. Mass and flavor eigenstates are related via
the Cabibbo-Kobayashi-Maskawa (CKM) matrix:
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d′s′
b′

 =

Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb

ds
b

 . (2.18)

Here, (d, s, b) are the quarks’ mass eigenstates and (d′, s′, b′) their interaction
eigenstates. The square of the magnitudes Vij describes the transition probability
between two quarks with flavors i and j. Some elements of the CKM matrix can be
measured individually, and most precise results are then obtained from a fit to all
measurements [43], yielding

|VCKM| =

0.97435± 0.00016 0.22500± 0.00067 0.00369± 0.00011
0.22486± 0.00067 0.97349± 0.00016 0.04182+0.00085

−0.00074

0.00857+0.00020
−0.00018 0.04110+0.00083

−0.00072 0.999118+0.000031
−0.000036

 . (2.19)

2.1.3.4 Higgs mechanism

In all previous sections, mass terms for fermions and bosons were omitted, despite
some fermions and some gauge bosons being measured to be massive. However, sim-
ply adding these terms to the respective Lagrangians violates the initially required
gauge invariance. Instead, masses are described with the Brout-Englert-Higgs mech-
anism, often just called Higgs mechanism. A new complex scalar field is added to
the SM, the Higgs field φ. It is defined as

φ =
1√
2

(
φ1 + iφ2

φ3 + iφ4

)
=

(
φ+

φ0

)
(2.20)

and is a T3 doublet with Y = 1. It is described by the Lagrangian

Lφ = (Dµφ)
†(Dµφ)− V (φ) (2.21)

where Dµ is the covariant derivative introduced in the electroweak unification (eq.
2.13). It contains a potential V (φ), which is given by

V (φ) = µ2|φ|2 + λ|φ|4 (2.22)

with two free, real parameters µ2 and λ. To ensure vacuum stability, meaning a
finite minimum of V (φ), λ > 0 is required. However, different configurations of
µ2 are possible. With µ2 > 0 a potential with a ground state at |φ| = 0 would
be obtained. Choosing µ2 < 0 results in a potential with a different minimum, as
illustrated in figure 2.2.
At the origin, U(1)Y symmetry is still fulfilled. However, this symmetry is sponta-
neously broken when a point in at minimum is chosen as ground state. This point v
is called vacuum expectation value and is defined as

v =

√
−µ2

λ
. (2.23)

As a continuum of degenerate ground states exists, one of them can be chosen
arbitrarily and the Higgs field can be rewritten as

φvacuum =
1√
2

(
0

v +H

)
(2.24)
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Figure 2.2: Illustration of the shape of a Higgs potential with µ2 < 0, where two
blue spheres show ground states before and after spontaneous symmetry breaking.
Taken from [44].

where H can be interpreted as the field of a physical particle, the Higgs boson. The
potential is then is found to be

V (φvacuum) = −µ2H2︸ ︷︷ ︸
Higgs mass term

+ λvH3 +
1

4
λH4︸ ︷︷ ︸

Higgs self-interaction

(2.25)

which adds three terms to the Lagrangian: the mass term of the Higgs boson which
has mH = −µ2, being a free parameter of the theory, and two terms describing
self-interactions of three and four Higgs bosons. Including the Higgs mechanism in
the electroweak Lagrangian results in the following additional terms:

LH =
1

2
(∂µH)(∂µH)︸ ︷︷ ︸
Higgs kinetic

+
g2v2

4
((W+

µ )2 + (W−
µ )2)︸ ︷︷ ︸

W± mass term

+
g2v2

8 cos2 θW
Z2

µ︸ ︷︷ ︸
Z mass term

+
g2

8
((W+

µ )2 + (W−
µ )2)(2vH +H2)︸ ︷︷ ︸

W± H interaction term

+
g2

16 cos2 θW
Z2

µ(2vH +H2)︸ ︷︷ ︸
Z H interaction term

.

(2.26)

One obtains mass terms for theW± and Z bosons, wheremW = gv
2
andmZ = mW

cos θW
.

Additionally, coupling terms between the Higgs boson and the W± and Z bosons
arise, with coupling strengths proportional to the boson masses.
Now, the only missing part of the mathematical description of the SM concerns
the fermion masses. These are added in the so-called Yukawa sector of the SM
Lagrangian, written as

LYukawa =
∑
f

− λfv√
2
ψ̄fψf︸ ︷︷ ︸

f masses

− λf√
2
Hψ̄fψf︸ ︷︷ ︸

f H interactions

. (2.27)
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Here, mass and interaction terms between the H boson field and the fermions are
visible. The fermion masses are given by mf =

λfv√
2
, where λf is a free parameter,

the Yukawa coupling.
With these introductions, I have presented an overview on the full SM Lagrangian,
which is

LSM = LQCD + LEW + LH + LYukawa. (2.28)

Note that only one kinetic term for quarks is included, which was presented as part
of both LQCD and LEW above for simplicity.

2.1.4 Cross section calculations
A specific interaction of elementary particles, characterized by the incoming and
outgoing particles, is often called a process. Using the mathematical formalism
introduced above, it is possible to predict the probability of a process to occur
when elementary particles interact. This probability is usually presented in form
of a cross section σ, which has the unit of an area: m2. More often however, it is
given in the unit barn, defined as 1 b = 10−28m2. In principle, the cross section can
depend on the scattering angle and momentum, therefore an absolute cross section
can be calculated by integrating the differential cross section dσ over all angles Ω
and possible momenta p:

σ =

∫
p

∮
4π

dσ

dp dΩ
. (2.29)

The differential cross-section itself can be calculated. Following Fermi’s Golden Rule,
it is proportional to the square of the so-called matrix element M and a phase space
factor, parametrizing the number of allowed quantum states of the final state parti-
cles (e.g. three different color states for processes resulting in quarks). The matrix
element describes the dynamics of an interaction and is what can ultimately be cal-
culated from the SM formalism introduced above. It consists of terms parametrizing
the interactions involved, including the coupling constants of the respective forces,
and propagators of intermediate particles. Using the so-called Feynman rules, pro-
cesses can be visualized as Feynman diagrams and the corresponding matrix element
approximated through perturbation theory. Expanding the dependency on the SM
coupling constants as a power series, processes involving the smallest number of
couplings (for which the result is non-zero) are referred to as leading-order (LO)
processes. From here, one can define next-to-LO (NLO) and next-to-NLO (NNLO),
considering additional terms with increasing powers of the coupling constant.
Figure 2.3 shows the cross sections of various SM processes in particle collisions at
different centre-of-mass energies. As one can see, SM processes span a very wide
range of cross sections. Notably, these are predictions for proton-proton (or proton-
antiproton) interactions, which are not elementary particles themselves: more infor-
mation on the physics of protons is presented in section 3.1.3.

Renormalization and factorization scales Assuming the cross section of some
process ab → cd is calculated, as stated above this requires an integration over the
matrix element of that process: σ ∝

∫
p
M(ab → cd). If divergences appear in the

perturbative expansion of the matrix element, the resulting cross section will be
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Figure 2.3: Cross sections of various SM processes at particle colliders, as a function
of their centre-of-mass energy

√
s. Steps in some lines result from a switch from

pp̄ collisions (Tevatron) to pp collisions (LHC). On the right y-axis, the resulting
event rates assuming an instantaneous luminosity (introduced in section 3.2.2.1) of
1033 cm−2 s−1 are shown. This figure predates the discovery of the Higgs boson, and
therefore shows σ for multiple potential Higgs boson masses. Taken from [45].
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divergent [46]. One distinguishes between ultraviolet (UV) and infrared (IR) di-
vergences, where in the SM UV divergences occur due to loop contributions with
high momenta, and IR divergences appear when particles with zero momentum are
described. In order to address these issues, renormalization and factorization are
employed, in which a dependency of the coupling constant on two new parameters,
the renormalization scale µr and factorization scale µf , is assumed. The renormal-
ization is linked to the so-called running of the coupling constants: αs(µr). The
factorization scale has an influence on the parton distribution functions which I in-
troduce in section 3.1.3. As µr and µf are unphysical parameters (which only result
from the limited-order approximation of the matrix element), physical results should
be independent of the choice of µr and µf .
To complete this approach, in what is called regularization, the SM formalism is
assumed to only be valid up to a cutoff scale Λ. This makes it possible to cancel out
the divergent terms (which are now dependent on Λ) and results in a non-divergent
theory. Like µr and µf , the choice of cutoff scale Λ should not influence any physical
properties.

2.2 Physics beyond the Standard Model

The SM is a highly successful description of reality. It accurately predicts results of
particle physics experiments, the most notable example being the discovery of the
Higgs boson in 2012 [34–36]. Additionally, it shows great internal consistency in
global parameter fits, combining many individual measurements [47, 48]. However,
despite these successes, the theory has limitations: some effects observed by exper-
iments can not be explained, and there are some intrinsical structural issues yet to
be solved. These shortcomings of the SM motivate the continuous work on both
the experimental and theoretical side of particle physics. Thus, they also motivate
the work presented in this thesis, which is why I present an overview on the various
shortcomings in the following sections. Motivated by these shortcomings, I continue
with an introduction on various potential extensions of the SM, which could solve
one or more of its issues.

2.2.1 Observational shortcomings of the SM

There are several experimental results in which deviations from the SM predictions
on specific parameters were measured. Examples include a measurement of the W
mass by the CDF collaboration [49], deviating from the SM by 7.0σ; differences in
respect to the SM prediction in measurements of the anomalous magnetic dipole
moment of the muon by the muon g-2 experiment [50]; or lepton flavor anomalies in
meson decays at the LHCb experiment [51–53]. Some deviations might disappear
under further study due to increased available statistical power or currently unknown
errors in the analysis techniques. An example are the lepton flavor anomalies, where
recent LHCb results are consistent with SM predictions [54–59]. However, there are
some more general effects that the SM can not explain on a conceptual level. A
major shortcoming is the exclusion of gravity from the SM. Some other issues are
introduced below.
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2.2.1.1 Neutrino oscillations and masses

One of the most striking shortcomings of the SM is the existence of neutrino masses.
As I mentioned above, these particles are assumed to be massless in the context of
the SM. However, this is contradicted by the discovery of neutrino oscillations,
in which neutrinos are able to change flavor, similar to the quark flavor changes
described by the CKM matrix. First hints were found in a deficit of solar neutrinos
in 1968 [60], and first evidence for atmospheric neutrino oscillations was found in
1998 [61] by the Super-Kamiokande experiment [62]. Neutrino oscillations, described
by the Pontecorvo–Maki–Nakagawa–Sakata (PMNS) matrix, would only be possible
in case of non-zero neutrino masses, resulting in an inequality of mass and interaction
eigenstates. Assuming that three neutrino flavors exist, non-zero mass differences
can be experimentally determined in neutrino oscillation experiments: ∆m2

21 =
(7.53± 0.18)× 10−5 eV2 and ∆m2

32 = (2.437± 0.033)× 10−3 eV2 [43]. The absolute
neutrino masses are investigated by dedicated experiments like KATRIN [63], which
found mν < 0.7 eV [64]. Until now only upper limits on the absolute neutrino mass
could be set.

2.2.1.2 Dark matter and dark energy

Already in 1933, observations of the velocity dispersion in the Coma galaxy cluster
motivated the existence of nonluminous matter to explain the required mass den-
sity, which could not be fulfilled by visible matter alone [65]. Since then, a large
amount of research has been performed on this so-called dark matter [66]: Rotation
curves of the orbital velocity of gas and stars in galaxies provided more evidence
for dark matter, as well as gravitational lensing effects, analyses of the cosmic mi-
crowave background and cosmological calculations. Today, in the ΛCDM model, it
is assumed that about (26.5 ± 0.7)% of the energy in the universe is dark matter,
in contrast to only (4.93 ± 0.06)% ordinary, baryonic matter [43]. The SM does
not include any particle that could explain this prevalence of invisible matter. Dark
matter candidates would need to be massive particles that are neutral in respect
to the electromagnetic and strong interactions. Another large part of the energy
density in the universe, the remaining (68.5±0.7)% according to the ΛCDM model,
is assumed to be dark energy [43], motivated by the increasing acceleration of the
expansion of the universe. Similar to dark matter, dark energy is not described by
the SM.

2.2.1.3 Baryon asymmetry

Another cosmologically motivated shortcoming of the SM is the baryon asymmetry.
Today, an abundance of matter over antimatter is observed. However, assuming
a genesis of the universe from a vacuum, some process must have resulted in this
imbalance, which has fulfill the three so-called Sakharov conditions: violation of
the baryon number conservation, CP-violation and interaction outside of thermal
equilibrium. CP -violation, the violation of charge (C) and parity (P) conservation,
was measured in the Wu experiment [67] (P-violation) and Fitch–Cronin experiment
[68] (CP-violation), and is described by the SM as a complex phase in the CKM
matrix, or in the strong interaction. However, no evidence of CP violation in the
SM that is large enough to explain the observed matter-antimatter asymmetry has
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been found. Additionally, the SM does not allow for violation of the baryon number.

2.2.2 Structural shortcomings of the SM
In addition to the above listed observational shortcomings, there are arguments for
the SM being incomplete or wrong from a structural side. The SM is parametrized
by a relatively high number of 19 free parameters. Additionally, the existence of
exactly three generations of fermions, or simply the construction as a gauge theory,
can be seen as arbitrary. Some some structural issues are related to the so-called
naturalness of the SM. A variety of issues arise from the large difference in strength
between the three forces described by the SM, and gravity. Naturalness describes
the desire for a theory that explains reality with parameters of approximately the
same size. A theory with parameters very far from unity might be correct, but
can be viewed as flawed. Two specific examples where strong fine-tuning would be
required to explain observations within the SM are explained below.

2.2.2.1 Strong CP problem

CP -violation in the weak sector of the SM has been discovered in many of the
predicted decays [69–73] by several experiments, and its strength has been found to
agree well with the SM predictions. However, the SM also would allow for a CP -
violating phase in the strong sector [74, 75]. Accessible through the electric dipole
moment of the neutron, which has been measured to be nEDM < 1.8 × 10−26 e cm
[43], an upper limit on the CP -violating phase θ̄ in the strong sector can be found.
Depending on the way of calculation, the nEDM in the SM is predicted around
nEDM ≈ θ̄∗O(10−16 e cm) [76, 77], which means that θ̄ < O(10−10) would be required:
a clear example for fine-tuning in the SM.

2.2.2.2 Hierarchy problem

When calculating quantum corrections to the Higgs boson mass in the SM, quark
loops as shown in figure 2.4 result in divergent contributions to mH [78, 79].

H H

t

t

Figure 2.4: Top quark loop diagram contributing to the Higgs boson mass, following
[80].

Assuming that the measurable Higgs boson mass is defined as m2
H = m2

H,0 +∆m2
H

where m2
H,0 is the bare Higgs mass before renormalization, one can investigate the

corrections ∆m2
H . The dominant contribution is resulting from the t quark Yukawa

coupling λt and scales as

∆m2
H ∝ −|λt|2Λ2. (2.30)

In this equation, Λ is the cutoff scale of the SM introduced in section 2.1.4. As
no physics beyond the SM has been found yet, no experimental constraints on this
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energy scale can be set, except for the Planck scale of 1.2× 1019GeV [43], which is
the energy scale where gravitation becomes relevant. Given that this contribution is
huge, substantial fine-tuning would be required to explain the Higgs mass of around
125GeV that was measured experimentally.

2.2.3 Extensions of the SM
To address the shortcomings of the SM, many different theories describing physics
beyond the Standard Model (BSM) are being created. These aim to provide a mathe-
matical description of reality, similar to the SM, that can solve one or multiple of the
SM’s issues. Ideally, proposed theoretical models offer a handle to experimentally
support or exclude them, like the existence of some new particle, or changes to the
SM predictions of measurable quantities. I give a a non-comprehensive overview of
common BSM theory types in the following.

2.2.3.1 Supersymmetry

The construction of the SM as a gauge theory, as introduced above, is based on
symmetries. When studying potential extensions to solve its shortcomings, basing
these extensions on an additional symmetry is natural, and the core principle of
supersymmetry (SUSY) [81–84]. As a category of new physics models, it includes
all theories that propose a symmetry between fermions and bosons: an invariance
under spin transformation.
The most simple SUSY model is the Minimal Supersymmetric Standard Model
(MSSM) [85]. In it, for each fermion there is a boson with the same properties
(same couplings, charges, but different spin), and vice versa. Crucially, the Higgs
sector is extended with another complex isospin doublet, which leads to the existence
of five physical Higgs particles, one of which is the light SM-like Higgs.
The new Higgs fields participate in the electroweak symmetry breaking and mix with
the neutral SM fields to form the so-called neutralinos. Therefore, SUSY introduces
a promising dark matter candidate in form of the lightest supersymmetric particle,
which is realized by the lightest neutralino in most SUSY models. Additionally,
SUSY models would provide a simple solution to the hierarchy problem, as the
contribution of fermion and scalar loops would cancel out (assuming both particles
have the same mass).
SUSY models can be searched for at particle colliders as they predict the existence of
detectable new particles and the fact that these should be relatively light (TeV scale).
However, no signs of SUSY have been found at the LHC or previous experiments,
disfavoring SUSY models assuming mass degeneracy of SM and SUSY particles.
Nevertheless, research for SUSY models with heavier particles is ongoing.

2.2.3.2 Grand Unified Theories

As I outline in section 2.1, the electromagnetic and weak interactions are combined
into the electroweak interaction. Grand Unified Theories (GUTs) [86] propose a
further unification of all three fundamental forces of the SM into a single, higher-
dimensional symmetry. This could be realized by a SU(5) group, as first proposed
in 1974 [87], or even higher-order groups. Offering handles to explain dark matter,
the relation between quark and fermion generations or non-zero neutrino masses,
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GUTs are an exciting field of study. Investigating the energy-dependence of the SM
interactions, their coupling strengths will be almost the same at around 1015GeV,
a behavior than could be improved to an exact match assuming the MSSM were
true, providing additional motivation for study of GUTs. Results on proton decays,
neutrino masses or other precision measurements could give experimental access to
the existence of GUTs. Additionally, theories proposing detectable particles exist as
well: if a GUT combines quarks and leptons into n-plets (instead of separate doublets
as in the electroweak formalism), this would motivate the existence of leptoquarks
which can mediate transformations between quarks and leptons. Leptoquarks are
studied in various experiments and hints towards their existence have been observed
[88], but no discovery has been made yet. Unified theories that include gravity are
studied as well, usually called theories of everything.

2.2.3.3 Composite particles

Under the label of compositeness [89], various BSM theories are grouped, all of which
predict some of the particles known to the SM to not actually be fundamental. When
quarks were first proposed, a motivation was the reduction of the large number of
mesons and baryons discovered at the time into a lower number of fundamental par-
ticles. Similarly, some compositeness models suggest that quarks and leptons have
substructure and are built from so-called preons, fundamental point-like particles.
These kind of models could explain the existence of the generations as well as the
relations between charges and masses of fermions, neutrino oscillations and dark
matter [90]. However, with the discovery of the Higgs boson, existence of preons
as a way to describe particle masses without need for a Higgs field was disfavored.
Still, many other BSM models predict composite quarks to exist in order to provide
solutions to the SMs shortcomings [91–98].
Composite Higgs models are still highly relevant. They assume the Higgs boson to
not be a fundamental particle, but instead a bound state of particles from a BSM
sector. This can be realized in two different ways: a Higgs boson could be created
as a “light scalar (dilaton-like) particle of the new strong dynamics or it arises
similar to pions in QCD as a pseudo Nambu-Goldstone boson” [99]. Composite
Higgs models provide a solution to the hierarchy problem, and usually predict the
existence of new particles at O(TeV) providing a handle to search for composite
Higgs models. Composite Higgs models introducing a light Higgs as a Goldstone
boson are also called little Higgs models [100–103]. Searches for composite Higgs
models, accessible through the Higgs boson properties, or predictions of other new
particles, are performed at various experiments, but have not resulted in a discovery
so far.

2.2.3.4 Models with extra dimensions

Another category of BSM models try to solve the SMs shortcomings through the
addition of extra dimensions, mostly targeting a solution to the hierarchy prob-
lem and an inclusion of gravity into the SM, but also providing solutions to the
strong CP problem. In models with large extra dimensions [104, 105], gravity acts
on higher dimensions than the other fundamental forces, resulting in the weaker
strength observed in our 3 + 1 (space + time) dimensional world. Another example
are Randall–Sundrum models [106–108], in which a fifth dimension is added, where
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our reality sits on a so-called brane on which gravitation acts only weakly. Extra
dimension models are accessible through predictions of new various particles and
are researched at particle collider experiments. Particle physics models from the
field of string theory [109, 110], describing elementary particles not as point-like,
but as one-dimensional strings, require the existence of higher dimensions and are
thus related to extra dimension models.
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CHAPTER 3

EXPERIMENT

In this thesis, I present a search for a potential signature of BSM physics. In order
to perform this kind of research, an experimental apparatus is needed. Therefore,
in the following, I present the infrastructure I use to obtain the results I detail
subsequently: In section 3.1, I introduce the Large Hadron Collider, and in section
3.2 the CMS detector.

3.1 Large Hadron Collider

The Large Hadron Collider (LHC) [111] is a particle accelerator located at the
European Organization for Nuclear Research (CERN) near Geneva, Switzerland.
As a hadron collider, it is designed to increase the kinetic energy of hadrons in
order study the physics of highly energetic particle collisions. Most of the time,
protons are accelerated within the LHC, so I will focus on this operation mode in
the following. However, it is also possible to accelerate heavy ions, like lead [112].

3.1.1 The LHC pre-accelerator chain
The LHC is not able to accelerate protons from rest. Instead, a chain of pre-
accelerators, shown in figure 3.1, is used to subsequently increase the proton energy
before their injection into the LHC. First, hydrogen atoms are ionized by passing
them through an electric field, obtaining free protons. These are accelerated to
50MeV using Linac2 [113], a linear accelerator equipped with radio frequency (RF)
cavities. After leaving the linear accelerator, three circular accelerators are used to
further increase the proton energy: the Proton Synchrotron Booster (BOOSTER)
[114], made up of four superimposed synchrotron rings, accelerates them to 1.4GeV;
the Proton Synchrotron (PS) [115] to 26GeV; and the Super Proton Synchrotron
(SPS) [116] to 450GeV. At this energy, the protons are then injected into the LHC
itself. Some changes to the pre-accelerator chain were made after 2018, which I
summarize in appendix A.1.1.

3.1.2 Particle acceleration at the LHC
The LHC is a circular accelerator with a circumference of 26.7 km, located in an
underground tunnel which is between 45m and 170m below the surface. It reuses
the tunnel previously housing the Large Electron-Positron Collider (LEP) [118],
which collided electrons and positrons at energies up to 209GeV.
At the LHC, two proton beams, traveling in opposite directions around the ring, are
kept on a circular trajectory using a magnetic field with a field strength of 8.3T,
created using superconducting dipole magnets. In addition to these, several types
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Figure 3.2: Schematic overview of the LHC, showing the beams (in blue and red)
circulating around the accelerator ring. Displayed are all eight IPs, housing the
four experiments of the LHC, as well as the machinery required for the particle
acceleration: the RF system, beam instrumentation and cleaning system, as well as
the beam dump used to remove the protons from the experiment. Taken from [122].

of smaller superconductive quadrupole magnets are used to focus the proton beams,
and higher order magnets are used for further beam stabilization.

To accelerate the protons, 16 superconducting RF cavities [119] are used, each in-
creasing the proton beam energy by applying a maximum voltage of 2MV [120].
Within about 20 minutes, the protons beams are brought to an energy of 6.5TeV.
Due to the pulsing acceleration structure of the RF cavities, the proton beams
are not continuous, instead they consist of many proton bunches, each containing
about 1.15× 1011 protons [121]. The two proton beams are collided at four interac-
tion points (IP), at a rate of around f = 40MHz, with a centre-of-mass energy of√
spp = 6.5TeV + 6.5TeV = 13TeV. Each instance of a single collision is referred

to as a collision event.

Four experiments measure the collision events delivered by the LHC, as shown in
figure 3.2. The CMS experiment, topic of this thesis, is introduced in detail in
section 3.2. Constructed similarly to CMS is ATLAS (A Toroidal LHC Apparatus)
[123], designed as a general-purpose particle detector able to investigate all particle
collisions produced by the LHC. LHCb (LHC-beauty) [124] targets the physics of B
mesons and is characterized by its asymmetric detector layout, focusing on particles
with Lorentz boosts in the direction of the beam axis. Finally, ALICE (A Large Ion
Collider Experiment) [125] is specifically designed to precisely measure heavy ion
collisions using sophisticated particle identification techniques.
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Figure 3.3: Left: PDFs evaluated at µ2 = 10GeV, showing the probability to find
a specific parton as a function of its x. Right: PDFs evaluated at µ2 = 104GeV.
Figure taken from [129], which presents NNLO precision PDF calculations.

3.1.3 Proton collider physics
The LHC accelerates and collides protons. In contrast to other particle accelerators
like LEP [118] or SuperKEKB [126] (a currently existing electron-positron collider),
the collided particles are not elementary. Thus, physics at a proton collider has
some special features, which I outline here. Protons are made up from two u-quarks
and one d-quark, which are called valence quarks. However, beyond these three
particles, there are more to be found inside a proton: gluons, mediating the strong
interaction holding together the valence quarks, are present, as well as so-called
sea-quarks. These quarks, which can have any flavor, result from gluons splitting
into short-lived quark-antiquark pairs. All possible constituents of the proton are
called partons [127]. Assuming an accelerated proton, each parton carries a certain
fraction of the total proton momentum: pparton = x pproton, where x is the so-called
Bjorken scaling variable [128]. The inner structure of protons is described by parton
distribution functions (PDF) f(x, µ2), which parameterize the probability of finding
a parton with a specific energy fraction x when probing the proton at an energy
µ2. In figure 3.3, I show the results of theory calculations determining the PDFs at
different µ2. There, one can see that valence quarks dominate for large x, whereas
other partons like gluons become more relevant for smaller x, or larger µ2.
When calculating the cross section of SM processes at the LHC (as introduced in
section 2.1.4), the proton substructure needs to be taken into the account:

σ =
∑
a,b

∫ ∫
fa(x1, µ

2
F )︸ ︷︷ ︸

PDF of parton a

fb(x2, µ
2
F )︸ ︷︷ ︸

PDF of parton b

σa,b(sa,b, µ
2
R, µ

2
F )︸ ︷︷ ︸

σ from matrix element

dx1dx2 (3.1)

Here, the total cross section is a sum of all possible combinations of partons a, b,
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scaled by the likelihood of their respective occurrence, as predicted by the PDFs. The
total cross section results from an integral over all possible momentum fractions x1
and x2, and dependencies on the renormalization and factorization scales are visible
(see section 2.1.4). Crucially, as x1 and x2 can be different, the centre-of-mass energy√
sa,b of the interaction is not equal to the proton-proton centre-of-mass energy√

spp.
Instead, it is given as

√
sa,b =

√
x1x2spp. (3.2)

Due to the inequality of x1 and x2, the decay products of proton-proton collisions
can have non-zero Lorentz boosts along the beam axis. This is a crucial differ-
ence between hadron and lepton colliders, and necessitates the usage of transverse
variables, as introduced below.

3.2 Compact Muon Solenoid experiment
The Compact Muon Solenoid (CMS) [37] experiment is a general-purpose detector,
targeting measurements of all SM and potential BSM physics processes. I give an
overview of the detector parts in section 3.2.1, and discuss luminosity and data
taking runs in section 3.2.2. Afterwards, I introduce the infrastructure needed for
data acquisition in section 3.2.3, including a detailed description of the CMS trigger
system. Finally, I give an overview on the reconstruction of physics objects from
the detector readout in section 3.2.4.

3.2.1 Detector overview
To describe the CMS detector and the particles within it, a coordinate system needs
to be defined. For this, the nominal collision point of the two proton beams, located
in the center of the detector, serves as the origin. A z-axis then points along the beam
axis, where positive values of z refer to the direction of the counter-clockwise beam.
A radius r from this axis is defined, and an azimuthal angle φ and polar angle θ
complete the coordinate system. A full definition is available in [37]. As I introduced
in section 3.1.3, the substructure of the colliding photons leads to unknown Lorentz
boosts of the decay products along the beam axis. This affects the angles θ of objects
in the detector, and assigning a physical meaning to θ differences between different
objects is challenging. Therefore, the pseudorapidity η, defined as

η = − ln(tan
θ

2
). (3.3)

is used instead. Pseudorapidity differences ∆η are invariant under Lorentz transfor-
mations in z-direction, making them suitable variables to describe polar distances
between to objects in the detector. The angular distance ∆R between two objects
is then given as

∆R =
√

(∆φ)2 + (∆η)2. (3.4)

Finally, due to the potential unknown Lorentz-boost along the z-axis, the total
momentum of an object is usually not of interest. Instead, the transverse momentum
pT is used, defined as
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Figure 3.4: Technical drawing of CMS, cut open to show the various detector parts,
and some key machine parameters. Taken from [130].

pT =
√
p2x + p2y. (3.5)

As the total transverse momentum prior to the collision is zero by design, due to
momentum conservation the pT sum of all objects produced in a collision must sum
up to zero. Therefore, a particle escaping the detector without interacting is visible
as missing transverse momentum pmiss

T .
With the coordinate system defined, I will introduce the individual parts of CMS
next. It has a cylindrical layout with different layers arranged around the central
beam pipe. All detector parts are shown in figure 3.4.

3.2.1.1 Tracking system

The innermost part of the CMS detector is the tracking system [131]. It is designed
to precisely measure the trajectories of charged particles moving through it, while
keeping the reduction of their energy to a minimum. This is achieved with multiple
layers of semiconducting silicon detectors, covering a region of |η| < 2.5. A schematic
drawing of the tracking system is shown in figure 3.5.
The tracking system consists of different parts. At the very center, directly outside
of the beam pipe, a silicon pixel detector (PIXEL) is located. In 2016, it consisted
of three barrel layers and two endcap discs. It provides a three-dimensional mea-
surement of the point where particles hit the silicon sensors, with a hit efficiency
of > 99% [132]. The position resolution of each hit is found to be 9.4 µm in the
rφ-direction, and between 20 and 45 µm in z-direction, depending on the angle at
which the particle passes through the sensor [132]. Between 2016 and 2017, the
PIXEL was replaced by an upgraded version [133], figure 3.6 shows a comparison
between the two configurations. It now consists of four barrel layers and three end-
cap discs. The upgraded PIXEL is ”designed to cope with the higher instantaneous
luminosities that have been achieved by the LHC” [133]. The high hit efficiency is
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Figure 3.5: The 2016 configuration of one half of the CMS tracking system. The
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Figure 3.6: Schematic drawing of the CMS PIXEL detector setup, showing the setup
used in 2016 (lower half) and the upgraded setup used in 2017 and 2018 (upper half).
The detector is split into a barrel (BPIX) and endcap (FPIX) part. Taken from [133].
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Figure 3.7: Schematic drawing of one quarter of the CMS ECAL, showing its barrel
and endcap parts, as well as the preshower system. Diagonal lines show the η
coordinate, visualizing the ECAL reach of |η| < 3. Taken from [136].

mostly retained and the hit resolution is measured (for the third barrel layer as an
example) to 9.5 µm in rφ- and 22.2 µm in the z-direction [133]. Additionally, the
upgraded PIXEL has less material in the endcap region, thus lowering the effect on
the energy of particles passing through.
Outside of the PIXEL, a silicon strip detector is situated, split into four parts:
The tracker inner barrel (TIB), consisting of four layers; and the tracker inner
discs (TID) consisting of three endcap discs, cover r < 55 cm and |z| < 118 cm.
Outside of these, the tracker outer barrel (TOB) with six layers and the tracker
endcaps (TEC) with nine discs extend the total coverage up to r < 116 cm and
|z| < 282 cm. The overall hit efficiency in the strip detector is close to 100%. The
position measurement resolution varies from 13–38 µm in the inner to 18–47 µm in
the outer part of the strip detector [132, 134].

3.2.1.2 Electromagnetic calorimeter

Moving further outside from the particle collision point, the next subsystem of CMS
is the electromagnetic calorimeter (ECAL) [135]. This detector part is designed to
measure the energy of light electromagnetically interacting particles, for example
photons or electrons. When passing through material, these particles can produce
an electromagnetic shower, ultimately depositing their energy their energy in the
detector material, thus allowing a measurement of the initial particles energy.
Similar to the tracker, one distinguishes between the barrel and endcap parts of
the ECAL. In total, the ECAL covers an area of |η| < 3, as shown in figure 3.7.
Build as a hermetic homogeneous calorimeter, the ECAL is made from scintillating
lead tungstate crystals. Energy deposited in this material is visible as scintillation
light and detected by photodetectors. About 99% of the produced light is collected
withing 100 ns [136], making the ECAL a very fast detector. The initial performance
of the CMS ECAL was measured with a test beam of electrons between 20 and
250GeV [137]. From these measurements, the energy resolution σE

E
of the ECAL

can be parameterized as
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σE
E

=
2.8%√
E[GeV]

⊕ 0.3%⊕ 12%

E[GeV]
. (3.6)

The first term describes the stochastic development of the electromagnetic shower,
scaling with 1√

E
. The second term, which is constant in energy, describes the reso-

lution from limited accuracy in the calibration of each ECAL cell and is dominant
for high energies. The third term, scaling with 1

E
and thus being dominant for

low energies, describes effects from background noise. The ECAL performance is
constantly monitored, understanding and correcting, for example, for crystal trans-
parency changes. Thanks to this, the energy resolution is kept as low as 2% in the
center of the ECAL barrel, and below 2% in the endcap [138].

3.2.1.3 Hadronic calorimeter

Similar to electromagnetically interacting particles, it is important to measure the
energy of hadronically interacting objects in the detector. These deposit their energy
in material in a hadronic shower, similar to the electromagnetic shower introduced
above, but driven by hadron production, excitation and deexcitation of nuclei; and
particle decays. Notably, all hadronic showers have an electromagnetic component.
It is not possible to catch the full energy of a heavy hadron in the ECAL due to its
limited depth. Therefore, a second calorimeter, the hadronic calorimeter (HCAL)
[139] is used to measure hadronic particles energies at CMS. In contrast to the
homogeneous ECAL, the HCAL is a sampling calorimeter, made from high density
brass or steel absorbers and lower density plastic scintillation material. Only about
7% of the total energy deposited in the calorimeter is visible as scintillation light.
However, knowing this fraction allows to still determine the initial particles energy.
The HCAL structure is displayed in figure 3.8, the showing different parts covering
a total range of |η| < 5.19.
Similar to the ECAL, also the HCALs performance is monitored. Assuming pions
that do not interact significantly in the ECAL, the energy resolution is found to be
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Figure 3.9: Field strength of the CMS magnetic field, shown in color in the left half,
and as field lines in the right half of the figure. Taken from [142].

σE
E

=
91%√
E[GeV]

⊕ 4% (3.7)

in test beam studies [139]. In practice, the energy resolution in data taken with
CMS is usually monitored for jets, which are reconstructed using combined tracker
and calorimeter information and are discussed in detail in section 3.2.4.2.

3.2.1.4 Solenoid magnet

Precisely reconstructed particle trajectories from the tracking system can be used
to determine the momentum of charged particles. When moving through a mag-
netic field, charged particles are affected by the Lorentz force, resulting in a curved
trajectory. Assuming a known magnetic field magnitude B, the radius of the cur-
vature allows to access the momentum of the particle. Additionally, the direction
of the curvature allows to distinguish positively and negatively charged particles.
In order to induce a magnetic field into the tracking system volume, a supercon-
ducting solenoid magnet [141] is used, which is located outside of the calorimeters.
Producing a magnetic field with a maximum of 3.8T, the magnet consists of a su-
perconducting coil and a magnet yoke. The magnetic field is mostly homogeneous
within the tracking system, as can be seen in figure 3.9, and wraps around in the
muon chambers. For accurate reconstruction (and simulation) of objects in the de-
tector, precise knowledge of the magnetic field map is crucial. It can be determined
using measurements of cosmic muon rays [142].

3.2.1.5 Muon system

The outermost part of CMS is the muon system [143]. Muons pass through the
calorimeters and the solenoid magnet without being stopped, thus a dedicated de-
tector system is used to measure these particles. An overview is given in figure
3.10.
Similar to the tracking system, a measurement of the trajectory of muons passing
through the muon system is targeted. Detector hits are measured using gas-filled
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Figure 3.10: Schematic cutout of the CMS detector, showing a quarter of the muon
system. Drift tubes in the barrel are shown in yellow and labeled MB. Cathode strip
chambers in the endcap regions are shown in green and labeled ME. Resistive plate
chambers are shown in blue and labeled RB (in the barrel) and RE (in the endcap),
respectively. Taken from [144].

drift tubes (DT) in the barrel region and cathode strip chambers (CSC) in the end-
caps, allowing to determine the two-dimensional hit position. These detectors are
accompanied by resistive plate chambers (RPC) [145] which are primarily used for
triggering (see 3.2.3), thanks to their fast response time. As the muon system is
outside of the solenoid magnet, the magnetic field wraps around and curves muon
trajectories into the opposite direction compared to the tracking system, which al-
lows momentum measurement like in the tracking system. The muon system is able
to measure muons with a high hit efficiency of 94 to 99%. Additionally, it has very
precise hit spatial resolution of 50 to 300 µm and momentum resolution of 1 to 3%
for muons with pT < 100GeV, which stays below 7% for muons with pT < 1TeV)
[144].

3.2.2 Data collected by CMS
The LHC delivers collision data to CMS, which is measured using the detector parts
I described above. Here, I briefly discuss quantification of this data in terms of
luminosity and the different eras of data taking.

3.2.2.1 Luminosity

In section 2.1.4, I show the cross section of various physics processes. The number
of events per second Ṅ(t) of a process occurring in LHC proton-proton collisions is
calculated as

Ṅ(t) = L(t) σ (3.8)

where L(t) is the so-called instantaneous luminosity, describing the number of
proton-proton collisions produced by the LHC per area and time. To estimate
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the total amount of collision events N of a process in a given time, the integrated
luminosity L is used:

N = σL = σ

∫
L(t) dt. (3.9)

Often, the integrated luminosity is given in inverse barn (b−1), analogous to cross
sections given in barn. To predict how many events of a given process are present
in the data gathered at one of the LHCs experiments, luminosity measurements are
crucial. Therefore, dedicated luminosity measurements are performed. At CMS, the
absolute luminosity scale is obtained through van der Meer scans. By varying the
transverse separation of the two proton beams, it is possible to obtain information
on the beam size σx and σy perpendicularly to the beam direction. Then, the
instantaneous luminosity can be calculated as

L = NBf
N1N2

4πσxσy
(3.10)

where NB is the number of bunches in the LHC, f is their collision frequency and
N1 and N2 are the number of protons per bunch. However, as this method requires
dedicated scans and thus can not be performed during data taking, different tech-
niques are needed to track changes in luminosity over time. For this, a combination
of different measurements is employed, both using the main parts of the CMS de-
tector (as introduced above) and dedicated subsystems (called luminometers). Each
of these measures some rate observable averaged over O(s). Scaling this rate with
some constant parameter describing the relation between the observable and the
instantaneous luminosity, which is derived during van der Meer scans, then yields a
measurement of the instantaneous luminosity over time, without the need for con-
tinuous dedicated scans. More information on luminosity measurements at CMS
can be found in [146].

3.2.2.2 Data taking runs

The LHC is not running continuously, instead its operation is divided into multiple
runs, each containing multiple years of data taking. Between runs, so-called long
shutdowns (LS) allow time to maintain and upgrade accelerator and detector tech-
nology. The full LHC schedule, including past runs and future plans, is shown in
figure 3.11. Data taking started in 2011 with Run 1, gathering a total 30 fb−1 of
data at a √

spp of 7TeV and 8TeV.
The second data taking period, Run 2, started in 2015 after the end of LS1. However,
as the data taken in that year was mostly used for machine commissioning, in the
context of this thesis, I use the term Run 2 to refer to the time period between
2016 and 2018. From Run 1 to Run 2, the most important change to the LHC
was an increase of √spp to 13TeV. During Run 2, the LHC delivered 159.3 fb−1

integrated luminosity to CMS (not considering 4.3 fb−1 in 2015) [148], an overview
of which is given in figure 3.12. Of this data, 146.82 fb−1 was recorded by CMS,
split into 38.25 fb−1 from 2016, 44.9 fb−1 from 2017, and 63.67 fb−1 from 2018 (not
accounting for 3.86 fb−1 in 2015). Ideally, CMS would measure all delivered collision
events, the reduced recorded luminosity results mainly from temporarily unavailable
detector subsystems or a busy DAQ system [149]. The quality of all recorded data
is thoroughly examined and the performance of all CMS subsystems is evaluated.
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Figure 3.11: Overview of the LHC schedule as of 2024, showing past runs and plans
for the future, including the HL-LHC. Taken from [147]

Only if all subdetectors perform as expected, data is certified as usable for physics
analysis. This further lowers the luminosity, so that ultimately in Run 2 137.62 fb−1

are available for usage, split into 36.31 fb−1 from 2016, 41.48 fb−1 from 2017, and
59.83 fb−1 from 2018 (not accounting for 2.27 fb−1 in 2015). The comparison between
delivered, recorded and certified luminosity during Run 2 is visualized in figure 3.13.
During 2016, the strip detector system saw a decreased signal-to-noise ratio for
technical reasons, resulting in a drop in hit efficiency. This was fixed after about
half of the 2016 dataset was collected by changing the feedback preamplifier bias
voltage (VFP). As the detector difference might lead to changes in observed results,
the 2016 dataset is split into the pre-VFP and post-VFP eras containing 19.5 fb−1

and 16.8 fb−1 of integrated luminosity, respectively [150].
All results and information in this thesis, unless otherwise noted, assume a Run 2
setup, including the description of the LHC above. In 2022 (after LS2 and some
delays due to the Covid-19 pandemic), Run 3 started with another increase of √spp
to 13.6TeV, closely approaching the design energy of 14TeV. I present some studies
for Run 3 of CMS in this thesis, and therefore list relevant changes to CMS in
appendix A.1.2. It is planned to continue until 2026, after which another LS will
take place (LS3), followed by the high luminosity phase of the LHC (HL-LHC) [152].
Characterized by a planned strong increase in instantaneous luminosity and a √

spp
of 14TeV, it will require substantial upgrades not only to accelerator infrastructure,
but also detector components. In appendix A.1.3, I provide some information on the
HL-LHC phase of the CMS experiment, and list any differences that are relevant to
this thesis.

3.2.2.3 Pileup collisions

The high instantaneous luminosity that is achieved at the LHC results in very high
interaction probabilities. Therefore, multiple proton-proton interactions happening
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per bunch crossing are likely, which leads to an overlap of different collision processes
in the detector. Assuming some main interaction that is under study, all other
overlapping interactions are called pileup (PU) [153]. Following equation 3.8, one
can see that pileup is expected to scale approximately linearly with instantaneous
luminosity. Also, from the cross section overview in section 2.1.4, it is expected that
PU almost entirely consists of low energy QCD processes. An overview of the PU
distribution in CMS data is given in figure 3.14. There, one can see that the mean
number of PU interactions during Run 2 is about 30 to 40, but can reach as high as
60.

3.2.3 Data acquisition

As discussed above, collisions within CMS happen at a rate of about 40MHz, being
detected by the various CMS subsystems. The data acquisition system (DAQ) [154,
155] is used to read out the data measured by these. However, it can not read out
events at a rate of 40MHz. Additionally, with an average offline event size of 1MB,
this would correspond to a data stream of about 40TB s−1, which can not feasibly
be transferred or stored. Therefore, a two layer trigger system is used at CMS. It
aims to lower the rate at which events are read out with as little impact on the
physics performance as possible. The cross section overview in figure 2.3 shows that
the majority of hard scattering SM process are very rare compared to basic QCD
processes, like (elastic or inelastic) scattering or multi-jet production. Additionally,
it can be assumed that any potential BSM physics that is within the energy reach
of the LHC is even more rare, as otherwise it could have been already detected.
Therefore, the goal of the trigger system is to identify and trigger on events from
rare, interesting processes while rejecting less relevant, more common background
events.
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Figure 3.15: Schematic diagram of the CMS L1T in its Run 2 configuration. Data
from the different input parts, shown at the top, flows through different parts until
it reaches the GT at the bottom of the figure. Taken from [158].

3.2.3.1 Level 1 trigger

The Level 1 trigger (L1T) [156] is the first layer of the trigger system, which acts
before detector readout through the DAQ system. It works synchronously to the
LHC clock of 40MHz and is fully implemented in hardware, using field-programmable
gate arrays (FPGA) and application-specific integrated circuits (ASIC). Data is held
in buffers for up to 4 µs awaiting readout. A schematic overview of the Run 2 L1T is
given in figure 3.15, which is a completely new L1T setup compared to Run 1 [157].
In order to distinguish interesting events from background events, physics objects
need to be reconstructed from the raw detector data. For this, information from
fast detector parts, using a reduced resolution, is used.
In the CSCs and DTs, so-called trigger primitives (TP) are built, which contain
information on pT , coordinates, timing and detector hit quality. Depending on the
pseudorapidity region, the TPs and RPC hits are combined to muon tracks by three
different track finders: the barrel muon track finder (BMTF), overlap muon track
finder (OMTF) and endcap muon track finder (EMTF). The resulting muon can-
didates contain information on track quality, pT and charge and are passed to the
global muon trigger (GMT). Here, duplicates are removed, which might occur from
muons passing through overlapping regions of different track finders. After improv-
ing the tracks by extrapolating to the nominal interaction point and performing
pT -sorting, muons are passed from the GMT to the Global Trigger (GT).
Similar to the muon systems, in the HB, HE, HF and ECAL, TPs are constructed
from energy deposits, which are then passed to the first layer of the calorimeter
trigger. Here, calibrations accounting for time-dependent changes in calorimeter
responses are applied, before the TPs are passed to the second layer, and physics
objects are reconstructed. As information from the tracking system is not available
in the L1T, photons and electrons can not be distinguished and are reconstructed
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Figure 3.16: Fraction of L1T rate allocated to triggers targeting different L1 objects
or combinations of those, taken from [158].

as combined e/γ objects. Clustering energy around a local energy maximum, some
quality criteria are applied to low momentum e/γ objects to distinguish them from
hadronically induced calorimeter showers. Also, one distinguishes between isolated
and non-isolated e/γ objects depending on the surrounding energy. A dedicated
reconstruction algorithm is employed to identify the detector signature of τ lep-
tons decaying to pions. Having similar properties as QCD-induced jets, they can
be distinguished as they form separate calorimeter clusters. As for e/γ objects,
isolation properties are evaluated. Finally, jets are reconstructed from calorimeter
clusters using a sliding window algorithm around a local energy maximum. Using
the available information, energy sum variables like the total jet momentum sum
HT or missing transverse energy pmiss

T can be calculated. For all L1T calorimeter re-
construction algorithms, dedicated measures are employed to minimize the influence
of PU. Finally, all calorimeter-based objects are passed to the GT.
I refer to the objects reconstructed in the L1T as L1 objects in the following, to
differentiate them from objects used in offline analysis (see section 3.2.4).
The GT contains the so-called L1 menu, a collection of different L1 triggers. Every
trigger in the menu is a combination of one or multiple trigger conditions, which
result in a single boolean value for that trigger. Typically, trigger conditions are
thresholds on pT , η or quality criteria of a L1 object. The majority of triggers in the
L1T are single- or double-object triggers which cover a wide range of physics pro-
cesses. So-called cross triggers, combining information from L1 objects of different
types, exist, as well as more complex triggers targeting specific signal signatures. A
logical OR is calculated from the results of all triggers, and if it is true, a signal is
sent to the DAQ system to trigger the detector readout. The output rate of the L1T
is therefore limited to the maximum DAQ readout rate of 100 kHz, which is shared
by all triggers. A typical setup of triggers during Run 2 is shown in figure 3.16.
In order to include triggers which would have too high rates in the L1 menu, prescales
are used. A prescaled trigger is only outputting true every Nth time its conditions
are fulfilled, where N is the triggers prescale factor.
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Figure 3.17: Combined rate of triggers belonging to different physics groups in
CMS during 2018 data-taking. Listed are physics analysis groups (Exotica, Higgs,
SUSY, SM, B2G, Top, B Physics) which usually implement more complex, analysis-
specific triggers, and physics object groups (Muon, Electron-Photon, Jet-MET, Tau,
B Tagging, Tracking) which implement basic single- and multi-object triggers. Taken
from [160].

3.2.3.2 High Level Trigger

At the L1T acceptance rate of about 100 kHz, the DAQ can now read out the
triggered events. However, the resulting output stream of about 100GB s−1 of data
is still too much to store. Therefore, a second trigger layer is needed. Through
DAQ system, the information measured in every detector sub-system is transferred
to the event builder via optical links, which combines them per collision event and
passes them on to the high level trigger (HLT) [154, 159]. In contrast to the L1T,
this system has access to the full detector information, and is running on a regular
commercial server farm. Events are buffered for up to two minutes while the HLT
makes a decision whether to pass on or discard them.
Running a software very similar to the offline reconstruction software but optimized
for fast execution, the HLT consists of a menu of many different trigger paths.
Each path consists of a sequence of reconstruction and filtering modules, where the
first module always is one or multiple L1 triggers, called the seeds of the path. A
reconstruction module provides the object(s) required by a following filter module.
In the following, I refer to objects reconstructed as part of a HLT path as HLT
objects. Modules in a path are executed consecutively, and as soon as a filter
condition is not fulfilled, the execution of that path is stopped. Therefore, in contrast
to the L1T, there is no fixed latency in the HLT. As long as the average timing is low
enough that the storage buffers do not fill up, evaluation can take up to O(seconds)
for some events. The targeted HLT output rate is about 1 kHz. Among the HLT
trigger paths are simple single- and double-object triggers, but also many more
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complex algorithms targeting specific detector signatures. To compare the relative
rate contributions, figure 3.17 shows the rate share of triggers sorted by the CMS
physics groups managing the respective triggers.
Multiple triggers might select the same event, thus when adding a new trigger to
the menu, the total menu rate will only increase due to events that the new trigger
selects that are not selected by any other trigger. This added rate of a single trigger
relative to the rest of the menu is called pure rate, which is also shown in figure
3.17. Like in the L1T, a logical OR of all HLT paths is determined and the selected
events are passed on for long-term storage and offline reconstruction.

3.2.3.3 Trigger rate monitoring

It is crucial to constantly monitor and improve the performance of the trigger system,
as all data that is not triggered is lost and can not be recovered. Monitoring the
rate of L1 triggers or HLT paths ensures the overall L1 or HLT rate budget is not
exceeded and helps to detect possible problems with individual triggers or detector
parts. These could become visible in unstable, too high or too low rates.
Trigger rates are monitored while CMS is collecting data using the Online Monitor-
ing System (OMS) [161]. This web-based tool provides information about detector
status, luminosity and trigger rates, both live and for past data taking periods.
Rates are calculated per luminosity section (LS), which is a unit of data subdivision
and corresponds to about 23 seconds of data taking [162]. Additionally, trigger rates
are evaluated for longer periods of data taking, in order to determine changes due
to different detector conditions.
Changes in the rate of a specific trigger are most strongly driven by changes in
instantaneous luminosity: as the expected number of all processes scales linearly
with the instantaneous luminosity (see equation 3.8), so do trigger rates. However,
this behavior can be altered by PU. In figure 3.18, I show rates per LS against
the average PU in that LS, showing that the slope of the PU-dependent increase
varies between trigger algorithms. Usually, muon triggers are close to ideal, whereas
triggers based on hadronic activity in the detector (like HT or Emiss

T ) show a stronger
PU-dependency.

3.2.3.4 Trigger efficiency monitoring

Beyond rates, the efficiency of a trigger is an important measure of its performance,
however it is not as easy to measure. In a general sense, the efficiency ε of a trigger
is defined as

ε(studied trigger) = N(events passing studied trigger)
N(all events)

. (3.11)

A trigger efficiency gives a measure on how well a given trigger (or combination of
triggers) is suited to select events of interest. However, by design, not all events
are stored, thus the value of N(all events) is inaccessible. There are multiple ways
how this can be circumvented to allow what is called efficiency measurement in
data, which I introduce in the following. In contrast, in simulated events (which
I introduce in section 4.1), efficiencies can simply be calculated by using equation
3.11, as all events are available.
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Figure 3.18: L1T rates per LS against the average PU in that LS for data from a
single run during 2023 data taking. Rates are normalized with the average rate of
each respective trigger to make the PU-dependencies comparable.

Measurement using random triggers CMS takes data using so-called random
triggers, where the trigger condition is not dependent on any measured quantity, but
fully random. As the resulting dataset is unbiased, measuring a triggers efficiency
can be done trivially following equation 3.11. However, as the overall efficiency
(relative to all collisions in CMS) of any trigger must be low to fit the trigger rate
constraints, only few events from such a random dataset will pass the analyzed
trigger condition, resulting in very large statistical uncertainties on the efficiency,
especially when calculating it differentially, or after applying some other selections
to the data. Therefore, this method is usually only used for initial studies or very
high rate L1 triggers.

Measurement in an orthogonal dataset To obtain a dataset where enough
events pass the studied trigger so that an efficiency can be properly measured, this
dataset can be gathered by some other trigger, called the orthogonal trigger. Then,
the trigger efficiency is defined as

ε(studied trigger) = N(events passing studied trigger and orthogonal trigger)
N(events passing orthogonal trigger)

(3.12)
Assuming there is no correlation between the orthogonal trigger and the studied trig-
ger, this relation becomes equal to equation 3.11. To investigate this, the parameter
α is defined as

α =
ε(studied trigger) ∗ ε(orthogonal trigger)
ε(studied trigger and orthogonal trigger)

. (3.13)
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The value |1 − α| describes the strongest possible error on the measured efficiency
originating from correlation between the datasets. Thus, a good orthogonal trigger
should have α close to one. Often, its value is then assigned as an uncertainty onto
the measured efficiency. The value of α can be tested in simulated events.

Measurement using a reference trigger Another method to obtain a dataset
where enough events pass the studied trigger uses a so-called reference trigger. When
using a dataset gathered with a trigger that is a strict super-set of the studied trigger,
an efficiency measurement can be performed without any intrinsic bias. Assuming
that the efficiency of the reference trigger is known, the overall efficiency can then
be obtained as

ε(studied trigger) = ε(reference trigger) ∗ ε(relative) (3.14)
with

ε(relative) = N(events passing studied trigger and reference trigger)
N(events passing reference trigger)

. (3.15)

One can easily see that equation 3.11 is recovered if all events pass the reference
trigger. The reference trigger method is often used for triggers including multiple
filters, where the reference trigger is identical except for the removal of one or more
filters. Often, triggers used as reference triggers are prescaled.

Measurement using tag and probe The final method of efficiency measure-
ment uses an inherently different approach compared to the other three: instead of
somehow trying to define an unbiased dataset to measure a per-event efficiency in,
instead a per-object efficiency is measured. In the tag and probe method, events
containing two independent objects (for example two muons from a Z decay) are
analyzed. Events gathered with a single-object trigger are used, and an offline object
of the same type is required to be near the object that the trigger used. Then, a
secondary offline object is selected, and the efficiency of the studied trigger to select
on this object is measured. For a single-object trigger, the resulting per-object effi-
ciency is identical to a per-event efficiency. For multi-object triggers, efficiencies can
be multiplied assuming that the different selection criteria of the trigger factorize.

Trigger efficiency studies Using these measurement techniques, the efficiency
of L1T and HLT triggers is constantly monitored. This is often done differentially,
for example as a function of offline object pT or η. Due to differences in online and
offline reconstruction, the efficiency of a trigger including a momentum requirement
is smeared out near that threshold. The rise in efficiency is referred to as the
turn-on of the trigger, after which a plateau of constant, high efficiency follows.
Performance results of the most common L1 triggers can be found in [158], and
HLT performance results in [163], where the excellent efficiency of the CMS trigger
system is documented.
I perform efficiency studies for two new HLT paths that are added for Run 3 data
taking (differences to the Run 2 configuration of CMS are listed in appendix A.1.2).
A first path requires a single jet with pT > 420GeV and mSD > 30GeV. A second
path requires two jets, both having pT > 270GeV and mSD > 30GeV. The jet mass
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mSD is defined using the soft drop algorithm [164], as the triggers replace similar
ones with an older jet mass calculation method. The jet mass condition lowers the
trigger rate and thus allows lower jet momentum thresholds compared to jet triggers
without a mass requirement.
I measure efficiencies in a dataset gathered during 2022, corresponding to 34.4 fb−1.
To target a set of events relevant to analyses using these HLT paths (for example
a search for a hypothetical particle X decaying as X → HH → 4b), I impose
some event selection criteria: Only events with at least two large-radius jets with
pT > 300GeV (250GeV) of the leading (second leading) jet are considered. Both jets
are required to have a jet mass mSD > 70GeV, and a single muon with pT > 30GeV
is required as well. I define an orthogonal dataset using a single muon trigger,
requiring either an isolated muon with pT > 24GeV or a non-isolated muon with
pT > 50GeV. The resulting efficiencies are shown in figure 3.19. I include a single jet
trigger without mass requirement, having a pT threshold of 500GeV, and aHT -based
trigger requiring 1050GeV of total hadronic momentum, for reference. One can see
that the jet mass triggers help increase the efficiency at low jet pT and HT . When
combining all tested HLT paths in a logical OR, as usually done in offline analysis,
high efficiency over a wide range of momenta is visible. I perform further efficiency
checks, splitting the available data in parts before and after an update of HCAL
calibrations which happened during 2022. In figures 3.20 and 3.21, I show that the
trigger efficiency in the turn-on increases after the HCAL calibration update. These
results showcase how trigger efficiency studies can be used to evaluate changes in
detector conditions and their effect on the data gathered by CMS. These results are
published in [12] in form of a CMS detector performance note.

Software release validation Another application of trigger efficiency measure-
ment is release validation of the CMS software (CMSSW). For each new release,
simulated events are passed through the CMSSW software stack automatically and
HLT efficiencies are compared to the previous release in order to immediately spot
potential issues. The implementation of the efficiency calculation is managed by the
physics group responsible for a path.
I develop a central HLT release validation tool for usage in Run 3. This additional
validation is designed to be a centrally available tool that does not rely on the
individual physics groups, is easy to use and configure and produces results that
can be investigated in a short time. Therefore, the tool consists of two parts: The
first part calculates efficiencies using a generic approach that is applicable to most
triggers. To not be dependent on object definitions, instead of using offline object
properties, efficiencies are calculated as function of generator-level object properties
(which I introduce in section 4.1). These are matched to the object passing a HLT
path using a ∆R criterion. Provided by the user in a simple configuration file, many
settings are available, including...

• ...the HLT path to evaluate.
• ...the generator-level object type to use.
• ...the variables to evaluate efficiencies against and their binning.
• ...selection requirements, both generic and variable-specific.
• ...the ∆R threshold to match generator-level and trigger objects.

This way, the tool can be used quickly by only selection a few settings. Additionally,

39



Chapter 3: Experiment

0 250 500 750 1000 1250 1500
Leading offline AK8 jet pT [GeV]

0.0

0.2

0.4

0.6

0.8

1.0

Ef
fic

ie
nc

y

34.3 fb 1, 2022 (13.6 TeV)CMSPreliminary

Jet with pT > 500 GeV
HT > 1050 GeV
Jet with pT > 420 GeV
and mass > 30 GeV
Two jets with pT > 270 GeV
and mass > 30 GeV
OR of these triggers

0 250 500 750 1000 1250 1500
Second offline AK8 jet pT [GeV]

0.0

0.2

0.4

0.6

0.8

1.0

Ef
fic

ie
nc

y

34.3 fb 1, 2022 (13.6 TeV)CMSPreliminary

Jet with pT > 500 GeV
HT > 1050 GeV
Jet with pT > 420 GeV
and mass > 30 GeV
Two jets with pT > 270 GeV
and mass > 30 GeV
OR of these triggers

0 500 1000 1500 2000 2500 3000
Offline AK8 jet HT [GeV]

0.0

0.2

0.4

0.6

0.8

1.0

Ef
fic

ie
nc

y

34.3 fb 1, 2022 (13.6 TeV)CMSPreliminary

Jet with pT > 500 GeV
HT > 1050 GeV
Jet with pT > 420 GeV
and mass > 30 GeV
Two jets with pT > 270 GeV
and mass > 30 GeV
OR of these triggers

Figure 3.19: Trigger efficiencies as a function of the leading (upper left), second
leading (upper right) offline jet pT and HT (bottom). Shown are existing jet and HT

triggers requiring a single jet with pT > 500GeV and HT > 1050GeV, respectively.
Additionally, the efficiency of two new triggers are shown: One requires a single jet
with pT > 420GeV and mSD > 30GeV, the other two jets with pT > 270GeV and
mSD > 30GeV each. These results are published in [12].
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Figure 3.20: Trigger efficiencies as a function of the leading (upper left), second
leading (upper right) offline jet pT and HT (bottom) for a trigger requiring a single
jet with pT > 420GeV and mSD > 30GeV. Results before and after a change in
HCAL calibrations are compared. These results are published in [12].

41



Chapter 3: Experiment

0 250 500 750 1000 1250 1500
Leading offline AK8 jet pT [GeV]

0.0

0.2

0.4

0.6

0.8

1.0

Ef
fic

ie
nc

y

34.3 fb 1, 2022 (13.6 TeV)CMSPreliminary

Two jets with pT > 270 GeV
and mass > 30 GeV

pre-HCAL update
post-HCAL update

0 250 500 750 1000 1250 1500
Second offline AK8 jet pT [GeV]

0.0

0.2

0.4

0.6

0.8

1.0

Ef
fic

ie
nc

y

34.3 fb 1, 2022 (13.6 TeV)CMSPreliminary

Two jets with pT > 270 GeV
and mass > 30 GeV

pre-HCAL update
post-HCAL update

0 500 1000 1500 2000 2500 3000
Offline AK8 jet HT [GeV]

0.0

0.2

0.4

0.6

0.8

1.0

Ef
fic

ie
nc

y

34.3 fb 1, 2022 (13.6 TeV)CMSPreliminary

Two jets with pT > 270 GeV
and mass > 30 GeV

pre-HCAL update
post-HCAL update

Figure 3.21: Trigger efficiencies as a function of the leading (upper left), second
leading (upper right) offline jet pT and HT (bottom) for a trigger requiring a two
jets with pT > 270GeV and mSD > 30GeV. Results before and after a change in
HCAL calibrations are compared. These results are published in [12].
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Figure 3.22: Representative screenshot of the web-based trigger validation interface.
A slideshow view of trigger efficiencies is provided for all tested triggers, evaluating
the efficiency as a function of different variables. When a baseline result is selected,
differences to it are automatically detected and marked with a red border.

it can be automatically executed regularly with a default set of parameters. Efficien-
cies are calculated and the results stored. They can then be easily accessed using
a web-based interface, the second part of the validation tool. An example is shown
in figure 3.22. The main view option is quick overview of the results, showing only
the final filter per HLT path in a slideshow view. Alternatively, the full filter-by-
filter efficiencies of all paths can be displayed. In both view configurations, the user
can compare validation results to a baseline, any deviations will automatically be
marked so that it can be detected quickly. This way, the tool can be used by trigger
experts to quickly ensure that no major issues arise in a new software release. If
an issue is visible, enough information is available to point to the problematic path,
object or filter, so further investigation can be made.

3.2.4 Event reconstruction
To perform offline analyses like the one I present below, physics objects are recon-
structed from the raw detector measurements, based on the signature they have in
the experiment. This signature varies for different particles, as is visualized in figure
3.23.

3.2.4.1 Particle Flow reconstruction

Most objects interact not only with one part of the detector. Therefore, a particle
flow (PF) algorithm is used in CMS [166]. With PF, physics objects are recon-
structed using all relevant information, combining different detector subsystems.

Basic particle flow elements The PF reconstruction starts with a reconstruc-
tion of basic PF elements: charged particle tracks and calorimeter clusters.
Charged particle tracks can be reconstructed using information from the tracking
system and the muon chambers. The track reconstruction is an iterative procedure
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Figure 3.23: Detector signature of a photon, neutral hadron, muon, charged hadron
and electron in a slice of the CMS experiment, taken from [165].

based on Kalman filtering [167]. A set of starting seeds is found, and a trajectory
is extended from each of them. All hits along the trajectory are gathered and a fit
is performed to them to obtain the origin, transverse momentum and direction of
the particle inducing the track. All hits now associated to a track are removed and
the procedure is repeated for a total of ten times, while gradually lowering the track
quality requirements and changing the seed, targeting different types of tracks in
each iteration. Seeds are initially based on the pixel detector, then strip information
and finally are based on muon system information. From the reconstructed tracks,
the primary interaction vertices (PV) of the collision can be determined [132], of
which there might be multiple due to PU collisions. Extrapolating tracks to find
ones originating from the same point in the detector (and requiring this point to be
close to the nominal collision point) provides the information needed to determine
the vertex position using a fit. Of these vertices, the one with the highest p2T sum
of its decay products is chosen as the main interaction vertex of the collision event.
Calorimeter clusters are found separately in the different calorimeter parts. Clus-
ter seeds are found in calorimeter cells with local energy maxima above a certain
threshold, from which clusters are formed by combining with surrounding cells that
have energy above twice the noise level. A multi-Gaussian fit then provides energy
information of the cluster after a calibration process.

The link algorithm In a next step, the link algorithm combines different basic
elements to create so-called PF blocks, which are the basis for the subsequent recon-
struction and identification of physics objects. A link between a track and a cluster
is created when the extrapolated trajectory of the track lies within the cluster. Mul-
tiple tracks can be combined, targeting either electron-photon conversion processes,
or tracks originating from common vertices. Similarly, tracking system tracks can
be combined with muon system tracks. Finally, multiple clusters can be combined
if the cluster position of one cluster lies within the envelope of another. The algo-
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rithm can in principle combine every pair of PF elements, however a restriction to
the nearest neighbors is made to reduce the computational load.

Physics object reconstruction For each PF block, different identification and
reconstruction steps are then executed sequentially to identify physics objects. First,
muon candidates are obtained, for which different candidate types can be defined:
standalone muons are only based on muon system tracks, tracker muons only based
on tracking system tracks (matching at least one muon system hit) and global muons
combine information from tracking system and muon chambers to obtain muon
candidates. Then, certain quality selection criteria on global and tracker muons, for
example depending on their isolation, provide the final collection of muons. After
muons are reconstructed, all PF elements that were used to successfully reconstruct
a muon are removed from further computation.
Next, electrons and photons are reconstructed. Electron seeds are either purely
based on ECAL clusters (accounting for bremsstrahlung effects) or tracks. For
cluster-based electron seeds, corresponding tracker hits are found based on the ex-
pected trajectory from the clusters energy and position. If no hits are found, the
candidate is identified as a photon instead. Conversely, for tracker-based electron
seeds, a cluster matching the track is found, for which the measured energy must
match the tracks transverse momentum. Repeating the track fit with a Gaussian-
sum filter [168] (instead of the Kalman filter used before) improves the results. As
for muons, the reconstruction involves certain requirements on the quality and iso-
lation of the considered PF elements, and after processing all elements that were
used are removed.
Next, charged and neutral hadrons are identified, as well as non-isolated photons
and (rarely) muons from hadron decays which were not identified by the previous
algorithms. HCAL clusters not linked to tracks are identified as neutral hadrons,
ECAL clusters without tracks are identified as photons, otherwise the result is a
charged hadron, depending on the calorimetric energy relative to the associated
track momenta. All resulting objects are passed on as so-called PF particles.
Finally, some post-processing steps are applied to avoid artificial large pmiss

T from
various sources, like cosmic muons or misreconstructed objects.

3.2.4.2 Jet reconstruction

While muons, electrons and photons from proton-proton collisions reach the detector
and can be measured as they are, this is not the case for hadronic particles. As I
introduce in section 2.1.3.2, color-charged particles hadronize and form jets. The
PF algorithm can reconstruct the individual objects that make up these jets, but to
enable statements on the particle a jet originated from, its of interest to reconstruct
the jet itself as a physics object, instead of using its individual constituents. For this
purpose, different jet reconstruction algorithms are used to reconstruct, or cluster,
jets from the measured PF particles. For these algorithms, there are some crucial
requirements: Aside from stability against PU, jet clustering algorithms need to
be collinear safe such that the result is not affected by gluon splitting processes
inside the jet. Similarly, infrared-safety is important, the clustering result should
not change due to radiation of low energy gluons.
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Figure 3.24: A parton-level event with additional lower-pT background particles
clustered with the anti-kt algorithm. Different colors show different jets, with the
shape effects of pT differences between jets clearly visible. Taken from [169].

The anti-kt algorithm A widely used jet clustering algorithm is the anti-kt algo-
rithm [169]. As a sequential recombination algorithm, it clusters jets by iteratively
combining entities until a jet is reconstructed, in contrast to cone-based algorithms
which reconstruct jets as a cone around some seed. A distance between two entities
can be defined as

dij = min(pT
2n
i , pT

2n
j )

∆2
ij

R2
(3.16)

with ∆2
ij = (yi+yj)

2+(φi+φj)
2 where yi is the rapidity (defined in appendix A.1.4,

similar to the pseudorapidity η) of entity i. The parameters R and n are free and
can be chosen when defining the algorithm. A second distance parameter is defined
as

diB = pT
2n
i (3.17)

and describes the distance between entity i and the beam B. The anti-kt algorithm
is obtained when choosing n = −1, whereas other algorithms are obtained for other
choices of n: n = 0 corresponds to the Cambridge/Aachen algorithm [170] and n = 1
to the kt algorithm [171].
The entities used for the anti-kt algorithm can vary. In the context of this thesis,
PF jets based on PF particles are used, but other jet types exist within CMS. For
all entities, all possible dij and diB are calculated and the smallest distance is found.
If it is a distance between two entities (dij), they are combined to form a pseudojet,
which will be considered an entity for the following iterations. If it is an entity-
beam distance (diB) the entity is removed from the process and called a jet if it
was a pseudojet. This procedure is repeated until all entities have been removed.
A benefit of the anti-kt algorithm is the shape of the resulting jets. Assuming well
separated jets, these are mostly conical in a radius of R around the most energetic
constituent. When two highly energetic particles are near each other, two jets will
form, which can not both be conical. In that case, the jet with higher energy will
be more conical than the other, as shown in figure 3.24. The anti-kt algorithm
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is collinear- and infrared-safe, and not influenced in shape by additional low-pT
particles.
Within CMS, different choices of radius parameter R are common: jets with R = 0.4
are called small-radius jets, and R = 0.8 results in large-radius jets. Small-radius
jets target the decays of light quarks or gluons, whereas large-radius jets are well
suited to reconstruct the decays of, for example, t quarks: Generally, the lifetime of
top quarks is so small that they decay before hadronizing into a jet. Their decays
almost always result in a b quark and a W boson, as follows from the CKM matrix
introduced in section 2.1.3.3. Assuming that the W boson decays into two light
quarks and the top quark was highly energetic, the b quark and the two light quarks
can appear as a single large-radius jet.

The HOTVR algorithm A jet reconstruction algorithm specifically targeting
the decay of heavy objects like t quarks is the Heavy Object Tagger with Variable
R (HOTVR) [172]. It combines jet clustering with subjet finding and soft cluster
rejection. Similar to the anti-kt algorithm, HOTVR is a sequential recombination
algorithm. It uses the same distance definitions I introduced above, with n = 0 and
replacing the constant parameter R with a pT -dependent parameter Reff, defined as

Reff(pT ) =
ρ

pT
(3.18)

with a tunable parameter ρ. For robustness, Reff is limited to be between some Rmin
and Rmax. HOTVR modifies the clustering procedure with a veto inspired by the
mass jump algorithm [173]: If two entities are chosen by the algorithm, it is checked
whether their invariant mass is greater than some threshold mij > µ. If this is the
case, the mass jump criterion is checked:

θmij > max(mi,mj) (3.19)
Only if this criterion is fulfilled and the momentum of both entities is larger than
another threshold pT i,j > pT sub, the entities are combined. If they were pseudojets,
they are stored as subjets of the combined jet. In this way, soft radiation is removed
(in what is called grooming, making HOTVR collinear- and infrared-safe) and infor-
mation on jet substructure becomes available. The nominal parameters for HOTVR
jets are listed in table 3.1. I refer to jets clustered with this algorithm and these
parameters as variable-radius jets in the following.

Parameter Value Description

Rmin 0.1 Minimal value of Reff

Rmax 1.5 Maximal value of Reff

ρ 600GeV Slope of Reff

µ 30GeV Mass jump threshold
θ 0.7 Mass jump strength
pT sub 30GeV Minimum subjet pT

Table 3.1: The HOTVR parameters used for variable-radius jets, corresponding to
HOTVR in default t-tagging mode [172].

47



Chapter 3: Experiment

3.2.4.3 Jet tagging

When reconstructing jets, determining the flavor of the initial quark, or whether it
was a gluon, is useful, and the goal of jet tagging algorithms. This is most often done
for heavy quarks, and can either be implemented for some existing jet reconstruction
algorithm (like anti-kt) or utilize dedicated algorithms (like HOTVR). In this thesis,
I utilize b-tagging and t-tagging and therefore will give an overview on these in the
following.

b-tagging They decay of b quark to light up-type quarks is highly suppressed, as
can be seen in the CKM matrix in section 2.1.3.3. However, the decay into a t quark
is not possible due to the higher mass of the t quark. Therefore, b quarks have a larger
lifetime than other quarks. They traverse a non-zero distance before hadronization
processes begin, thus tracks from b quark decays will not originate from the primary,
but some secondary vertex (SV). This makes it possible to uniquely identify jets
originating from b quarks. In this thesis, I use the DeepJet [174] algorithm for this
purpose. Like its predecessor DeepCSV [175], it utilizes machine learning (which
I introduce in section 4.2). To classify a jet, “DeepJet uses approximately 650
input variables, divided into four categories: global variables, charged PF candidate
features, neutral PF candidate features, and SV features associated with the jet“
[174]. Global variables include information on the considered jet and the entire event.
As the exact number of input variables can vary, an appropriate architecture is
chosen: It combines convolutional, recurrent and dense layers to provide information
to six different output nodes, allowing DeepJet to act as a multi-classifier performing
not only b-tagging, but also c- and quark/gluon-tagging. In the context of this
thesis, I use only the b-tagging mode, and refer to the respective output value as
DeepJet score in the following. Importantly, during the DeepJet training, it is
ensured that the network is not influenced by the pT or η of the tested jet, to avoid
sculpting of these variables. The excellent performance of DeepJet, and comparisons
to DeepCSV, is shown in [174].

t-tagging t quarks have very short lifetimes due to their high mass. Therefore,
they decay via the weak interaction before hadronization. t quarks decaying to a
b quark and two light quarks can be reconstructed as a single jet if the t quark is
Lorentz boosted, and the resulting decay products are therefore collimated. Such
jets can be distinguished from other jets using substructure information: A jet
originating from a t quark will have three so-called prongs (energy maxima), resulting
from the three individual quarks the jet originates from. In contrast, other jets
usually only have one (individual quarks and gluons) or two (boosted hadronically
decaying W , Z or Higgs bosons) prongs. When analyzing a jet, the N -subjettiness
variables τN [176] can be used to describe ”to what degree it can be regarded as a
jet composed of N subjets“ [176]. Thus, for example, a t quark jet is expected to
have some nonzero τ3, but higher τ2 or τ1 (as jets with three prongs also have two
and one prong). This motivates the usage of N -subjettiness ratios, where the ratio
τ3/τ2 is sensitive to boosted t quarks.
For jets reconstructed with the HOTVR algorithm, substructure information can
be evaluated in form of the N -subjettiness variables and using the subjets defined
in the HOTVR reconstruction process. Thus, a t-tag for HOTVR jets is defined by
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the following criteria:

• pT (leading subjet)
pT (jet) < 0.8: jet pT not exclusively in leading subjet.

• Nsubjets ≥ 3: three prongs expected for t quarks.
• 140GeV < mj < 220GeV: jet mass mj around the known t quark mass.
• mmin > 50GeV: smallest pairwise mass of any subjet combination is large.
• τ3/τ2 < 0.56: ratio of N -subjettiness favors a three-prong jet.

Comparisons to other jet tagging algorithms are presented in [172], showing excellent
performance of HOTVR over a wide range of jet momenta, thanks to the variable
radius used for jet clustering.

3.2.4.4 Pileup removal

As I introduced in section 3.2.2.3, multiple collisions per bunch crossing result in
considerable PU. Mostly consisting of low energy QCD events, PU results in addi-
tional particles that are clustered into jets, thus inducing a difference between the jet
pT and the actual pT of the particle inducing the jet. Different techniques are used
within CMS to address this issue. In charged-hadron subtraction (CHS) [166], ver-
tex information is used to identify all charged hadrons not resulting from the main
interaction vertex, removing them from the PF particle list used to reconstruct jets.
This can only be done for charged particles. To also consider the PU contributions
from neutral particles, an average neutral pT contribution expected from PU is sub-
tracted. In this analysis, I use a more sophisticated technique of PU suppression:
Pileup Per Particle Identification (PUPPI) [177]. This algorithm combines the three
different types of information that can be utilized to identify PU: ”the event-wide
pileup density, vertex information from charged tracks, and the local distribution of
pileup with respect to particles from the leading vertex” [177]. PUPPI calculates a
weight for each PF particle which is applied to the particles momentum: particles
from PU receive low weights, whereas particles from the hard scattering process re-
ceive weights close to unity. Charged particle from the main interaction vertex are
used as a starting point (and all other charged particles are discarded), relative to
which the weight calculation is performed for all neutral particles. This procedure
leaves only particles likely to be originating from a hard scattering process, and
removes all others. Then, following reconstruction steps (like jet clustering) can be
performed without any need for further PU consideration.
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CHAPTER 4

COMPUTING METHODS

Due to the immense amount of data measured with the CMS experiment, sophis-
ticated computing methods are used to process and understand that data. In this
chapter, I given an overview on the creation of simulated samples of CMS collision
events and the concept of Machine Learning, both of which are crucial parts of the
results I subsequently present.

4.1 Monte Carlo simulations
To perform measurements at an experiment like CMS, it is crucial to understand
how different physics processes behave in order to develop analyses and to interpret
results. Therefore, Monte Carlo (MC) simulations of collision events are used in most
CMS analyses. The MC method aims to predict a result numerically by random
sampling, instead of calculating it analytically. Due to its random nature, it is
named after the Monte Carlo casino in Monaco [178]. Below, I describe the different
steps required to obtain simulations of proton collision events at CMS, and provide
references to commonly used tools in CMS. Samples of simulated collision events
are used in all following parts of this thesis, where I provide explicit recipes for each
sample.

Matrix element calculation To obtain simulated events of a physics process,
first the matrix element of the process needs to be calculated. This can be done using
perturbation theory as described in section 2.1.4, yielding results on the cross section
of the process, and branching fractions of potential decays. Tools to automate these
calculations are available, like MadGraph5_amc@nlo [179, 180] (MadGraph
in the following) or powheg [181–183]. For some targeted combination of initial
and final state particles, these tools provide information on all possible intermediate
processes and their cross sections. From this information, they then repeatedly
randomly sample to obtain a set of collision events. When the initial state particle
is a composite particle, like in the case of proton-proton collisions, knowledge of the
PDFs is required. Different so-called PDF sets describing the proton PDFs exist
and can be used in the above mentioned programs, for example NNPDF [129].

Particle decay and hadron showering MadGraph and powheg only calcu-
late what is called the hard scattering process, meaning the perturbative description
of the physics process to a certain order. However, beyond that, to obtain a descrip-
tion of the particles we expect to reach the detector, decays, radiation processes,
as well as hadronization of charged particles needs to be accounted for. This can
be done using pythia8 [184], which can simulate particle decays, hadron showering
and radiation processes. For pythia8, different so-called tunes exists, describing
the configuration of various parameters relevant for the simulated processes. These
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can be altered in order to optimize pythia8s description of the simulated processes.
An example used in this thesis is the CP5 tune [185].

Detector simulation Finally, with the objects that would reach CMS simulated,
the last step is the simulation of the interaction between these particles and detector,
and the resulting detector response. This is done using the Geant4 [186] toolbox, a
program designed to simulate interactions between elementary particles and matter.
The resulting events can then be used in the same way as data events, and are passed
through the CMS reconstruction software. The only difference to data events is the
availability of the information about all particles that existed during simulation,
from the hard scattering process to the hadronization products. I refer to these as
generator-level particles.

4.2 Machine Learning
In the context of particle physics, machine learning (ML) approaches have been
used since the 1990s, and have substantially increased in popularity since the 2010s
[187]. For example being used in particle reconstruction and identification, as well
as event classification, they play a crucial role in today’s particle physics research.
As I put a strong focus on ML techniques in this thesis, I give an introduction to ML
in general and present some concrete examples, following [188]. Unless otherwise
noted, all ML applications in this thesis are implemented using the keras [189] API
for the tensorflow [190] backend.
In general, ML describes the development of algorithms that can learn to perform
a given task without explicitly being programmed for it. This involves two separate
steps: the training of the algorithm, where it learns to extrapolate a generalized
behavior from some training data, and the inference where the algorithm is applied
to data to perform its learned task. A distinction can be made between supervised
and unsupervised training of ML algorithms (also called models). For a supervised
training, the model is trained on some input data and the corresponding desired
output values (so-called labels). Hereby, the model learns a high-dimensional func-
tion to map the input data onto the output values [191]. Supervised training is
often used in particle physics application, for example in object or event classifica-
tion, or regression tasks. In contrast, an unsupervised training does not use any
labels: the model learns to identify patterns in the training data without outside
guidance. There exist approaches in between these two extremes, for example weak
supervision, where data is partially or imprecisely labeled.

4.2.1 Introduction to neural networks
Neural networks (NNs) are among the most popular ML algorithms. Deriving their
name from neurons, the cells that make up the nervous systems of humans and
animals [192], a NN is build from a number of nodes and connections between these.
An example for a NN structure is given in figure 4.1, consisting of three layers:
an input layer, receiving the data during training or inference, a single hidden layer
which is not connected to the outside, and an output layer, from which the networks
result (or prediction) can be obtained. This kind of NN is called a fully-connected
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Figure 4.1: Example of a NN structure, showing nodes ordered in three layers, and
the connections between them. Taken from [188].

network (FCN), and FCNs with more than one hidden layer are called deep neural
networks (DNNs).
Describing NNs mathematically, “a neural network takes an input vector of p vari-
ables X = (X1, X2, ..., Xp) and builds a nonlinear function f(X) to predict the
response Y ” [188]. This function f(X) is constructed from activations Ak at each
hidden layer node, which are “nonlinear transformations of linear combinations of
the inputs X1, X2, ..., Xp” [188]. Assuming an arbitrary number of hidden layers,
they can be written as

Ai
k = g(wi

k0 +

p∑
j=1

wi
kjA

i−1
j ) (4.1)

where Ai
k is the activation of node k in hidden layer i, g is some nonlinear function

and w are freely tunable parameters (often called weights). In the case of the first
hidden layer, Ai−1

j is replaced by the inputs Xj. The full model function f(X) is
then constructed similarly in the last layer, where an activation function can be
used, but is optional and for example not used in regression tasks. In general, non-
linear activations functions are required, as any number of layers could otherwise
be recombined into a single linear combination of the input variables. Additionally,
these allow the model to learn complex, nonlinear relations in the data. It is possible
to have multiple output nodes with multiple output functions fn(X).

4.2.2 Activation functions
A widely used activation function for hidden layers is the rectified linear unit (short
ReLU) function. Defined as a piece-wise combination of a constant function and a
linear function, it can be written as

g(z) =

{
0 if z < 0

z otherwise.
(4.2)

It can be extended to the so-called LeakyReLU activation by adding a slope towards
negative z values. Another option is the sigmoid function, defined as
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g(z) =
ez

1 + ez
. (4.3)

As it converts any input value in a probability between 0 and 1, it is often selected
for the output node of a classifier NN with a single output score. Similarly, the
softmax function can be used in the case of multiple output nodes, ensuring that
the output values sum up to 1 for all data samples. Is is defined as

gn(z) =
ezn∑
` e

z`
(4.4)

where ` runs over all n output nodes. The last example for an activation function
is the tanh function, simply defined using the hyperbolic tangent as

g(z) = tanh(z) =
ez − e−z

ez + e−z
. (4.5)

4.2.3 Loss functions
To train a supervised NN, first a metric parametrizing its performance is needed:
the loss. This can be any function that takes the NN predictions Y pred

i and labels
Y true
i of a set of n data points as arguments, and returns a number that becomes

smaller the better the NN completes the desired task. In this thesis, I use NNs for
event classification, and thus refer to these data points as events in the following.
A basic example is mean squared error (MSE) loss. Also used in classical function
fitting applications, it is defined as

LMSE =
1

n

n∑
i=1

(Y pred
i − Y true

i )2. (4.6)

MSE describes the mean deviation of the NNs prediction from its desired output,
thus combining the errors from multiple events linearly. Another approach, the
binary cross-entropy (BCE) [193] loss, also sometimes called log loss, is defined as

LBCE = − 1

n

n∑
i=1

Y true
i log(Y pred

i ) + (1− Y true
i ) log(1− Y pred

i ). (4.7)

In contrast to the MSE, BCE imposes some requirements onto Y true
i and Y pred

i . The
labels are required to be either 0 or 1, thus the term binary in BCEs name. A variant
for NNs with multiple output nodes exists, the categorical cross-entropy, where a
single label can be 1 and all others are required to be 0. Accordingly, the predicted
values need to be probabilities and are thus restricted to values between 0 and 1.
These requirements originate from the construction of this loss function based on
the cross-entropy, which is explained in appendix A.1.5.

4.2.4 Optimizers and backpropagation
Adjusting the weights wi within the NN so that the loss is minimal is called the
training of the NN. This can not be done analytically due to the high complexity
of a NN. Instead, a statistical procedure is used, using algorithms called optimizers.
The most basic example is gradient descent (GD). The NN is initialized with an
arbitrary, usually random value for all weights and the loss is calculated for all
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available events. From this point on the so-called landscape of potential loss values,
a step that moves towards a minimum needs to be found. The vector of partial
derivatives for all weights of the loss function is calculated, which gives the direction
of steepest increase:

∆W = ρ
∂L(W )

∂W

∣∣∣∣∣
W=Wm

. (4.8)

Here,Wm is a vector of all weights wi at stepm and L(W ) the weight-dependent loss
function. Assuming a somewhat smooth loss landscape, adjusting the NN weights
by −∆W likely results in decreasing loss. From this process, which is known as
backpropagation, one obtains a change for each weight, scaled by the learning rate ρ,
which determines the step size of the optimization procedure. The NN is evaluated
with updated weights, and the procedure is repeated until a loss minimum is reached.
GD can be adapted by not performing the model parameter update after evaluating
the entire training data, but for every single training event, a process known as
stochastic gradient descent (SGD). While this can be substantially faster than regular
gradient descend, it may lead to instabilities in training. To achieve a balance
between training acceleration and stability, random fractions, so-called batches, of
the available data can be evaluated at the same time, which is called mini-batch
gradient descend. When training a NN this way, training duration is measured in
epochs, where a single epoch means that the NN has seen the equivalent of the full
training dataset once.
All GD variants can have issues that might prevent the NN from converging into the
desired global loss minimum. Due to fluctuations during training, the loss function
can oscillate in different directions instead of moving straight towards the minimum,
slowing down the training. To address this issue, momentum can be used in network
training. By adding a term that includes the weight change from the previous weight
update ∆Wm−1, the definition of the weight change is adapted to

∆W = ρ
∂L(W )

∂W

∣∣∣∣∣
W=Wm

+ γ ∆Wm−1. (4.9)

Like the name suggests, in analogy to a moving massive particle, considering mo-
mentum prevents abrupt small changes of the NNs trajectory in the loss landscape,
as any weight change will also consider the previous change.
If ρ is the same for all trainable parameters, this can also cause issues. Some choices
of ρ can be too large for the late steps of the training, preventing the NN from moving
into a tight global minimum. However, lowering ρ can in turn make the training
very slow, as large step sizes might be needed in the initial parts of the training
to approach the general area of the global minimum. Also, the network could get
caught in local minima instead of approaching the global minimum. This motivates
changing the learning rate over time, which several optimizers do: using Adagrad
[194], the learning rate is different for each parameter and training step. Its successor
Adadelta [195] fixes a problem of Adagrad, which resulted in the training stopping
due to constantly decreasing learning rate. RMSprop [196] penalizes features with
very high impact on the change of the loss, so that other features can also influence
the network, leading to faster and more stable training, but with fixed learning rate.
An optimizer combining the advantages of Adagrad and RMSprop is Adam [197]. It
utilizes “exponential moving averages of the gradient [...] and the squared gradient”
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[197], thus taking into account the mean m̂t and variance v̂t of the gradient. The
weight updates then are proportional to their ratio, as

∆W ∝ α
m̂t√
v̂t

(4.10)

with a stepsize setting α. This parameter can be understood as defining a trust
region in which the loss landscape around the current point can be understood
with the information provided from the local gradient, and thus needs to be chosen
appropriately for the given problem. As towards a minimum, the ratio m̂t√

v̂t
gets

smaller, the desired behavior of an adaptive learning rate is recovered. Adam is
widely used as a state of the art optimizer, and outperforms the other optimizers
mentioned here [197].

4.2.5 Types of neural networks

The above introduction of NNs is based on a specific architecture, the FCN. However,
there are many other types of NNs relevant to high energy particle physics [187]:
Convolutional neural networks (CNN) are primarily used for classification of images
and similarly structured data. Instead of working with a one-dimensional vector
of input features per event, multi-dimensional inputs (like an array of pixels of an
image) are evaluated. This is achieved using two specialized hidden layer types:
convolutional and pooling layers. Made from different filters that combine informa-
tion from (in the example of a picture) N ×M pixels, and are moved (convolved)
over the entire input picture, these layers highlight specific features in the input
data. Combined with pooling layers to reduce the size of multidimensional data,
convolutional networks are powerful tools, which are used to, for example, classify
jets using calorimeter images.
Graph neural networks (GNN) [198] describe the input data as mathematical graphs:
a set of points in a multidimensional euclidean space, with connections between dif-
ferent points. This representation is very natural for particle physics applications: an
example are constituents of a jet, and relations between them, that can be described
as a graph. This allows NNs to move away from fixed number of input values, which
otherwise might limit their design. Using, for example, message-passing approaches
[199], various NNs based on graphs can be built.
Recurrent neural networks (RNN) [200] or recurrent layers deviate from the strict
sequential alignment of layers and allow for a feedback loop. In recurrent units, a
hidden state is kept to allow for information to be retained over multiple steps.
Another set of NN architectures are autoencoders, specialized on unlabeled data.
Input data is passed to the NN, and a set of layers is used to compress the data to
a point in a latent space representation. From there, another set of hidden layers is
used to reconstruct the initial format. The NN is trained to perform this compression
and reconstruction as accurately as possible. If, during inference it is confronted with
data very different to the training data, it will not be able to reconstruct it well,
resulting in high loss. By selecting data with high loss, anomalies can be found. A
variant is the variational autoencoder (VAE) [201], which compresses the data to a
distribution instead of a point in the latent space.
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4.2.6 Performance evaluation
After a NN has been trained, it is important to evaluate its performance. Evalua-
tions based on the loss function provide a good measure of the change in performance
of a specific algorithm during training, but are not comparable between different al-
gorithms, especially should these use different loss functions or NN architectures.
Therefore, other ways of comparing NNs need to be utilized. Assuming a classifica-
tion NN, one of the most simple metrics for performance evaluation is the prediction
accuracy. The accuracy is defined as the fraction of correctly predicted events when
rounding the NN output to the nearest label. Thus, a fully random classifier will
have an accuracy of 50% (assuming two classes of equal sizes), whereas a perfect
classifier will achieve 100%, with real ones being somewhere in between. Accuracy
is often evaluated during training, alongside the loss, and can provide additional
information on how the training process is progressing. However, there are disad-
vantages to this metric: by simply rounding the results to the nearest label, which in
the case of a binary network is equal to splitting the events at a NN score threshold
of 0.5, an assumption is made. Mostly, when using a NN, the requirement on the
output score will be different from 0.5, so the accuracy might contain an intrinsic
bias. Such a bias can also come from the equal treatment of all classes of input
events, which might not be in line with the actual target performance of the NN.
Generalizing the concept of accuracy, assuming a binary classifier distinguishing a
signal from some background, the true positive rate (TPR) and false positive rate
(FPR) can be defined as the fraction of events from the signal (for the TPR) or
background (for the FPR) class that are identified as signal when assuming a certain
threshold. This approach avoids the issue of fixed thresholds, and allows investi-
gation of signal and background separately. It can also be defined for multi-class
NNs by using one of the output nodes. Evaluating the TPR and FPR as a func-
tion of thresholds between the lowest and highest possible threshold, this can be
displayed as a so-called receiver operating characteristic (ROC) curve. Investigating
ROC curves can provide useful information on the absolute performance of a NN,
and this metric also allows relative comparisons of different networks. A derived
measure of NN performance can be calculated, the area under curve (AUC), defined
as the integral under the ROC curve. Higher AUC scores signal better NN perfor-
mance. However, it is important to note that two NNs can have the same AUC
despite performing differently. Therefore, when comparing networks, the relevant
region of the ROC curve needs to be defined. Often, the metric of a TPR at a certain
FPR (TPR@FPR) is used, comparing networks based on the assumption that they
should achieve the highest possible TPR at a specific fixed FPR.

4.2.7 Training stability
The goal of a ML-based algorithm is to learn a generalized behavior, not specific
details from the training dataset. However, it is possible that during training, the
performance of a NN on the training dataset improves (and thus the loss decreases),
but the performance on any other dataset gets worse. This behavior, called over-
training, needs to be detected and avoided.
To detect overtraining, the total amount of data available for training is often split
into multiple parts: a training set, a validation set and a test set. The training set is
used to train the NN, as described above. After each training epoch, the loss (and
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any other metrics monitored during training) are calculated for the validation set.
Hereby, overtraining can be detected as soon as it arises during training, as it would
result in the validation loss increasing. Finally, after the network is fully trained, a
performance evaluation is performed on the test set. By testing on this third part
of the data, which is completely independent from the training procedure, it can be
ensured that the NN has not been biased towards the training or validation set.
Other approaches to divide the available data exist. In k-fold cross validation, the
data is randomly divided into k parts of equal size. Then, k different NN trainings
are performed, each time choosing a different one of the parts as test set, and
training on the remaining k− 1 parts (where training refers to using this data, with
some splitting, as training and validation set). This technique can be used when
there is overlap between the data available for training and the data that the NN is
later evaluated on, so that for each event, there exists a NN not biased towards it.
Additionally, this technique can be used to evaluate the stability of a NN.
Overtraining can occur due to various factors: the network being too large (too many
layers or nodes per layer) compared to the difficulty of the problem it is trained to
solve, the training being too long, the learning rate being too high, and many more.
Thus, it can be mitigated by choosing an appropriate NN architecture.
In addition to the basic NN components introduced above, additional layers and
techniques can be used to reduce overtraining, stabilize and improve the NN training.
If overtraining remains present even after selecting an appropriate architecture and
training setup, dropout [202] can be used to further suppress it. A dropout layer,
which can be inserted at any point in the network, sets a fraction of randomly
chosen layer outputs to zero before passing them on. The effect on the training
can be compared to the blurring of a picture, where small details are less visible
as a result. Hereby, the network will be less likely to learn specific features of the
training events, thus performance in learning more general relations improving and
overtraining being reduced.
Still, training a NN for too many epochs can lead to overtraining (and even if not,
unnecessarily use computing resources). Therefore, it is important to stop the NN
training once the loss minimum has been reached. Using so-called early stopping,
the NN performance (based on some metric, usually the loss), is evaluated after
each epoch. If the performance has not improved for N epochs, where N is called
patience, the training is automatically stopped.
When the inputs of a NN are of strongly varying sizes (for example angular variables
of O(1) and momenta of O(50 − 1000)), this can lead to an unstable NN training,
as usually weights are expected to be of O(1). Thus, input variables often are
normalized to a mean of 1 with a standard deviation of 0. Still, internal weights
could systematically increase or decrease in size. To avoid this, and thus stabilize
and speed up the training, batch normalization [203] can be used. Similar to the
NN inputs, the inputs to each other layer are normalized for each batch.
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CHAPTER 5

SEARCH FOR PAIR PRODUCTION
OF A HEAVY NEW PARTICLE t∗

In this chapter, I present the main topic of this thesis: a search for a potential
signature of new physics, the existence of a heavy new particle labeled t∗. This
partner particle of the t quark is well motivated by theory, as I detail in section
5.1. I summarize past searches for this particle in section 5.2, and then present my
own analysis in section 5.3. Specifically, I perform a search for pair production of
t∗ decaying as t∗t̄∗ → tgt̄g in a single-lepton final state. I present the results of this
work in section 5.4, where I also discuss future prospects.

5.1 Theoretical background of t∗

In section 2.2, I presented an overview of various BSM physics models. Among these,
many predict the existence of new particles, which can be searched for at collider
experiments to strengthen the believe in or disprove a model. From the perspective
of experimental collider physics, a new particle is primarily characterized by its
properties and interaction with SM particles, and less so by the underlying theory
model.
A hypothetical new particle could have properties similar to the SM t quark, except
for different mass or spin [204]. Such a t quark partner would provide a natural
solution to the hierarchy problem. As I introduced above, this problem originates
from the contribution of SM quark loops to the Higgs boson mass, dominated by
the t quark. Adding a new, fermionic t quark partner T to the SM particle content
would result in additional loop contributions, which are shown in figure 5.1. The
additional contributions to mH resulting from these t partner loops can cancel out
the contribution from the SM t quark, thus avoiding fine tuning [80].

H H

t

T H H

T

Figure 5.1: Loop diagrams including a fermionic t quark partner T contributing to
the Higgs boson mass. Figure adapted from [80].

Importantly, the existence of fermionic t quark partners is not restricted to a single
BSM model, they can arise in a wide range of theories. Among them are composite
quark models, where a t quark partner could appear as an excited state of a non-
fundamental t quark [91–98]. An excited t quark t∗ would not be stable, but instead
decay quickly into a t quark by radiating excess energy in form of, for example,
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a photon or gluon: t∗ → tγ or t∗ → tg. In little Higgs models [100–103], at
least one new “electroweak singlet quark with charge 2/3” [100] arises, similarly
in composite Higgs models fermions could appear in a new gauge-fermion system
[99]. Models with extra dimensions [106, 107, 110] can also predict fermionic top
quark partners, for example in Randall-Sundrum models where “such resonance is
the spin-3/2 excitation” [107] of the right-handed SM top quark.
Usually, searches for these generic fermionic t quark partners are performed targeting
decays including W , Z or Higgs bosons. However, in case the mixing probability
of t partner and SM t is small, these decay modes are suppressed and the decays
t∗ → tg and t∗ → tγ become dominant [204, 205].
This plethora of theoretical models motivates the search for a particle defined by its
decays t∗ → tg and t∗ → tγ, with the experimental signature being independent of
which theory model predicts it. I label this particle generically as t∗ in the following.
A t∗ could exist in two different spin scenarios: spin-1

2
t∗ or spin-3

2
t∗ [204]. In order

to be agnostic to the underlying theory, I use an effective field theory (EFT) approach
to describe the addition of the t∗ to the SM Lagrangian. Based on [204] and [108],
I outline it in the following.

5.1.1 Mathematical description: spin-12 scenario
A mathematical description of a spin-1

2
t∗ can be constructed very similarly to the

one of the SM t quark: it is a singlet under SU(2)L and a triplet under SU(3)C ,
thus it can interact strongly. Furthermore, it has a weak hypercharge Y of 2

3
. These

properties can be described by a Lagrangian of the form

L = iψ̄t∗( 1
2
)γ

µ∂µψt∗( 1
2
)︸ ︷︷ ︸

kinetic

− g′

2
ψ̄t∗( 1

2
)γ

µY Bµψt∗( 1
2
)︸ ︷︷ ︸

U(1)Y interaction

− gsψ̄t∗( 1
2
)γ

µTαGα
µψt∗( 1

2
)︸ ︷︷ ︸

SU(3)C interaction

(5.1)

where kinetic and interaction terms of the field ψt∗( 1
2
) are visible. In addition to a

SM-like mass term and coupling terms to the Higgs boson, mixing terms with the
SM t quark exist. If this mixing is negligible, after electroweak symmetry breaking,
the resulting Lagrangian takes the form

LEFT = cgψ̄t∗( 1
2
)σ

µνTαψtRG
α
µν︸ ︷︷ ︸

t∗→tg decay

+ cγψ̄t∗( 1
2
)σ

µνψtRAµν︸ ︷︷ ︸
t∗→tγ decay

+ cZψ̄t∗( 1
2
)σ

µνψtRZµν︸ ︷︷ ︸
t∗→tZ decay

(5.2)

where the coefficients cg, cγ and cZ describe the strengths of the different possible
decay modes. This way, the interactions are simply parametrized by their strengths,
without requiring a specific description of the interaction. Note that the negligible
mixing is an assumption made for this analysis. It is driven by the results of many
searches assuming mixing is allowed, in which no sign of t∗ particles was found [206–
212].

5.1.2 Mathematical description: spin-32 scenario
To add a spin-3

2
t∗ to the SM Lagrangian, a different construction is needed. A

spin-3
2
particle is represented by a Dirac spinor with a Lorentz index (ψµ

t∗( 3
2
)
) in a
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Rarita-Schwinger Lagrangian [213]. Following [108], where more detail can be found,
for a t∗ it can be constructed as

L = ψ̄µ

t∗( 3
2
)
γµνρ∂

νψρ

t∗( 3
2
)︸ ︷︷ ︸

kinetic

− g′

2
ψ̄µ

t∗( 3
2
)
γµνρY B

νψρ

t∗( 3
2
)︸ ︷︷ ︸

U(1)Y interaction

− gsψ̄
µ

t∗( 3
2
)
γµνρT

αGα,νψρ

t∗( 3
2
)︸ ︷︷ ︸

SU(3)C interaction

. (5.3)

As for the spin-1
2
t∗, mass terms and Higgs boson interactions are SM-like. Crucially,

the different spin does not allow for mixing with the SM t quark. Therefore, the
interactions can again be written as an EFT in a similar form as above:

LEFT = i
cg
Λ
ψ̄µ

t∗( 3
2
)
(gµν + zγµγν)γρT

αψtRG
α,νρ︸ ︷︷ ︸

tg decay

+ i
cγ
Λ
ψ̄µ

t∗( 3
2
)
(gµν + zγµγν)γρψtRA

νρ︸ ︷︷ ︸
tγ decay

+ i
cZ
Λ
ψ̄µ

t∗( 3
2
)
(gµν + zγµγν)γρψtRZ

νρ︸ ︷︷ ︸
tZ decay

.

(5.4)

Here, the same coefficients cg, cγ and cZ that are used in the spin-1
2
scenario appear.

5.1.3 Production of t∗ at proton-proton colliders
At a proton-proton collider, t∗t̄∗ pair production is expected to be dominant over
single t∗ production, as pair production is driven by the strong interaction, while
single t∗ production happens via the weak interaction [107]. In figure 5.2, I show
LO pair production Feynman diagrams.
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Figure 5.2: LO Feynman diagrams for the t∗t̄∗ pair production, adapted from [107].

The calculation of the expected cross section depends on the considered spin sce-
nario. For a spin-1

2
t∗, it can be calculated analogous to the SM tt̄ pair production

(just with different particle masses) from the gluon coupling part of the Lagrangian.
In contrast, for spin-3

2
t∗ pair production, production cross sections can be different,

as follows from the different gluon coupling terms shown in equation 5.3. Estima-
tions at √spp of 14TeV predict a higher cross section for the production of spin-3

2

excited top quarks compared to their spin-1
2
counterparts [204]. To obtain cross

section predictions for the √
spp = 13TeV data I analyze in this thesis, I calculate

cross sections using simulated signal samples, which I introduce in section 5.3.2. The
results, compared to the 14TeV cross section, are shown in figure 5.3. As a sanity
check, I also show that the predicted cross section curve used in the previous CMS
search is compatible with my calculations.
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Figure 5.3: Production cross sections of spin-1
2
and spin-3

2
t∗ pairs at LO, comparing

the 14TeV results from [204] to 13TeV simulations. These are evaluated assuming
an exclusive t∗t̄∗ → tgt̄g decay. Also shown is the expected cross section line from
the results of the previous search for t∗ pairs [214] to ensure comparability.

5.1.4 Decay channels of t∗

As mentioned above, I characterize the t∗ by its decay modes. These are driven
by the couplings to the SM t quark, as is visible in equations 5.2 and 5.4. The
coefficients cg, cγ and cZ parametrize the decays. They are the same for both spin
scenarios, and given as

cg =
c3gs
Λ
, cγ =

c1
Λ
qte cos θW , cZ =

c1
Λ
qte tan θW , (5.5)

where c1 and c3 are free coefficients, qt = ±2
3
is the electrical charge of the top quark,

e the elementary charge, θW the weak mixing angle and Λ a scale of new physics. In
a given theory predicting the existence of a t∗, c1 and c3 could take arbitrary values.
In the EFT approach I present here, I assume that these are c1 = c3 = 1, thus
considering SM-like couplings for the t∗. With that assumption (and mZ � mt∗),
the branching fractions are found to be

BR(t∗ → tg) = 0.97, BR(t∗ → tγ) = 0.021, BR(t∗ → tZ) = 0.0060, (5.6)

according to [204]. It is clearly visible that the gluon decay is dominant due to the
strength of the strong interaction compared to the electroweak one.

5.2 Previous searches
At the LHC experiments, many searches for vector-like t quark partners are per-
formed [206–212]. However, only few analyses targeting the t∗ signature I analyze
here exist. At CMS, searches for t∗ particles were performed at at 8TeV and 13TeV.
In contrast, no analysis on the t∗t̄∗ → tgt̄g process has been performed by the AT-
LAS experiment yet.

Run 1 search at 8 TeV A search for pair production of spin-3
2
t∗ was performed

during Run 1 of CMS [215]. It used 9.5 fb−1 of proton-proton collision data at
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a √
spp of 8TeV. Exclusively targeting the t∗t̄∗ → tgtg process, and assuming a

100% branching fraction for it, events with a single isolated lepton, at least six
jets and missing transverse momentum were selected. A mass reconstruction of the
t∗t̄∗ pair was performed to obtain the sensitive variable of the search. No deviation
from the SM prediction was observed, thus cross section exclusion limits on the t∗t̄∗
pair production were set. Comparing to theory predictions of the production cross
section, a spin-3

2
t∗ was excluded up to a mass of 803GeV at 95% confidence. The

results were recast onto a spin-1
2
scenario, assuming it behaves the same as spin-3

2
,

resulting in an upper mass exclusion limit of 512GeV.

Run 2 (2016 only) search at 13 TeV Updating the previous CMS result, partial
Run 2 data was used to perform a search for t∗t̄∗ pair production [214]. Using 13TeV
collision data collected during 2016, corresponding to 35.9 fb−1 of integrated lumi-
nosity, the same final state as in the Run 1 analysis was targeted: pair production
of spin-3

2
t∗, decaying exclusively to tg in a single-lepton final state. The analysis re-

lied on a mass reconstruction approach. Using isolated leptons, small-radius jets and
missing transverse momentum, the t∗ mass was reconstructed. Estimating contribu-
tions from SM backgrounds with a log-normal distribution, an unbinned maximum
likelihood fit yielded exclusion limits on the t∗t̄∗ production cross section after no
deviation from SM predictions was observed. The mass exclusion limit for spin-3

2
t∗

was improved to 1.2TeV. No analysis of the spin-1
2
t∗ scenario was performed.

5.3 Analysis

In this thesis I present an updated search for t∗ pair production. I investigate the
same process as the two previous CMS analyses: t∗t̄∗ → tgtg in a single-lepton final
state. A representative Feynman diagram of the signal process process is shown in
figure 5.4. Compared to the most recent CMS analysis using 2016 only data, I add
data from 2017 and 2018 for a total of 138 fb−1 of integrated luminosity.
My choice to analyze the case where both t∗ decay to tg is driven by the expected
high branching fraction B ≈ 97% of that decay. For the resulting tt̄ pair, choosing
a single-lepton final state is natural to maximize the analysis sensitivity. A lep-
ton can be well distinguished from the hadronic objects in the final state, but it
comes at the cost of a neutrino which escapes CMS undetected. However, it can
be reconstructed as missing transverse momentum pmiss

T , assuming all other objects
have been detected. In contrast, while a two-lepton final state would include two
easily reconstructible objects in form of the leptons, it has a lower branching frac-
tion and information would be lost due to the presence of two neutrinos. Finally,
a fully hadronic final state could also be analyzed. While this poses no issues of
lost information, a very high multiplicity of hadronic objects would make this anal-
ysis challenging, losing the advantage of the well reconstructible lepton. In the SM,
about 15% of tt̄ pairs decay into a lepton and jets. In the context of the search I
present here, the lepton + jets decay channel (and the name lepton `) only refers to
e+jets or µ+jets final states. The τ lepton itself is not stable and can decay either
hadronically or into an electron or muon, where the latter case is included in the
lepton + jets label.

62



Section 5.3: Analysis

g

g

g

g

b
b̄

ℓ̄

ν

q̄

q’

W+

W−

g
t∗

t̄∗

t

t̄

Figure 5.4: Example of a Feynman diagram of the t∗t̄∗ → tgtg process with a
single-lepton final state. An arbitrary t∗t̄∗ production mode is shown. This figure is
published in [1].

5.3.1 Analysis overview

The SM predicts several processes that can result in detector signatures similar to
that of signal events, called background processes. The most relevant of these is
tt̄ production, in which the only difference to the signal is the two missing gluon
jets. However, additional jets not resulting from the hard tt̄ event can appear in
multiple ways: radiation of gluons from initial or final state particles or from particles
in PU events. In addition to tt̄, also processes with a single t quark contribute:
either produced in association with a W boson, or a light quark. When one of
the contained W bosons (either direct or from the t quark decay) decays to lepton
and neutrino, the event can appear signal-like due to additional jets not originating
from the hard process. These processes are called t backgrounds. In addition to
these processes containing t quarks, other SM processes contribute as well, which I
call non-t backgrounds: A production of a W boson with associated jets (W+jets),
where the W decays to lepton and neutrino, can appear signal-like, as well as the
production of two W or one W and one Z boson (diboson processes). Finally, the
Drell-Yan (DY) process, as well as multijet QCD processes, can contribute when a
jet is misidentified as a lepton.

Seeing that there are many potential sources of background, one of the main goals
of this analysis is to distinguish potential signal events from these. Therefore, af-
ter defining the objects used in this analysis, I select only signal-like events in a
cut-based selection procedure. Here, the term cut-based refers to low-dimensional
combinations of selection criteria on the properties of considered objects. I then use
a DNN-based approach to further enrich the analyzed dataset in signal-like events.
Finally, the remaining data are analyzed in search for a t∗t̄∗ signal.
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5.3.2 Monte Carlo simulated samples
In order to understand the signal and background processes, I use simulated sam-
ples. They are generated separately for different eras of Run 2, reflecting changes
in detector conditions. The production of tt̄ pairs and the electroweak production
of a single t quark are simulated at next-to-LO (NLO) with powheg v2. The cross
section for the tt̄ background is corrected to a prediction at NNLO accuracy, using
a next-to-next-to-leading-logarithmic soft-gluon approximation, obtained with the
TOP++ 2.0 program [216]. The strong production of a single t quark (simulated at
NLO), as well as production of a W boson with associated jets (W+jets, simulated
at LO), are generated with MadGraph 2.6.5. Quantum chromodynamics multijet
(QCD) and diboson (VV) production are simulated with pythia 8.240. The DY
process is simulated at LO with PYTHIA 8.248. For all processes, pythia with the
CP5 tune is used for simulation of parton shower and hadronization. The NNPDF
3.1 [129] NNLO PDF sets are used for all samples, and the detector simulation is
implemented using Geant4. Additional inelastic pp collision events are simulated
using pythia and superimposed on all simulated events to model the effect of PU.
Simulated events are assigned event weights so that their contribution to all consid-
ered observables follows the expected number of events based on their cross section.
Additionally, I generate samples for t∗t̄∗ signal events using MadGraph at LO. As
the t∗ mass mt∗ is a free parameter of the theory, signal samples using different mass
assumptions are created, so that a range of t∗ masses can be probed. Similarly, both
spin scenarios are considered, thus generating samples with spin-1

2
and spin-3

2
t∗ pair

production. For the signal samples, only the t∗t̄∗ → tgtg decay mode is considered,
but no restrictions are imposed on the decay of the t quarks. The width of the t∗
mass distribution is automatically determined by MadGraph. The interactions
with SM particles are described by the effective coupling approach I describe above.
As for the SM backgrounds, I simulate showering and hadronization using pythia,
detector interactions using Geant4 and superimpose PU. Full information on all
simulated samples is provided in appendix A.2.1.

5.3.3 Signal process studies
The simulated t∗t̄∗ signal samples can be used to study the signature of this process
in order to optimize the analysis and understand the obtained results. In figure
5.5, I show some properties of generator-level t∗ particles. Comparing the spin-1

2

and spin-3
2
t∗, some differences can be observed: while the particle content of the

different spin scenarios is expected to be the same, the t∗ properties are different.
Spin-3

2
samples have, on average, higher t∗ pT , especially for low t∗ masses. For

higher masses, the momentum distributions become more similar. t∗ are mostly
produced centrally in the detector, and I observe no significant angular differences
between the spin scenarios. In figure 5.6, I show distributions of the generator-level
t quark pairs originating from the t∗t̄∗ decay, and compare them to a SM tt̄ pair
(assuming single-lepton decay). As expected, the t quark momentum is much higher
in t∗t̄∗ events compared to tt̄ events, and the same is true for the invariant mass
mtt̄. The angular distance between the two t quarks is shown as well, where one
can see further differences: for SM tt̄, the t quarks are mostly back-to-back (at
∆R ≈ π), whereas the t quarks in t∗t̄∗ events can be closer together. Finally, the
decay products of the t quark pair can be investigated. As a single-lepton final state
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Figure 5.5: Left: pT of generator-level t∗ particles, assuming different masses and
spin scenarios. Right: η of the same generator-level t∗ particles.
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Figure 5.6: Upper left: Generator-level t quark pT . Upper right: Invariant mass
of the tt̄ system. Bottom: Angular distance between t quarks (right). All figures
compare t∗t̄∗ signal samples of different t∗ masses and spin scenarios to the SM tt̄
process (assuming a single-lepton final state).
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Figure 5.7: Upper left: Generator-level lepton pT . Upper right: Angular distance
between generator-level lepton and t quark. Bottom: Angular distance between two
light quarks (right) from aW boson decay. All figures compare t∗t̄∗ signal samples of
different t∗ masses and spin scenarios to the SM tt̄ process (assuming a single-lepton
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is analyzed, I show some information on the generator-level lepton in figure 5.7: the
lepton pT and the distance of the lepton to the trajectory of the t quark it originated
from. One can clearly see differences in lepton pT between t∗t̄∗ and tt̄. Also, the
lepton tends to be closer to the t quark in signal events. Additionally, I include the
angular distance between the two light quarks from the other t quark decay in the
figure, showing that these tend to be much closer to each other in t∗t̄∗ events than
in tt̄.

5.3.4 Object definitions
I impose conditions onto reconstructed physics objects in order to use them in the
following analysis steps. These usually involve requirements on pT and η of an ob-
ject, but also application of so-called quality IDs. These IDs are a set of requirements
on various properties of the considered object and aim to reject objects that were
misidentified, while keeping the acceptance efficiency of correct objects as high as
possible. In general, it is crucial to ensure that the description of all relevant ob-
ject properties in simulated samples agrees with what is seen in data. Due to the
limitations of MC simulations or slightly different settings between MC generation
and data-taking, this is not necessarily always the case. Similarly, detector effects
and properties of the reconstruction algorithms might result in the measured data
not perfectly corresponding to what actually happened in the detector. To alleviate
these issues, I employ correction scale factors (SFs) beyond the calibrations already
happening during event reconstruction, as I will describe below.

5.3.4.1 Leptons

Events with electrons and muons are considered in this analysis, which is divided
into an electron and muon channel.

Electrons In order to be considered for this analysis, electrons need to have
pT > 40GeV. This momentum threshold is mainly driven by the triggers used
for this analysis, which I introduce below. Electrons must to be contained within
|η| < 2.4 to be inside the tracker system coverage and consistent with the muon
selection. Electrons in the barrel-endcap overlap region between 1.444 < |η| < 1.566
are excluded. Different quality IDs are defined within the CMS reconstruction en-
vironment, trying to distinguish real prompt electrons from fake ones [217]. To
find the optimal ID to use in this analysis, I perform an efficiency study. From a
simulated signal sample (spin-1

2
, mt∗ = 1500GeV), I select events that contain two

generator-level top quarks, of which one decays to a final state with a generator-level
electron. The events are required to contain exactly one electron with pT > 40GeV
and |η| < 2.4, which needs to be matched to the generator-level electron within
∆R < 0.2. In this set of events, I measure the efficiency of this electron to pass a
certain quality ID. The results are shown in figure 5.8.
I test three working points of a cut-based ID [217], selecting proper electrons us-
ing a combination of selection criteria on the properties of the electron, its track
and calorimeter signature. The three working points corresponds to 90% (loose),
80% (medium) and 90% (tight) average efficiency to select prompt electrons. Addi-
tionally, I test a dedicated cut-based high energy electron identification (HEEP) ID
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Figure 5.8: Efficiency of electrons in signal samples to pass a certain quality ID,
with no restrictions on their momentum. Results for low- and high-pT electrons are
shown separately as black lines.

[217], as well as a multivariate-analysis (MVA) based ID [217] with 80% and 90%
efficiency working points. The MVA IDs rely on boosted decision trees to combine
information from multiple electron parameters into a single quality score, on which
thresholds define the working point. It can be seen that the best performance is
achieved using the MVA ID at its 90% working point. I repeat the test separately
for electrons above and below pT = 120GeV. While the results of the other IDs
are mostly unchanged, the HEEP ID varies between 35% and 55% efficiency, but
performs worse than the MVA IDs for all energies. Interestingly, it performs worse
for highly energetic electrons: the reason for this most likely are intrinsic isolation
requirements which lower the signal efficiency at high energies. Therefore, I chose
the MVA ID at its 90% working point for this analysis. For this test, no isolation
criteria apart from those contained in the IDs themselves are considered: instead, I
present detailed studies on lepton isolation below.
To ensure that the electron reconstruction efficiency is well described in simulation, I
apply correction SFs. These are derived using a tag-and-probe approach on electrons
from a Z boson decay: events with one well reconstructed electron are probed for
the efficiency to reconstruct a second electron, requiring the invariant mass of the
dielectron system to be around the Z mass. Comparing the results between data
and simulation then allows a determination of the SFs. Similarly, the effect of the
quality ID is evaluated using tag-and-probe in events with one well reconstructed
electron and no restrictions on the second electron.
I refer to electrons below pT = 120GeV as low-pT electrons, and electrons above
that threshold as high-pT electrons. I impose isolation requirements onto electrons,
which I discuss below.
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Muons I consider global muons with pT > 30GeV, motivated by the available
HLT paths. Muons with pT < 55GeV are referred to as low-pT muons, and muons
above that threshold are high-pT muons. All muons need to be contained within
|η| < 2.4, according to the coverage of the muon system. For low-pT muons, I
impose an ID containing a set of requirements on the tracker and muon system
signature to select prompt muons [218]. A different quality ID, specifically designed
for high-pT muons, is used for those [219]. Scale factors, measured using a tag-
and-probe approach, are used to ensure proper selection efficiency description in
simulation.

Lepton isolation QCD processes have a very high cross section and thus need
to be strongly suppressed so that they not dominate this analysis. In general, no
leptons are expected in QCD, so a large fraction of QCD events are already rejected
when I require a lepton in each event. However, in some QCD events, leptons arise
from misidentified jets or as decay products of mesons. Both cases have in common
that the lepton is usually close to hadronic detector activity. Therefore, the QCD
process can be strongly suppressed by requiring isolated leptons. Isolation can be
described by the relative isolation variable Irel, defined as the scalar sum of the
transverse energy of all reconstructed particles contained within a cone of 0.4 (0.3)
around a muon (electron) [144, 217, 220].
For low-pT leptons, isolation is already imposed at trigger level to reduce rates, and
thus can also be used offline without any avoidable loss of signal. Thus, I require
low-pT muons to fulfill Irel < 0.15. For low-pT electrons, isolation is included as part
of the quality ID. Applying similar requirements to high-pT leptons is problematic
due to the expected lepton signature in signal events. In figure 5.7, I show that
the generator-level lepton in signal events tends to be closer to the t quark than
in tt̄ events. The reason for this behavior is the Lorentz boost of the t quark,
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resulting from the high mt∗ . Thus, high-pT leptons in signal events are expected
to be close to the b-quark induced jet from the t quark decay. Requiring isolation
would therefore lead to a loss in signal efficiency. To gauge the strength of this
effect, I perform isolation studies in the electron channel. In figure 5.9, I show
the efficiency of requiring an electron fulfilling certain isolation criteria in different
simulated samples.
Labeled as “low pT iso.”, I present a setup where no isolation is required for high-pT
leptons. It can be understood as a baseline of this study, since its the loosest possible
isolation strategy. In contrast, “full iso.” labels the case where the low-pT lepton
requirements are extended to the full pT range. While this lowers the contribution
of QCD substantially, it also strongly reduces the signal efficiency. In contrast, tt̄
is only slightly affected, showcasing the difference in behavior between tt̄ and t∗t̄∗

due to the Lorentz boost of the t quarks in signal events. Three other isolation
strategies are shown. “MiniISO” describes an approach using a variant of the Irel
variable, where the cone size in which surrounding activity is considered is lowered
the higher the lepton pT is, from 0.2 below 50GeV to 0.05 above 200GeV. In
the given example, a MiniISO threshold of 0.1 is tested, but does not show any
substantial changes compared to the baseline scenario. Another option is a ∆R
criterion between the lepton and the closest jet, which is tested at ∆R > 0.4, based
on the jet radius of small-radius jets. While this results in a strong QCD suppression,
also signal is somewhat affected. The ∆R criterion can be extended to obtain the
so-called 2D isolation criterion: Requiring either ∆R > 0.4 or a prel

T (`, j) > 25GeV
where prel

T (`, j) is the pT component of the lepton perpendicular to the axis of the
closest small-radius jet, this criterion loosens the impact on signal events by not
applying the ∆R criterion to all leptons. As the 2D criterion retains a high signal
efficiency but lowers the QCD contribution, I chose it as the isolation criterion for
this analysis and apply it to events with high-pT leptons.

5.3.4.2 Jets

I use both small- and variable-radius jets in this analysis, as defined in section
3.2.4.2, where both cluster the full available set of PF candidates.

Small-radius jets Each small-radius jet needs to have pT > 30GeV to ensure
efficient jet reconstruction. Additionally, they need to contained within |η| < 2.5,
the coverage of the tracking system. PU suppression is performed using the PUPPI
algorithm. The resulting small-radius jets are well suited to reconstruct jets from
light quarks and gluons. As the detector response to particles is not linear, the
measured energy of a jet can not be trivially related to the true energy of the source
particle. Therefore, calibration of jets to match the energy and momentum of the
source particle is crucial. CMS utilizes a factorized approach, applying multiple
correction steps sequentially, each accounting for a different effect. A schematic
overview of the different steps is provided in figure 5.10.
The jet response, meaning the measured energy of a jet relative to generator-level
information, is calculated in simulated events, and then correction factors are applied
to both data and simulated events to obtain a uniform jet response for all pT and η.
Furthermore, two steps of residual corrections are applied to data events to correct
for small differences in response between data and simulation.
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Figure 5.10: Overview of the jet calibration steps I use for PUPPI jets, showing
corrections of the jet response (data and simulation), residual corrections (data
only) and the jet resolution smearing (simulation only). The last three steps are
applied iteratively until a stable result is reached, as they depend on each other.
Taken from [221].

These corrections are referred to as jet energy corrections (JEC) in the following.
It was found that the jet momentum resolution in data is worse than in simulation.
Therefore, the jet resolution in simulated events is smeared so that data and simula-
tion agree, which will be called jet energy resolution smearing (JER). The derivation
of these jet corrections is documented in [222].

Variable-radius jets Variable-radius jets must have pT > 200GeV and be within
|η| < 2.5. They are well suited for this analysis, as due to the different considered t∗
masses, the Lorentz boost of the t quarks in signal events can vary strongly. An ap-
proach utilizing variable-radius jets can provide good performance over a wide range
of t quark momenta, and splitting the analysis into boosted and resolved regions can
be avoided. Variable-radius jets reconstructed with the HOTVR algorithm were first
used in a search for excited b quarks [223]. There, it was shown that the same jet
corrections used for small-radius jets can be applied to the subjets of HOTVR jets.
Recombining these then yields a well calibrated variable-radius jet [224]. I use the
same approach for this analysis and have validated that it still holds true.

Jet-lepton cleaning When clustering jets, all PF particles are considered. Thus,
energy and momentum contributions from leptons can be included in the resulting
jets. However, as I consider non-isolated leptons that can be close to or inside of
jets, this would lead to a double-counting of energy. To avoid this, jet-lepton clean-
ing is employed. For all leptons considered in this analysis, the four- momentum is
subtracted from any nearby jet if the lepton is inside that jet: ∆R(j, `) < Rj. Here,
Rj is 0.4 for small-radius jets and allowed to vary for variable-radius jets, where this
subtraction is performed on subjet level. For small-radius jets, an additional crite-
rion is required: the leptonic fraction of the jet energy is required to be compatible
with the leptons energy within 10%, where the leptonic energy fraction is defined
as the pT sum of all lepton constituents of the considered jet.

b-tagging I use the DeepJet algorithm to identify jets originating from b quark
decays. I refer to small-radius as b-jets if their DeepJet score is above a certain
threshold, which is chosen at a 1% light jet misidentification rate. Additionally, the
DeepJet score of jets is used directly later in the analysis. The DeepJet algorithm
was trained on jets using CHS for PU suppression, in contrast to the PUPPI jets
I use in this analysis. While no major effects of the PU suppression method on
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Figure 5.11: Example of the additional two-dimensional b-tagging yield SFs for tt̄
events in the 2018 era, for the electron (left) and muon (right) channel.

DeepJet are expected, this can not be verified trivially. Therefore, I chose a hybrid
jet approach to avoid any unexpected behavior. I reconstruct, clean and correct CHS
jets in the same way as the PUPPI jets described above, with a minor difference:
CHS jets require an additional jet correction step, correcting for PU before JEC and
JER corrections [222]. Then, for each PUPPI jet, I find the CHS jet closest in ∆R,
requiring ∆R < 0.2 for two jets to be matched. If a matching CHS jet is found, the
PUPPI jet is then assigned the DeepJet score of the matched CHS jet.
As the DeepJet score is not necessarily perfectly described in simulation, correction
SFs are applied [175, 225]. These assign weights to each event based on the contained
jets, where each jet contributes a factor depending on its pT , η and DeepJet score.
As these are derived for CHS jets, I apply them based on the CHS jets matched to
the PUPPI jets I use in this analysis.
Crucially, for a given simulated sample, the applied weights should only change
the shape of the DeepJet score variable, but not introduce an overall normalization
effect. However, due to the analysis-dependent jet selection criteria and resulting
composition of SM processes, this can not be ensured when creating the SFs, which
are shared among many analyses in CMS. Therefore, I derive secondary, analysis-
specific yield correction SFs to remove any normalization changes specific to the
presented analysis. As these changes might vary based on the number of jets or
total hadronic momentum HT in an event, this needs to be taken into account,
as well as differences between events containing an electron or muon. Therefore, I
derive corrections separately for the electron and muon channels, and as a function
of jet multiplicity and HT . Examples of the yield SFs for tt̄ events are given in
figure 5.11. These show a systematic lowering of the SF towards high HT and high
jet multiplicity. Some statistical fluctuations from the limited size of the simulated
dataset are visible.
To ensure that the yield correction scale factors have the desired effect, I evaluate
different variables before any b-tagging related SFs, after application of the b-tagging
correction SFs and after the secondary yield corrections. Results for tt̄ events are
shown in figure 5.12. A strong normalization change is induced by the b-tagging SFs
in HT and N(small-radius jets), especially towards higher values of these variables.
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Figure 5.12: Distributions of the hadronic momentum sum HT (left) and DeepJet
score of all jets (right) at different steps of the b-tagging correction procedure. For
these results, electron and muon channels are combined in the 2018 era.

The yield corrections are able to remove this effect, while only altering the DeepJet
score in a constant manner, thus retaining the desired effect of the b-tagging SFs.

t-tagging In addition to a definition of b-jets, a HOTVR t-tag is used in the
analysis, but only for validation purposes. The definition follows the HOTVR t-tag
introduced in 3.2.4.3, with a τ3/τ2 threshold of 0.56. As this t-tag is only used for
procedure validation, no SFs are used to correct the tagging results.

5.3.4.3 Missing transverse momentum

The missing transverse momentum pmiss
T is defined as the negative pT sum of all PF

candidates in an event, after PUPPI has been applied. The effect of JEC is taken
into account, as well as JER smearing for the absolute value of pmiss

T .

5.3.5 Cut-based event selection
I apply several cut-based selection steps to data and simulated events, aiming to
select signal-like events and suppress contributions from SM backgrounds.

5.3.5.1 Trigger selection

The first step of any analysis with CMS data is the selection of appropriate HLT
paths. As I target t∗t̄∗ events with a single-lepton final state, I rely on this property.
Different triggers are used in the muon and electron channels, as documented in
tables 5.2 and 5.1, respectively. There, I list the pT thresholds of these triggers,
which vary between years due to changes in instantaneous luminosity.
I trigger on low-pT electrons using paths requiring a single, isolated electron. In
addition to the momentum requirement, a set of quality criteria is used to select
prompt isolated electrons [217]. Another algorithm, with higher pT threshold, trig-
gers on electrons without any isolation requirements. Quality requirements on the
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year all electron events

2016
Isolated electron with pT > 27GeV

Electron with pT > 115GeV

Photon with pT > 175GeV

2017
Isolated electron with pT > 35GeV

Electron with pT > 115GeV

Photon with pT > 200GeV

2018
Isolated electron with pT > 32GeV

Electron with pT > 115GeV

Photon with pT > 200GeV

Table 5.1: Electron triggers used in 2016, 2017 and 2018. All triggers within a year
are combined using a logical OR.

year pµT ≤ 55GeV pµT > 55GeV

2016
Iso. standalone µ with pT > 24GeV Standalone µ with pT > 50GeV

Iso. tracker µ with pT > 24GeV Tracker µ with pT > 50GeV

2017 Iso. global µ with pT > 27GeV

Global µ with pT > 50GeV

Tracker µ with pT > 100GeV

Standalone µ with pT > 100GeV

2018 Iso. global µ with pT > 24GeV

Global µ with pT > 50GeV

Tracker µ with pT > 100GeV

Standalone µ with pT > 100GeV

Table 5.2: Muon triggers used in 2016, 2017 and 2018, split into low- and high-pT
muons. All triggers within a year and pT range are combined using a logical OR.
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calorimeter cluster and track associated with the electron ensure good selection effi-
ciency of prompt electrons [217]. As this combination of triggers has an inefficiency
for very high-pT electrons due to too tight electron cluster shape thresholds, I add
a photon trigger in a logical OR: As this trigger does not consider any tracking
information, it is also sensitive to electrons and can recover the inefficiencies.
I use triggers requiring at least one isolated muon with low pT thresholds, and com-
plement these by triggers targeting muons without isolation requirements but higher
pT requirements. Different muon reconstruction types are used, as documented in
section 3.2.4.1: In 2016, muon triggers relied on a combination of tracker muons and
standalone muons. In 2017 and 2018, the main muon triggers used a HLT imple-
mentation of global muons, combined with tracker and standalone muons to ensure
optimal efficiency [226].
The application of trigger selection criteria slightly differs between events with elec-
trons and muons: where in the electron channel, a total combination of all considered
triggers per era is used, the application is split by muon momentum in the muon
channel. The reason lies in the availability of correction SFs for lepton properties,
which are derived separately for low- and high-pT muons, but combined for all elec-
trons. I investigated this difference and found that the effect is negligible, as the
lepton momentum thresholds that divide low- from high-pT leptons are far enough
away from the trigger pT thresholds.
In the context of offline analysis, data gathered by different triggers is available
in form of different primary datasets, combining data gathered by related triggers.
For this analysis, I use the single muon primary dataset for muon events. Electron
events are taken from a single electron or single photon primary dataset (2016 and
2017) or a combined e/γ primary dataset (2018). Notably, the same event might be
contained in multiple primary datasets, for example when it was selected by both
electron and muon triggers. Therefore, I avoid potential trigger double counting by
sequentially selecting events from the primary datasets, only accepting those not
taken from a previous stream. Here, the muon primary dataset is used first, then
the electron and lastly the photon primary dataset.
To ensure a proper description of the collisions data by the simulated samples, the
same trigger conditions used to gather data events also need to be considered in
MC samples. As this might lead to slightly different results due to imperfections
of the simulations, correction SFs are used to ensure a proper description. For the
electron triggers, I measure dedicated trigger efficiency scale factors for this analysis.
Using an orthogonal dataset method targeting tt̄ events with two leptons, events are
selected using the combination of muon triggers shown in table 5.2. Then, I apply
all cut-based selection steps listed in this section, with two changes: I require two
leptons, one muon and one electron, and I loosen the jet multiplicity selection to just
require the presence of two small-radius jets. After these requirements, I calculate
a trigger efficiency per year as a function of electron η in three bins of electron
pT . Efficiency results in the 2018 era, comparing the efficiency in data against the
efficiency in tt̄ MC, are shown as an example in figure 5.13a.
As can be seen, a difference between efficiencies in data and simulation exists. There-
fore, I calculate a correction SF from the ratio of these efficiencies as

SF =
εdata

εMC
. (5.7)

Modifying the event weight of simulated events by the appropriate SF value cor-
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Figure 5.13: Electron trigger efficiencies (top) and resulting SFs (bottom), as used
in this analysis. Efficiencies are measured in an orthogonal dataset from a single
muon trigger. I compare data events to tt̄ simulation results as a function of electron
η, in three bins of electron pT , using 2018 samples.

rects these events so that the efficiency is properly described. In order to assign a
systematic uncertainty to this method, I take the available statistical power of the
data and simulated samples used here into account and propagate it to the scale
factors as

SFvariation = SF +

(
− εdata

(εMC)2
∗ εvariation

MC +
1

εMC
∗ εvariation

data

)
(5.8)

where “variation” denotes the up- and down-variation of the statistical uncertainty
in the input samples, respectively. In addition, a flat 2% uncertainty is considered
to cover potential non-closure. The resulting scale factors for the 2018 era are shown
in figure 5.13b. Efficiencies and SFs for all eras are documented in appendix A.2.2.

For the muon triggers, efficiency SFs are measured in data and simulation using
a tag-and-probe method [144] in DY events or targeting muons from the Z boson
resonance, depending on muon momentum. Efficiencies are measured as a function
of muon pT and η, and validated by comparing to measurements in an orthogonal
pmiss
T dataset. By dividing the efficiencies in data and simulation, a SF is obtained,

and a systematic uncertainty can be assigned to it.
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5.3.5.2 Lepton multiplicity

In order to target the single-lepton final state of the t quark pair decay, exactly
one lepton is required, either a muon or electron. This mostly removes contribution
from di-lepton tt̄ decays, as well as fully hadronic events. At this step, events are
split into an electron and muon channel.

5.3.5.3 Loose hadronic pre-selection

After the application of trigger condition and requiring a single lepton, I impose a
loose hadronic pre-selection. The reason for this is of technical nature: removing
some events early, before considering most corrections and SFs, substantially reduces
the computing runtime and storage requirements of the analysis. Therefore, early in
the analysis process, I demand the presence of at least two small radius jets (without
any pT or η requirements yet) and total object momentum above 450GeV. The total
momentum sum is calculated as a scalar sum of the pT of all variable-radius jets, the
lepton and pmiss

T . Similar, but more strict selection criteria are applied later. Thus,
this loose pre-selection has no effect on the final result of the analysis. After this
step, most correction SFs are applied.

5.3.5.4 Jet multiplicity selection

The jet multiplicity selection follows the objects expected in signal events. I require
a single variable-radius jet. In signal events, at least one of these is expected to
be present from the t quark decaying to a b quark and two light quarks (through
a W boson). However, additional variable-radius jets can arise when light quark, b
quark or gluon jets are reconstructed by the HOTVR algorithm. This is possible
especially for highly energetic jets in the case of high mt∗ , as the HOTVR radius
can then become small.
Additionally, I require at least four small-radius jets. Accounting for the two glu-
ons, one isolated b quark jet and one small-radius jet overlapping with hadronically
decaying t quark, this selection results in minimal loss of signal events, while sup-
pressing the background contributions substantially.
No overlap removal between small-radius and variable-radius jets is applied, thus
the same particle can induce jets of both types.

5.3.5.5 pmiss
T selection

A neutrino from the W decay in the leptonic leg of the tt̄ decay escapes CMS
undetected. To account for it, I demand at least 50GeV of pmiss

T .

5.3.5.6 b-jet selection

Signal events are expected to contain jets originating from b quarks and t quarks.
However, the main SM background process, tt̄, also contains these same quarks.
Thus, a selection on t-tagged jets would select approximately the same fraction of
signal and tt̄ background events, which is not beneficial to the sensitivity of the
analysis. Therefore, I do not perform t-tagging. The same argument could, in
principle, be made against b-tagging. However, suppressing backgrounds without
b quarks, like W+jets or QCD, is crucial even when these are not the dominant
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background. Thus, I employ a loose b-tagging selection, requiring at least one b-jet
to be present in each event. This selection allows me to suppress non-t background
contributions without loosing too many signal events.

5.3.5.7 2D isolation selection

The 2D isolation criterion is introduced as a lepton property above. However, as it
also considers jets, it can also be understood as an event-level selection requirement.
As such, it is implemented here, at a late point in the selection procedure, where
every event in which the lepton does not fulfill the 2D criterion is rejected.

5.3.5.8 Total transverse momentum ST

An important variable I define for this analysis is a the total transverse momentum
ST , given as

ST =
∑

pvariable-radius jet
T + p`t + pmiss

T . (5.9)

Usually, signal events have high ST due to the massive t∗ that are present, compared
to SM background events which are mostly at low ST . Thus, this variable is sensitive
to the presence of signal and serves as the observable used in the statistical analysis
which I present in section 5.4.1. Additionally, it can be used to reject a region
where no signal events are expected at ST < 500GeV. This reduces the amount of
analyzed events and thus speeds up all following analysis steps, without losing any
sensitivity to the t∗t̄∗ signal.

5.3.6 Corrections and quality selections
Several minor procedures and SFs are used to correct for small effects that would
influence the data or simulations and lead to disagreements.

5.3.6.1 MC PU reweighting

The PU distribution in simulated samples does not agree perfectly with the one
observed in data, which I address using an event reweighting approach. Assuming
a total inelastic cross section of 69.2mb [227], the distribution of PU is determined
in data and the MC PU distribution reweighted to match it.

5.3.6.2 HEM15/16 issue

The HEM15/16 issue refers to two HCAL modules whose power supply failed during
dat-taking in 2018. This outage affected a region in −3.0 < η < −1.3 and 1.57 <
φ < −0.78 in the η-φ plane. The failure would lead to a miscalibration of jets in
that area, as well as an increased rate of misidentified electrons. To address this
issue, any data event from that part of data-taking that has an electron, jet or muon
in the affected region is rejected. To account for this change in simulated samples,
MC events with objects in this η-φ region are weighted according to the affected
luminosity fraction: a factor of 0.352. Reweighting the simulated samples this way,
instead of simply rejecting events, retains the full statistical power of the samples
while properly describing the reduced amount of data in the affected region.
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5.3.6.3 Trigger prefiring

As I introduce in section 3.2.3.1, TPs are built as part of the L1T reconstruction.
Using timing information, each TP is assigned to a bunch crossing. Should a TP
mistakenly be assigned to an earlier bunch crossing, its information is lost from the
bunch crossing it actually originates from. Furthermore, should the TP result in a
trigger firing, the correct bunch crossing can not be triggered on due to so-called
trigger rules: When, based on the L1T decision, an event is accepted, these rules do
not allow any event from the following two bunch crossings to be accepted.
The resulting loss in correctly triggered events is called trigger prefiring. During
2016 and 2017 data-taking, a timing shift of the ECAL was not properly corrected
for when building TPs. Therefore, some events with ECAL-related objects were
strongly affected by trigger prefiring, reaching up to 80% in some regions of pT
and η [138]. A similar effect occurred in the muon systems due to the limited
time resolution of the muon detectors: an effect of up to 1.5% which was most
pronounced in 2016 [226]. Gauging the effect of prefiring is challenging, as by the
nature of the problem, the affected events are not triggered on, and thus can not
be analyzed. However, events triggered exactly three bunch crossings after another
event was selected can not be affected by prefiring. Thus, these events serve as a
dataset not biased by trigger prefiring. It is used to derive SFs in order to account
for prefiring in simulations, which do not describe the effect.

5.3.6.4 Noisy event filters

Several filters are applied to exclude events not fulfilling a wide range of quality
criteria, the so-called noisy event filters. Interactions of the proton beams with
gas particles or the beam pipe lead to the creation of a beam halo [228], particles
flying through the LHC around the beam. High energy muons from the halo can
interact with the CMS calorimeters and result in energy clusters there, thus events
containing clusters likely to originate from the halo are excluded. Scintillator tiles in
the HB or HE can sometimes produce fake noise signals. Different techniques allow
to identify these and remove affected events [229]. Similarly, ECAL cells might
rarely malfunction which can be seen from their energy measurement being close to
saturation. Affected events are removed.

5.3.6.5 Top pT reweighting

In NLO simulations of events containing t quarks, their pT distribution is not per-
fectly modeled, especially in the high pT region. This can be addressed by t quark
pT dependent SFs in order to improve the agreement of data and simulations in
samples with t quarks. The scale factor is given by

SF (ptT ) = e0.0615−0.0005 ptT (5.10)

obtained from tt̄ cross section measurements [230, 231]. It is multiplied to the event
weight of simulated samples with t quarks. For tt̄ samples, where two t quarks are
contained, the SFs are combined into a total weight w as

w =
√
SF (ptT )SF (p

t̄
T ). (5.11)
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Figure 5.14: Step-by-step efficiencies of all cut-based selection parts, evaluated on
full simulated samples of relevant SM background processes and representative signal
samples. The QCD background is shown on the right y-axis due to its very low
overall efficiency.

5.3.6.6 V + jets theory weights

The W+jets and DY simulated samples that are used in this analysis are simulated
at LO only. To account for missing NLO QCD and electroweak contributions, cor-
rections are applied as a function of the generator-level vector boson pT . Derived
in [232], these corrections result in a better agreement of data and simulation for
these background sources. Note that their contribution is later be estimated from
data, so I only use these SFs to better optimize the analysis, but they do not enter
its final result.

5.3.7 Selection results
With all corrections applied, and all cut-based selection steps defined, I can evaluate
the efficiency of the cut-based selection procedure. Using simulations, I display this
relative to the full MC sample content in figure 5.14. Note that I use a secondary
y-axis for the QCD contribution, which would otherwise not be visible.
One can see that the samples containing tt̄ pairs are reduced to the appropriate
fraction of events by the single-lepton requirement: about 30% of tt̄ pairs decay
to a final state with a single electron or muon. Due to the required momentum
thresholds, the efficiency in signal is a bit higher than in SM tt̄, as signal leptons
usually have higher pT . All other selection steps have high signal efficiency and
mainly reduce the contributions of SM backgrounds. The ST pre-selection is of
note here, suppressing all SM backgrounds without any signal loss. The W+jets
background is reduced by the jet multiplicity and b-tagging requirements, and QCD
is strongly affected by the 2D isolation requirement. Overall, about 50% of signal
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events with a single lepton remain, with higher efficiencies for spin-3
2
compared

to spin-1
2
signals, and rising efficiency towards higher mt∗ . The SM background

contributions are suppressed to below 1%.
For the following steps of the analysis procedure, it is crucial to ensure that all rele-
vant variables are well modeled by the simulations of SM backgrounds. Therefore, I
present some control distributions in figures 5.15, 5.16, 5.17, and 5.18, demonstrat-
ing that the description of all relevant objects is good. Importantly, all variables
I analyze here are subject to statistical variation in data and simulations, which I
show in the distributions. Beyond this statistical uncertainty, systematic uncertain-
ties are relevant as well, for example originating from the SFs introduced above. I
do not include these effects in the control distributions, thus the uncertainty shown
is an underestimation. More uncertainties might arise from the procedures I utilize
below, so I discuss all of them together in section 5.3.10, where I also show their
effect.
In general, good description of all object types is visible, with some fluctuations
due to low statistical power, especially in the smaller datasets of 2016. Muons are
usually better described than electrons, whereas no major differences are visible
between small-radius and variable-radius jets. Some notable features are visible:
Turn-on like behavior in lepton momenta results from a jump in events when non-
isolated leptons are allowed in the high-pT region. A similar effect in small-radius
jets results from the ST threshold that is imposed. In general, jet momenta show a
downward trend towards high values, a known feature which is weakened, but not
removed entirely, by top pT reweighting.
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Figure 5.15: Control distributions of the 2016 pre-VFP era, showing pT and η of the
four different object types used in this analysis: muons (first row), electrons (second
row), small-radius jets (third row) and variable-radius jets (fourth row). Only data
and MC statistical uncertainties are shown and signal samples are scaled to 1 pb for
visibility.
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Figure 5.16: Control distributions of the 2016 post-VFP era, showing pT and η of the
four different object types used in this analysis: muons (first row), electrons (second
row), small-radius jets (third row) and variable-radius jets (fourth row). Only data
and MC statistical uncertainties are shown and signal samples are scaled to 1 pb for
visibility.
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Figure 5.17: Control distributions of the 2017 era, showing pT and η of the three
four object types used in this analysis: muons (first row), electrons (second row),
small-radius jets (third row) and variable-radius jets (fourth row). Only data and
MC statistical uncertainties are shown and signal samples are scaled to 1 pb for
visibility.
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Figure 5.18: Control distributions of the 2018 era, showing pT and η of the four
different object types used in this analysis: muons (first row), electrons (second
row), small-radius jets (third row) and variable-radius jets (fourth row). Only data
and MC statistical uncertainties are shown and signal samples are scaled to 1 pb for
visibility.
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5.3.8 Deep neural network
Through the cut-based selection, I find a set of signal-like events. However, contri-
butions from SM backgrounds are still large. To maximize the analysis sensitivity,
it is crucial to analyze a subset of events where the contribution of SM background
processes is low, and potential signal events are enriched. I define such a region
using a DNN.

5.3.8.1 DNN overview

As the main SM contribution to the events remaining after the cut-based selection
are tt̄ events, I require the DNN to discriminate signal events from these. Therefore,
I use a binary DNN, outputting a single score sDNN, where high values denote signal-
like events. Then, a threshold on that score can be used to define the SR. In the
following, I first describe the DNN as I use it in the analysis, and after that outline
the optimization procedure in which this DNN was obtained.

Input variables The DNN uses a set of 33 input variables, all of which are nor-
malized to a mean of 0 with a standard deviation of 1 before being passed to the
DNN for training or inference:

• 1 leading lepton: pT , η, φ and Irel
• 3 leading variable-radius jets: pT , η, φ, τ1, τ2, τ3 and Nsubjets
• 1 b-jet (with highest DeepJet score): pT , η, φ and DeepJet score
• pmiss

T and its φ direction
• N(small-radius jets), N(variable-radius jets)

The majority of these variables are kinematic properties (pT , η, φ) of the objects
expected in signal-like events. With these, the DNN can learn the kinematic differ-
ences between t∗t̄∗ and tt̄ events I present in section 5.3.3, without any dedicated
complex variables being passed as inputs. This is supported by the addition of
jet substructure variables, which help the DNN to distinguish jets originating from
Lorentz-boosted t quarks and gluon jets. Information about b-tagging and lepton
isolation complete the set of input variables.
Some input variables cannot be properly defined for all events, as (for example)
only a minimum of one variable-radius jet is required to exist in each event, but I
use three for the DNN. Therefore, zero-padding is used, in which missing values are
replaced by a value denoting a non-existent object. For pT variables, this value is
0GeV (as no objects with no momentum can exist), whereas for angular variables
(η, φ) a value outside of the range of usual values is chosen, as a 0 here would have
an actual physical meaning for non-empty objects.

DNN architecture The number of nodes in the first and last layer of the DNN
are driven by the number of input (33) and output (1) variables. The hidden part of
the DNN is optimized for sensitivity, consisting of four hidden layers with 25 nodes
each. For all hidden nodes, I use a tanh activation function with initial weights
following a random normal distribution. The output node instead uses a sigmoid
activation function. For training, I utilize the RMSprop optimizer with a learning
rate of 10−5 on a batch size of 4096 events, with an MSE loss function.
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Figure 5.19: Two-dimensional distribution of ST against sDNN of a DNN with no
active decorrelation, for t∗t̄∗ (left) and tt̄ (right) events. The content of each ST bin
is normalized to unity.

Decorrelation using input weights Several of the 33 input variables are highly
correlated with ST , for example the different individual object momenta. Therefore,
training the DNN with the input variables and architecture described above leads
to the DNN finding a loss minimum which just parametrizes an ST threshold. I
show this in figure 5.19, where a two-dimensional distribution of ST against sDNN is
visible, comparing t∗t̄∗ and tt̄ events. Events with high ST are classified as signal-
like (high sDNN) and events with low ST score are classified as background-like (low
sDNN), independent of whether they are t∗t̄∗ or tt̄ events.
This is problematic, as the DNN should only use any information available beyond
ST to discriminate between t∗t̄∗ and tt̄, so that a threshold on sDNN introduces mini-
mal sculpting onto the ST distribution. To address this, I remove the ST information
from DNN training. This can not be done by simply omitting the pT inputs, as these
are still important for the DNN to learn information on pT relations between ob-
jects. Instead, I adjust the weight of events for training so that the ST distribution
of signal and background events is identical, as I show in figure 5.20.

DNN training With the reweighting strategy applied, I train the DNN. The
signal class is composed from a combination of all available spin-1

2
signal samples

after the cut-based selection, whereas the background class uses all tt̄ events at
that stage. All signal mass points contribute the same to the training, except for
acceptance effects in the cut-based selection. Due to the ST reweighting, it is ensured
that the overall weight of the signal and background class is the same. In total, I
use 851 850 simulated events, of which I exclude 20% from training to use as a
test sample. Of the remaining 80% of events, I use 75% for training and 25% as
validation set. The network is trained for 1000 epochs, and I track the loss and
accuracy during the process, as shown in figure 5.21.
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Figure 5.20: ST distribution for tt̄ before and after the reweighting procedure, com-
pared to the t∗t̄∗ ST distribution.
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Figure 5.21: Loss function and accuracy of the neural network during training.
Jumps in accuracy result from single events with high weights passing the 0.5 thresh-
old used to calculated the accuracy.
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As the loss (accuracy) of the validation sample does not increase (decrease) during
training, no visible overtraining occurs. Still, a version of early stopping is used:
when selecting the final DNN for the analysis, the DNN weights at the point with
highest validation accuracy are used. Additionally, I compare the sDNN distributions
on training and validation samples to explicitly test for overtraining. After ensuring
that the DNN is not overtrained, I introduce it into the analysis for inference and
evaluate it on all simulated samples and data events in the regular weighting scheme.
I show the resulting DNN score distribution in figure 5.22. There, one can clearly
see good the performance of the DNN. Background events of all SM processes ac-
cumulate at low values of sDNN, whereas signal events have their maximum at high
values. Notable, the DNN does not use the full range of possible sDNN values. This
feature is introduced when adding the decorrelation procedure, but does not result
in a degradation of the DNN performance. It can be seen that the data distribution
of sDNN is well described by the simulated samples. This is a crucial test in order to
ensure that the DNN does not show unexpected behavior due to differences between
data and simulation.
For this network, the DNN output for t∗t̄∗ and tt̄ events can then again be displayed
against ST , which I show in figure 5.23. Here, one can see that the network is now
able to learn a difference between the two processes beyond a simple ST threshold:
for all ST , the full range of possible DNN score values is utilized. Still, some remain-
ing ST -dependency is visible by eye: the change in training weights has enabled
the DNN to actually learn something beyond an ST threshold, but has not fully
decorrelated its output from ST .
To further understand the DNN performance, I evaluate SHAP importance scores,
as shown in figure 5.24. As expected, one can see a high relevance of jet multiplicity
variables, but also jet substructure variables rank highly, showing that the DNN is
using this information. The third leading variable-radius jet has high importance, as
this is the first jet multiplicity number where signal and background differ. Among
the lower ranking variables are primarily angular variables, specifically φ coordinates
of objects.

5.3.8.2 Designing decorrelated taggers

Despite testing different reweighting schemes, all of them lead to non-negligible
shaping of the background ST distribution. A very similar problem of decorrelating
a (ML-based) classifier from one or more parameters is given when developing jet
tagging algorithms. Discriminating, for example, jets originating from the decay
of a t quark from QCD jets, large differences are present in the pT and jet mass
distributions. Different techniques are used to avoid sculpting of these variables
when identifying jet flavor. These include the training of an adversarial neural
network, as in the case of DeepAK8s mass-decorrelated version [233] or methods like
DisCo regularization [234]. Another option is the “designing decorrelated taggers”
(DDT) technique, as described in [235]. Given that the decorrelation of the event
classification DNN from ST is similar to the decorrelation of jets from pT , I use
DDT for this analysis, and introduce it in the following. Instead of requiring a fixed
threshold on sDNN, DDT allows that threshold to vary depending on one or multiple
variables the DNN should be decorrelated from. The variable threshold is chosen
in a way that the background efficiency of the DNN is the same for all values of
the variable(s). Conceptually, introducing a variable threshold on sDNN is the same
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Figure 5.22: DNN output score for data, SM backgrounds and representative signal
samples. Only data and MC statistical uncertainties are shown.
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Figure 5.23: Two-dimensional distribution of ST against sDNN of a DNN with ST

reweighting applied, for t∗t̄∗ (left) and tt̄ (right) events. The content of each ST bin
is normalized to unity.
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Figure 5.25: Two-dimensional distribution of ST against 1 − sDNN for tt̄ events,
combining the full dataset as well as electron and muon events. The red line shows
the function f(ST , 30%) used to define sDDT and thus the SR.

as shifting sDNN with some function f , which depends on the variable(s) sDNN is
to be decorrelated from, and then imposing a constant threshold. My goal is to
decorrelate sDNN from ST , focusing on tt̄ events. Thus, I define a new variable sDDT
as

sDDT = sDNN − f(ST , εtt̄). (5.12)

The function f(ST , εtt̄) depends on ST and a desired constant tt̄ efficiency εtt̄, which
is the tunable parameter of the method. To obtain the function f(ST , εtt̄), I analyze
a two-dimensional distribution of sDNN against ST , shown in figure 5.25, for tt̄ events.
I take the total number of events in some individual ST bin of that distribution.
Then, starting from the bottom of that bin, the content of sDNN bins are summed
up until εtt̄ of the total event number is reached. The sDNN value where this occurs is
the threshold one would need to impose on sDNN to achieve a εtt̄ tt̄ efficiency in that
ST bin. I chose a working point of εtt̄ = 30% and perform the procedure for all bins
of ST to obtain a set of binned threshold values. To describe these by a continuous
function f(ST , εtt̄), I perform a fit to these thresholds with a mathematical function.
The fit function that offers the best description of the points is a so-called crystal-ball
function, which describes the turn-on behavior with a Gaussian core, and the tail
with a power-law function. To help the fit converge, I assign an error to each of the
points as

√
N/N , where N is the number of events in the considered ST bin. Note

that the choice of this error has no further physical meaning, it just ensures that ST

bins with more data have a stronger influence on the fit than ST bins with less data.
Figure 5.25 shows the resulting function f(ST , 30%). Using that function, sDDT can
be calculated for all events. I show the results in in figure 5.26, splitting all events
into two bins. By design, 30% of tt̄ events are found at sDDT > 0, and imposing
this threshold on all events results in a signal-enriched region while introducing very
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Figure 5.26: sDDT for εtt̄ = 30%, showing which events enter the SR at sDDT > 0.
Evaluating data, SM backgrounds and signal samples, only data and MC statistical
uncertainties are shown.

little sculpting onto ST . This region is used in the statistical analysis of this search
and is referred to as signal region (SR) in the following.

5.3.8.3 DNN optimization

The DNN configuration I presented above is obtained in a dedicated optimization
process, which I summarize here. This process was performed during development
of the analysis, which underwent some changes afterwards. While the DNN was
retrained whenever changes to the analysis made this necessary (such as for changes
of ST threshold, jet calibrations or b-tagging strategy), the optimization procedure
itself was not repeated. It was ensured that updating the DNN training due to
analysis changes does not lead to changes in the overall sensitivity and final analysis
results.
Ultimately, the best network is the one providing the best possible sensitivity in
discovering or excluding the existence of t∗t̄∗ pair production. However, as after
the DNN application other steps that are dependent on it follow (the DDT method,
data-driven background estimation and statistical analysis, the latter two I introduce
below) it would not be feasible to perform all these steps for each possible network.
Therefore, ROC curves and AUC scores are used as the metric to select the best
performing DNN instead of, for example, exclusion limits.
Multiple DNN models might achieve similar performance, with differences smaller
than the random fluctuations a single model can have for two different training itera-
tions. These fluctuations arise from the inherent statistical nature of DNN training,
and are emphasized here due to large event weights from the ST reweighting. There-
fore, below, I show the ROC curve of the optimized network as an envelope of five
different training iterations with five different (fully random, non-exclusive) data
splittings. Other DNN configurations are compared to this envelope.
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I make two assumptions for the optimization procedure:

• The optimization of the DDT method is independent from the DNN optimiza-
tion as long as the DNN does learn something beyond a simple ST threshold.

• All hyperparameters are independent within the training uncertainties when
all are close to their optimum.

It would not be feasible to optimize the DDT method for each network. Therefore,
once a model with good performance is found, the DDT method is tested on it at a
fixed DDT working point and the model is discarded in case DDT fails. An example
of a network that would be dropped through the DDT test is the fully correlated
network in figure 5.19, which results in an excellent AUC (0.99), but it is not possible
to decorrelate it using DDT. I find that DDT is very stable against the choice of its
working point, thus testing at a fixed working point is reasonable.
I start the optimization procedure by finding a well-performing and decently decor-
related model with a trial and error approach (taking into account past DNN studies
for this analysis). This model serves as a starting point, from which individual pa-
rameters are systematically varied and an optimal model is found. I adjust the
following hyperparameters during optimization:

• Number of hidden layers (between 2 and 5).
• Number of nodes per hidden layer (between 15 and 35).
• Training batch size (between 1024 and 8192).
• Learning rate (between 10−6 and 10−4).
• Dropout percentage (off, or between 20% and 60%)
• Batch normalization (on or off)
• Different loss functions (MSE and BCE)
• Different hidden layer activation functions (tanh, sigmoid, ReLU, LeakyReLU)

In addition to these hyperparameters, I also investigate variants of altering the DNN
input variables:

• Using three additional high-level input variables.
• Including an additional variable-radius jet.
• Passing the jet mass mSD for variable-radius jets.

The baseline variables are chosen based on the expected behavior of the considered
processes, as discussed above. I test additional high-level input variables that are
chosen as they individually show sensitivity to discriminate the t∗t̄∗ and tt̄ pro-
cesses: The momentum asymmetry between the leading and fourth small-radius jet
in each event, as well as the ∆R between the two leading variable-radius jets or
the lepton and closest variable-radius jet are evaluated. I also vary the number
of variable-radius jets and add the jet mass (defined using the soft drop algorithm
[164]). Additionally, I test whether the neural network benefits from an imbalance in
training samples, training with twice the amount of background compared to signal,
and vice versa.
The best network I describe above is found with this optimization procedure. Figure
5.27 shows the ROC curve band of this network and compares it to the ROC curves
obtained by the other studied networks. All ROC curves of networks showing strong
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Figure 5.27: ROC curve band of the best performing DNN model, compared to
ROC curves of various other models, including different variations of inputs and
hyperparameters.

correlation, thus failing the DDT fit, are excluded here. From these results, it is
clear that with the chosen model, a well-performing DNN is found. Also, it is shown
that there are other models that offer similar performance: the DNN is not very
sensitive to changes in the input variables or hyperparameters.

5.3.8.4 Training sample selection

The choice of training data could have an effect on the optimization results. To
reduce the computational requirements, I train the DNN on data from a single era
(2018 for the final DNN, 2016 post-VFP for the optimization, for technical reasons).
To ensure that training on a specific era does not change the result, I train the final
DNN configuration on all four eras of Run 2. Then, I compare the performance of the
resulting DNN models when evaluated on all eras. Figure 5.28 shows the resulting
ROC curves, where an uncertainty band is obtained from the standard deviation
around a mean of five different trainings. It can be seen that the results are very
comparable and independent of the year used for evaluation. If the DNN would be
biased by training on a specific era, it would perform best when evaluating on the
same era used for training, which is not the case. Thus, the DNN can be trained
on a single era without any bias. I perform some more related tests: When training
a DNN to identify events of a signal process that contains a particle of unknown
mass (the t∗ in this case), its crucial to ensure that the DNN is not biased to the
set of simulated masses it has seen during training. I train a DNN with a single t∗
sample excluded and then test the performance on this specific sample. No changes
compared to a DNN that does include t∗t̄∗ events of that mass during training are
observed. Thus, the DNN can also well identify t∗t̄∗ events with t∗ masses it has not
seen during training.
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Figure 5.28: ROC curves of DNNs trained on samples from different eras, each
evaluated on all four eras. An uncertainty band is obtained from multiple repeated
training iterations.
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5.3.8.5 Decorrelation optimization

In addition to the optimization of the DNN itself, I also perform studies on the
optimal decorrelation. For the input reweighting, I compare the approach based on
the signal shape to one where both t∗t̄∗ and tt̄ samples are weighted to be flat in
ST . Due to very large weights at the edges of the considered ST range, this leads to
unstable training results, and does not yield a better performance.
For DDT, I test the method for different values of the efficiency εtt̄ in increments
of 5%. All resulting signal regions are passed through a statistical analysis similar
to the one I describe below, but without considering systematic uncertainties. I
compare sensitivity through expected exclusion limits on the existence of a t∗, and
find optimal results for εtt̄ around 30%. Notably, the performance is stable in a wide
range around that value, as long as no extreme choices of εtt̄ are made. Similarly,
values around εtt̄ = 30% result in low remaining sculpting of the ST distribution.
Overall, these results show that the procedure is very stable against the choice of
εtt̄.

5.3.9 Estimation of SM backgrounds
In order to make a statement about the potential existence of t∗t̄∗ pair production,
precise knowledge of the SM processes entering the SR is required. For this, I use
simulations for backgrounds with t quarks, and a data-driven approach for non-t
backgrounds, which I detail in this section.

5.3.9.1 Analysis regions

As signal might be present in the SR, the description of SM processes can not be
tested there. Instead, I define other analysis regions for this purpose, an overview
of which I give in table 5.3.

Low DDT validation region Estimating the performance of SM predictions in
the SR is crucial, which motivates the creation of a region that is as similar as
possible, but signal-suppressed. To do so, I keep all event selection requirements
the same as in the SR, but invert the sDDT requirement: all events with sDDT < 0
belong to the validation region (VR). Thanks to the decorrelation techniques that
I describe above, it is ensured that the DNN induces minimal ST shape differences
between the SR and VR, thus making the VR well suited to validate the agreement
of data and SM background predictions. The ST distribution in the VR is shown
in figure 5.29. Comparing the data to predictions using simulated SM background
samples in this region, a decent but not perfect agreement is observed.

tt̄ validation region To specifically investigate the description of the tt̄ process,
I use a subset of the VR region: the tt̄ VR. In addition to all other requirements of
the VR listed above, I impose two more selection criteria:

• At least one variable-radius jet must fulfill the HOTVR t-tagging criterion.
• At least two b-jets must be present.
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Region Definition Usage

Signal region (SR) All cut-based selection
steps and DDT score ≥ 0.

Used in the statistical anal-
ysis presented in section
5.4.1.

Low DDT validation
region (VR)

All cut-based selection
steps and DDT score < 0.

Not included in the statis-
tical analysis, used to val-
idate the treatment of SM
backgrounds in this analy-
sis.

tt̄ validation region
(tt̄ VR)

Subset of VR, adding t-
tagging and b-tagging re-
quirements.

Not included in the statis-
tical analysis, used to val-
idate the description of tt̄
events in this analysis.

b-veto control region
(CR)

All cut-based selection
steps, but inverting b-
tagging requirements.
Inclusive in DDT score.

Data from this region is
used to estimate non-t
backgrounds in the SR and
VR.

Table 5.3: Overview on the regions used in this analysis.
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Figure 5.29: ST distribution, combining electron and muon events, in the VR for the
full Run 2 dataset, using simulations to predict the contributions of SM processes.
Only data and MC statistical uncertainties are shown.
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Figure 5.30: ST distribution, combining electron and muon events, in the tt̄ VR
for the full Run 2 dataset, using simulations to predict the contributions of SM
processes. Only data and MC statistical uncertainties are shown.
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Figure 5.31: ST distribution, combining electron and muon events, in the CR for the
full Run 2 dataset, using simulations to predict the contributions of SM processes.
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These additional requirements reduce the number of events dramatically when com-
paring to the VR, however the selection is now almost pure in tt̄ events, as I show
in figure 5.30. These results show that the description of the tt̄ process by the
simulated samples is very good.

b-veto control region Both regions I present above are dominated by tt̄ events.
To study non-t backgrounds, I define another region enriched in these processes by
rejecting events containing b-jets. The ST distribution in this b-veto control region
(CR), is shown in figure 5.31. No requirement on sDDT is imposed for this region.

5.3.9.2 Data-driven estimation of non-top backgrounds

Backgrounds without t quarks, and especially QCD processes, are usually not well
described in simulation. Addressing this with SFs is possible, but might not yield
perfect results and comes with large systematic uncertainties. In order to more
accurately describe the contribution of non-t backgrounds and reduce the systematic
uncertainties associated with them, I estimate their contribution to the SR using a
data-driven method. First, I calculate a bin-by-bin ratio α between events in the
SR and CR based on simulation as

α =
NSR(non-t bkg.)
NCR(non-t bkg.)

(5.13)

where NSR(non-t bkg.) is the MC predicted number of non-t simulated events in a
bin of the SR ST distribution and similarly NCR(non-t bkg.) is the MC predicted
number of non-t simulated background events in the same ST bin of the CR. I derive
this ratio separately for the electron and muon channel, as composition of non-t
backgrounds is different between these. The resulting α-ratios are shown in figure
5.32. For each of them, I obtain a continuous transfer function gTF(ST ) through a fit
to the α-ratio. This removes the influence of (potentially) too few simulated events
in some ST bins. To estimate and reduce the bias from the choice of mathematical
fitting function, I find chose two different functions that fit the data well. One of
these is a Landau function [236, 237], parametrizing a maximum with a broad tail
using three free parameters. As a second function, I use a Gaussian distribution
plus a constant offset, which has four free parameters. I show the results of fits
with these functions as dashed and dotted lines in figure 5.32. From both functions,
the mean is calculated, which is the main transfer function gTF(ST ). Multiplying
the data in the CR by this function, after subtracting remaining contamination of t
backgrounds in the CR using simulation information, results in a description of the
non-t background contribution in the SR:

NSR(non-t bkg.) = gTF(ST ) (NCR(data)−NCR(t bkg.)) , (5.14)

While the method relies on simulated information to derive the α-ratio, I expect
that most systematic errors cancel out in the ratio, allowing a precise prediction of
the non-t backgrounds in the SR. To validate the procedure, I repeat it in the same
way in the VR, for which the α-ratios and fit functions are shown in figure 5.33. I
show the ST distribution in the VR, using the data-driven method to estimate non-t
backgrounds, in figure 5.34. There, it can be seen that the data-driven background
estimation works as intended.
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Figure 5.32: Background extrapolation procedure for the SR in the electron (left)
and muon (right) channels. Black points in the upper part of the figures show the
simulation-based α-ratios, which are fit with two functions shown as dashed lines.
The mean of these is the final extrapolation function, showed as a black line with
gray error band from the fit statistical uncertainty. The bottom part of the figure
shows all entries divided by the mean fit function. These figures are published in
[1].
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Figure 5.33: Background extrapolation procedure for the VR in the electron (left)
and muon (right) channels. Black points in the upper part of the figures show the
simulation-based α-ratios, which are fit with two functions shown as dashed lines.
The mean of these is the final extrapolation function, showed as a black line with
gray error band from the fit statistical uncertainty. The bottom part of the figure
shows all entries divided by the mean fit function.
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Figure 5.34: ST distribution, combining electron and muon events, in the VR for
the full Run 2 dataset, using simulations to predict top backgrounds, and data from
the CR to predict non-top background contributions.

5.3.10 Systematic uncertainties
Several sources of systematic uncertainty affect this analysis. In table 5.4, I give an
overview on all sources I consider, dividing them into uncertainties of experimental
and theoretical nature. These uncertainties influence the ST distribution of some
or all processes considered in the analysis. For the experimental uncertainties, I
show results on the size of the variation in figure 5.36 for a representative process.
Similarly, I show the influence of theoretical uncertainties in figure 5.35. Below, I
explain all sources in detail. Unless otherwise noted, uncertainties affect the muon
and electron channels simultaneously.

5.3.10.1 Experimental uncertainties

Luminosity As I introduced in section 3.2.2.1, the luminosity of data collected
with CMS is measured with several dedicated systems. The resulting integrated
luminosity value of 137.62 fb−1 is associated with a total uncertainty of 1.6% [146,
238, 239]. This uncertainty affects all processes considered in the analysis, and is
correlated between eras of data-taking.

JEC & JER In section 5.3.4.2, JEC and JER are introduced in order to correct
for differences between data and simulation affecting jet energies. These corrections
have uncertainties associated with them, which I independently vary within ±1σ.
Importantly, different to most other uncertainty variations, these corrections do
not affect event weights, but change jet properties (like their energy). I consider
effects on small-radius and variable-radius jets, as well as pmiss

T , simultaneously and
propagate it to ST . For the JEC variations, due to limited statistical power in the
simulated samples, strong artificial fluctuations become visible. These would lead
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Uncertainty source Affected samples Era correlation

Luminosity Signal, tt̄, ST Fully correlated

JEC Signal, tt̄, ST Not correlated

JER Signal, tt̄, ST Not correlated

b-tagging SFs All samples See below

b-tagging yield corrections Signal, tt̄, ST See below

Prefiring weights Signal, tt̄, ST Not correlated

PU weights Signal, tt̄, ST Fully correlated

Lepton ID, isolation & trigger Signal, tt̄, ST Not correlated

Decorrelation tt̄, ST Fully correlated

Background estimation function choice Non-top backgrounds Fully correlated

Background estimation fit statistics Non-top backgrounds Fully correlated

PDF choice Signal, tt̄, ST Fully correlated

µr and µf variations Signal, tt̄, ST Fully correlated

Top pT reweighting Non-top backgrounds Fully correlated

Table 5.4: Overview on the systematic uncertainties considered in this analysis, split
into experimental sources (top part) and theoretical sources (bottom part).
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Figure 5.35: Variations of ST for different theoretical uncertainties, divided by the
nominal ST distribution.
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(b) b-tagging uncertainties.
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(c) Misc. SF uncertainties.
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(d) Electron-related uncertainties.
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(e) Muon-related uncertainties.
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Figure 5.36: Variations of ST for different experimental uncertainties, divided by the
nominal ST distribution. Different representative processes and channels are shown.
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to issues in the statistical analysis, therefore I employ a smoothing procedure to
address them. Figure 5.37 shows the up- and down-variations of JEC in one era
and channel, with the variation being mostly constant against ST . Therefore, I fit
it with a constant function, which is then used to derive the new, smoothed JEC
variations. JEC and JER are treated independently in each data-taking era, and all
simulated samples are affected. Figure 5.36a shows the effect of the JEC and JER
variations on ST for the tt̄ process.

b-tagging Various uncertainties are associated with the b-tagging SFs affecting all
simulated samples. I give an overview of the sources in table 5.5, which have differ-
ent era correlation depending on their origin. The effect of the more relevant of these
sources on the tt̄ process is shown in figure 5.36b. Additionally, the b-tagging scale
factors have an uncertainty that is varied together with the jet corrections, as these
can change the b-tagging SFs as well. Because I observe a channel-dependent effect
in the application of b-tagging scale factors, I consider an additional channel-specific
uncertainty on the b-tagging yield corrections. It covers the difference between com-
bined and channel-specific application of the secondary b-tagging yield corrections
and covers the lepton pT -dependent effect introduced by the b-tagging SFs. I label
this uncertainty b-tagging yield uncertainty, and also show it in figure 5.36b.

Prefiring weights I vary the event weights correcting for trigger prefiring within
±1σ of their uncertainty to obtain variations of the ST distribution, which are show
in in figure 5.36c for the tt̄ sample. The uncertainty is treated as uncorrelated
between eras of data-taking.

MC PU reweighting To estimate the uncertainty resulting from the correction of
PU in simulated samples, the uncertainty on the total inelastic cross section of 4.6%
is utilized [227]. To gauge the effect of this uncertainty onto the ST distribution, I
perform PU reweighting with two alternative PU distributions, resulting from the
up- and down-variations of the total inelastic cross section. This results in the
variation I show in figure 5.36c for tt̄ samples. The resulting uncertainty is treated
as fully correlated between eras of data-taking.

Lepton ID, isolation and trigger As I mention above, I use various SFs to
ensure good description of lepton properties in the simulated samples. These SFs
are associated with uncertainties, which I vary within ±1σ to estimate their effect
on the ST variable. Their effect is treated as uncorrelated between eras of data-
taking. I show results for electrons in figure 5.36d and for muons in figure 5.36e.
Electron-related uncertainties do not affect the muon channel and vice versa.

Decorrelation Above, I use the VR to validate the background estimation pro-
cedure, and conclude that I expect it to therefore also be valid in the SR. While I
take great care to ensure optimal decorrelation between the DNN and the ST vari-
able, some small ST shape differences between SR and VR remain. I take these into
account by assigning a decorrelation uncertainty to simulated processes in the SR.
Per process, I calculate the ratio of (normalized) ST distributions in SR and VR,
and assign the deviation from unity as an uncertainty. As this is initially one-sided,
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Figure 5.37: Example of the JEC smoothing from the 2018 muon channel, using tt̄
events. The up- and down-variation is shown in black relative to the nominal ST

distribution, and two red lines show the constant fits used to derive the smoothed
variations.

source description era correlation

hfstats1 statistical uncertainty on heavy flavor jets uncorrelated
hfstats2 statistical uncertainty on heavy flavor jets uncorrelated
lfstats1 statistical uncertainty on light flavor jets uncorrelated
lfstats2 statistical uncertainty on light flavor jets uncorrelated
hf systematic uncertainty on heavy flavor jets correlated
lf systematic uncertainty on light flavor jets correlated
cferr1 systematic uncertainty on charm jets correlated
cferr2 systematic uncertainty on charm jets correlated

Table 5.5: Description of all sources of b-tagging related uncertainties, splitting
them into parts of statistical nature (uncorrelated) an systematic origin (correlated),
acting on different jet flavors.
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I mirror it to obtain a two-sided variation. To avoid jumps from a lack of simulated
events in some bins, I employ a smoothing procedure, calculating the uncertainty
in each bin as an average of itself and its neighboring bins. In principle, a shape
difference between VR and SR does not invalidate any method, thus this uncertainty
can be seen as artificial. Therefore, I expected it to be constrained to small values
during statistical analysis. The uncertainty is treated as fully correlated between
years of data-taking. I show its effect on ST in figure 5.36c. For the non-t back-
ground components, this uncertainty is not considered as the usage of two different
α-ratios for SR and VR covers any shape difference.

Background estimation Different systematic uncertainties are associated with
the data-driven estimation of non-t background processes. To estimate the uncer-
tainty resulting from the choice of fitting function, I repeat the procedure using
the two individual fitting functions as transfer functions instead of the averaged
gTF(ST ). The results of the background estimation with the individual functions
provide an up- and down-variation of the nominal result, which I show in figure
5.36f, Additionally, each functional fit yields a statistical uncertainty from the mini-
mization procedure. This is propagated to the mean fit function, assuming that the
uncertainty is uncorrelated between the different functions. I show the resulting un-
certainty band around gTF(ST ) in figures 5.32 and 5.33. Repeating the background
extrapolation procedure with functions defined by the upper and lower border of
this band yields an additional up- and down-variation of the nominal non-t ST dis-
tribution, shown in figure 5.36f.
Furthermore, while it is expected that the contribution of most systematic effects
cancels out when the α-ratio is built, some might still have an effect on the results.
Therefore, I repeat the full background estimation procedure for variations of select
systematic uncertainties: As the CR is defined by a b-tagging criterion, variations
of the b-tagging correction SFs might influence the background estimation results.
To avoid studying eight different sources, instead of using the individual sources of
b-tagging SF uncertainty described above, I add their effects in quadrature to obtain
a single, total b-tagging variation. In figure 5.38, I show two new α-ratios, derived
for an up- and down-variation of the combined b-tagging uncertainty, which are
different from the nominal one. Therefore, I repeat the fitting procedure described
above for each of them and show the resulting average functions in figure 5.38. I
perform the background estimation with these two functions and use the results as
another source of systematic uncertainty on the estimation of non-t backgrounds. I
test if it is relevant whether this source is correlated or uncorrelated with the other
b-tagging uncertainties, and find no difference. I perform similar studies for the
variations of JEC and JER scale factors, where the effect is much smaller, which is
why I assume it to be covered by the other considered uncertainties.
The effect on ST of all uncertainties from the data-driven background estimation
procedure are shown in 5.36f.

5.3.10.2 Theoretical uncertainties

µr and µf variations In section 2.1.4, I introduce the renormalization and fac-
torization scales µr and µf . In principle, physical results should be completely
independent of these parameters. However, due to the limited degrees of pertur-
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Figure 5.38: Background extrapolation procedure for the SR (top) and SR (bottom)
in the electron (left) and muon (right) channels. Black points in the upper part of
the figures show the nominal α-ratios, alongside the two fitting functions and their
mean. For up- and down-variations of combined b-tagging SFs, α-ratios are shown
in red, as well as the resulting mean fit functions. The bottom part of the figure
shows all entries divided by the mean fit function.
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bation theory used in simulation, this is not the case. Therefore, an uncertainty is
assigned to account for this effect by varying both parameters up (down) by a fac-
tor 2 (1

2
) individually. From these variations, I construct all possible combinations

(except for the two unphysical up-down combinations). For each simulated process,
I calculate an envelope around the resulting variations and use it as a single source
of uncertainty on the ST variable, which I refer to as MC scale uncertainty in the
following. For the signal samples, where the initial amount of events is unknown
and the statistical analysis later results in a relative signal strength, this uncertainty
source must not change the normalization, therefore any normalizing change in these
variations is removed. Being fully correlated between years of data-taking, this is
one of the dominant uncertainties of this search, as shown in figure 5.35.

PDF choice As I introduce in section 5.3.2, the NNPDF 3.1 NNLO PDF set is
used for simulation of the proton substructure. However, this specific choice might
result in a bias. To account for this in form of an uncertainty, 100 replicas of the
utilized PDF set are simulated and their effect on the ST distribution is analyzed. I
calculate the root mean squared (RMS) of these replicas compared to the nominal
as

RMSi =

√
1

Nreplicas

∑
(bi − bnominal), (5.15)

where bi is the bin content of some ST bin b for replica i, and bnominal is the nominal
content of that bin. This RMS calculation results in a ±1σ variation around the
nominal ST distribution for simulated samples. For signal samples, as for the µr

and µf variations, any normalizing effect is removed. Overall, the effect of the
PDF uncertainty, which is treated as fully correlated between eras, is minor in this
analysis, as seen in figure 5.35.

Top pT reweighting As described above, I use top pT -reweighting to address some
imperfections in the descriptions of high momentum t quarks. To ensure that this
does not introduce any bias, I consider another uncertainty, defined as the difference
between applying and not applying the reweighting. By design, this uncertainty is
one-sided, as shown in figure 5.35. It is treated as fully correlated between years.

5.3.10.3 Analysis region results

With all uncertainties defined, distributions of ST in the VR and SR can now be
used to get a full picture of their effect. In figures 5.39 and 5.40, I show ST split by
eras, channel and regions. Overall, good agreement between SM prediction and data
is visible in the VR. This shows that the utilized techniques work as intended. Due
to the limited number of events towards high ST , especially in the two parts of the
2016 dataset, strong fluctuations are visible. While information on the individual
parts of Run 2 might be valuable, these fluctuations can worsen the stability of
the statistical analysis procedure. Therefore, I combine all eras to obtain four final
distributions: ST in the VR and SR, split by lepton channel. Fluctuations observed
in the individual eras cancel out and very good agreement is visible, as I show in
figure 5.41.
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Figure 5.39: VR ST distribution considering the full set of uncertainties for, from
top to bottom, 2016 pre-VFP, 2016 post-VFP, 2017, and 2018.
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Figure 5.40: SR ST distribution considering the full set of uncertainties for, from
top to bottom, 2016 pre-VFP, 2016 post-VFP, 2017, and 2018.
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Figure 5.41: ST distribution in the VR (top) and SR (bottom), combining all eras
of data-taking and including full uncertainties. The upper two figures are published
in [1].
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5.4 Results
Having defined the SR and validated the description of SM processes there, the data
in that region can now be probed for the existence of a t∗t̄∗ signal. The development
of the above steps was performed with a blinded signal region, not evaluating data
there until after all procedures aree fixed. The same is true for the statistical analysis
I present below, which I performed on the VR first, before including the SR and the
data therein.

5.4.1 Statistical analysis
I use the CMS statistical analysis tool Combine [240], which is based on the
RooFit [241] and RooStats [242] frameworks, for all methods described in the fol-
lowing. Ultimately, the goal of the statistical analysis is to make a statement about
the presence of signal, parametrized by a signal strength modifier r. It describes the
relative normalization of a signal sample, where r = 1 denotes a signal with exactly
the input strength to the statistical procedure, which I chose to be 10 fb−1. I use
a binned profile maximum likelihood approach to study r. I construct a statistical
model from the ST distributions of simulated samples, data-driven non-t background
estimation results and observed data, split into electron and muon channels. The
model contains r as a single parameter of interest. All uncertainties detailed in sec-
tion 5.3.10, as well as bin-by-bin statistical uncertainties, are included as nuisance
parameters ~θ. A likelihood function L is constructed as

L(~n; r, ~θ) =
Nb∏
b

P(nb;λb(r,~b))︸ ︷︷ ︸
Poission

∏
k

pk(yk; θk)︸ ︷︷ ︸
nuisances

. (5.16)

where ~n describes the number of events in the different bins b of the input his-
tograms. The first term describes the product of Poisson probability of nb events
being observed given some expectation λb(r,~v) dependent on r and the nuisances
parameters ~v. The second part describes the contribution of nuisance parameters
θk, where the knowledge on these is parameterized by a vector of priors ~y.

Post-fit distributions Using the Minuit2 [243] minimizer with the Migrad
algorithm, I determine the maximum likelihood estimator of a background-only fit
to the data, fixing r to zero. The resulting so-called post-fit ST distributions, where
all nuisance parameters are set to their post-fit values θ̂, are shown in figure 5.42.
The good agreement in the VR shows that the data is well described by the SM
predictions and associated uncertainties. Likewise, the good agreement observed in
the SR shows that the data can be well described by a SM-only hypothesis.

Nuisance parameter correlations Is it important to investigate potential cor-
relations or anti-correlations between nuisance parameters. If these exist, the fitting
procedure can be unstable, for example when multiple nuisance parameters coun-
teract each other and thus prevent the fit from converging. I calculate a covariance
matrix for all nuisance parameters and find the strongest correlation to be 54%
between the electron channel b-tagging yield nuisance and the top pT reweighting
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Figure 5.42: Post-fit ST distributions in the VR (upper row) and SR (lower row) for
a background-only fit to the data. The signal distributions are scaled to the cross
section predicted by the theory. The figures in the lower row are published in [1].
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Figure 5.43: Pulls (left panel) and impacts (right panel) of all nuisance parameters
in the VR. Nuisances are ordered by impact, only the 30 most relevant ones are
shown.

nuisance. The correlation stems from these to nuisances having similar shapes in
their variations, but is small enough to not be problematic.

Nuisance parameter impacts and pulls Before analyzing the parameter r in
detail, it’s crucial to understand the behavior of nuisance parameters in order to
validate the fitting procedure. For this purpose, I investigate the so-called impacts
and pulls of all nuisance parameters. The impact of a nuisance parameter θ on the
parameter of interest r is the shift ∆r̂ that is induced when fixing θ to its ±1σ
post-fit values, and then profiling all other parameters as normal [244]. It provides
information on the relevance of each nuisance to the final result of the analysis. The
pull of a nuisance parameter is given as (θ̂−θ0)/∆θ, where θ̂ is the post-fit and θ0 the
pre-fit value of the nuisance parameter, and ∆θ its pre-fit uncertainty. I a parameter
is strongly pulled towards a variation, this could signal that the central value of a
that parameter might not be optimally chosen. Also, uncertainties that are initially
chosen too large can become visible by strongly constrained pulls, meaning that the
post-fit uncertainty is much smaller than the pre-fit one. None of this necessarily
means that something is wrong with the statistical model, but to avoid unstable fits
or biases it is crucial to understand any unusual behavior.
In figure 5.43, I show impacts and pulls for the 30 most relevant nuisance parameters
(ordered by their impacts), for a fit of the VR, investigating a signal with mt∗ =
1200GeV. This fit results in a small post-fit value of the parameter of interest
r̂ = −0.12+0.05

−0.05, as expected due to the low amount of signal in the VR. MC scale
uncertainties, b-tagging related nuisances, as well as the decorrelation uncertainty
dominate. Most pulls are well centered and unconstrained, with some exceptions.
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Figure 5.44: Pulls (left panel) and impacts (right panel) of all nuisances in the SR.
Nuisances are ordered by impact, only the 30 most relevant ones are shown.

The top pT uncertainty is strongly constrained, which is expected: it is not a real
uncertainty where the data is expected to vary within the full range, instead there
is a correct value of this parameter and the fit is allowed to find and measure it at
a greater precision than assumed with the initial uncertainty. The b-tagging yield
uncertainties are pulled away from their nominal value, which is also expected: I
introduced them to enable the fit to describe differences between the electron and
muon channels that are not properly modeled in simulation.
After ensuring that the general setup of nuisances works as intended in the VR, I
repeat the same procedure in the SR and show the results in figure 5.43. I do this
before unblinding r̂ in the SR, in order to first evaluate whether any problems are
present in the nuisances. Thus, r̂ is not shown in the figure. The most relevant
nuisances are similar to the ones in the VR: b-tagging related uncertainties, decorre-
lation and MC scale. Overall, most nuisances are unconstrained and well centered.
One exception is the decorrelation uncertainty, which was introduced so that the fit
is able to correct for any potential remaining bias originating from the DNN appli-
cation. Thus, this uncertainty may be varied away from its central value without
this being a sign for a problem with the fit. Another pulled nuisance parameter
is the MC scale parameter related to the tt̄ sample. As this parameter includes a
large normalization effect on tt̄ events, and the analysis measures a tt̄-dominated
region, it is expected that the large pre-fit uncertainty can be constrained. Thus,
overall, the statistical model does not show unexpected behavior and provides a
good description of the VR and SR, respectively.

Goodness-of-fit tests Another important procedure to study the statistical model
is a goodness-of-fit test (GoF), which evaluates how well a the statistical model de-
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Figure 5.45: Results of GoF tests in the VR (left) and SR (right), showing the test
statistic results for toy data as a histogram, and the value for data as an arrow.
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Figure 5.46: Results of GoF tests in the VR, split into muon (left) and electron
channel (right). Shown are the test statistic results for toy data as a histogram, and
the value for real data as an arrow.

scribes the data. Several algorithms can be used for that, in this analysis I make
use of the saturated model [245]. The test is based on the creation of toy data. I
generate a number of toy datasets by randomly sampling from the probability dis-
tribution p(θk|yk) of all nuisance parameters [240], and fixing r to zero. For each of
these toy datasets, I calculate the value tsat of the saturated test statistic. The same
is done considering actual data to obtain (tsat

0 ). Then, a distribution f(tsat) can be
built for all toys, and the p-value of measuring the observed tsat

0 is calculated as

psat =

∫ ∞

tsat
0

f(tsat)dtsat. (5.17)

In figure 5.45, I show the results of a GoF test in the VR. Here, a background-only
fit is expected to yield good agreement between prediction and data, where a p-value
above 5% is seen as a passing test. This threshold is fulfilled in the VR, however the
p-value is relatively small. During analysis development, I studied this feature to
great detail in order to ensure that the statistical model is valid. Initially, I observed
a failing GoF test in the VR, which resulted from shape differences between the two
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Figure 5.47: Two representative injection test results, showing the measured residu-
als for toy data, and a Gaussian fit to their distribution. The resulting fit parameters,
including mean and width, are given in each figure.

lepton channels. As the fit had no freedom to properly describe this, the GoF failed,
but was successful when performing it individually in both channels, as I show in
figure 5.46. There, the p-values being near 50% signals very good description. As
the main source of not well described shape difference between channels comes from
the application of b-tagging scale factors, the introduction of a channel-specific b-
tagging yield correction uncertainty fixed the issue and results in a passing GoF
test in the VR. I then perform a GoF test in the SR. As shown in 5.45, the result
is very comparable to the one seen in the VR, with the p-value being small but
above 5%. This consistent result is expected, as the two regions do not differ in
their background composition, thus showing that the DNN-based definition of the
SR does not introduce any bias.

Signal injection tests All tests signal that a valid statistical model is found
and the predictions of SM backgrounds are able to describe the data well. Before
finally testing for the result of the analysis, the parameter r, it is crucial to ensure
that the statistical model is also able to accurately determine that parameter. For
this purpose, I perform signal injection tests. In these tests, toy data is generated
using a fixed signal strength rinj.. Then, the signal strength is measured for each toy,
obtaining a set of rfit. values. If the model is properly set up, the residual rfit−rinj/σfit
should follow a Gaussian distribution with width 1 centered at 0. I perform this test
for two different potential t∗ masses (mt∗ = 1200GeV and 2000GeV), considering
both spin scenarios. To have a signal large enough to be measured, different than
for all other tests, I chose rinj. = 1 to correspond to a cross-section of 1 pb, instead
of 10 fb. All signal injection tests succeed, having a mean close to 0 with width close
to 1. Two representative test results are presented in figure 5.47.

Exclusion limits Finally, after validating the statistical model, the post-fit signal
strength modifier r̂ can be evaluated. As was already visible above, the data can be
well described by the SM prediction, no deviation is observed and r̂ is found to be
very small. Therefore, upper exclusion limits on the the signal strength, and thus
the production cross section of the t∗t̄∗ → tgt̄g process, are set. For this, a test
statistic qLHC(r) is defined as
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qLHC(r) = −2 ln

L(r, ˆ̂~θ(r))

L(r̂, ~̂θ)

 (5.18)

for a tested signal strength r (assuming 0 ≤ r̂ ≤ r, see [240] for the full definition).
Here, ~̂θ are the nuisance parameters corresponding to the maximum likelihood es-
timator of the best-fit value r̂. L(r̂, ~̂v) can be understood as a normalizing factor,
ensuring that the likelihood ratio is always smaller than one. Conversely, ˆ̂~θ(r)) are
the nuisance parameter values maximizing the likelihood for the tested r. On this
test statistic, p-values can be defined by integration over some distributions f as

pr =

∫ ∞

qobs
LHC(r)

f(qLHC(r)|r) dqLHC (5.19)

and

pb =

∫ qobs
LHC(r)

0

f(qLHC(r)|0) dqLHC. (5.20)

With these, the so-called CLs criterion is defined as

CLs =
pr

1− pb
. (5.21)

where the value of CLs can be understood as a confidence level in the existence
of a signal with strength r. I find upper limits on the signal strength at CLs =
95%. The probability distributions f could be obtained with pseudo-data randomly
sampled from the likelihood distributions. However, using the AsymptoticLimits
option of Combine, instead an asymptotic approximation as introduced in [246] is
performed to speed up computation. From the upper limit on r, an upper limit on
the production cross section times branching fraction squared B(t∗ → tg) can be
obtained by considering the input normalization of the simulated signal samples.
I calculate observed exclusion limits on the t∗t̄∗ → tgt̄g process as a function of mt∗ ,
separately for the spin-1

2
and spin-3

2
scenarios, using the respective signal samples.

The resulting limits are shown in figure 5.48 for the spin-1
2
and figure 5.49 for the

spin-3
2
case. In order to understand these results, expected exclusion limits are shown

as well. These are calculated in the same way, but use a so-called Asimov dataset.
To obtain this, pseudo-data is generated assuming the data exactly follows the SM
predictions, with all nuisance parameters set to their best-fit value assuming r = 0.
Any deviation from the SM-only hypothesis would be visible in a deviation of the
observed from the expected limits, which is not the case.
For the spin-1

2
case, the observed exclusion limits are found to be between 120 fb

(with 190 fb expected) for mt∗ = 700GeV, and 0.8 fb (0.8 fb expected) for mt∗ =
3000GeV. For the spin-3

2
scenario, I find upper exclusion limits between 15 fb (18 fb

expected) at mt∗ = 700GeV and 1.0 fb (0.9 fb expected) at mt∗ = 2750GeV. I
compare the results to theory predictions of the t∗t̄∗ pair production cross section,
assuming a 100% branching fraction of the t∗ → tg decay. These theory predictions
are obtained based on the same simulations used to generate signal samples, and
were validated by comparing to the results of previous CMS analyses [214, 215] and
theory results [204]. By investigating the crossing between my exclusion limits and
theory predictions, mass exclusion limits are obtained. A spin-1

2
t∗ is excluded up to

mt∗ values of 1050GeV, with 990GeV expected. In the spin-3
2
scenario, the lower
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Figure 5.48: Expected and observed 95% CL upper exclusion limits on the t∗t̄∗
production cross section times branching fraction squared B2(t∗ → tg) for a spin-1

2

t∗ as a function of mt∗ . The colored bands give the central probability intervals
containing 68 and 95% of the expected upper limits, assuming the background-only
hypothesis is true. The dashed line shows the t∗t̄∗ pair production cross section
predicted by theory, following the EFT approach introduced in [204], assuming
B(t∗ → tg) = 1. This figure is published in [1].
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Figure 5.49: Expected and observed 95% CL upper exclusion limits on the t∗t̄∗
production cross section times branching fraction squared B2(t∗ → tg) for a spin-3

2

t∗ as a function of mt∗ . The colored bands give the central probability intervals
containing 68 and 95% of the expected upper limits, assuming the background-only
hypothesis is true. The dashed line shows the t∗t̄∗ pair production cross section
predicted by theory, following the EFT approach introduced in [204], assuming
B(t∗ → tg) = 1. The results of the previous 13TeV CMS analysis [214] are shown
in red. This figure is published in [1].
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Figure 5.50: Distributions in ST for t∗t̄∗ signal samples in the SR, with different
simulated values of mt∗ , for spin-12 (solid lines) and spin-3

2
(dashed lines) resonances.

The distributions are normalized to the same area for each signal. This figure is
published in [1].

mass limit is higher: The existence of a spin-3
2
t∗ is excluded below mt∗ of 1700GeV,

with 1690GeV expected.

5.4.2 Discussion and future prospects

The results on spin-1
2
t∗ are the first ever 13TeV exclusion limits, and the first ever

study of this spin scenario with dedicated simulations at CMS. For a spin-3
2
t∗, the

previous best mass exclusion limit, set by the 2016-only CMS search, was 1200GeV,
and is considerably improved by the work I present here. This improvement is not
resulting from the increased size of the analyzed dataset: using 138 fb−1 instead of
the previously used 36 fb−1 is estimated to yield about a factor of two improvement
in sensitivity. The previous search used a SR definition relying on strict cut-based
selection criteria, including a requirement of isolated leptons. As discussed above,
this limits the selection efficiency on signal events, especially towards high mt∗ . The
mass reconstruction approach the previous analysis followed made these strict re-
quirements necessary, which I avoid by using ST and a DNN-based approach in this
work. Overall, this way I obtain an about five times higher efficiency of signal events
to reach the SR, while increasing background yields only by about 10%. Thus, the
updated analysis techniques result in an additional factor five improvement, result-
ing in an overall increase in sensitivity by about an order of magnitude. Notably,
this change in analysis strategy is not without disadvantages. I studied the overall
analysis strategy in my master’s thesis [5], where I found the DNN- and ST -based
approach to be much more sensitive compared to a mass reconstruction. However,
I now find that the mass resolution of the analysis diminishes: while the t∗ samples
do show distinctive maxima at different ST values depending on mt∗ , as I show in
figure 5.50, this behavior is not retained when evaluating exclusion limits.
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Figure 5.51: Expected and observed 95% CL upper exclusion limits, injecting an
artificial signal of a mt∗ = 1000GeV spin-1

2
t∗ with σ = 100 fb−1.
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Figure 5.52: Expected and observed 95% CL upper exclusion limits, injecting an
artificial signal of a mt∗ = 2000GeV spin-1

2
t∗ with σ = 100 fb−1.
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Figure 5.53: Predicted production cross sections of t∗ pairs (solid lines) compared
to production of a single t∗ in association with a t quark (dashed lines). SM-like
couplings are assumed for the t∗-t vertex.

Due to the large bin widths needed to ensure sufficient statistical power towards
high ST , t∗ samples at different masses can not be well distinguished. This can be
seen by artificially injecting a t∗ signal on top of the actual data in the SR, and then
calculating exclusion limits. I show the resulting observed limits in figure 5.51 for
low mt∗ injection, where there still is some mass resolution left, and in figure 5.52
for a high mt∗ injection, where the mass resolution becomes very poor. This leaves
room for possible improvements in figure iterations of the analysis, trying to recover
some mass resolution sensitivity. In the context of the work I present here, I focus
on optimal sensitivity, however I also implemented a mass reconstruction approach
which could have been used to access mt∗ in case an excess is observed. My studies
on the mass reconstruction approach can be found in my master thesis [5].
Another option to improve the analysis lies in the analyzed process itself. In my
work, and also all previous ones at CMS, only t∗t̄∗ pair production was considered.
However, in principle, the production of a single t∗ in association with a t quark
is also allowed: a t∗t process (where either the t∗ or the t is an antiparticle). This
process could result in a final state identical to the one I analyze here, except for
one fewer gluon jet. Especially thanks to the ST -based approach, which does not
require all final state objects to be individually reconstructed, the presented analysis
most likely would be sensitive to this process, although less so than to the t∗t̄∗ case:
some sensitivity would be lost due to the overall lower ST and greater similarity to
tt̄, which would make the DNN less sensitive. I study the predicted production cross
section of t∗t in comparison to tt̄ using simulations. The results are shown in figure
5.53.
These show that the t∗t process can actually dominate over t∗t̄∗, especially towards
high mt∗ and in the spin-1

2
case. Thus, a future analysis could benefit substantially
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from an inclusion of this process. However, crucially, the coupling between t∗ and t
now not only enters in the t∗ decay, but at the g → t∗t vertex as well. Therefore,
different to the t∗t̄∗ case, the production cross section depends on the assumptions
made for the coupling parameters ci. The results I present here assume SM-like
couplings of the t∗, as presented above. However, this does not necessarily hold true,
and would need to be taken into account when performing an analysis including the
t∗t case.
As I mentioned in section 5.1, the branching fraction of the t∗ → tg decay is predicted
to be 97%. While this leaves only about 2% for the t∗ → tγ decay, analyzing a final
state with a photon might still be very promising [204]. Specifically, the t∗t̄∗ → tgt̄γ
process is of interest, as it offers reduced jet multiplicity and a clear splitting into a
hadronic and photonic leg of the t∗t̄∗ decay. This aids the t∗ mass reconstruction,
which can be a valid strategy for this process. Also, by introducing a photon veto
to this analysis, a photonic search can be set up orthogonally, and by combining the
searches an increased total sensitivity can be obtained.
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CHAPTER 6

DEVELOPMENT OF ML-BASED
L1 TRIGGER STRATEGIES

Many analyses similar to the one I presented above are performed at CMS. All of
them rely on the availability of the data they need, supplied by the CMS detector
and selected by the trigger system. Therefore, the optimal performance of that
system is crucial, and continuous development is needed. Especially in the context
of the HL-LHC, sophisticated strategies beyond simple cut-based trigger algorithms
will be necessary. The substantial increase in instantaneous luminosity will result in
much higher PU, with an expected 200 simultaneous interactions. These conditions
will pose additional challenges onto the trigger system. In this chapter, I present
studies on the development of novel trigger algorithms for the L1T. Targeting a
specific, currently trigger-limited process, I investigate the optimization, integration
and usage of a fully supervised ML-based trigger strategy, as proposed in [156]. I
study this in the context of the ongoing Run 3 of CMS, information about which are
given in appendix A.1.2. While very important for the HL-LHC, novel techniques
can already be tested and used now, both to learn more about their development
and to aid current analyses.

6.1 Limitations of cut-based triggers
The currently used trigger algorithms, especially in the L1T, mostly rely on simple
cut-based conditions, or combinations of these. For many applications, cut-based
triggers are very suitable. However, there are some analyses for which cut-based
triggers are not as efficient. An example for this is the process HH → bbWW →
bbqqµν, which I write as HH → bbWW (single muon) in the following.
Final states of this process are characterized by low momentum muons, which can
be seen in figure 6.1. There, using simulated samples, I compare generator-level
muons from that process to ones from tt̄ pair production. When triggering on this
process with a cut-based strategy, usually a single muon trigger is used, requiring
at least one L1 muon with a momentum threshold of around pT > 22GeV. It
is clearly visible that with that approach many signal events are lost in the L1T.
However, to improve the signal efficiency, it is not possible to simply lower the pT
threshold, as the trigger rate would increase substantially and might exceed the
allowed rate budget. This can be seen in the right part of figure 6.1. The amount
of low energy background events, which make up almost all of the collisions at the
LHC, exponentially increases towards low muon momenta, and thus is the primary
driver behind the rate of a trigger. This exponential rise is a general problem for
cut-based triggers.
In figure 6.2, I show the signal efficiency of different cut-based trigger selections for
the HH → bbWW (single muon) process as a function of their rate. Using simulated
samples, I can calculate that efficiency without the need for any specific efficiency
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Figure 6.1: Left: Momentum distribution of the generator-level muon originating
from a W -decay in HH → bbWW (single muon) and tt̄ events, compared to the
momentum threshold of a single muon trigger at 22GeV. Right: Momentum distri-
bution of the pT -leading L1 muon in HH → bbWW (single muon) and low energy
background events.
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Figure 6.2: Signal efficiency against trigger rate of several cut-based triggers, eval-
uated on HH → bbWW (single muon) and low energy background events, respec-
tively.
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measurement technique. Similarly, I estimate trigger rates using a simulated sample
of low energy background events. Multiplying the efficiency of a trigger in that
sample by the total LHC rate of (about) 40MHz allows access to the trigger rate.
One can see that there are several cut-based triggers that provide good efficiency
apart from the already introduced single muon trigger: A trigger requiring a muon
with pT > 18GeV and a tau with pT > 24GeV (both within |η| < 2.1) is surprisingly
efficient despite no tau lepton being expected in signal events. A trigger simply
requiring 280GeV of total hadronic momentumHT is somewhat efficient as well, and
some more sensitivity can be gained by combining a HT threshold of 240GeV with
the presence of a muon with pT > 6GeV. Interestingly, a combination requiring
that any of these triggers selects an event achieves a substantially higher signal
efficiency (over 85%), and looking at the full menu of (unprescaled) L1 triggers,
the overall efficiency is even higher. From these results, one can see that it is
possible to somewhat increase the sensitivity to the theHH → bbWW (single muon)
process by combining multiple cut-based triggers, reaching above 90% efficiency
when considering the full menu of unprescaled triggers. Unfortunately, using the
full set of available L1 algorithms as seed for a single HLT path is not optimal due
to timing constraints. The same is true for a combination of many, but not all,
cut-based algorithms. Thus, finding a single algorithm that can match or improve
the signal efficiency while keeping a lower overall rate would be beneficial.
In offline analysis, using ML to improve results beyond what can be achieved with
classical approaches is widely adapted, as done in the t∗t̄∗ search presented above.
While ML has been used before in the HLT (for example in jet classification [247]),
the L1T during Run 2 still relies exclusively on cut-based strategies. Trying to
overcome the limitations of cut-based triggers, I study the development of a ML-
based strategy for the L1T, targeting the HH → bbWW (single muon) process.

6.2 Trigger optimization
As a first step in the development of a ML-based trigger, a strategy needs to be
defined. As I investigate a specific process, utilizing a supervised approach is nat-
ural. Thus, I develop a supervised, binary NN to identify signal events of the
HH → bbWW (single muon) process. It should be situated in the GT, where than
a threshold on its output can be used as a trigger condition. To find an optimal
NN, I train different configurations and compare their performance. As I discuss in
section 4.2, many different metrics to quantify the performance of a ML algorithm
exist. In the context of trigger development, the most important one is the signal
efficiency at a given rate, which is conceptually identical to a TPR@FPR. In con-
trast to commonly used ML applications, where an optimal FPR working point is
in the intermediate range of possible values, trigger development requires a strong
reduction in rates and thus very low FPR.
With these considerations, I find a well-performing NN in a dedicated optimization
procedure. It involves a selection of input variables sensitive to the desired signal
(section 6.2.1) as well as the evaluation of different network hyperparameters (section
6.2.2). All optimization steps need to be performed considering a later integration
of the neural network in the trigger hardware: given equal performance, the small-
est, fastest possible network is the optimal one. I perform the optimization using
simulated HH → bbWW (single muon) events, assuming a SM-like Higgs trilinear
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Figure 6.3: Number of L1 jets (left) and L1 muons (right) in HH → bbWW (single
muon) compared to low energy background events.

coupling, as the signal class. As background class, simulated low-energetic collision
events without any hard scattering process are used, as these make up the majority
of collision events at the LHC, and thus should be rejected by the NN to suppress
the trigger rate. Full information about all samples used in this section, alongside
event counts and generators, is provided in appendix A.3.1.
Ultimately, a single NN is needed. However, to avoid biases from overtraining during
optimization, I make use of 5-fold cross-validation. Additionally, I employ early
stopping with a patience of 10 epochs for all NNs I consider. When a NN is found
to be not overtrained this way, I then randomly chose one of the 5 resulting models
as the main NN, and use the full available event count to further test it.

6.2.1 Neural network input variables
First, I study potential input variables by training NNs on different input configu-
rations. As I do this prior to the hyperparameter optimization, which I present in
section 6.2.2, I need a baseline NN configuration. I chose to use a NN with three
hidden layers having 64, 32 and 32 nodes. A ReLU activation is used for all hidden
layers, which feed into a single output node with sigmoid activation. I consider
BCE loss with the Adam optimizer and a learning rate of 0.0005. To ensure that no
overtraining occurs, I add 30% dropout in each layer.
The HH → bbWW (single muon) signal process is expected to contain at least one
muon, jets and missing transverse energy, all of which are accessible in the GT as
L1 objects. pT and φ information is available for energy sums, and pT , η and φ for
muons and jets. No electrons or photons are expected, and thus I do not include eγ
objects in the study. All considered input variables are normalized to a distribution
with a mean of 0 with a standard deviation of 1.

6.2.1.1 Number of input objects

First, I study the optimal number of objects to consider. An investigation of the
number of muons and jets in signal and background events, as shown in figure 6.3,
provides a starting point. As expected, signal events contain more objects than
background events, visible for both muons and jets. Also, in general, events contain
more jets than muons. It can be seen that the number of jets never exceeds 12,
which is the maximal amount of jets passed to the GT by the calorimeter trigger.
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Figure 6.4: Signal efficiency at 2 kHz, 5 kHz and 10 kHz of rate for different muon
(left) and jet (right) counts in training.

Signal events are expected to contain at least four jets: two of them from b quarks
and two from light quarks from the decay of a W boson. However, the NN might
benefit from utilizing more objects, or not need as many. Therefore, I test the NNs
with different numbers of muons and jets. Passing pT , η and φ, I fix one of the
object counts (to 6 for jets, to 3 for muons) and vary the other. In addition, I
include pmiss

T and HT as inputs. For each configuration, I train a NN and ensure
that no significant overtraining is visible. Then, the performance of the different
object configurations can be compared. For that, I evaluate the signal efficiency of
each NN at different rates in figure 6.4.
Overall, the 2 kHz working point shows somewhat unstable results, whereas the
higher rates yield more stable curves. The reason for this behavior is limited sta-
tistical power in the background dataset, where for very strict requirements on the
FPR only few events remain for rate estimation. It can be seen that the network
needs at least a single muon to have any sensitivity. Adding a second muon yields a
slight increase in performance, from that point the performance is mostly constant:
Increasing the number of muons beyond two does not provide any useful additional
information to the network. Therefore, for all following sections, I use two muons
as input objects. For jets (where I remove the HT input, as there is considerable
overlap in information between it and the jets) the main performance gain also is in-
troduced with adding the first jet. Beyond that, the efficiency is relatively constant.
Thus, it seems possible to reduce the number of jets to very low values. However as
following studies might show some added sensitivity from jet-related variables, and
signal events are expected to contain at least four jets, I decide to keep the number
of jets at four in the following.

6.2.1.2 Selection of per-object variables

When studying the number of input objects per type, I use the pT , η and φ variables
for all objects (where applicable). In a next step, I investigate whether this is
necessary, or whether some information can be removed to further lower the number
of input variables. For this, I evaluate SHAP importance scores for the input object
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Figure 6.5: Mean absolute SHAP importance scores for a NN trained with four jets,
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configuration determined to be optimal in the last chapter, with the same network
architecture. The importance scores are shown in figure 6.5.
From the importance scores, one can see that momentum information (pT ) overall
is more relevant for the network output than angular information (η and φ). The
angular input variable scoring the highest is the φ of the leading muon, whereas the
angular variables of sub-leading jets score lowest. To further understand the influ-
ence of these input variables on the neural network, one can compare distributions
between signal and background events, which I do in figure 6.6.
The sensitivity of the two displayed momentum variables is immediately visible. In
contrast, the leading muon φ does not appear sensitive on its own, despite being
rated relatively high in importance. To further understand the influence of these kind
of angular variables on the NN performance, I train and compare NNs with different
input configurations. ROC curve comparisons of these networks are presented in
figure 6.7.
It can be seen that there are very small differences between the networks, which con-
firms the result visible in the SHAP scores: the NN mainly relies on pT information.
Still, in a small region of rates, the neural network without any angular information
seems to perform slightly worse than the other two. Therefore, the next largest set
of input variables will be used in the following, where learning is supported by usage
of η information, but no φ variables are passed.
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Figure 6.6: Example distributions for some L1 NN input variables, comparing back-
ground to HH → bbWW (single muon) signal events.
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6.2.2 Neural network architecture
After finding a good set of input variables, I need to optimize the hyperparameters of
the NN. To find the optimal number of nodes and layers for the neural network, both
these parameters are studied individually first, assuming that they are independent.
First, I vary the number of hidden layers between one and seven, while keeping
the number of nodes per layer constant at 32. As before, I investigate the signal
efficiency at different rates, as shown in figure 6.8. There, one can see that the NN
already has very good performance for a single hidden layer, and degrades for high
layer counts. In theory, with larger network size, a degradation is not expected, as
the network only receives more degrees of freedom to learn with. However, effects
of limited training data and overtraining can become more relevant and serve as an
explanation for this observation. Still, this study shows that for the given problem,
already very small networks provide good performance. I perform a similar test
now varying the number of nodes per hidden layer, while keeping the layers fixed
at three. Results for NNs with 5 to 150 nodes per hidden layer are shown in figure
6.8. There, one can see an increase in performance with rising node count, with the
results stabilizing for NNs with above about 50 nodes per layer.
From these studies I find that a NN with a single hidden layer having 64 nodes yields
good results, and an increase in architecture size would not provide a strong gain
in performance. With this configuration, I test whether dropout is actually needed
to present overtraining, as naturally it worsens the NNs performance. As I show in
figure 6.9, the NNs performance is best when considering no dropout. Investigating
ROC curves of a NN with no dropout on the test and training sets, which I also
show in figure 6.9, one can clearly see that no overtraining is present. Thus, the
model with no dropout is chosen as the final, main model of this optimization. A
full picture of this NNs training is given in figure 6.10. There, one can see the
loss and accuracy of all folds, quickly reaching constant behavior. Furthermore,
I show the output distribution split into signal and background events, where the
discriminating power of the NN is clearly visible.
I demonstrate that good sensitivity to the HH → bbWW (single muon) can be
achieved with a very small NN. In figure 6.11, I show the ROC curve of this NN
together with the rate and signal efficiency of the cut-based triggers introduced
above. There, one can clearly see that it is possible to improve upon the results of
these with a ML-based approach. Importantly, the optimization procedure I present
here is not comprehensive. It might very well be possible to create a larger, better-
performing network utilizing more complex techniques. Instead, this section shows
that a small NN like this can serve as a good starting point in a first implementation
of ML in the CMS L1T.

6.3 Hardware integration
Having found a NN to work with, in a second step I integrate it into the L1T and
create a trigger from it by imposing a threshold on the NN output. Integration is a
non-trivial procedure, as the L1T is implemented in FPGAs, which can not execute
Python code, in which the NN exists after being trained. To convert a Python-
trained NN into an FPGA-compatible format, I use the hls4ml [248, 249] library.
It is able to automatically convert NNs to FPGA firmware using high level synthesis
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Figure 6.8: Signal efficiency at 2 kHz, 5 kHz and 10 kHz of rate as a function of the
number of hidden layers (left) and nodes per hidden layer (right).
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Figure 6.9: Left: Signal efficiency at 2 kHz, 5 kHz and 10 kHz of rate as a function of
the dropout percentage. Right: ROC curve comparison between training and test
data for a NN without dropout, showing no sign of overtraining.
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(HLS) language. The firmware produced by hls4ml needs to fulfill the strict latency
constraints of the CMS L1T. For the targeted Run 3 configuration, a GT algorithm
has about 100 ns to make its decision, which corresponds to 4 clock cycles of the
FPGA, which runs at the same clock of 40MHz as the LHC.
FPGAs are equipped with limited resources of different types. Two basic elements of
FPGAs are lookup tables (LUT) and flip-flops (FF). In LUTs, sets of input boolean
variables can be mapped to a single boolean output using a customizable table.
This way, complex relations can be calculated without dedicated implementations.
FFs allow bit storage, analogous to regular processors. A more specialized part of
FPGAs are digital signal processors (DSP). These can perform a specific, complex
mathematical operation, for example a multiplication, much faster than an array
of LUTs and FFs. Thus, they are especially important when implementing ML
algorithms on FPGAs, as these mainly consist of multiplication operations. Finally,
block random access memory (BRAM) provides memory on the FPGA itself. When
deploying a firmware, the usage of each of these resources can be estimated. I need
to ensure that the given algorithm fits the FPGA it is deployed to. Additionally,
in CMS, multiple algorithms share the same board, thus making the algorithm as
small as possible is crucial.

6.3.1 Compressing the neural network
A main factor that drives the resource usage and latency of a NN is its architecture,
which is why the L1 NN is optimized to be as small as possible. Specifically, the
latency mostly depends on the number of layers a network has: as these always have
to be evaluated consecutively, the NN will always need at least one clock cycle per
layer. Including output layer, the NN I optimize above passes the inputs through
two layers, which determines its latency to be two clock cycles or 50 ns, fast enough
to fit the given constraints. For applications where more time is available, hls4ml
allows to tune the reuse factor, reducing resource usage at the cost of increasing
latency by using a single FPGA element multiple times. As the latency needs to be
as low as possible for the presented application, I do not use this method here.
Obviously, the resource utilization of a NN is also driven by its architecture, with
smaller NNs requiring fewer resources. However, there are some other handles avail-
able to compress NNs when deploying to the L1T. FPGAs only perform fixed-point
integer operations, using the so-called ap_fixed type. It represents a floating-point
number using fixed number of total bits, of which another fixed number is used for
the bits before the decimal point. An example is this number:

integer
bits︷︸︸︷
0100 .

fractional
bits︷ ︸︸ ︷

011110︸ ︷︷ ︸
total bits

(6.1)

It has four integer bits, six fractional bits and thus ten total bits. I refer to numbers in
this format as fixed-point numbers in the following. All parameters of the deployed
NN are expressed in fixed-point representation, a process known as quantization.
The number of bits per number can be tuned, where smaller bit widths result in lower
resource usage. As NN weights usually are of O(1), a single integer bit is enough.
I test how the network performance changes when tuning the number of total bits.
While this value, in principle, can be adjusted separately per parameter, or per layer,
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Figure 6.12: Signal efficiency at 2 kHz, 5 kHz and 10 kHz of rate as a function of
total bits in a bit-fixed representation (left) and as a function of sparsity (right).

for simplicity I chose a single value for the full set of NN parameters. Crucially,
performance loss might arise if a NN is trained in a floating-point representation
and compression to fixed-point is done afterwards. Therefore, I utilize quantization-
aware training using the qkeras [250, 251] library, including the quantization already
during training to ensure the network only uses the given bit precision to learn. In
figure 6.12, I show the NN performance, in terms of a signal efficiency at different
rates, as a function of the number of total bits. It can be seen that only few bits are
actually needed, the NN can be safely compressed down to six total bits without
significant performance loss, which is what I use in the following.
NNs with a fully connected dense architecture contain a large number of connections
between nodes. However, many of these might actually not contribute much to the
final result of the NN, which is visible in small connection weights. This feature is be
exploited when pruning a NN. When pruning, some percentage of connections with
low weights have their weights set to zero. This is very beneficial when deploying a
NN onto an FPGA, as these connections then do not need to be calculated. I train
the fixed-point NN with varying degrees of sparsity, and show performance results
in figure 6.12. It can be seen that the NNs performance only significantly degrades
for above 80% sparsity.
I estimate the resource usage for an AMD Virtex 7 FPGA, which is the one used in
the Run 2 L1T. Before optimization, a single layer network with full bit precision
(thus using 32 bits per number, the same as a float, with 6 integer bits) and no
pruning applied requires about 68% of the available DSPs and 13% of LUTs. The
usage of FFs and BRAM is negligible. Thus, the network is large and would take up
the majority of one FPGA. Using the default hls4ml settings without quantization-
aware training or pruning, compressing the NN to 16 total bits (6 integer) per value,
still results in 21% of DSPs and 6% of LUTs being used. After fully compressing the
NN as described above, the usage is reduced to about 1% (about 5000) of LUTs with
negligible usage of other resources. This demonstrates that it is possible to deploy
extremely lightweight models that still have good performance. Thus, targeting
multiple NN-based triggers for different applications is feasible.
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6.3.2 Testing under running conditions
Having trained and compressed a NN, its crucial to ensure that the network can
cope with actual running conditions. Therefore, I implement the L1 NN in the
so-called test crate of the CMS L1T. This system is identical to the GT, but it
does not trigger detector readout. Thus, the rate of triggers can be tested here
without disrupting the experiment if rates are too high or errors arise. I train a NN
targeting the HH → bbWW (single muon) signal process based on the optimization
procedure outline above: having a single hidden layer with 64 nodes and using four
jets and two muons as input objects. For technical reasons, the φ information is not
removed for this test, and two e/γ objects are passed as well: this allows using the
same inputs as another algorithm tested at the same time. No impact on the model
performance is expected from these changes. The NN is compressed to use six total
bits with one integer bit and is pruned to 80% sparsity.
In order to create a trigger from the NN, a threshold on its output needs to be
defined. In order to test the NN over a wide range of output rates, multiple instances
are deployed and different thresholds chosen. Estimating the rate as above, I find
NN output thresholds corresponding to different target rates, as shown in table 6.1.
I convert these threshold to a fixed-point representation, as needed in the test create:
an integer between 0 and 1024. Crucially, these rates are arbitrarily chosen, and
most of them would be much too high for a single algorithm. However, testing the
algorithm at high rates is interesting to understand potentially problematic behavior
when triggering with high rates.

Target rate [kHz] NN output threshold Threshold fixed-point representation
1 kHz 0.999 1023
10 kHz 0.984 1007
50 kHz 0.883 904
1000 kHz 0.151 154
5000 kHz 0.025 25

Table 6.1: Target rates of the deployed triggers and the corresponding threshold in
floating point and fixed-point representation.

With the algorithm and thresholds defined, it needs to be integrated into the GT
environment. A schematic overview of the GT is given in figure 6.13. It shows
the input information received from the second calorimeter layer and global muon
trigger, as well as external condition information. Some preprocessing is performed
before information is passed to the algorithms calculating cut-based trigger condi-
tions. In parallel to those, the L1 NN is situated, using the same input information.
Its output is passed to the combinatorial logic block, where it is combined with the
other algorithms and passed to the DAQ system.
In figure 6.14 I display the test crate rates of the different NN-based triggers during
a 2023 data-taking run. There, one can see that the overall development of rates
over time is comparable between the different thresholds, showing that the NN
is stable independent of the threshold it is evaluated at. The rates themselves
are not constant against time: an initial rise is visible, followed by a period of
relatively stable rates with a jigsaw pattern, and finally slowly decaying rates until
the end of the test. This behavior is similar to that observed for a single muon
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Figure 6.13: Schematic overview of the GT. The flow of data follows the colored
arrows, with inputs shown on the left. The L1 NN I develop is shown in yellow,
running in parallel to other trigger algorithm blocks. The GT output is seen on the
right as a combination of the different algorithms. The figure is based on [252] with
some adaptions.
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Figure 6.14: Test crate rates as a function of time for NN-based triggers at different
thresholds on the L1 NN output score. For reference, a trigger requiring a single
muon is shown in blue. Additionally, using the right y-axis, the average PU per LS
is shown as a dashed line.
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Figure 6.15: L1T rates per LS against the average PU in that LS for data from a
single run during 2023 data-taking. Rates are normalized by the average rate of
each trigger to make the PU-dependencies comparable.

trigger, which I include in the figure for reference. The trigger rates follow the
changes in instantaneous luminosity that occur during a data-taking run: initially,
the instantaneous luminosity increases until is has reached its maximum. It is held
there in what is called luminosity leveling, where the natural decay of the beam
is counteracted by periodically changed LHC settings, visible as a jigsaw pattern.
Finally, after luminosity leveling, the instantaneous luminosity decays until the end
of the run. All of this is visible in the per-LS PU mean 〈PU〉 that I also show in the
figure, as PU scales (mostly) linearly with instantaneous luminosity, as explained in
section 3.2.3.3. There, I presented results on the PU-dependency of classical trigger
algorithms. In figure 6.15, I compare two thresholds of the NN-based trigger to the
previously shown results. One can see that the PU-dependency of the L1 NN is close
to linear. For a tight threshold on the NN score, the slope is comparable to a hadronic
HT -based trigger, whereas a loose threshold results in stronger PU-dependency.
Overall, these results show that implementing a NN-based trigger is realistic, as
the increase is not strongly exponential or erratic. Still, if PU dependency should
become a problem, active decorrelation procedures could be used to reduce it, such
as the one I use in the above search for t∗ pair production.

6.4 Trigger usage and analysis integration
After demonstrating that a sensitive NN-based trigger can be developed and de-
ployed in the CMS L1T system, it is equally important to understand how to use
it in the context of the HLT and offline analysis. While the studies I present above
merely are a first step towards a well-studied and optimized NN-based trigger, I
discuss some ideas on its usage in this section. To test potential HLT strategies,
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Figure 6.16: HLT rate estimate for a path requiring at least one isolated muon with
pT above some threshold, comparing a situation with (red) and without (blue) the
L1 NN seeding that path. For reference, three actual single muon triggers from the
HLT menu are shown as black points.

I implement a L1 NN trigger into a Run 2 HH → bbWW (single muon) analysis
[253]. This way, I can evaluate the L1 NN together with offline objects, which I use
as estimators for HLT objects to study different HLT strategies. While in principle,
HLT objects can differ from what is reconstructed offline, they are sufficiently simi-
lar for these initial studies. As I am targeting a Run 2 analysis, I am not using the
same network I introduced above. Instead, I work with a NN specifically trained on
Run 2 samples following similar design principles. The NN is taken from the work
in [9] and described in more detail there. I set a threshold on the NN output corre-
sponding to a 10 kHz L1 rate in order to have a sufficient amount of events passing
the trigger condition. I label the resulting trigger as L1 NN in the following.

6.4.1 HLT strategies
Different strategies to use the L1 NN at HLT are possible. Aside from simply
passing on selected events with some prescale, or making use of the scouting or
parking datastreams, I describe ideas on two HLT variants using the L1 NN below.

L1 NN as an intelligent trigger prescale The reconstruction of physics objects
breaks down at very low momenta. Thus, while trigger-limited analyses like aHH →
bbWW (single muon) search would benefit from lower momentum thresholds, they
do not require these to be removed entirely, only to loosen them. As discussed above,
this is not possible due to the increased resulting trigger rates. However, this problem
could be solved by seeding a single object HLT path with a L1 NN, which then would
serve as an intelligent prescale. Similar to an actual prescale, it lowers rates and
thus allows a trigger with an otherwise too loose selection criterion to be used.
However, instead of randomly rejecting events, rates are suppressed while retaining
high signal efficiency. This could allow, in the example of the HH → bbWW
(single muon) process, a low-pT extension of the currently used single muon trigger
strategy. I study this idea by investigating the HLT rates resulting from different pT
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thresholds when requiring a single isolated muon. The results are shown in figure
6.16. I use a data sample gathered with random triggers for this study, which allows
me to evaluate HLT rates. Notably, when requiring a muon with some pT threshold,
I do not consider any cut-based single muon L1 seed. This is valid, as L1 seeds
usually are chosen so that they are almost fully efficiency for the events selected
by a given HLT path, thus the difference is negligible. I demonstrate this by also
including the rates of three actual HLT algorithms in the figure, requiring isolated
muons with different pT thresholds. These validate my rate estimation. Comparing
the scenarios with and without using the L1 NN, one can see that it is possible to
strongly suppress the HLT rate when seeding the HLT path with the L1 NN. Of
course, as the regular single muon triggers are used by many analyses, the goal is
not to replace them. Instead, this study shows that rate-wise, an additional muon
trigger as a low-pT extension could be feasible.

NN-based trigger at HLT While using a NN-based trigger as a seed of a clas-
sical cut-based HLT path is feasible, one might obtain a higher performance gain
when also using a ML-based approach for the HLT. No special care on implementa-
tion is needed here: the HLT software is executed on regular computing hardware,
which can execute ML models. I train a model using offline information as stand-in
for HLT objects. As no strict latency and resource constraints are given, I use a
larger architecture: three hidden layers with 25 nodes each. As the purpose of this
test primarily is a demonstration of the workflow, no hyperparameter optimization
is performed. The NN uses a single muon and four jets with full angular informa-
tion, as well as pmiss

T and HT as inputs. I train the network to discriminate signal
from QCD multijet processes, with no selection criteria imposed. QCD events are
similar to the unbiased low energy background events at CMS, but characterized
by usually somewhat higher energies and more activity being simulated. I define a
tight threshold onto the HLT NN targeting a reasonably low HLT rate. However,
due to the limited statistical power of the utilized dataset, only a rough estimate of
the rate can be made.
In figure 6.17, I show signal efficiencies of different trigger strategies for three differ-
ent approaches. The currently used single muon strategy is visible, showcasing the
issues it currently brings with it. I show the pure L1 NN without any HLT strategy,
which has too high rates but can be used to see the effect of the HLT NN. Finally, I
show the result of the HLT NN, which reduces the efficiency over the entire muon pT
range. This result does not appear promising, but does not take into account that an
offline analysis always performs some cut-based selection steps to enrich signal and
suppress backgrounds. Ultimately, the optimal trigger is efficient in the phase space
the analysis is investigating. I therefore repeat the same study on events passing
the cut-based selection of the analysis, which contains these steps:

• Exactly one muon fulfilling tight criteria on reconstruction and isolation is
present within |η| < 2.4, with no pT requirement.

• At least three small-radius jets contained in |η| < 2.5, having pT > 30GeV
and fulfilling tight PUPPI criteria are present.

• At least one of these jets is b-tagged using DeepJet with a working point with
10% misidentification rate of light jets.

• The angular distance between lepton and closest jet is ∆R > 0.2.
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Figure 6.17: Efficiency of different trigger strategies as a function of offline muon
pT . A cut-based approach using a single muon trigger is shown in green. The blue
curve shows the L1 NN assuming a HLT pass-through, and the red curve shows a
setup with NNs in both the L1T and HLT. These results are obtained for simulated
HH → bbWW (single muon) signal events without any selection requirements,
except demanding a muon to be present. The muon pT distribution in this process
is shown in gray using the right y-axis, with arbitrary scaling.
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Figure 6.18: Efficiency of different trigger strategies as a function of offline muon
pT . A cut-based approach using a single muon trigger is shown in green. The blue
curve shows the L1 NN assuming a HLT pass-through, and the red curve shows a
setup with NNs in both the L1T and HLT. These results are obtained for simulated
HH → bbWW (single muon) signal events after a cut-based selection. The muon
pT distribution in this process is shown in gray using the right y-axis, with arbitrary
scaling.
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• A transverse mass, defined as the invariant mass of the lepton, pmiss
T and the b

jet on the leptonic b quark leg is greater than 60GeV.

Full details on these selection steps can be found in [253]. The resulting efficiencies
are shown in figure 6.18. Notably, the effects of the cut-based trigger and pure L1
NN do not change much. In contrast, the efficiency of the HLT NN strategy becomes
much higher. The reason for this is the training of the HLT NN: it is designed to
identify signal and suppress the QCD multijet process, which is also a goal of the
cut-based selection. This shows that by utilizing the fact that offline analysis will
anyway never use all available signal events, a HLT strategy that is highly efficient
on the actually relevant events could be defined while still keeping low rates.
Notably, these studies are only a technical demonstration of investigating ML-based
L1 and HLT trigger strategies in an offline analysis context. The 10 kHz threshold
on the L1 NN is too high to actually be used, both due to the limited overall rate
budget and the fact that a HLT NN would need to be evaluated for each event
passing the L1 NN: This would most likely go beyond the available event processing
time at HLT level. Further studies on improving the L1 NN and HLT strategy are
needed, including porting this work to the currently ongoing analysis of Run 3 data.
Also, a larger dataset or different strategy to estimate HLT rates is needed.

6.4.2 Efficiency measurement
For any given trigger, being able to measure its efficiency is crucial, which is also
true for NN-based algorithms, regardless of whether a full L1T and HLT strategy or
L1T only is considered. Aside from simply knowing whether a trigger is well-suited
for a given task, a precise knowledge of trigger efficiencies in data is important to
obtain correct results on cross sections and other parameters in offline analysis. In
section 3.2.3.4, I introduce different methods to measure the efficiency of a trigger.
However, not all of these are well-suited for NN-based triggers, as I briefly discuss in
this section. Measuring a NN-based trigger rate using data gathered with random
triggers is possible without further caveats. Unfortunately, the same limits as for all
other triggers apply: usually, random triggers do not supply enough data for this
method to work, especially when considering low-rate, unprescaled triggers used in
offline analysis. The tag and probe is also not valid here, as it can only measure
object-level efficiencies and thus can not be applied to a ML-based trigger.
This is different for the orthogonal datasets method, which is applicable as long as
a truly orthogonal dataset can be found. For a NN trained on all available object
types (jets, energy sums, e/γs and muons), which is also under study, there is no
independent object that could be used to define an orthogonal dataset. However,
even when some objects are excluded from training, like e/γs in case of the muon
channel L1 NN I use above, orthogonality is not guaranteed. While for classical
triggers, knowledge of what happens inside of the algorithm often allows to find an
independent condition, NNs inherently can not be understood as easily. Even if a
NN was not trained on e/γ objects, it might show correlation with their presence (or
absence) in an event. I briefly study this based on an investigation of the α parameter
describing the correlation of two triggers. To find a dataset that is similar to the
process targeted by an analysis using the trigger, but has an electron in addition to
the other objects, I utilize tt̄ events with two leptons. I calculate the α parameter
for different combinations of cut-based triggers and a threshold on the L1 NN, and
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show results in figure 6.19. One can see that little correlation is present between
an e/γ and muon trigger, with an α of exactly one. For the NN-based trigger, the
situation is worse: despite not being trained on this object, correlation with the
e/γ trigger is visible. Notably, I do not impose any offline selection requirements,
which might improve or worsen results. Similarly, I only investigate di-lepton tt̄
events, which could introduce an inherent bias from the process itself. An example
is the visible correlation between the e/γ and HT trigger. When one of the t quarks
is highly energetic, this will result in an energetic jet and thus high HT , but also
an efficiency triggered energetic e/γ. Ultimately, this shows that the orthogonal
dataset method can not trivially be used for a NN-based trigger, even if unrelated
objects are considered. Still, using decorrelation techniques like the one I use in
the t∗t̄∗ search in chapter 5, an implementation of the orthogonal dataset method
potentially could be made possible, but might in return result in worse performance
of the trigger algorithm.
The most promising approach to enable efficiency measurements of a NN-based trig-
ger is the utilization of a reference trigger. As I mention above, offline analysis does
not require momentum thresholds to be removed entirely. Thus, a trigger strat-
egy that combines a momentum-threshold based trigger with a NN-based approach
could be optimal: requiring a muon with some loose momentum threshold, which
would have too high rates, and lowering these using a NN. When constructing a
trigger like this, the efficiency of the NN requirement could then be measured rel-
ative to the single muon condition in a dataset gathered by a prescaled version of
the single muon trigger.
Still, all of these techniques suffer from another issue: the efficiency of a NN could
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vary depending on some unknown set of parameters. Usually, when measuring the
efficiency of a trigger, this is performed in bins of relevant variables. For example,
the efficiency of triggering on muons might vary depending on their momentum
and η direction, thus SFs are measured in bins of muon pT and η. If the efficiency
of a DNN varies as function of some high-dimensional, unknown set of quantities,
finding a proper binning strategy to avoid biases is challenging. Most likely, a better
approach would be to measure efficiencies in each bin of the main observable of an
analysis. Even if other correlations and biases exist, these will then not affect the
final result of the analysis.

6.5 Outlook
In summary, I present studies towards the usage of ML-based trigger algorithms
in the CMS L1T, which will be an important part of the HL-LHC CMS trigger
strategy, as proposed in [156]. I demonstrate a large part of the workflow needed
for a ML-based L1T algorithm: conceptualization, optimization, compression and
deployment, as well as ideas towards usage in HLT and offline analysis. However,
they merely are a starting point for future work in this area. While I demonstrate
that a rather generic, very small network can achieve good results, more sophisti-
cated techniques might yield even better performance. Further studies on the HLT
strategy and efficiency measurement are needed in order to decide on a strategy
and enable effective usage in the offline analysis. For this, ongoing analysis of Run
3 data can be used as a test environment, and an implementation of a L1 NN in
Run 3 could provide more information and enable tests of efficiency measurement
techniques.
Updates to the NN architecture could be made to optimize it for the L1T usage. An
example is the output score, which currently is the result of a sigmoid activation
function, ensuring it lies between 0 and 1. While this is very suitable for generic NN
applications, which are usually operated at thresholds in the intermediate range of
possible output scores, this is different for usage in the trigger system. Due to the
strict latency constraints, the NN is operated in a regime of very low FPR, which
correspond to NN thresholds very close to one. On one hand, this feature is not
reflected in the loss function, thus during training the loss might decrease without
any gain in the relevant region. Secondly, this imposes a problem when quantizing
the output score: a large part of the available bit width is unused, which only allows
for a large step size in the relevant rate range. Both issues could be solved by using
a different activation function for the output layer which emphasizes the relevant
region, for example with an exponential component.
Finally, supervised ML is not the only option at trigger level. In contrast to classical
cut-based triggers, which usually are rather generic, the presented NN is only trained
for a specific signal. While this is well motivated for highly important but trigger-
limited processes like the production of two Higgs bosons, it might be a disadvantage
compared to more generic cut-based triggers. To test whether a NN-based trigger
is usable more generally, I study the efficiency of a network targeting the HH →
bbWW (single muon) process on different simulated samples. I find good sensitivity
also for other signals with similar final states, as I show in figure 6.20 for a single
muon tt̄ sample. More similar studies can be found in [9]. Still, the application is
limited to certain final states, and issues of HLT strategy and efficiency measurement
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Figure 6.20: Comparison of ROC curves for the HH → bbWW (single muon)
process, which the NN is trained on, and a single muon tt̄ sample, previously unseen
to the NN.

remain.
This motivates alternative strategies, multiple of which are under study in CMS:
ML is well suited for anomaly detection applications, in which an unsupervised
training allows model-independent searches for unusual signatures. An anomaly
detection algorithm called AXOL1TL [254] takes data since May 2024 [255]. It is
based on a VAE and situated in the GT, thus using the same input objects as the
L1 NN I present here. Conceptually, the L1T is tasked to select relevant events
from a large amount of similar, low-energy events. Therefore, extending it with
ML-based anomaly detection is natural. In comparison to the L1 NN I present
above, AXOL1TL is not limited to a specific signal and simply selects events that are
different from the majority of events occurring in CMS. However, it shows a much
stronger dependency on PU compared to the L1 NN, and analysis usage as well as
efficiency measurement strategies are challenging. Further studies on this algorithm
are needed and ongoing. Another complementary anomaly detection approach in
the calorimeter trigger is also in development within CMS. The CICADA algorithm
[256] uses a convolutional autoencoder approach based on calorimeter images, and
selected anomalous hadronic signatures.
Especially towards the HL-LHC phase of CMS, as described in appendix A.1.3,
ML has huge potential in the context of the L1T. The increased luminosity, going
along with a targeted 200 average PU collisions, will pose additional challenges to
trigger algorithms. These can be addressed by ML-based algorithms like the ones
mentioned above, but also in other areas of the L1T. The L1T will have access to
tracking information and use a PF algorithm similar to the one utilized offline. Thus,
efficient vertex reconstruction and identification of the PV is crucial. An end-to-end
NN approach, which combines regression of the PV position and determination of the
likelihood of a track to originate from it, yields promising results [257]. Similarly,
L1 object reconstruction and identification can be improved by using ML: muon
track finding and momentum determination can be improved through usage of NNs
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in the barrel [258] and endcap regions [259]. Identification of hadronically decaying
tau leptons is challenging, and a novel approach with two NNs, the TauMinator
algorithm, promises improved performance [260]. In offline analysis, identification of
jets originating from b quarks is highly important. As this strongly relies on tracking
and vertex information, it is currently impossible in the L1T. With tracking being
added to the L1T, ML can be utilized to develop sensitive b-tagging algorithms for
trigger usage [261]. These examples show the wide range of possibilities that ML
in the L1T offers. The current studies can only be seen as a starting point into
this realm, gathering more information and knowledge which will become crucial
towards the HL-LHC phase of CMS.
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CHAPTER 7

SUMMARY

In this thesis, I present my work on different aspects of high energy particle physics
research with the CMS experiment. Well motivated by various models on BSM
physics, I probe 138 fb−1 of proton-proton collision data at a centre-of-mass energy
of 13TeV for the existence of a potential new particle t∗. This particle, predicted
to dominantly decay as t∗ → tg, can be produced in pairs at the LHC, motivating
a search for the t∗t̄∗ → tgt̄g process. I select events containing a single electron or
muon, jets and missing transverse momentum. The momentum sum ST , sensitive
to the presence of t∗ pair production, is used for statistical analysis. I define a
signal region enriched in potential signal events using a DNN, which I carefully
decorrelate against ST in a two-step procedure. Results agree with SM predictions,
therefore I set upper cross section exclusion limits at 95% confidence level onto the
production of t∗t̄∗ pairs. Analyzing two different t∗ spin scenarios, the upper limits
range from 120 fb to 0.8 fb for a t∗ with spin-1

2
and from 15 fb to 1.0 fb for a t∗ with

spin-3
2
. Comparing to theory predictions of the t∗t̄∗ pair production cross section,

assuming a 100% branching fraction of the t∗ → tg decay, this corresponds to mass
exclusion limits up to 1050GeV and 1700GeV for spin-1

2
and spin-3

2
t∗ particles,

respectively. These exclusion limits substantially improve previous results and thus
further deepen our understanding of the smallest particles. Despite not discovering
a sign of new physics here, with each tightening of an exclusion bound we are getting
closer to a more fundamental understanding of reality. In addition to this search
for a signature of new physics, I present my participation in the current operation
and future improvement of the CMS experiment itself. I develop tools to validate
current triggers and study newly added triggers during Run 3 data taking in order
to ensure that optimal data is available for analysis. Furthermore, I present studies
towards the usage of ML in the CMS L1T, which will become crucial especially
in the HL-LHC phase of CMS. Using the ongoing Run 3 as a test environment, I
demonstrate that it is possible to utilize a NN-based algorithm in the L1 trigger. It
is able to select events of a currently trigger-limited process, HH → bbWW (single
muon), more efficiently than classical approaches. This could allow more data to
be used in offline analysis and thus improve the sensitivity to this highly relevant
process. More importantly, in this context I demonstrate that very small NNs can
yield good results, and that it is possible to integrate them into the L1T hardware
environment. While these results are a step forward in high energy particle physics
research, there are many opportunities for future work: Run 3 data, with higher
centre-of-mass energy and more integrated luminosity most likely will enable an
even more sensitive search for the t∗ particle. This will be supplemented by more
sophisticated analysis techniques being developed, and CMS reconstruction being
improved. Similarly, great potential lies in the continuous development of ML-
based L1 trigger strategies, using the presented work as a baseline: better, larger
NN architectures, different approaches and further work on analysis integration of
ML-based triggers are exciting prospects.
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APPENDIX

A.1 Description of the experiment and methods

In this appendix section, I provide some supplemental information on the experi-
mental setup that is relevant to some parts of this thesis, and some additional detail
on the methods used.

A.1.1 LHC Run 3 upgrades

After Run 2, some changes were made to the LHC and its pre-accelerator chain.
Instead of Linac2, the newly built Linac4 [262] accelerates the protons (H− ions) as
the first step towards supplying protons to the LHC since 2020.
The main other change in the Run 3 LHC configuration is the increase in √

spp to
13.6TeV. Apart from that, preparations for the HL-LHC phase were made, as well
as many smaller changes to ensure stable operation during Run 3. A comprehensive
overview is given in [263]. A change relevant to CMS is the introduction of luminosity
leveling. During a proton fill of the LHC, after ramping up the energy to 6.8TeV
per beam, the instantaneous luminosity is kept constant for a large part of the fill.
This is achieved by periodically changing beam conditions, focusing the beam more
strongly to counteract luminosity decrease due to the constantly lowering intensity
of the beam.

A.1.2 CMS Run 3 configuration

The Run 3 configuration [264] of CMS is very similar to the Run 2 setup. The
most notable change is the increase in √

spp from 13TeV to 13.6TeV. Most detector
subsystem underwent some smaller updates in order to retain and improve their
performance. Changes include the addition of a gas electron multiplier detector to
the muon system, as well as upgrades to other detector parts, electronics and the
trigger. However, none of these changes result in major differences to the Run 2
detector configuration I describe in section 3.2.
The reach of the HLT menu is extended by parking and scouting [265] in Run 3.
A major factor in the limited HLT output rate is the inability to perform offline
reconstruction for too many events. Thus, events are selected by the HLT, but not
reconstructed immediately. Instead, this data is parked in a raw format for later
reconstruction. For events in the scouting data stream, only a reduced event content
is stored, but raw event information is not available. These two approaches allow to
use the available output rate of the trigger system more effectively, and are a place
where specialized triggers can enable previously impossible analyses.

149



Appendix

A.1.3 CMS HL-LHC configuration
The HL-LHC [152] phase of CMS is planned to start around 2030. It is primarily
characterized by an increase of√spp energy to 14TeV, as well as substantially higher
instantaneous luminosity than currently achieved: targeting 7.5×10−5 fb−1 s−1. Over
the full duration of the HL-LHC phase, a total integrated luminosity of 3000 fb−1

of data is planned to be collected. To cope with the increase luminosity and the
resulting increase in PU, upgrades to all detector subsystems are necessary.
For the tracking system [266], the ability to withstand radiation will be crucial.
Fully replacing it, the reach of the tracking system will be extended to |η| < 4,
with four PIXEL barrel layers, surrounded by six strip layers and a sophisticated
endcap strategy. With smaller pixel sizes, granularity will be increased to cope with
the large amount of tracks arising at 200 PU interactions, and enable precise vertex
finding. The readout electronics of the calorimeters [267] and muon system [268]
will be updated and measures taken to ensure their longevity. Additionally, a new
calorimeter will be installed in the endcap region: the high granularity calorimeter
(HGCAL) [269]. Close to the beam pipe, radiation is especially strong, and the
currently installed calorimeters can not cope with the planned integrated luminosity
of the HL-LHC. The HGCAL is constructed from a combination of silicon sensors
(electromagnetic part) and plastic scintillator tiles (hadronic part). It will combine
high radiation tolerance with high granularity, both laterally and longitudinally.
Additionally, shower timing information will be available. Thus, the HGCAL is
expected to have good energy resolution and will be able to aid in PU suppression
and vertex identification. Another planned new detector part is a minimum ionizing
particles (MIP) timing detector [270]. A precise measurement of the moment a
particle reaches CMS can help to identify whether it originated from PU due to the
non-zero longitudinal spread of colliding bunches. Therefore, the detector targets
timing measurements to a precision of 30 ps to 40 ps. In addition to PU suppression,
this detector could be used to identify long-lived particles or heavy charged particles
with long flight times, which appear in some BSM theories.
Finally, in addition to these changes to the detector itself, the DAQ and trigger
systems will be updated [271]. To enable appropriate performance of the L1T when
confronted with 200 PU collisions, improvements are needed. I show a schematic of
the updated L1T system in figure A.1. A major change to the current configuration
is the availability of tracking information at this level, using the outer tracking
layers. Information from the HGCAL is also included. The L1T output rate will
be increased from 100 kHz to 750 kHz, and the latency increases to 12.5 µs. These
changes allow for the inclusion of a particle flow reconstruction in the L1T in two
dedicated layers, the correlator trigger. Faster and larger FPGAs will be used in
form of the AMD Xilinx Virtex VU9P instead of the currently used AMD Virtex
7 architecture. Updates to the HLT and DAQ system [272] will allow for a higher
HLT output rate (5 − 7.5 kHz). The total size of each event is also increased and
more rate is allocated to scouting applications, with a total data stream of 60TB s−1

being targeted.

A.1.4 Rapidity and pseudorapidity
In section 3.2.1, the pseudorapidity η is defined. As the anti-kt jet clustering algo-
rithm instead uses the rapidity y, I provide its definition and the relation to η here.
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Figure A.1: Diagram of the HL-LHC setup of the CMS L1T. The calorimeter,
muon and tracking inputs and preprocessing parts are shown in red, blue and green,
respectively. The correlator trigger is visible in yellow, and the global trigger in
purple, which is analogous to the GT in the Run 2 and Run 3 configuration of the
L1T. Taken from [271], where more details on this figure are available.

The pseudorapidity can be written as a function of the 3-momentum of a particle
as

η =
1

2
ln

|~p|+ pz
|~p| − pz

(A.1)

for an object with momentum vector ~p with the component pz in beam direction.
In contrast, the rapidity y is defined as

y =
1

2
ln(

E + pz
E − pz

). (A.2)

Assuming the particle is highly relativistic,

m� |~p| =⇒ E ≈ |~p| (A.3)

follows, where E is the particles energy. Thus, the rapidity and pseudorapidity are
the same in the relativistic limit, which is valid for all particles at the LHC.

A.1.5 A loss function using cross-entropy
In this section I provide information on the construction of the BCE loss and show
why the Y pred

i values are required to be probabilities, based on [193]. Assuming
some distribution q = q(Y true

i ) of Y true
i values that the NN is supposed to predict,

the entropy H(q) of this distribution can be defined as

H(q) = −
C∑
c=1

q(Yc) log(q(Yc)) (A.4)
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where c is one of C classes (of which in the case of a binary network, there are
two), and Yc is the number of Y true

i in class c. The entropy can be calculated if
the underlying distribution q is known. If it is not, it can be approximated using
another distribution p, as

Hp(q) = −
C∑
c=1

q(Yc) log(p(Yc)) (A.5)

which is called the cross-entropy. Assuming p described q perfectly, H(q) and Hp(q)
will be the same, otherwise, the cross-entropy will always be larger:

Hp(q)−H(q) ≥ 0. (A.6)

Thus, by minimizing the cross-entropy Hp(q), the optimal description p of the un-
derlying true distribution q can be found, which is exactly the purpose of a NN.
Rewriting the definition of the cross-entropy from equation A.5 for two classes that
are 0 or 1, one obtains

BCE = −Y true log(p) + (1− Y true) log(1− p). (A.7)

from which, with p = Y pred and by summing over multiple n events i (and including
a normalization term 1/n), the BCE definition in equation 4.7 is obtained.

A.2 Search for pair production of t∗

In this appendix section, I provide details on the search for t∗t̄∗ pair production that
is not strictly necessary for an overview of the analysis, but given here in order to
ensure reproducibility.

A.2.1 MC simulated samples

In table A.1, I provide information on all simulated SM processes, alongside their
predicted cross sections and the number of events that are generated. Note that this
number does not correspond to the actual number of events from these processes
expected in a year, as usually more events are generated to avoid uncertainties due
to low statistical power in the simulated samples, and weights are used to adjust
their contribution accordingly. Similarly, information on signal samples is provided
in table A.2.

A.2.2 Electron trigger scale factors

In section 5.3.5.1, I present the efficiency measurement and SF derivation for the
electron triggers used in the analysis. In this appendix section, I provide the re-
maining efficiencies and resulting SFs for all years of data taking that are not shown
in the main body, as these are not publicly available anywhere else. This includes
all measured trigger efficiencies in figure A.2 and the resulting SFs in figure A.3.
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Dataset σ[pb]
N(events) / 106

2016 pre-VFP 2016 post-VFP 2017 2018

tt̄ (1`) 365.2 39 046.2 42 834.0 104 665.7 140 602.8

tt̄ (2`) 87.56 2680.29 3091.96 7545.28 10 319.11

tt̄ (0`) 381.1 30 289.3 33 636.2 72 581.8 105 390.9

single t (tW , 1`) 19.47 114.97 111.07 262.33 395.20

single t (t̄W , 1`) 19.47 113.76 127.02 267.32 379.83

single t (tq, t-channel) 136 5839.19 6550.10 13 637.10 18 666.37

single t (t̄q, t-channel) 80.95 1951.75 1917.63 4382.09 6065.21

single top (tq, 1`, s-channel) 3.364 19.34 19.26 48.68 67.08

W+jets (1`, HT ∈ [70, 100)GeV) 1271 16.82 19.17 43.97 65.41

W+jets (1`, HT ∈ [100, 200)GeV) 1253 21.27 19.48 46.73 50.90

W+jets (1`, HT ∈ [200, 400)GeV) 335.9 17.59 14.68 41.67 57.39

W+jets (1`, HT ∈ [400, 600)GeV) 45.21 2.47 2.09 5.42 7.24

W+jets (1`, HT ∈ [600, 800)GeV) 10.99 2.29 2.19 5.37 7.53

W+jets (1`, HT ∈ [800, 1200)GeV) 4.936 2.49 2.06 5.06 7.14

W+jets (1`, HT ∈ [1200, 2500)GeV) 1.156 2.07 2.06 4.86 6.43

W+jets (1`, HT ∈ [2500,∞)GeV) 0.026 23 0.81 0.71 1.19 2.08

diboson (WW ) 75.91 15.74 15.80 15.49 15.46

diboson (WZ) 27.56 7.91 7.54 7.79 7.87

QCD (HT ∈ [50, 100)GeV) 1.86× 108 35.73 11.08 26.03 38.23

QCD (HT ∈ [100, 200)GeV) 2.36× 107 65.50 72.64 53.30 82.21

QCD (HT ∈ [200, 300)GeV) 1.55× 106 17.97 42.72 42.32 56.30

QCD (HT ∈ [300, 500)GeV) 3.24× 105 13.59 45.50 42.91 60.99

QCD (HT ∈ [500, 700)GeV) 3.03× 104 55.50 15.07 35.75 48.64

QCD (HT ∈ [700, 1000)GeV) 6440 15.24 13.71 33.65 47.93

QCD (HT ∈ [1000, 1500)GeV) 1118 13.56 12.42 10.14 14.24

QCD (HT ∈ [1500, 2000)GeV) 108 9.66 9.24 7.53 10.75

QCD (HT ∈ [2000,∞)GeV) 22 4.83 4.84 4.09 5.28

DY (HT ∈ [70, 100)GeV) 140.1 6.57 5.85 11.97 16.65

DY (HT ∈ [100, 200)GeV) 140.2 9.45 8.25 18.46 25.63

DY (HT ∈ [200, 400)GeV) 38.4 5.75 5.58 12.23 17.92

DY (HT ∈ [400, 600)GeV) 5.213 2.65 2.49 5.38 8.69

DY (HT ∈ [600, 800)GeV) 1.266 2.63 2.25 5.18 6.92

DY (HT ∈ [800, 1200)GeV) 0.5684 2.39 2.32 4.41 6.49

DY (HT ∈ [1200, 2500)GeV) 0.1332 2.12 1.97 4.68 5.95

DY (HT ∈ [2500,∞)GeV) 0.002 98 0.72 0.70 1.36 1.90

Table A.1: Simulated SM background processes used in this analysis. Shown are
the names of all datasets, alongside their cross section (including branching fraction
in case a specific final state is simulated). Event counts for the different considered
eras are given.
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Dataset
N(events)

2016 pre-VFP 2016 post-VFP 2017 2018

t∗ t̄∗, spin- 1
2

, mt∗ = 700GeV 108 000 92 000 200 000 200 000

t∗ t̄∗, spin- 3
2

, mt∗ = 700GeV 108 000 92 000 200 000 200 000

t∗ t̄∗, spin- 1
2

, mt∗ = 800GeV 108 000 92 000 200 000 200 000

t∗ t̄∗, spin- 3
2

, mt∗ = 800GeV 108 000 92 000 198 000 200 000

t∗ t̄∗, spin- 1
2

, mt∗ = 900GeV 108 000 92 000 197 000 200 000

t∗ t̄∗, spin- 3
2

, mt∗ = 900GeV 108 000 92 000 200 000 199 000

t∗ t̄∗, spin- 1
2

, mt∗ = 1000GeV 108 000 92 000 200 000 191 000

t∗ t̄∗, spin- 3
2

, mt∗ = 1000GeV 107 998 91 061 200 000 200 000

t∗ t̄∗, spin- 1
2

, mt∗ = 1100GeV 108 000 92 000 200 000 200 000

t∗ t̄∗, spin- 3
2

, mt∗ = 1100GeV 108 000 90 130 200 000 200 000

t∗ t̄∗, spin- 1
2

, mt∗ = 1200GeV 96 000 92 000 200 000 200 000

t∗ t̄∗, spin- 3
2

, mt∗ = 1200GeV 108 000 89 201 200 000 200 000

t∗ t̄∗, spin- 1
2

, mt∗ = 1300GeV 108 000 92 000 200 000 200 000

t∗ t̄∗, spin- 3
2

, mt∗ = 1300GeV 106 144 91 056 200 000 200 000

t∗ t̄∗, spin- 1
2

, mt∗ = 1400GeV 108 000 92 000 200 000 197 000

t∗ t̄∗, spin- 3
2

, mt∗ = 1400GeV 108 000 90 112 200 000 198 000

t∗ t̄∗, spin- 1
2

, mt∗ = 1500GeV 108 000 92 000 200 000 200 000

t∗ t̄∗, spin- 3
2

, mt∗ = 1500GeV 108 000 92 000 200 000 200 000

t∗ t̄∗, spin- 1
2

, mt∗ = 1600GeV 162 000 138 000 276 000 300 000

t∗ t̄∗, spin- 3
2

, mt∗ = 1600GeV 162 000 137 058 300 000 298 000

t∗ t̄∗, spin- 1
2

, mt∗ = 1700GeV 162 000 138 000 297 000 297 000

t∗ t̄∗, spin- 3
2

, mt∗ = 1700GeV 160 398 138 000 298 998 297 000

t∗ t̄∗, spin- 1
2

, mt∗ = 1800GeV 138 000 127 000 281 000 300 000

t∗ t̄∗, spin- 3
2

, mt∗ = 1800GeV 162 000 138 000 292 000 300 000

t∗ t̄∗, spin- 1
2

, mt∗ = 1900GeV 158 000 138 000 300 000 300 000

t∗ t̄∗, spin- 3
2

, mt∗ = 1900GeV 160 136 138 000 293 000 300 000

t∗ t̄∗, spin- 1
2

, mt∗ = 2000GeV 216 000 184 000 376 000 391 000

t∗ t̄∗, spin- 3
2

, mt∗ = 2000GeV 213 189 182 116 400 000 399 000

t∗ t̄∗, spin- 1
2

, mt∗ = 2250GeV 216 000 184 000 400 000 400 000

t∗ t̄∗, spin- 3
2

, mt∗ = 2250GeV 216 000 184 000 400 000 383 000

t∗ t̄∗, spin- 1
2

, mt∗ = 2500GeV 212 000 184 000 373 000 364 000

t∗ t̄∗, spin- 3
2

, mt∗ = 2500GeV 204 732 184 000 399 000 392 000

t∗ t̄∗, spin- 1
2

, mt∗ = 2750GeV 214 000 184 000 391 000 379 000

t∗ t̄∗, spin- 3
2

, mt∗ = 2750GeV 208 472 184 000 400 000 397 000

t∗ t̄∗, spin- 1
2

, mt∗ = 3000GeV 212 000 184 000 364 000 391 000

t∗ t̄∗, spin- 3
2

, mt∗ = 3000GeV 216 000 184 000 400 000 399 000

Table A.2: Simulated signal event counts per spin scenario and t∗ mass combination.
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Figure A.2: Trigger efficiencies for the combination of electron triggers documented
in section 5.3.5.1, measured in an orthogonal muon dataset. I compare data events
to tt̄ simulation results in three bins of electron pT , binned in electron η.
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Figure A.3: Electron trigger SFs in bins of electron pT and η, obtained from the
ratio of the efficiencies shown in figure A.2.
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A.3 ML-based L1 trigger algorithms
In this appendix section, I provide some additional information on the development
of ML-based L1 trigger algorithms to ensure reproducibility.

A.3.1 MC simulated samples
In table A.3, I provide information on all simulated samples I use for the various
studies on ML-based L1T algorithms. Samples targeting the 2024 CMS configura-
tion are used for the results in sections 6.1 and 6.2. For the NN deployed in the
trigger system, a the 2022 background sample and a 2018 signal sample are used,
as these were the only ones available at that time. Finally, 2018 samples are used
to train the HLT NN.

Dataset MC generators Year N(events)

gg → HH → 2b 2W → 2b 2q µν powheg 2024 167 002

tt̄→ 2b 2W → 2b 2q `ν powheg 2024 218 997

Low energy background (1ν) none 2024 9 682 400

Low energy background (1ν) none 2022 1 000 000

gg → HH → 2b 2W → 2b 2q µν powheg 2018 130 466

QCD multijet pythia8 2018 130 466

Table A.3: All MC simulated samples used for the results on NN-based L1 samples
I present in this thesis. I give the generated process, alongside the matrix element
generator that is used. All samples use pythia8 with the CP5 tune for hadronization
and showering, and Geant4 for detector simulation. I also provide information on
the detector conditions of which year the simulation target, and the number of events
per sample I use.

I also use a sample of actual detector data: 24 055 000 events of randomly triggered
data from 2018 for the Run 2 integration studies. This sample is chosen to be
especially large in order to actually have some non-zero number of events passing a
HLT selection.
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