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Abstract

Magnetic Skyrmions are vortex-like quasi-particles stabilized by their topology and exist

in several magnetic materials. While originally described by continuous vector fields that

ensure topological protection, stable Skyrmions can also form in magnetic lattices, allow-

ing for their experimental observation. Not least due to their potential applications in

magnetic storage devices, Skyrmions have gained popularity since their first experimen-

tal observation in 2009. Ferromagnetic (FM) Skyrmions are nanometer-sized and can be

driven by electric currents. They move as massless particles at an angle to the current

flow and, therefore, exhibit the Skyrmion Hall effect. While ferromagnetic Skyrmions are

still extensively studied in current research, the field of study evolve further to advanced

structures. An emerging topic is the study of antiferromagnetic (AFM) Skyrmions. Un-

like their ferromagnetic counterparts, AFM Skyrmions do not exhibit the Skyrmion Hall

effect and can reach higher velocities when driven by electric currents, making them more

attractive for technological applications. Moreover, AFM Skyrmions have a finite mass

and exhibit behavior akin to classical particles, making them a fascinating subject for

fundamental research.

Theoretical studies of AFM Skyrmions typically focuses on either synthetic antiferromag-

nets or G-type antiferromagnets, making it crucial to understand the distinctions between

them. Synthetic antiferromagnets are a composition of two or more ferromagnetic layers

that are coupled antiferromagnetically through a non-magnetic spacer layer. In contrast,

G-type antiferromagnets exhibit a chessboard-like structure, where the sublattices are

within the same layer. While Skyrmions have been experimentally observed in synthetic

antiferromagnets, they remain elusive in other types of antiferromagnetic systems up to

now. Both types are considered in this thesis. After introducing classical micromagnetic

dynamics and general properties of a magnetic Skyrmion, we will discuss these two real-

izations of antiferromagnets. Furthermore, we will demonstrate that, independent of the

type, the antiferromagnetic system can be treated as two effectively coupled ferromag-

netic sublattices. In this thesis, the underlying mechanics of antiferromagnetic Skyrmion

dynamics play a crucial role. To investigate them, we utilize the separation into two sublat-

tices and treat the Skyrmions forming on these sublattices as rigid objects. This approach

reveals that the driving mechanism of an AFM Skyrmion is due to a small displacement

of its sublattice constituents. We develop a formalism that incorporates this mechanism

and demonstrate that an AFM Skyrmion eventually mirrors the dynamics of a classical

particle with finite mass. Furthermore, this framework allows us to fully characterize the

resulting motion of an AFM Skyrmion driven by an external force. We apply this for-

malism to the case of current-driven Skyrmions, showing that it can predict the dynamics

of an antiferromagnetic Skyrmion, regardless of the type of antiferromagnet, in various

scenarios, even in fine detail. All results are compared to micromagnetic simulations.

As another possibility for driving AFM Skyrmions, we examine spin wave-driven Skyrmions

in the second part of this thesis, focusing on a two-dimensional square lattice. We begin
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with formulating a classical spin wave theory explicitly tailored to this system by lineariz-

ing the equations of motion around a homogeneous ground state. This allows us to derive

the dispersion relation and characterize different types of spin wave polarization, namely

circularly and linearly polarized spin waves. All results are confirmed by simulations. Sub-

sequently, we investigate the impact of spin waves on the Skyrmion. To do so, we simulate

an isolated Skyrmion in the lattice and inject the spin wave via edge spin manipulation.

Our observations reveal that spin waves generally accelerate the Skyrmion. While linearly

polarized spin waves move the Skyrmion in the direction of wave propagation, circularly

polarized spin waves induce an additional motion perpendicular to this direction, resulting

in a Skyrmion Hall effect. The resulting Skyrmion acceleration depends on the properties

of the spin wave, such as its wave number and amplitude. Furthermore, we investigate

the impact of damping on spin waves and the resulting Skyrmion motion. We derive an

expression for the decay of spin waves as they propagate through the lattice, focusing on

the decay length. Additionally, we propose a concept for an antiferromagnetic Skyrmion

racetrack that incorporates both spin wave decay and the Skyrmion Hall effect.

Zusammenfassung

Magnetische Skyrmionen sind vortex-artige Quasiteilchen, die durch ihre Topologie stabil-

isiert werden und in verschiedenen magnetischen Materialien beobachtet wurden. Während

sie ursprünglich durch kontinuierliche Vektorfelder beschrieben wurden, welche den topol-

ogischen Schutz gewährleisten, können auch in magnetischen Gittern stabile Skyrmionen

entstehen, was eine Beobachtung in realen Experimenten ermöglicht. Nicht zuletzt auf-

grund potenzieller Anwendung in magnetischen Speichervorrichtungen haben Skyrmionen

seit ihrer ersten experimentellen Beobachtung im Jahr 2009 an Beliebtheit gewonnen.

Ferromagnetische (FM) Skyrmionen haben eine Größe im Nanometerbereich und können

durch elektrische Ströme bewegt werden. Sie bewegen sich wie masselose Teilchen in einem

Winkel zur Stromrichtung und weisen somit den Skyrmion-Hall Effekt auf. Auch wenn

ferromagnetische Skyrmionen weiterhin umfassend in der aktuellen Forschung untersucht

werden, entwickelt sich das Forschungsfeld weiter zu fortgeschritteneren Strukturen. Ein

aufkommendes Thema ist das Studium von antiferromagnetischen (AFM) Skyrmionen.

Im Gegensatz zu ihren ferromagnetischen Verwandten unterliegen AFM Skyrmionen nicht

dem Skyrmion-Hall Effekt und können höhere Geschwindigkeiten erreichen, wenn sie durch

elektrische Ströme angetrieben werden. Das macht sie für technologische Anwendungen

attraktiver. Darüber hinaus haben AFM Skyrmionen eine endliche Masse und zeigen die

gleichen dynamischen Verhaltensweisen wie ein klassisches massives Teilchen, was sie zu

einem faszinierenden Thema für die Grundlagenforschung macht.

Theoretische Studien zu AFM Skyrmionen beziehen sich typischerweise entweder auf syn-

thetische Antiferromagneten oder G-Typ Antiferromagneten. Daher ist es wichtig, die

Unterschiede zwischen den beiden Typen zu verstehen. Synthetische Antiferromagneten
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setzen sich aus zwei oder mehr ferromagnetischen Schichten zusammen, die antiferromag-

netisch über eine nicht-magnetische Zwischenschicht gekoppelt sind. Im Gegensatz dazu

weist der G-Typ Antiferromagnet eine schachbrettartige Struktur auf, bei der sich die

Untergitter innerhalb derselben Schicht befinden. Während Skyrmionen in synthetischen

Antiferromagneten experimentell beobachtet wurden, konnten sie bis heute in anderen

Arten von antiferromagnetischen Systemen noch nicht experimentell nachgewiesen wer-

den. Beide Typen werden in dieser Dissertation betrachtet. Nach einer Einführung in

die Dynamik klassischer Magnetfelder und die allgemeinen Eigenschaften eines magnetis-

chen Skyrmions, werden wir die beiden zuvor erwähnten Arten von Antiferromagneten

diskutieren. Darüber hinaus werden wir zeigen, dass das antiferromagnetische System,

unabhängig vom Typ, als zwei separate, effektiv gekoppelte, ferromagnetische Untergitter

behandelt werden kann. In dieser Dissertation spielt der zugrunde liegende Mechanis-

mus der antiferromagnetischen Skyrmion-Dynamik eine entscheidende Rolle. Um diesen

zu studieren, nutzen wir die Separation des Systems in zwei Untergitter und betrachten

die Skyrmionen, die von diesen Untergittern gebildet werden, als starre Körper. Mit

diesem Ansatz sehen wir, dass der treibende Mechanismus des AFM Skyrmions auf einer

kleinen Verschiebung der Untergitter-Skyrmionen beruht. Wir entwickeln in dieser Arbeit

einen Formalismus, der den erwähnten Mechanismus nutzt, und zeigen, dass ein AFM

Skyrmion letztendlich die Dynamik eines klassischen Teilchens widerspiegelt. Darüber

hinaus können wir die resultierende Bewegung eines von einer externen Kraft angetriebe-

nen AFM Skyrmions vollständig charakterisieren. Mit der Anwendung dieses Formalismus

auf stromgetriebene Skyrmionen zeigen wir, dass wir die Dynamik eines antiferromagnetis-

chen Skyrmions, unabhängig vom Typ des Antiferromagneten, in verschiedenen Szenarien

herleiten können. Alle Ergebnisse werden mit mikromagnetischen Simulationen verglichen.

Als eine weitere Möglichkeit zur getriebenen Bewegung von AFM Skyrmionen untersuchen

wir im zweiten Teil dieser Dissertation spinwellengetriebenen Skyrmionen in einem zwei-

dimensionalen Quadratgitter. Dazu beginnen wir mit der Formulierung einer klassischen

Spinwellentheorie, die explizit auf dieses System zugeschnitten ist, indem wir die Be-

wegungsgleichungen um einen homogenen Grundzustand linearisieren. Dies ermöglicht

es uns, die Dispersionsrelation herzuleiten und verschiedene Arten der Polarisation von

Spinwellen zu charakterisieren, nämlich zirkulär und linear polarisierte Spinwellen. Alle

Ergebnisse werden durch Simulationen bestätigt. Im Anschluss daran untersuchen wir den

Einfluss von Spinwellen auf das Skyrmion. Dazu simulieren wir ein isoliertes Skyrmion

im Gitter und injizieren die Spinwelle durch Randspinmanipulation. Unsere Beobachtun-

gen zeigen, dass Spinwellen im Allgemeinen das Skyrmion beschleunigen. Während linear

polarisierte Spinwellen das Skyrmion in Richtung der Wellenausbreitung bewegen, verur-

sachen zirkulär polarisierte Spinwellen eine zusätzliche Bewegung senkrecht zur Wellenaus-

breitungsrichtung, was den Skyrmion-Hall Effekt zur Folge hat. Die daraus resultierende

Beschleunigung des Skyrmions hängt von den Eigenschaften der Spinwelle ab, wie zum

Beispiel der Wellenzahl und der Amplitude. Darüber hinaus untersuchen wir den Einfluss
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der Dämpfung auf Spinwellen und die Skyrmionenbewegung. Im Zuge dessen leiten wir

einen Ausdruck für den Zerfall, insbesondere der Zerfallslänge, von Spinwellen während

ihrer Bewegung über das Gitter her. Zusätzlich präsentieren wir ein Konzept für einen

antiferromagnetischen Skyrmion Racetrack, der sowohl den Zerfall der Spinwelle als auch

den Skyrmion-Hall Effekt berücksichtigt.
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1. Introduction

In the classical world as we perceive it, particles are understood as objects with finite mass

and a definite position in space. However, from the perspective of field theory, particles

can be viewed as localized excitations of a field. Similar to a single wave traveling across

the surface of the sea, the wave itself is an excitation being transported through space,

while the underlying water, as the medium, remains in place. Likewise, we can character-

ize these excitations of a medium or field in much the same way we characterize particles.

Each excitation possesses attributes such as position, momentum, extent, and a lifetime,

akin to the gradual decay of a traveling sea wave over time. Beyond the illustrative ex-

ample of a wave on the sea, localized excitations that form particle-like structures, known

as quasi-particles, are found in various types of fields. In 1961, T. H. R. Skyrme proposed

in Ref. [1] that quasi-particles can be formed in pion fields. He found a new constant of

motion, identified with the number of particles N , which can only take integer numbers.

Since this particle number can not be changed by a continuous transformation of the field,

the particles are topologically protected. Although Skyrme found this topological constant

while studying Baryon numbers, it is the same topological protection which is exhibit by

a particular kind of magnetic vortices. Therefore, these vortices are today known as mag-

netic Skyrmions.

In 1975, A. A. Belavin and A. M. Polyakov applied the same idea of a topologically pro-

tected excitation of a continuous field to a magnetization field. They interpreted the mag-

netization of a material as a continuous two-dimensional vector field with constant vector

length. They found that a mapping from the 2D plane (position) to the 2D sphere (vector

of constant length) defines an number of times that the sphere is covered by the plane [2].

By this they found that there has to be a topologically protected state since the number

of wrappings is an integer number and can not be transformed continuously. They found

those states by considering only Heisenberg interaction and for high energies. Therefore,

the resulting quasi-particles are, although topologically protected, high energy excitations

and, thus, in reality highly unstable. By including additional energy constituents com-

monly found in realistic magnetic system such as the Dzyaloshinskii-Moriya interaction

(DMI) and an external magnetic field, A. N. Bogdanov and D. A. Yablonskii were able to

predict realistic Skyrmions in the year of 1989. They considered real materials, categorized

in crystallographic classes and found that a system of thermodynamically stable magnetic

vortices can be realized for a certain choice of material parameters [3]. Later in 2006,

Rößler, Bogdanov, and Pfleiderer suggested in Ref. [4] that such a system of magnetic

vortices, a so-called Skyrmion lattice, may exist as a ground state in a large number of
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materials. It should exist at surfaces and in thin films, as well as in bulk compounds,

where a sufficiently large DMI provides chiral interactions. Indeed, three years later in

2009 S. Mühlbauer et al. observed the spontaneous formation of such a system in MnSi as

one phase of the magnetic phase diagram for MnSi. They found a two-dimensional lattice

of Skyrmion lines using neutron scattering [5]. Shortly after, two-dimensional magnetic

Skyrmion lattices have also been observed using Lorentz transmission electron microscopy

[6] and spin-polarized scanning tunnelling microscopy [7]. Those lattices of Skyrmions are

called Skyrmion crystals, or the SkX phase of a helimagnet [6].

In addition to being intriguing structures for fundamental study, magnetic Skyrmions have

emerged as promising candidates for technical applications, particularly in advanced mag-

netic storage devices. A substantial realization of such a storage device is the racetrack

memory, which was originally proposed for magnetic domain walls by Parkin et al. [8].

Domain walls are magnetic structures found in both ferromagnetic [9] and antiferromag-

netic [10] systems. These stable magnetic entities can be manipulated by external forces,

such as electric currents with current densities of j ∼ 1011A/m2 [11] (for ferromagnets,

see Ref. [12]; for antiferromagnets, see Ref. [13]) and spin waves (for ferromagnets, see

Ref. [14]; for antiferromagnets, see Refs. [15, 16]), which makes domain walls suitable can-

didates for magnetic storage devices. However, magnetic Skyrmions have emerged as a

more popular solution. Their smaller size, which lies in the nanometer scale [17–19], and a

significantly lower threshold current for motion, being in the order of j ∼ 106A/m2 for fer-

romagnetic Skyrmions [20], make them the preferred option. A notable drawback of using

ferromagnetic Skyrmions on a racetrack is that, in general, they do not move in a straight

path. Current-driven ferromagnetic Skyrmions move at an angle relative to the applied

current direction, a phenomenon known as the Skyrmion Hall effect [21]. In recent years,

various methods have been proposed to suppress the Skyrmion Hall effect [22]. These

methods include, among others, manipulation of the ferromagnetic racetrack [23, 24], the

use of compensated ferrimagnetic Skyrmions [25], and constructing an antiferromagnetic

Skyrmion racetrack [26]. The latter is closely related to the topic of this thesis.

Despite providing technical application is not the task of fundamental research, it serves

as a boost of motivation. Not at least by this motivation the field of antiferromagnetic

Skyrmions became more and more relevant recently. In 2015 (published in 2016), Zhang et

al. investigated the existence of antiferromagnetic Skyrmions. In Ref. [26], they simulated

two opposing domain walls confined within a channel-like geometry leading them horizon-

tally from left to right, and subsequently moved them into a larger, wider area. Through

this process, they created a stable antiferromagnetic Skyrmion on a single-layer lattice,

similar to the way one would blow a bubble.They found that antiferromagnetic Skyrmions

were more stable when colliding with the lattice edges and moved an order of magnitude

faster than the typical velocity of current-driven ferromagnetic Skyrmions [26]. In addi-

tion they are more robust against external magnetic fields [27]. Thus, antiferromagnetic

Skyrmions would provide faster and more stable data storage. Skyrmions in synthetic
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antiferromagnets, which are antiferromagnetically coupled multi-layer systems, have been

studied theoretically [28] and have even been experimentally realized at room temperature

[29]. In contrast, the experimental realization of a single-layer antiferromagnetic Skyrmion

crystal remains elusive up to present, although a proposal for such a realization has been

suggested theoretically in Ref. [30]. Thus, it is reasonable to conclude that both systems,

single-layer antiferromagnetic lattices and synthetic antiferromagnets, exhibits Skyrmions

and are intriguing for investigating the dynamics of antiferromagnetic Skyrmions. Here,

this thesis sets in, focusing on a detailed examination of these topics.

Magnetic Skyrmions are typically examined as configurations of classical magnetic mo-

ments. There are two ways to approach this topic. Originally, Skyrmions were described

by treating the magnetization of the material as a continuous vector field, with the mag-

netic Skyrmion viewed as a topologically protected excitation of that field. Although this

is an approximation, it enables the analysis of the system through classical field theory

and validates the application of topological principles. The other approach, primarily

used for simulations, is to consider a lattice where each site hosts a classical magnetic mo-

ment. A lattice is inherently discrete, and we assume a constant distance between these

individual sites, resembling the unit cells of the crystal formed by the material. Since

both approaches offer distinct advantages, we will utilize both throughout this thesis. Ac-

cordingly, we begin Chapter 1 by explaining the fundamentals of classical spin dynamics,

including the Landau-Lifshitz-Gilbert equation. Following this introduction, we will focus

on the details of the two approaches mentioned previously. For the discrete lattice, we will

present the components of the employed lattice Hamiltonian and show the peculiarities

of the equations of motion regarding a discrete lattice. For the continuous vector field,

we will demonstrate how the Lagrangian formalism can be used to derive the equations

of motion. Furthermore, in Chapter 1, we will investigate the properties of an isolated

ferromagnetic Skyrmion. This part provides the key concepts and terminology necessary

to engage with Skyrmion-related topics. In the final part of Chapter 2, we introduce the

treatment of antiferromagnetic systems using classical magnetization fields. We will begin

with a universal description of the energy of an antiferromagnetic system based on the

framework proposed by Bogdanov et al. [31]. Additionally, we will examine two specific

models in detail, the antiferromagnetic single-layer square lattice, a so-called G-type anti-

ferromagnet [32], and the bilayer synthetic antiferromagnet, both of which are employed

in this thesis.

The focus of this thesis is on driven antiferromagnetic Skyrmions. In Chapter 3, we in-

vestigate the underlying mechanisms of an antiferromagnetic Skyrmion in motion. We

will demonstrate that an antiferromagnetic Skyrmion can be effectively described as two

coupled, rigid ferromagnetic Skyrmions, with a small displacement between them serv-

ing as the driving mechanism. We employ Thiele’s approximation to derive a formalism

that incorporates this mechanism. Following this, we conduct a more detailed analysis

to provide a deeper understanding of the external and internal forces acting on a driven
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antiferromagnetic Skyrmion. We then apply our formalism to the frequently studied sce-

nario of current-driven antiferromagnetic Skyrmions as a representative example. In this

context, we investigate two different scenarios for the application of the driving electric

current and validate our results through simulation.

As an additional possibility for driving antiferromagnetic Skyrmions, we investigate in

Chapter 4 whether and how spin waves can move antiferromagnetic Skyrmions. Given

that it is well established that ferromagnetic Skyrmions can be moved via spin waves, we

aim to study the interaction between spin waves and Skyrmions in an antiferromagnetic

lattice. To this end, we derive a classical spin wave formalism tailored to a single-layer

antiferromagnetic square lattice, which we choose as our model. By linearizing the equa-

tions of motion we identify the two commonly known symmetric spin wave modes that an

antiferromagnet exhibits. Furthermore, we characterize another type of antiferromagnetic

spin wave resulting from an equal superposition of the spin waves from both modes. All

findings are verified through simulations. Subsequently, we simulate the interaction be-

tween spin waves and Skyrmions by injecting the spin waves into the lattice through edge

field manipulation, allowing them to interact with the Skyrmion. We observe different

types of Skyrmion motion in response to various types of injected spin waves and demon-

strate that the Skyrmion motion depends on the properties of the injected spin wave,

such as the wave number. Furthermore, we compare the analytical description of the spin

waves with the simulated outcomes of its interaction with the Skyrmion, which allows us to

draw conclusions between the analytically derived spin wave properties and the Skyrmion

motion induced by those spin waves. Finally, we employ the insights obtained from the

formalism derived in Chapter 3. This enables us to enhance our understanding of the

mechanics governing spin wave-driven Skyrmions in an antiferromagnetic lattice based on

the ferromagnetic case.
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2. Theoretical background

2.1. Time evolution of magnetization fields

In the the focus of this thesis are the dynamics of magnetic Skyrmions. A magnetic

Skyrmion is a localized, topologically protected structure of the magnetization in a mate-

rial, similar to a topological knot [5]. Due to it localization and its (meta-) stability it is

also viewed as a quasi-particle. In order to study those and their dynamics, it is crucial to

model the magnetization and its time behavior in an analytical way. In reality the system

in which the scenarios we study take place are magnetic materials formed as a crystalline

structure of atoms. The materials are mostly compounds of more than one element, e.g.

MnSi which is, as a helical magnet [33], known to host magnetic Skyrmions [5]. The atoms

in the material form periodically repeating unit cells and thus defining, depending on their

orientation, a crystal lattice with a net magnetization of each unit cell of the lattice. Since

the size of a Skyrmion is typically in the nanometer scale [34, 35], we consider this length

scale as the typical order of magnitude in this thesis, and hence we are operating within

the topic of micromagnetics. On those length scales the magnetization varies very slowly

so that we can assume the magnetization to be a continuous field of vectors with a constant

length [36]. Following Landau and Lifshitz, in Ref. [36], the motion of the magnetization

must conserve the magnetization length |M | and is a precession,

∂M

∂t
= Ω×M , (2.1)

where Ω is the vector of the angular velocity of said precession. Furthermore, they conclude

that the equilibrium distribution should minimize the free energy F , which depends on

the aforementioned continuous vector field. The variation of this energy can be written as

δF =

∫
Heff · δMdV, (2.2)

where M is the magnetization and Heff is the ”effective magnetic field” representing the

environment acting on the magnetization. This is in analogy to a magnetic moment in

an external magnetic field. From these considerations they conclude the famous Landau-

Lifhsitz equation (LL)
∂M

∂t
= −γM ×Heff, (2.3)
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with the gyromagnetic ratio γ = g|e|
2mc and the effective field Heff = −∂F/∂M . The orig-

inal work, which is of course more detailed, can be found in Ref. [36]. One should note

that the original work did not consider the Dzyaloshinskii-Moriya interaction1, but the ex-

change interaction, the interaction with an external magnetic field, and the uniaxial crystal

anisotropy. However, the equation of motion is still valid when considering Dzyaloshinskii-

Moriya interaction (details will be shown later). The Landau-Lifhsitz equation describes

a magnetic moment which precises around a magnetic field. To also describe the realistic

case of damping in the time evolution of a magnetic moment, a phenomenological damp-

ing term was added so that the precession eventually aligns with the effective field. To

model this we use an equation which is the Landau-Lifshitz equation modified by Gilbert

in 1955 [38] so that it became the equation of motion of a damped magnetic moment; the

Landau-Lifshitz-Gilbert equation (LLG)

∂M

∂t
= −γM ×Heff +

α

M
M × ∂M

∂t
, (2.4)

with the phenomenological damping parameter α. Throughout this thesis, we follow the

convention that we only consider the direction of the magnetization field. Concretely, this

means that we absorb the units of the magnetization vector field M into the model pa-

rameters and consider the unit-less vector field n = M/|M | indicating the direction of the

magnetization, so that |n| = 1. Since we assume the magnetization to be (approximately)

constant over the regarded area, this convention is valid and the LLG reads

∂n

∂t
= −γn×Heff + αn× ∂n

∂t
. (2.5)

Note that the calculation of the effective field Heff also changes when considering the di-

mensionless n instead of the magnetization. The explicit calculation of the effective field

depends on whether one considers a discrete lattice (details in Sec. 2.2) or a continuous

vector field (details in Sec. 2.3). Since in this work both models are used, the explicit form

of the effective field is shown in the respective sections.

It is possible to apply an external driving to the magnetic structure by inducing an elec-

tric current into the material. In the following we will briefly explain this topic by closely

following Tatara et al. [39]. The magnetic structure is given by the magnetic moment

of localized spins. When a spin polarized electric current is applied, it means that itin-

erant electrons travel along the conduction band in current direction and interact with

the localized electrons via s-d exchange coupling. Because the magnetic structure, i.e.,

the localized spins, vary, the conducting electrons align their spin with the localized spins.

Due to angular momentum conservation they apply a torque onto the localized spins.

This is sketched in Fig. 2.1. In this thesis, we consider, among others, current driven

magnetic Skyrmions. To this end we use an adapted LLG equation. The model used in

1This interaction was not yet discovered. It was firstly described by Dzyaloshinskii in 1958 [37].
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Figure 2.1.: Sketch of how a spin polarized electric current induces a torque onto a mag-
netic structure. The black arrows in the lower part represent the magnetic
moments of the structure while the blue objects above represent the traveling
electrons with their spin. The electron flow is, indicated by the grey arrow,
from left to right. Initially, the electrons are spin polarized in z direction, but
align with the magnetic structure over their course. This leads, due to angular
momentum conservation, to a torque acting on the magnetic structure. The
sketch is inspired by Ref. [40].

this work was originally derived in the period of time where current driven domain walls

were intensively studied. In 1978 Berger stated that ”domain walls are too thick to scat-

ter electrons appreciably” [12]. Instead, the electrons travel along the wall and apply a

torque to the magnetic moments. With a sufficiently smooth magnetic structure one could

imagine that itinerant, spin polarized electrons travel along the domain wall structure and

apply a torque in the way as explained above. The torque is called spin transfer torque

(STT) after Slonczewski [41]. Due to this the adapted LLG is sometimes also called the

Landau–Lifshitz–Gilbert–Slonczewski equation. To precise it further for the case of do-

main walls, in 2004 Thiaville et al. studied the effect of a spin-polarized current crossing

a domain wall [42]. They support their micromagnetic simulations by a one-dimensional

model of wall dynamics. They added the spin transfer torque in the adiabatic limit to the

LLG, so that the equation of motion became [see 42]

∂m

∂t
= −γ0m×Heff + αm× ∂m

∂t
− u∂m

∂x
. (2.6)

Shortly after, Zhang and Li [43] and Thiaville [44] introduced an additional torque term

which arises from spin relaxation of conduction electrons. After Thiaville this term is
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called the β term and the final equation of motion is proposed from Ref. [44] to be

∂m

∂t
= −γ0m×Heff + αm× ∂m

∂t
− (u ·∇)m+ βm× [(u ·∇)m] . (2.7)

From the publication of Eq. (2.7) until today the spin transfer torque was studied in-

tensively. A brief historic overview can be found in Ref. [39]. The equation of motion

including spin polarized current used in this dissertation is based on Ref. [45]. In those

works the authors considered two torques. One of them is

Tad = (vs ·∇)n (2.8)

and is called the adiabatic torque. The other torque

Tnon-ad = βn× (vs ·∇)n, (2.9)

is, in contrast to the adiabatic torque, sometimes referred to as non-adiabatic torque [46].

The parameter β is the non-adiabatic parameter [45, 46]. Equations (2.8) and (2.9) have

the advantage that they directly include the ”renormalized” spin-transfer velocity [47]

vs =
pd3

2e
Ic (2.10)

a spin polarized current flowing in the magnetic plane produces. The polarization of

the current is given by p while d is the lattice constant and Ic is the current density

and direction. In the following discussion, when we refer to spin-polarized current, we

specifically mean the renormalized spin-transfer velocity. To highlight that the torque is

induced by a current, in the course of this work, we use the symbol j rather than vs. To

summarize, in this work the equation

∂n

∂t
= −γn×Heff + αn× ∂n

∂t
+ (j ·∇)n− βn× [(j ·∇)n] (2.11)

is used when an applied electric current is considered. For numerical simulations (see

Appendix A) it is convenient to use the explicit equation for the time derivative of the

vector field, obtained from Eq. (2.11), which is

∂n

∂t
=

1

1 + α2

[
− γn×Heff − αγn× (n×Heff) + (1 + αβ) (j ·∇)n

+ (α− β)βn× [(j ·∇)n]
]
.

(2.12)

The torque arising from the spin polarized current can move magnetic structures. The

current-induced motion of ferromagnetic domain walls, for example, can be derived ana-

lytically from the aforementioned equation of motion [39] and has been observed experi-

mentally [48, 49]. Likewise, Skyrmions can also be moved by this current. An often used

tool to analytically describe the motion of a ferromagnetic Skyrmion, induced by a spin
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polarized current, is the so-called Thiele equation. In 1972 A. A. Thiele derived an equa-

tion of forces to govern the steady-state motion of magnetic bubble domains [50]. Thiele

used the approximation that the magnetic domain is rigid and only the position of the

domain is time dependent, i.e. Mi = Mi(xj −vjt). With only that (hard) approximation

it was possible for Thiele to form the equation of motion for a continuous vector field into

an equilibrium equation of forces

G× v + αDv + Fextern = 0, (2.13)

regarding the magnetic structure as a quasi-particle. Here, the velocity of the structure

is v, with the total gyrocoupling vector G, the dissipation dyadic D, and an externally

applied force Fextern. Since the dynamics of antiferromagnetic Skyrmions by sublattice

displacement is based on the Thiele equation, a detailed description can be found in

Chapter 3 and in Ref. [51]. Applying Thiele to the case of ferromagnetic Skyrmions

leads to the insight, that the Skyrmion will not flow parallel to the current direction

[21, 52], exhibiting the so-called Skyrmion Hall effect (SHE). This effect was also found

in experiments [53]. Depending on the parameters α and β, the Skyrmion will move at

an angle relative to the current direction, known as the Skyrmion Hall angle. However,

if both parameters are equal, α = β, the Skyrmion Hall angle vanishes and the Skyrmion

moves parallel to the current direction [45]. The Thiele equation, among others, show how

convenient it is to describe the magnetization as continuous vector field. In some cases,

however, we want to explicitly take lattice effects into account. To do so it is necessary to

consider the model of a discrete lattice as described below.

2.2. Hamiltonian and equation of motion

The original Landau-Lifshitz-Gilbert equation was, as described in the previous section,

found and studied regarding the magnetization as a continuous vector field [36]. However,

it is possible to derive a similar equation of motion for a discrete lattice where each site

hosts a magnetic moment. Since in this thesis both, continuous vector field and discrete

lattice, were studied and compared to each other, the equations of motion of both will be

derived in this chapter. In this section the discrete lattice is considered while the next

section will explain the equations of motion of the continuous vector field.

We consider a crystal of periodically arranged sources of the magnetic moments, or spins

S, and call it therefore a lattice. The total energy of the system is given by the lattice

Hamiltonian

H = −J
2

∑
〈i,j〉

Si · Sj −
∑
〈i,j〉

Dij · (Si × Sj)−
∑
i

B0 · Si −K
∑
i

(Szi )2 , (2.14)
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where the Si are classical magnetic moments represented by a three-dimensional vector.

The magnetic moments can represent, depending on the model, the net magnetization of a

unit cell in a magnetic crystal, or even the magnetization of a localized spin in a lattice. For

the latter assumption, it is possible to handle the system quantum mechanically (except

for the last term, the anisotropy term). In recent studies, e.g., Ref. [54], the lattice

spins are regarded as purely quantum mechanical in order to examine so-called ”quantum

skyrmions”. In this thesis, however, we assume the magnetic moments as the classical

net magnetization of the respective lattice site. Thus, those are handled as expectation

values of quantum mechanical spins Si = 〈ŝi〉. Nevertheless, for the following calculations

we temporary stray beyond the classical spin model and neglect the fact that Si is only

the expectation value. By this we show that the equation of motion can be derived from

the quantum mechanical behavior of spins. The time derivative of a quantum mechanical

operator can be calculated by the Ehrenfest theorem [55]. Therefore, we assume that the

equation of motion for a (not explicitly time dependent) quantum magnetic moment on a

given site k is given by

i~
d

dt
〈Sk〉 = 〈[H,Sk]〉 , (2.15)

where the square brackets denote the commutator and the vector characteristic of Sk

implies that all three components fulfill this equation simultaneously.

Heisenberg exchange interaction

The first term in the Hamiltonian, −J
2

∑
〈i,j〉 Si ·Sj , is the Heisenberg exchange interaction.

It roots in the quantum mechanical principle that particles are indistinguishable. It was

discovered by Heisenberg [56] and Dirac [57] independently. Later, Heisenberg applied

this method to explain the ferromagnetic phenomena with exchange interaction [58]. In

this thesis, as well as in most models regarding classical magnetic spins, the exchange

interaction is the leading energy of the magnetic system. The sum
∑
〈i,j〉 Si ·Sj goes over

each pair of nearest neighbors. It is more convenient to re-write the sum so that we focus

on each lattice site i and its neighbors. Concretely, we (globally) sum over each lattice

site i and starting from this site we (locally) sum over each neighbor r, so that the sum is

in summary
∑
〈i,j〉 Si · Sj =

∑
i

∑
r Si · Si+r. By this, the commutator amounts to−J

2

∑
i,r

ŝi · ŝi+r, ŝk

 =
i~J
2

∑
r

(ŝk+r × ŝk − ŝk × ŝk+r) , (2.16)

where we considered quantum mechanical spin operator ŝ on a symmetric lattice and

outsourced the explicit calculations into the Appendix C. It turns out that the commutator

results in a cross product of the spin at the regarded site k with each of its neighbors. In the

classical approximation we assume that each single spin operator can be expressed by its

expectation value. Since the magnetic moments Si are then the expectation values of the

quantum mechanical operators and thus real valued vectors, they commute. Consequently,
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we can summarize Eq. (2.16) to

〈

−J
2

∑
i,r

Si · Si+r,Sk

〉 → −i~J∑
r

(Sk × Sk+r) . (2.17)

For an easier interpretation one can write the non-constant part as Sk × (
∑

r Sk+r). By

this, we directly see that it is a cross product of the moment at site k with the sum of all

its neighbors. As a side note, considering very small distances between the lattice sites one

can show that the sum of all neighbors approximate to ∇2Sk with a prefactor depending

on the lattice geometry. This will be shown for the square lattice below in Sec. 2.5 and in

Ref. [59] it is shown in detail for different types of cubic lattices.

Dzyaloshinskii-Moriya interaction

The second term in Eq. (2.14) is the Dzyaloshinskii-Moriya interaction (DMI). It is an

anti-symmetric exchange interaction and was not known until the 1950s. Before the intro-

duction of this interaction it was an open question that some antiferromagnetic crystals,

such as α−Fe2O3 or MnCO3, proposed weak ferromagnetism [37]. In 1957 I. Dzyaloshin-

skii introduced a phenomenological term D · [Si × Sj ] based on the crystal symmetry of

the regarded material [37]. He showed that due to this term some parameter configura-

tions energetically favors the canted spin arrangement rather than the antiferromagnetic

one. This leads to the weak ferromagnetism. Later in 1960 T. Moriya advanced the phe-

nomenological theory of Dzyaloshinskii by concretely considering spin orbit interaction

[60]. Furthermore, he proposed five rules for which crystal symmetry leads to which ex-

plicit formulation of the DM interaction. These rules can be found in Ref. [60]. In this

thesis we only consider two types of DMI. One is the so-called bulk DMI which is present

in the bulk of a magnetic material. One example exhibiting this kind of DMI in the bulk is

MnSi or FeGe [33]. The other here considered type of DMI is the interfacial DMI. As the

name suggests this interaction is present at the surface of the magnetic material or in the

area between two different materials. It is due to the broken symmetry at the surface and

can be found in, for instance, thin magnetic multilayers [61]. In the analytical calculations

in this thesis, however, we consider the anti-symmetric tensor Dij = −Dji in general and

use the explicit expression only when it is necessary. Regarding the commutator with spin

ŝk it is, again, convenient to separate the sum over 〈i, j〉 to the global sum over i and the

local sum over its neighbors r. The commutator relation regarding the DMI term of the

Hamiltonian is, thus,∑
i,r

Di,i+r · (Si × Si+r) ,Sk

 =− i~
∑
r

(Sk+r ×Dk,k+r)× Sk

+ i~
∑
r

Sk × (Sk+r ×Dk,k+r) .

(2.18)
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The detailed calculation can be found in the Appendix C. Since we are, in this thesis,

interested in the classical magnetic moments, we, again, regard only the expectation values

of the spin operators. By this, we assume S to be a classical magnetic moment and thus

a three dimensional vector. Consequently, one can commute the spins in such a way that

Eq. (2.18) simplifies to

〈

∑
i,r

Di,i+r · (Si × Si+r) ,Sk

〉 → 2i~
∑
r

Sk × (Sk+r ×Dk,k+r) . (2.19)

This can be seen in the same way as the commutator with the exchange interaction pre-

viously. By re-writing the magnetic term to Sk ×
∑

r (Sk+r ×Dk,k+r) it is clearly visible

that this resembles the cross product of the considered spin Sk with an effective field

regarding each of its neighbors.

Other terms

The last two terms of Eq. (2.14) are the Zeeman term
∑

iB0 ·Si and the anisotropy term

K
∑

i (Szi )2. Both terms are on-site interactions. The Zeeman energy models the coupling

of the magnetic moment of a spin to an external magnetic field and the commutation∑
j

B0 · ŝj , ŝk

 =
∑
j,a,b

Ba
0

[
ŝaj , ŝ

b
k

]
eb (2.20)

is essentially the commutation relation of two spin operators. Using the commutation

relation
[
ŝaj , ŝ

b
k

]
= i~δjkεabcŝcj yields for Eq. (2.20)

∑
j

B0 · ŝj , ŝk

 = i~ŝk ×B0. (2.21)

One can immediately see that the quantum mechanical commutator resembles the classical

assumption that a magnetic moment precesses (connected to the cross product) around

an external magnetic field. The anisotropy term stems from the crystal symmetry in the

material and is included here as a phenomenological term. It is thus considered here purely

classical and will be explained more detailed below in Sec. 2.3. We include it in the lattice

Hamiltonian by transforming it to the lattice term K
∑

i (Szi )2.

Lattice equation of motion

Finally, we can summarize the previously derived equations in order to get the commutator

of the lattice Hamiltonian from Eq. (2.14) with the spin Sk. Regarding the lattice spins as

quantum mechanical spin operators was only to show that the classical equation of motion

can be inferred from quantum mechanical behavior. All topics in this thesis consider
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classical magnetic moments, so that we can identify the lattice spins as expectation values

and, thus, express them simply as three dimensional real valued vectors. The expectation

value of the commutator can then be expressed as

〈[H,Sk]〉 → −i~Sk ×

(
J
∑
r

Sk+r + 2
∑
r

Sk+r ×Dk,k+r +B0 + 2KSzkez

)
, (2.22)

where the last term was not derived from the lattice but from the continuous vector field

equation of motion (see below) and adapted to the lattice. Comparing the commutator

from Eq. (2.22) to the Ehrenfest theorem, Eq. (2.15), the time derivative of the (classical)

spin at a given lattice site k can be described by

∂tSk = −γSk ×Heff
k , (2.23)

which looks identical to the Landau-Lifshitz equation. The effective field acting on a lattice

site k can be calculated by

Heff
k = − 1

γ~
∂H

∂Sk
. (2.24)

In the calculations in this thesis we set ~ = 1. Furthermore, we assume the same magne-

tization intensity on each lattice site, meaning we assume the magnetic moments on each

site to have the same length |Si| = |Sj |. It is, therefore, a usual method to absorb the

magnetization units into the Hamilton parameter and solely focus on a normalized vector

ni = Si/|Si| on each lattice site. Using these assumptions, as well as a phenomenolog-

ical damping term as in the Landau-Lifshitz-Gilbert equation, the magnetic equation of

motion for the discrete lattice used in this thesis finally reads

∂tni = −γni ×Heff
i + αni × ∂tni. (2.25)

This is the equation we use to describe how the magnetic moment on a single lattice site

evolves in time based on the Hamiltonian and the damping. It is the crucial equation on

which the spin wave theory in Chapter 4 and all numerical simulations (see Appendix A)

in this thesis are based on.

2.3. Lagrange formalism

It is possible to derive the Landau-Lifshitz-Gilbert equation from the Lagrange formalism.

Using the Euler-Lagrange equations instead of a phenomenological ansatz is more reliable.

Furthermore, it enables us to derive the correct equation of motion for the considered

model and compare it to experimental results. In order to derive the equations of motion

by the Lagrange formalism, we closely follow Tatara, Kohno and Shibata [39]. The action

is defined by the direction of the magnetization. As explained in the previous section we

assume the magnetization to be smooth and of approximately the same intensity over the
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whole area. It can, thus, be described by the unit vector field n. The action in the sense

of the Lagrange formalism is given by

S =

∫
L(n, ṅ)dt. (2.26)

It is convenient to separate the Lagrangian into a dynamic and a static part L = Ldyn +

Lstat, where the latter is the energy density H and the former is given by the Berry phase

[62, 63]

Ldyn = − ~
d2
A(n)∂tn. (2.27)

Note that since we here consider a two-dimensional space, the area of the magnetic unit

cell is considered in the term d2 which is the square of the lattice constant. A is a gauge

field resembling the gyroscopic structure of the spin dynamics. It is closely connected to

the Berry phase and detailed derivations of these phase are widely found, e.g., in Refs. [62–

64]. The lattice constant d is the typical spatial distance between two magnetic moments

[62]. Under an infinitesimal variation n→ n+ δn Eq. (2.26) leads to

δS =

∫ (
d

dt

∂L

∂ṅ
− ∂L

∂n

)
· δn dt. (2.28)

The infinitesimal variation is perpendicular to the vector field, δn ⊥ n, so that it can be

expressed as δn = n× δw. Thus, the vector field has to fulfill(
d

dt

∂L

∂ṅ
− ∂L

∂n

)
× n = 0. (2.29)

Regarding only the dynamical Lagrange, this resembles

d

dt

∂Ldyn

∂ṅ
−
∂Ldyn

∂n
=

~
d2

(ṅ× n) . (2.30)

We refer to Ref. [39] for more details regarding the spin angles θ and φ, or to Ref. [64] for

a quantum-classical derivation using vectors. The static part is simply the energy density

H. Thus, Eq. (2.29) becomes (
~
d2

(ṅ× n)− ∂H
∂n

)
× n = 0. (2.31)

Using the fact that ṅ ⊥ n as well as |n|2 = 1 Eq. (2.31) leads to the equation of motion

ṅ = n× d2

~
∂H
∂n

, (2.32)

which resembles the non-damped Landau-Lifshitz-Gilbert equation, Eq. (2.5), where the

effective field is Heff = − d2

γ~
∂H
∂n . Treating the damping can be done using the Rayleigh
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method [39], which means we include a dissipation function

W =
α

2d2
~ṅ2 (2.33)

to Eq. (2.29), so that it becomes(
d

dt

∂L

∂ṅ
− ∂L

∂n
+
∂W

∂ṅ

)
× n = 0. (2.34)

Repeating the same process as for Eq. (2.31), this leads to the Landau-Lifshitz-Gilbert

equation, as described in Eq. (2.5) in the previous section. The equation derived from Eq.

(2.34) reads

ṅ = −γn×Heff + αṅ× n, (2.35)

with the damping parameter α. The effective magnetic field

Heff = − d
2

γ~
∂H
∂n

(2.36)

depends on the spin Hamiltonian HS describing the energy density. In the sense of La-

grange this is the static Lagrangian.

This makes the spin Hamiltonian a crucial tool for modeling the considered system. In this

thesis the analytical descriptions of the energy follow A. Bogdanov who uses a ”standard

symmetry analysis” to derive an energy term belonging to different symmetry classes (see,

e.g., Refs. [3, 65]). We adapted the energy term so that it models the two dimensional

magnetic vector field studied in this thesis. The energy term is

H =

∫ A∑
j

(
∂n

∂xj

)2

+ EDMI − n ·B0 −Kn2
z

d2r, (2.37)

where we consider a two-dimensional model, so that the integral is over the xy plane. The

energy depends on the direction of the magnetization n = M/|M | as a vector field and

consists of those energy contributions which are typically the most prominent energies

in materials hosting Skyrmions. Since the magnetization is assumed to be constant over

space, it is sufficient to consider the unit-less vector field n. The unit of the magnetization

is assumed to be absorbed in the parameters of Eq. (2.37). This is a valid and often used

method, see, for example, Ref. [62].

The first energy term A
∑

j

(
∂n
∂xj

)2
is the exchange energy density. The sum over j means

that the derivative of the vector field in x and y direction is considered. In some works

the notation A(∇n)2 is used instead. The parameter A is called the exchange (stiffness)

parameter [65] and will be considered as the dominant energy part. The second term,

EDMI refers to the Dzyaloshinskii-Moriya interaction (DMI). This interaction was intro-



16 2. Theoretical background

duced by Dzyaloshinskii [37] and was later formulated more precisely by Moriya [60]. Its

explicit form and intensity depend on the crystal symmetry created by the atoms in the

material. In Ref. [66] this term is called w′ and stands for the DMI of different symmetry

classes. However, as explained in the previous section, in this dissertation we mainly use

two particular forms of DMI - bulk DMI and interfacial DMI. Regarding the magnetic

moments forming a continuous vector field, the two respective DMI energy densities are

[67, 68]2

E if
DMI = Dn · (ez ×∇)× n,

Eb
DMI = Dn · (∇× n) ,

(2.38)

where the DMI parameter D is assumed to be constant. The third term in Eq. (2.37) refers

to the Zeeman energy which models the influence of an external magnetic field B0 onto the

magnetic system. For ferromagnetic Skyrmion systems the external magnetic field always

points in opposite Skyrmion direction (direction of the FM background). Throughout this

thesis, however, we will consider antiferromagnetic Skyrmions and assume no external

magnetic fields, thus setting this term to zero. Nevertheless, it is a crucial term for ferro-

magnetic Skyrmions and is therefore noteworthy in the general energy consideration. The

fourth term contributing to the energy is the uniaxial anisotropy. In magnetic materials

the symmetry of the crystal may lead to energetically favored axes in which the spins

align. To model this fact the uniaxial anisotropy was introduced as a phenomenological

energy term Eani. In this thesis, we regard the uniaxial anisotropy term of second order

in z direction, which is −Kn2
z. Because we consider a model where the energy decreases

when the spins align in z direction, we chose K > 0 so that it defines the z axis as the

easy axis. Choosing K < 0 would define the xy plane as easy plane [36]. In principle,

there may also be higher order terms of the anisotropy. Furthermore, other axes could be

defined as easy axis in order to bring other topological objects, the so-called Bimerons into

existence [69]. However, this is not in the scope of this work. A more detailed explanation

of the crystal anisotropy term can be found in Ref. [70].

Apart from constructing the energy by the parts as mentioned previously, there is an-

other consideration of the energy which is also often used, see, e.g., Refs. [5, 71]. There,

the Ginzburg-Landau free energy functional is expanded in powers of the slowly varying

magnetization and adapted by the DMI. This functional reads

F =

∫
d3r

{
r0M

2 + J(∇M)2 + 2DM · (∇×M) + UM4 −BM
}
, (2.39)

where the natural arising expansion terms are weighted by the model parameters. A more

deeper explanation including a detailed description of the parameters can be read in Ref.

[72]. Despite the different ansatz, the Ginzburg-Landau theory for helimagnets provides

structurally the same terms as Eq. (2.37). This being said, as we revisit the topic of the

2Note from the author: In Ref. [67] the formula for the interfacial DMI misses a × sign.
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time evolution of the magnetic vector field, we see that the equation of motion, Eq. (2.35),

brings the effective field into focus. With the concrete form of the energy of Eq. (2.37),

the effective field, Eq. (2.36), is

Heff =
d2

γ~
[
2A∇2n− 2D (∇× n) +B0 + 2Knzez

]
(2.40)

for the bulk DMI, and,

Heff =
d2

γ~
[
2A∇2n− 2D (ez ×∇)× n+B0 + 2Knzez

]
(2.41)

for the interfacial DMI. This resembles the phenomenological LLG, see Eq. (2.5), with

an effective field derived from the underlying model. In summary, those are the effective

fields we consider when regarding ferromagnetic Skyrmions analytically.

2.4. Skyrmion properties

With the corresponding choice of parameters it is possible with the Hamiltonians of the

previous section to form a (meta-) stable magnetic Skyrmion [65]. The existence of mag-

netic Skyrmions in the here considered system has two main reasons. One is the topological

protection, which is the first topic we explain in this section. It determines that a Skyrmion

can not be annihilated by a continuous deformation of the vector field. However, since

the continuity of the vector field is only an approximation to granular matter, the topo-

logical argument may not apply in reality. In this context, the second reason assumes

significance. It is the energy of the Skyrmion compared to the energy of the homogeneous

ferromagnet. This will be explained in more detail below in this section. The energy

of a magnetic Skyrmion suggests that it is at least meta-stable and, for some parameter

configurations, even lower in the energy than the ground state [62]. Therefore, and due to

the clear localization, the Skyrmion is called a quasi-particle.

Topological protection

The most prominent description of magnetic Skyrmions is that they are topologically

protected spin structures. In the following we will explain in detail what this often-stated

description implies. For the topological protection we regard the magnetization. It is

considered to be a continuous vector field n(r) on a two-dimensional plane r = (x, y).

The length of the vector field is assumed to be constant of unit length in each position

|n(r)|2 = 1. Hence, the vector can be described solely by its position on a unit sphere

n(r) =

sin [Θ(r)] cos [Φ(r)]

sin [Θ(r)] sin [Φ(r)]

cos [Θ(r)]

 . (2.42)
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An example of describing the three dimensional vector, which represents the magnetization

by its position on a unit sphere, is visualized in Fig. 2.2 (left). From this viewpoint it can

be seen that the angles, describing the position on a sphere, depend on the position in

space r. Since the vector field lives on a two dimensional plane, it can be viewed as a

mapping of each point of a plane to the unit sphere (x, y) 7→ (Θ,Φ). Due to this mapping

it is possible to define a topological quantum number

Q =
1

4π

∫
n ·
(
∂n

∂x
× ∂n

∂y

)
d2r, (2.43)

which is an integer number Q ∈ Z counting how many times the plane wraps around the

unit sphere. As an example of this, in Fig. 2.2 (right) the mapping from the sphere to a 2D

plane is visualized. The right picture is taken from Ref. [73]. A detailed derivation of the

Figure 2.2.: Left: Visualization of how a three-dimensional vector with unit length can be
represented by its position on a sphere. Right: Graphical representation of
mapping the Skyrmion from a sphere onto a plane. Taken from Ref. [73].

topological quantum number can be found in, e.g., Ref. [74]. In 1975 A. A. Belavin and A.

M. Polyakov showed [2] that a ferromagnet with only exchange interaction has a metastable

state where the magnetization in the periphery is homogeneous, e.g. +ez, while the center

magnetization points in the opposite direction. The existence of that state is argued by the

aforementioned wrapping of the plane around the unit sphere. They concluded that due

to the topology there is no phase transition between the ground state and this metastable

state, despite its high energy of 8πQ [2]. By this, they predicted an early version of the

topological quasi-particle which we know as Skyrmion today. However, Skyrmions are not

the only topological objects which can arise in a magnetic system. Before Skyrmions were

studied so widely as today, magnetic domain walls [75] and topological bubbles [76] were

in the focus as topological objects. Another example of topological objects are Hopfions
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[77, 78]. These are three-dimensional topological objects defined by an integer Hopf-

index. Hopfions become more and more relevant in the field of study, see e.g. [79–81].

Nevertheless, these are merely examples of other topological objects, serving to illustrate

that Skyrmions are not the only such entities. Turning our attention back to magnetic

Skyrmions the topological quantum number Q, stemming from the mapping of a plane

to a sphere, is calculated by integration as in Eq. (2.43). Therefore, a density can be

constructed from this which is called the topological charge density

q = q(r) = q(x, y) = n ·
(
∂n

∂x
× ∂n

∂y

)
. (2.44)

Strictly speaking, this density does not have a physical meaning and is simply the expres-

sion which is integrated over the whole space in the definition of the topological quantum

number. Nevertheless, it is a useful tool for analytical studies about Skyrmions, or topo-

logical objects in general. Most commonly it is used to construct a continuity equation.

This is a natural choice since the topological quantum number of a Skyrmion is constant,

so that
∫
q̇ d2r = 0. Combining the topological charge density q with the Equations of

Motion of the vector field n yields the continuity equation ∂tq = −∇j. This equation has

been used to investigate a variety of results. In Ref. [45] it was used to show that Skyrmions

and Anti-Skyrmions are driven in different directions by the Skyrmion Hall effect, while

Komineas and Papanicolaou, Ref. [82], studied Skyrmion dynamics based on the concept

of the Skyrmion as a topological charge. Despite the topological charge density being an

interesting and promising topic, a more detailed study of this concept would be out of

the scope of this thesis. Here, only the topological quantum number Q will be of inter-

est and it can be shown by simple calculations that Q can, indeed, only take integer values.

Since the magnetic Skyrmion in its simplest form is radial symmetric, it is convenient

to use polar coordinates (x, y) → (ρ, ϕ) with the Skyrmion center as coordinate origin

ρ = 0. Revisiting the picture that the vector field can be seen as the position on a unit

sphere in Eq. (2.42), the angles θ and Φ now depends on the polar coordinates ρ and ϕ.

Due to the radial symmetry we conclude that the angle Θ only depends on the radial

coordinate ρ while the angle Φ only depends on ϕ. While the form of Θ(ρ) is known to

fulfill

d2Θ

dρ2
+

1

ρ

dΘ

dρ
− sin (Θ) cos (Θ)

ρ2
− K

A
sin (Θ) cos (Θ)− B0

2A
sin (Θ) = 0 (2.45)

(see Ref. [65]), the other angle can be expressed explicitly by Φ = mϕ+ϕ0, depending on

the vorticity m and the helicity ϕ0 [67]. For the calculation of the topological charge we

assume a Skyrmion with vorticity m = ±1. A positive vorticity, m = 1, is associated with

a Skyrmion while m = −1 refers to its ”anti-particle”, the Anti-Skyrmion [67]. There exists

a variety of 2D and 3D topological objects associated with Skyrmions like the Skyrmion

lattice, Hopfions, and the Skyrmionium to only name a few [see 74, 83]. In the skyrmionics
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community the name ”Skyrmion zoo”has been established [84]. Nevertheless, in this thesis

we consider only two-dimensional Skyrmions with topological quantum number Q = ±1.

The radial symmetry combined with the use of polar coordinates for the spatial position

and spherical coordinates for the vector field components enables us to explicitly calculate

the topological quantum number Q from Eq. (2.43). To this end, the operators ∂/∂x and

∂/∂y have to be transformed into polar coordinates, too. This is done by

∂n

∂x
= cos(ϕ)

∂n

∂ρ
− sin(ϕ)

ρ

∂n

∂ϕ
,

∂n

∂y
= sin(ϕ)

∂n

∂ρ
+

cos(ϕ)

ρ

∂n

∂ϕ
.

(2.46)

Applying these to the topological quantum number in Eq. (2.43), yields

Q =
1

4π

∫
n ·
(
∂n

∂ρ
× ∂n

∂ϕ

)
dρ dϕ. (2.47)

Here we immediately see that the form of Q does not depend on whether Cartesian or

polar coordinates are used (considering that one has to include the Jacobian determinant ρ

into the integral when using polar coordinates). From now on we use that Θ only depends

on ρ and Φ only depends on ϕ, so that

∂n

∂ρ
= Θ′(ρ)

∂n

∂Θ
,

∂n

∂ϕ
= m

∂n

∂Φ
.

(2.48)

This leads to the following expression for the topological charge number

Q =
m

4π

∫ ∞
0

∫ 2π

0
Θ′(ρ) sin [Θ(ρ)] dϕ dρ. (2.49)

Since the integrand does not depend on ϕ, the integration over ϕ results in a factor of 2π.

Substitute the integration over ρ to an integration over Θ(ρ) Eq. (2.49) becomes

Q =
m

2

∫ Θ(∞)

Θ(0)
sin(Θ) dΘ. (2.50)

Here we see that the magnetization direction of the Skyrmion, i.e., whether it goes from

Θ = π to Θ = 0 or vice versa, also determines the sign of Q. Assuming a ferromagnetic

ground state pointing in +z direction as background, i.e., Θ(∞) = 0, the Skyrmion center

has to point into the opposite direction, i.e., Θ(0) = π. The topological quantum num-

ber is calculated to Q = −m and, thus, Q = ∓1. By convention the Skyrmion has the

quantum number Q = −1 while the Anti-Skyrmion has Q = 1 [67]. There exists a variety

of objects with higher quantum numbers as |Q| > 1, like Skyrmion bags (or -sacks) or

Skyrmionium [74, 85], but they all fulfill Q ∈ Z.
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The ferromagnetic state, as well as other topological trivial states, have a quantum number

of Q = 0. Therefore, it is not possible to continuously transform a topological trivial state

into an (Anti-) Skyrmion or vice versa. Although this holds only in the theory of smooth

vector fields (in reality Skyrmion can be created and annihilated [see e.g. 86]), the change

of the topological quantum number in a real system comes with high energy (-density). It

means that, for instance, the decay of a non-stable Skyrmion leads to an energy density

which is highly concentrated on a small area in space [87]. Also creating Skyrmions is a

non-trivial task. One efficient ansatz, made by Stier et al., is to create pairs of Skyrmions

and Anti-Skyrmions with a spin polarized electric current [45]. These pairs have opposite

topological quantum numbers Q = ±1, so that the total quantum number Q = 1 − 1

of the originally topological trivial system would not change. Since the Anti-Skyrmions

are unstable in this system, which we will show next, they eventually decay, leaving only

Skyrmions on the lattice. Even such intuitive phenomena as the decaying of unstable

Anti-Skyrmions indicate that the topological protection alone is not valid in real systems.

This is due to the fact that the magnetization is, in reality, not a perfectly continuous

vector field. As mentioned in the introduction the stability of a Skyrmion is more an issue

of the energy.

Energy of a single skyrmion

In this part we investigate the energy of a single Skyrmion. Most of the properties of the

ferromagnetic Skyrmion we derive in this Section can be found in Ref. [65], which is one

of the fundamental works regarding magnetic Skyrmions. We consider the magnetization

as a continuous vector field n with an energy, taken from Eq. (2.37),

E =

∫ {
A(∇n)2 + EDMI −B0 · (n− z)−K(n2

z − 1)
}

d2r, (2.51)

where the energy of the homogeneous ferromagnetic state is already subtracted, so that

the classical ferromagnetic ground state yields EFM = 0. As explained previously, the

term EDMI refers to the DM energy density depending on whether we consider bulk DMI

or interfacial DMI (see Eq. (2.38)). As for the calculations of the topological quantum

number above, we consider the system in polar coordinates (ρ, ϕ) and assume a single

Skyrmion. Again, due to the explicit formulation of Φ the integral over ϕ can be solved,

while the integration over ρ has to persist. Following the typical convention that the

Skyrmion has a quantum number Q = −1 and m = 1 and, respectively the Anti-Skyrmion

Q = 1 and m = −1, the energy of an Anti-Skyrmion is

EASk =

∫ ∞
0

{
πJρ

[
Θ′(ρ)

]2
+
πJ sin2 [Θ(ρ)]

ρ

+ 4πρ sin2

[
Θ(ρ)

2

]
(B0 +K cos[Θ(ρ)] +K)

}
dρ.

(2.52)
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We see that it neither depends on the DMI3, nor on ϕ0. Although we do not know

the explicit form of Θ(ρ), it is possible to estimate the Anti-Skyrmion energy based on

boundary conditions. The center spin of the Skyrmion aligns in −z direction and it is,

thus, Θ(0) = π. Sufficiently far away from the Skyrmion the system is assumed to be

in the ferromagnetic ground state. Therefore we conclude Θ(ρ � R) = 0, where R

is the Skyrmion radius. Based on simulations (see Appendix A) or numerical solutions

of the condition in Eq. (2.45) (see Ref. [62]) we know that Θ(ρ) is monotonic and can,

thus, only take values between π and 0. Consequently, nearly each single term in Eq.

(2.52) is positive valued for 0 ≤ Θ ≤ π. The only exception is K cos[Θ(ρ)] which is

countered since it stands in the sum with K. Therefore, we conclude that the energy

of an Anti-Skyrmion is, independent of the parameter choice, larger than the energy of

the ferromagnetic homogeneous state. Next, we regard the Skyrmion energy considering

interfacial and bulk DMI, respectively, i.e.,

Eif = EASk − πD cos (ϕ0)

∫ ∞
0

{
2ρΘ′(ρ) + sin [2Θ(ρ)]

}
dρ, (2.53)

Eb = EASk + πD sin (ϕ0)

∫ ∞
0

{
2ρΘ′(ρ) + sin [2Θ(ρ)]

}
dρ. (2.54)

The energy of a Skyrmion can be viewed as an oscillation based on ϕ0 around the energy

of the Anti-Skyrmion. The weight (or amplitude) of the oscillation is proportional to

the DMI strength D and a constant which depends on the Skyrmion size and form. For

the following considerations the sign of the integral
∫∞

0 {2ρΘ′(ρ) + sin [2Θ(ρ)]}dρ plays a

crucial role. It can be estimated by the rough approximation that the Skyrmion angle Θ

goes linear from π to 0. The explicit form Θ(ρ) ≈ π(1 − ρ
2R), where R is the Skyrmion

radius, is sometimes called triangular Skyrmion and has the integration boundaries 0 and

R, see Refs. [66, 87]. By this we can conclude that the integrals in the Eqs. (2.53) and

(2.54) are negative, even though we do not know the explicit value. Thus, the energy

considering an interfacial DMI is minimized by ϕ0 = π, while the energy considering

a bulk DMI is minimal at ϕ0 = π/2. The direct consequence is that interfacial DMI

stabilizes Néel Skyrmions, ϕ0 = π, and bulk DMI stabilizes Bloch Skyrmions ϕ0 = π/2.

Regarding Eqs. (2.53) and (2.54) there should always be a ϕ0 with which the Skyrmion is

favored over the Anti-Skyrmion. However, this is only true for the energy contributions

considered here in addition with the restriction to what we call interfacial and bulk DMI.

If one considers materials with D2d symmetry, the DMI contributes to the energy of both,

Skyrmions and Anti-Skyrmions (see Ref. [66]). This can lead to a stabilization of Anti-

Skyrmions [88]. Furthermore, by including other energy contributions such as magnetic

dipolar interaction one can, theoretically and practically, stabilize Anti-Skyrmions [89, 90].

Nevertheless, in this thesis we explicitly consider only bulk and interfacial DMI leading to

Bloch- and Néel-type Skyrmions, respectively.

3We calculated the energies for bulk and interfacial DMI separately.
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Bloch- and Néel-type skyrmions

Previously it was shown that the topological property Q = ±1 is independent of the

parameter ϕ0. Thus, the topological protection holds equally for Skyrmions, m = 1, and

Anti-Skyrmions, m = −1, of the both types ϕ0 ∈ {π2 , π} considered here. A graphical

representation of these two Skyrmion types (with m = 1) is shown in Fig. 2.3, where

the arrows represent the vector field n and the color code indicates the z component of

the vector field. These two graphics illustrate the difference that a simple phase shift of

Figure 2.3.: Arrow representation of the vector field n of a Skyrmion. The color code
indicates the z component of the vector field. Left: Néel-type Skyrmion.
Right: Bloch-type Skyrmion.

Φ → Φ − π
2 in the Skyrmion yields. The arrow representations enable us to graphically

imagine the two Skyrmion types. However, to fully grasps the underlying symmetry of the

Skyrmion types it is convenient to express the impact of ϕ0 to the trigonometric forms

cos(ϕ+ ϕ0) = cos(ϕ) cos(ϕ0)− sin(ϕ) sin(ϕ0), (2.55)

sin(ϕ+ ϕ0) = sin(ϕ) cos(ϕ0) + cos(ϕ) sin(ϕ0). (2.56)

Since we only distinguish here between Néel- and Bloch-type Skyrmions, it is sufficient to

regard the two cases ϕ0 = π (Néel) and ϕ0 = π/2 (Bloch). A Néel-type Skyrmion can be

continuously transformed into a Bloch-type Skyrmion, without changing the topological

quantum number Q, by (
− cos(ϕ)

− sin(ϕ)

)
→

(
− sin(ϕ)

cos(ϕ)

)
. (2.57)

Thus, transforming a Néel- into a Bloch-type Skyrmion can be done by (x, y) → (y,−x)

(and vice versa via back transform (x, y)→ (−y, x)). Next, we consider the Anti-Skyrmion

of each type. Continuously transforming a Skyrmion into an Anti-Skyrmion is not possible

since it changes the topological quantum number Q = 1 → Q = −1 and, as explained

above, the topological quantum number can only be an integer number Q ∈ Z. The
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transformation from Skyrmion to Anti-Skyrmion yields for each case(
− cos(ϕ)

− sin(ϕ)

)
→

(
− cos(ϕ)

sin(ϕ)

)
and

(
− sin(ϕ)

cos(ϕ)

)
→

(
sin(ϕ)

cos(ϕ)

)
. (2.58)

The transformation from a Skyrmion to an Anti-Skyrmion is for the Néel Skyrmion

(x, y) → (x,−y) and for the Bloch Skyrmion (x, y) → (−x, y). The crucial difference

to the Néel↔ Bloch transformation here is that the sign of one component is changed but

not the component itself (x stays at x and y at y). This prevents a continuous transfor-

mation. Note that the Néel ↔ Bloch transformation is still the same for Anti-Skyrmions.

Similar to Fig. 2.3 the two Anti-Skyrmions are shown in Fig. 2.4. The pictures are taken

from a different perspective for a better visibility. In contrast to the Skyrmions in Fig.

2.3, the Anti-Skyrmions are equivalent on rotation in the x-y plane [see 67].

Figure 2.4.: Arrow representation of the vector field n of an Anti-Skyrmion. The color
code indicates the z component of the vector field. Left: Néel-type Anti-
Skyrmion. Right: Bloch-type Anti-Skyrmion.

2.5. Antiferromagnetic skyrmions

The focus of this thesis lies on antiferromagnetic Skyrmions. More precisely, antiferromag-

netic systems that can be separated into two ferromagnetic sublattices (bipartite antifer-

romagnets). Consequently, we can rely on the knowledge about ferromagnetic Skyrmions,

as discussed in this chapter, among other sources. For analytical calculations regarding

Skyrmions, we mostly consider the (sublattice-) magnetization as continuous vector fields.

We use an expression for the energy, inspired by Bogdanov et al. [31], where the choice

of parameters determines which explicit system, or material, is considered. The energy is
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given by [51]

W =

∫
d2r
{λ

2
ab+

A′

2

∑
µ∈{x,y}

[
(∂µa)2 + (∂µb)

2
]

+A
∑

µ∈{x,y}

[(∂µa) (∂µb)] +Da · (∇× b)

+
D′

2
[a · (∇× a) + b · (∇× b)]− K ′

2
(a2
z + b2z)

−Kazbz
}

(2.59)

where the homogeneous (λ) and inhomogeneous (A, A′) parts of the exchange interac-

tion are included, as well as the Dzyaloshinskii-Moriya interactions (D′ and D) and the

magnetocrystalline anisotropy (K ′ and K) in z-direction. The notation here is chosen in

such a way that the non-primed parameters denote the interaction between the two sublat-

tices, called inter-sublattice interaction, while the primed parameters mark the interactions

within each sublattice, the intra-sublattice interaction [51]. All parameters can be adapted

to model a specific system while the energy still fulfills the structure, e.g. symmetries, of

Eq. (2.59). In Chapter 4 and for the simulation (Appendix A) we particularly consider

a discrete lattice. In order to compare it to analytical calculations or other publications

which consider continuous vector fields, we have to translate the lattice perspective to the

a continuous vector field. In this thesis two specific models are considered for lattice rep-

resentation. In the Chapter 4 we consider a two-dimensional bipartite monolayer square

lattice for both, analytical calculations and simulations. In Chapter 3 the simulations are

done for two different models, one of which is the same as in Ch. 4, while the other is

a synthetic bilayer antiferromagnet. In contrast, the analytical calculations in Ch. 3 are

based on the universal expression for the energy, Eq. (2.59). Therefore, we will explain

these two explicit models.

Single layer antiferromagnetic square lattice

This particular system is a two-dimensional antiferromagnetic square lattice with equal

distance between each lattice points in x and y direction, called the lattice constant d. It

is based on the ferromagnetic lattice which is used in, e.g., Refs. [45, 91]. The essential

lattice Hamiltonian without further assumptions reads the same for ferromagnetic and

antiferromagnetic lattices

H = −J
2

∑
〈i,j〉

MiMj −D
∑
〈i,j〉

rij [Mi ×Mj ]−K
∑
i

(M z
i )2 , (2.60)

for bulk DMI and

H = −J
2

∑
〈i,j〉

MiMj −D
∑
〈i,j〉

(rij × z) [Mi ×Mj ]−K
∑
i

(M z
i )2 , (2.61)



26 2. Theoretical background

for interfacial DMI. HereMi denotes the classical magnetic moment on each lattice site and

rij is a position vector (yielding rij = −rji). It is convenient to eliminate the double sum

notation and express the Hamiltonian as a single sum over the lattice explicitly denoting

the nearest neighbors

H =− J

2

∑
i

Mi(Mi+x +Mi−x +Mi+y +Mi−y)

−D
∑
i

Mi ([Mi+x −Mi−x]× x+ [Mi+y −Mi−y]× y)

−K
∑
i

(M z
i )2 ,

(2.62)

for bulk DMI and

H =− J

2

∑
i

Mi(Mi+x +Mi−x +Mi+y +Mi−y)

−D
∑
i

Mi ([Mi+y −Mi−y]× x− [Mi+x −Mi−x]× y)

−K
∑
i

(M z
i )2 ,

(2.63)

for interfacial DMI. The assumption is that with a negative exchange constant J < 0 spins

on neighboring lattice sites would align roughly anti-parallel which leads to the rise of

two approximately anti-parallel sublattices A and B. These are ordered checkerboard-like.

For classical spins and neglecting the influence of the DMI the ground state of the (anti-)

ferromagnet is a homogeneous co-linear orientation in the direction of the easy axis (here

z direction) of all spins, as shown in Fig. 2.5. Any arbitrary stationary structure in the

Figure 2.5.: Arrow representation of the classical ground state in a ferromagnetic lattice
(left) and an antiferromagnetic lattice (right).

ferromagnetic lattice, such as a Skyrmion, can be precisely transformed to an analogous

structure in the antiferromagnetic lattice within this model by switching the sign of each

spin in one sublattice and changing the parameters from J → −J and D → −D. In detail,

the Hamiltonian in Eq. (2.60) consists of two nearest neighbor interaction terms and one
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on-site interaction term. The on-site interaction term only depends on the absolute value

of the z component of the magnetic moment. Thus, it is constant under a sign switch

of the z component. The two other terms consist of essentially products of Mi and its

neighbors Mi±x and Mi±y. Since two neighboring lattice sites are, per definition, from

different sublattices, changing the sign of one Mi → −Mi would only add a sign to the

interaction, e.g., Mi ·Mi±x → −Mi ·Mi±x. This sign can be countered by also changing

the sign of the parameter J → −J and D → −D. We also confirmed this by simulating

a stationary Skyrmion in both cases, ferromagnetic and antiferromagnetic. Consequently,

Skyrmion properties regarding the whole antiferromagnetic Skyrmion (not only a specific

sublattice) are calculated by multiplying each second spin by −1 and handling the AFM

Skyrmion as a ferromagnetic one.

In Chapter 3, we derive an analytical formalism where we consider the Skyrmion formed

by a continuous vector field n(x, y). Since we still use the lattice representation of the

Skyrmion in the simulation, both models should be comparable. In the following we derive

the approximation of the antiferromagnetic lattice by two effectively coupled continuous

sublattice vector fields A and B. For the sake of simplicity the concept will be explained

in a one-dimensional example and can, for the square lattice, easily be adapted to the

two-dimensional case assuming a one-dimensional arrangement of N lattice site spins Mi

which are labeled by increasing numbers from i = 0 to i = N − 1. We use the convention

that each lattice site denoted by an even number is of sublattice A and each odd labeled

lattice site is of sublattice B. So we ensure that a lattice site has only neighbors from the

respective other sublattice. Therefore, sublattice A consists of M0,M2,M4, ... while sub-

lattice B consists ofM1,M3,M5 and so on. Since we separated the lattice into sublattices,

we denote, as a convention, each spin from sublattice A as ai and each spin of sublattice B

as bi. By this we are able to express, for instance, the term Mi · (Mi+1 +Mi−1), assuming

i is in sublattice A, by ai · (bi+1 + bi−1). Note that using this convention, we can write

the Hamiltonian from Eq. (2.62) as

H =− J

2

∑
i∈A

ai(bi+x + bi−x + bi+y + bi−y)

− J

2

∑
i∈B

bi(ai+x + ai−x + ai+y + ai−y)

−D
∑
i∈A

ai ([bi+x − bi−x]× x+ [bi+y − bi−y]× y)

−D
∑
i∈B

bi ([ai+x − ai−x]× x+ [ai+y − ai−y]× y)

−K
∑
i∈A

(azi )
2 −K

∑
i∈B

(bzi )
2 ,

(2.64)

and the respective other DMI for the interfacial symmetry case. Next, we return to the

easier one-dimensional model for explanation. The same lattice indices for A and B allow
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us to keep track of the position. We note that odd lattice sites do not exist in the sublattice

A and even ones do not exist in B. Therefore, we will call those virtual lattice sites. For

instance, the vector bi for i ∈ A will be on such a virtual lattice site. However, since

the goal is to compare the discrete lattice model with the model of continuous vector

fields, we interpolate between two magnetic moments which are neighbored on the same

sublattice. This interpolation naturally also includes the virtual lattice sites4. By this we

still regard two different sublattices and interpolate over each sublattice separately. To do

so we transform the lattice site into a position information Mi →M(x) and introduce an

equal spacing, the lattice constant d. This means that the lattice sites Mi and Mi+1 have

a distance of d. Consequently, the distance between two lattice sites in one sublattice is 2d.

The approximation into a continuous vector field is usually done by the Taylor expansion

up to second order from a point between two lattice sites (see Ref. [87]). In our case this

point is the virtual lattice site for each sublattice, i.e.,

ai±1 ≈ a± d∂xa+
d2

2
∂2
xa, (2.65)

bj±1 ≈ b± d∂xb+
d2

2
∂2
xb, (2.66)

where i is in sublattice B and j is in sublattice A. In Fig. 2.6, this method is illustrated for

the purpose of visualization. In the left picture the one dimensional lattice is seen where the

lattice sites are represented by black dots and the arrows indicate the projection of the spins

onto the z axis. The arrows are color coded whether they belong to sublattice A (blue)

or B (green). The right picture shows the idea of how the continuum approximation is

applied in this case. The lattice was (only for visualization) separated into two sublattices

and the dotted circles represent the virtual lattice sites. Neighbored spins of the two

different sublattices are still connected which indicates the effective coupling between the

sublattice fields. The solid curves going over the arrowheads represent the continuous

vector field approximated by interpolating between the discrete sublattice sites. As one

can see in Eq. (2.65) the continuum approximation gets better the smaller the lattice

constant d is. This coincides with the intuition that a higher density of lattice sites in

a structure is closer to a continuous vector field. It is also a topic of recent studies [see

87]. For the purpose of calculating the energy, we have to transform the summation over

the lattice sites to an integral. Since we consider a two-dimensional lattice this is done by∑
i → (1/d2)

∫
dxdy. At this point it is important to note that whenever the summation is

only over one sublattice, e.g.,
∑

i∈A as in Eq. (2.64), it has to be considered in the integral.

Since only half the lattice sites is counted, it transforms into
∑

i∈A → (1/2d2)
∫

dxdy. This

4For example we have the spins b3 and b5 on a discrete lattice. The interpolation creates a vector for
each position between site 3 and 5. Thus b4 comes into existence.
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Figure 2.6.: Graphical representation of approximating the monolayer antiferromagnetic
lattice to two continuous sublattice vector fields. The arrows represent the
projection to the z component in order to keep the presentation simple for
the eye. Black dots indicate the lattice sites. Left: Antiferromagnetic lattice
without further assumptions. The different sublattices are of different color.
Right: Two sublattices separated yet still connected by the lattice architecture
(solid line). Full black dots indicate the actual lattice sites, while the hollow
dots are virtual lattice sites. The curves over the arrow heads are the smooth
interpolations azi → az(x) and bzi → bz(x).

is done similar for sublattice B. The energy from Eq. (2.64) then transforms to

H =− J

4d2

∫
4ab+ ad2(∂2

x + ∂2
y)b dxdy

− J

4d2

∫
4ba+ bd2(∂2

x + ∂2
y)a dxdy

− D

2d2

∫
a (2d∂xb× x+ 2d∂yb× y) dxdy

− D

2d2

∫
b (2d∂xa× x+ 2d∂ya× y) dxdy

− K

2d2

∫ (
a2
z + b2z

)
dxdy.

(2.67)

Integration by parts, for example
∫
a(∂2

xb) dxdy = −
∫

(∂xa)(∂xb) dxdy and
∫
a(∂xb ×

x) dxdy =
∫
b(∂xa× x) dxdy, allows us to symmetrize the energy to

H =

∫ {
− 2J

d2
ab+

J

2

∑
µ∈{x,y}

(∂xa)(∂xb)

+
2D

d
a · (∇× b)− K

2d2

(
a2
z + b2z

)}
dxdy.

(2.68)

In summary, this is the energy in the continuum approximation we consider for the two-

dimensional antiferromagnetic square lattice. Compared to the more universal AFM en-

ergy description inspired by Bogdanov et al. in Eq. (2.59) it turns out that both are
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identical if we chose the parameter such that: λ → −4J
d2 , A → J

2 , D → 2D
d , and K ′ → K

d2

as well as setting the parameter A′, D′, K to zero. A crucial parameter in this description

is the lattice constant d. Throughout this thesis the lattice constant d is essentially a unit

so that the results of this work can be compared to other theoretical models or experi-

ments. Other works, however, rely on the same continuum approximation and tune the

lattice constant d to show that the continuum description gets more realistic the lower d

is. For example in Ref. [87] the decay of a single FM Skyrmion is studied in dependence

of, among others, the lattice constant. It turns out that the smaller the lattice constant,

the slower a Skyrmion decays. This coincides with the fact that the topological protection

of a Skyrmion becomes more relevant the better a continuous vector field is resembled.

While the continuum model presented here, based on the two-dimensional square lattice,

yields promising results that align with numerical simulations (as discussed with examples

below in Chapter 3), the experimental observation of a Skyrmion in a single-layer antifer-

romagnet continues to remain elusive. Therefore, an additional system is regarded in this

thesis - the synthetic bilayer antiferromagnet.

Synthetic bilayer antiferromagnet

In principle, a synthetic antiferromagnet (SAF) consists of two, or an even number, of

ultrathin antiferromagnetically coupled ferromagnetic layers which are separated by a

nonmagnetic layer (spacer) [92]. The coupling of the layers are through a Ruderman-

Kittel-Kasuya-Yosida (RKKY)–type interlayer interaction [29, 93]. In this thesis, we focus

exclusively on two layers, referring to the system specifically as a bilayer antiferromagnet

to emphasize this distinction. Currently, research is being conducted on synthetic AFM

materials that can stabilize Skyrmions. In 2020 Legrand et al. showed that it is possible

to stabilize Skyrmions in a SAF at room temperature compensate of Pt/Co/Ru [29]. In

experiments the thickness of each material layer on the stack (especially the spacer) can

be varied in order to adapt the parameter. It was demonstrated by Van Tuong Pham

et al. that those AFM Skyrmions can be moved by an electric current with velocities

up to v = 900 m/s [94]. To visually illustrate the modeling of the synthetic bilayer

antiferromagnet in the simulations, the left image of Fig. 2.7 presents a three-dimensional

arrow representation of the two antiferromagnetically coupled sublattices. The right image

in this figure shows an exemplary material stack used in experiments. The depicted stack is

used in Ref. [29] and can host Skyrmions at room temperature. As a model, we consider the

synthetic bilayer AFM as two typical ferromagnetic layers which are antiferromagnetically

coupled. Following Ref. [28] we assume the interlayer coupling to be Heisenberg-like and

only acting between each two sublattice spins which are on the same lattice site i, while

the strength of the coupling is scaled by a parameter Jinter. Concretely, the Hamiltonian

is

H = HA +HB + Jinter

∑
i

SAi · SBi , (2.69)
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Figure 2.7.: Left: Arrow representation of the synthetic bilayer system as a model for the
simulations. Right: Scheme of the material stack for a SAF in experiments,
e.g. Ref. [29]. The arrows from the left picture are in the Cobalt layer.

where A and B denote the two sublattices. Regarding continuous vector fields we consider

two ferromagnetic Hamiltonians, like those of Eq. (2.37), for each sublattice, HA and HB,

and an additional Heisenberg-like coupling as in Eq.(2.69). The resulting energy density

is

H = HA +HB +
Jinter

d2
nA · nB (2.70)

where we scaled the interlayer coupling parameter with 1/d2 due to integration. This

model can be resembled with the universal AFM energy from Eq. (2.59) by identifying the

parameter λ = 2Jinter/d
2 as well as setting the parameter A, D and K to zero. Although

it is the easiest realization of an AFM system, it is the most promising when it comes to

comparison with experiments.
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3. Antiferromagnetic skyrmion dynamics by

sublattice displacement

Antiferromagnetic (AFM) Skyrmions attracted recently the focus of research. They can

be seen as a compound of two ferromagnetic sublattice Skyrmions whose Skyrmion Hall

effect cancels out when moving under the influence of an electric current. It has been

theoretically predicted that AFM Skyrmions appear in many kinds of systems [26, 28],

however, up to now they are experimentally detected only in synthetic AFM [29]. In

numerical simulations it was found that AFM Skyrmions, in contrast to their ferromag-

netic counterparts, exhibit an inertial mass and accelerate like classical massive particles

[26, 27, 32]. An often-cited advantage of AFM Skyrmions in technological applications

is the absence of a Skyrmion Hall effect (SHE) when driven by electric currents. It is

intuitively asserted that the SHE of both sublattice Skyrmions cancels each other out,

without addressing the underlying interactions between the two sublattice Skyrmions that

are driven in opposing directions. Rather, the issue of current-driven AFM Skyrmions is

often described in terms of staggered magnetization and magnetization dynamics. In this

context, it is assumed that the magnetization is very small and that the Skyrmion can

be effectively described by the staggered magnetization [27]. In this chapter we elucidate

the role of the two sublattices and, in particular, their displacement in relation to the

dynamics and the generation of the Skyrmion mass.

3.1. Skyrmion equation of motion

In 1972 A. A. Thiele derived an equation of forces which governs the steady-state motion of

magnetic bubble domains [50]. A brief overview of the Thiele equation is found in Chapter

2. Since this topic is crucial for understanding the AFM Skyrmion dynamics induced by

sublattice displacement, govern in this chapter, we will revisit Thiele’s approach here with

more detail. The main, and strong, approximation made by Thiele is to view the domain

(for us: the Skyrmion) as a localized rigid structure without internal excitations. By this,

the coordinates of the magnetic vector field can be simplified to the form of the magnetic

structure and its position Mi = Mi(xj − Xj) [50]. While Thiele explicitly mentioned a

steady-state motion in the original work Mi = Mi(xj − vjt) [50], we assume an arbitrary

time dependence for the position of the Skyrmion. Due to this we, strictly speaking,

use a collective coordinate approach where we assume that the time dependence of the

whole system can be described by a set of collective coordinates [95, 96]; which is an
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appropriate method for antiferromagnetic systems [97]. In principle, the time evolution

of any magnetic structure can approximately be described by a set of N time-dependent

collective coordinates based on the desired topic of study. For instance, if one wants to

describe the shrinking of a single Skyrmion, the radius and helicity would be a promising

choice of collective coordinates while the Skyrmion position does not yield any additional

insights (since the Skyrmion is stationary in this case) (cf. [87]). Intuitively, the more

collective coordinates one chooses, the more degrees of freedom are allowed in the system

which consequently leads to a better approximation. Nevertheless, in this chapter we use

only the Skyrmion position as collective coordinates, n(r, t) = n(r −R(t)), leading to a

generalized Thiele equation [95, 96]. This has the consequence that the time derivative

of the magnetization is given by the velocity of the rigid structure as well as by a spatial

derivative

∂tn = −(v ·∇)n. (3.1)

This is so because the structure is rigid and, thus, not time-dependent while the time

derivative of the position is the velocity of the structure. The spatial derivative of the

vector field is due to the chain rule of the derivative. We note that other literature, e.g. Ref.

[97], describes antiferromagnetic dynamics in terms of the magnetization m = (a + b)/2

and the staggered magnetization l = (a+b)/2 which leads to second-order time derivatives

in the given order parameters. They conclude that the collective coordinate approach leads

to ∂2
tm = ẍ∂xm+O(ẋ2), where the quadratic order terms O(ẋ2) can be neglected [27, 97].

In contrast, in this thesis we stay in the sublattice picture so that the calculations are based

on the Landau-Lifshitz-Gilbert (-Slonczewski) equation which contains only the first-order

time derivative. Applying Eq. (3.1) in the equation of motion (2.11) yields

− (v ·∇)n = −γn×Heff − αn× (v ·∇)n+ (j ·∇)n− βn× [(j ·∇)n] . (3.2)

It is convenient to simplify this equation by combining terms of the same structure. Equa-

tion (3.2) then becomes

− [(v + j) ·∇]n+ γn×Heff + n× [(αv + βj) ·∇]n = 0. (3.3)

Next, we multiply the vector field n via vector product from the right-hand side to Eq.

(3.3). We use the fact that (a× b)× c = (a · c)b− (b · c)a as well as n · n = 1 and that

any derivative of the vector field is perpendicular to the vector field, i.e., (∂in) · n = 0.

This leads to

− [(v + j) ·∇]n× n+ γHeff − γ (n ·Heff)n+ [(αv + βj) ·∇]n = 0. (3.4)

As a last step we scalar multiply the equation by ∂µ and integrate over the whole two-

dimensional space. The derivative coordinate µ we use here represents either x or y.

Therefore, both cases must be considered separately for the calculations in the following.



3.1. Skyrmion equation of motion 35

For this last step it is convenient to use component-wise notation. Equation (3.4) finally

becomes

−
∑
i

(vi + ji)

∫
[(∂in)× n] · (∂µn) d2r + γ

∫
Heff · (∂µn) d2r

+
∑
i

(αvi + βji)

∫
(∂in) · (∂µn) d2r = 0.

(3.5)

By these few steps we, essentially, derived the Thiele equation. To understand Eq. (3.5)

in a physical sense, we re-order the terms and write it in vector notation. In addition, we

consider the vector field to form a rigid Skyrmion so that we can use the typical Skyrmion

structure (see Sec. 2.4) to calculate the integrals. For the first integral in Eq. (3.5) it leads

to ∫
[(∂in)× n] · (∂µn) d2r = εµiQ, (3.6)

with the anti-symmetric tensor εµi = −εiµ = −1 and the topological quantum number

Q as known from, e.g., Eq. (2.43). The other integral can be estimated using Skyrmion

properties and yields ∫
(∂in) · (∂µn) d2r = δµ,iD. (3.7)

It vanishes for µ 6= i and is called the dissipation parameter D [see 71]. The resulting

equation can, thus, be written as

G× v + αDv + Fint = Fext, (3.8)

with the gyrocouplingG = 4πQz [see 98], the previously mentioned dissipation strength D
and the Skyrmion velocity v. Equation (3.8) is our interpretation of the Thiele equation,

which can be found in various publications (e.g., Refs. [50, 52, 67, 71, 98]). In this chapter

we only consider the spin-polarized electric current as an external driving source, so that

the external force is created by the current and reads

Fext = −G× j − βDj. (3.9)

The force Fint represents the internal force of the system and its components are due to

the choice of µ,

Fint = γ
∑
µ=x,y

∫
Heff · (∂µn) d2r eµ. (3.10)

This internal force would, in general, account for inner modes, deformation of the Skyrmion

or coupling with excitations such as magnons. For rigid ferromagnetic Skyrmions, however,

this force vanishes. It will play a role later when we consider antiferromagnetic Skyrmions.

Therefore, in the rigid Skyrmion approximation ferromagnetic Skyrmions only move when

an external force, for instance in the form of an electric current, is applied and stops

moving when the external force is switched off. Because of this it is commonly assumed

that ferromagnetic Skyrmions are mass-less [67]. We note that the vanishing mass of
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a ferromagnetic Skyrmion is a controversial topic. While Komineas and Papanicolaou

showed, using the topological charge density, that a ferromagnetic Skyrmion exhibits no

mass [82], experiments suggest that Skyrmions exhibits a finite mass when excited [99]. In

Ref. [100], the authors introduced the Skyrmion mass as a phenomenological term in the

Thiele equation to account for deviations observed between the equation and their simula-

tion results. They conclude that a Skyrmion bubble behaves as a massive object where the

mass is accounted to small dynamical deformations of the Skyrmion bubble. Furthermore

in Ref. [101] the authors have identified a dynamical mass for the ferromagnetic Skyrmion

in motion by taking into account a direct coupling between Skyrmion motion and the cor-

respondingly excited magnon. In this thesis, however, we approximate the Skyrmion as a

rigid quasi-particle and neglect all inner modes and deformations so that we can assume

a vanishing mass for ferromagnetic Skyrmions. Since we here only investigate traveling

Skyrmions, it is valid to consider the ferromagnetic Skyrmion to be mass-less (cf. Ref.

[102]).

In this thesis, we study Skyrmions formed in an antiferromagnetic system. Since we are

focusing on antiferromagnets that can be separated into two ferromagnetic sublattices, it

is reasonable to assume that a separate Thiele equation can be derived for each sublattice.

Therefore, we consider two equations of the form of Eq. (3.8) assuming a common Gilbert

damping parameter α [103]. The sublattice Thiele equations are

GA × vA + αDAvA + FA
int = FA

ext,

GB × vB + αDBvB + FB
int = FB

ext,
(3.11)

where the superscript denotes the sublattice. The vector fields of both sublattices are

considered to form a typical Skyrmion each. As explained in Sec. 2.5, the sublattice con-

stituents of the AFM Skyrmion are, in the continuum approach, two identical anti-parallel

FM sublattice Skyrmions. Therefore we assume, for the rigid Skyrmion approximation,

two identical anti-parallel sublattice Skyrmions in the Thiele equations of Eq. (3.11). By

this, it is possible to identify the relations GA = −GB, because QA = −QB (see Sec.

2.4), and DA = DB. For studying the inner mechanics of antiferromagnetic Skyrmion

dynamics, we consider no external driving force (we will return to this below) and regard

sublattice A as reference, i.e., Q = QA. The sublattice Skyrmion Thiele equation becomes

G× vA + αDvA + FA
int = 0,

−G× vB + αDvB + FB
int = 0.

(3.12)

As one can see here, the internal force in the sublattices F
(A/B)
int plays a crucial role for AFM

Skyrmion dynamics. To investigate this force further, the energy of the antiferromagnetic

system must be regarded. The energy considered in this chapter is inspired by Ref. [31]. It

is expressed in terms of the continuous vector fields a and b of the two different sublattices
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A and B, assuming unit length for both. This energy is a universal description and covers,

depending on the choice of parameters, various kinds of antiferromagnetic systems. More

details can be found in Sec. 2.5. The energy term reads

W =

∫
d2r
{λ

2
ab+

A′

2

∑
µ∈{x,y}

[
(∂µa)2 + (∂µb)

2
]

+A
∑

µ∈{x,y}

[(∂µa) (∂µb)] +Da · (∇× b)

+
D′

2
[a · (∇× a) + b · (∇× b)]− K ′

2
(a2
z + b2z)

−Kazbz
}
.

(3.13)

The energy exhibits a specific structure. It consists of terms which are pair-wise coupled

vector fields. These terms separate into pairs of the same sublattice, which we call intra-

sublattice terms, and pairs of different sublattices which we call inter-sublattice terms. The

former are of the same structure as the energy of a ferromagnet and thus could be denoted

as WFM[a,a] and WFM[b, b]. For those1 it is obvious that commuting the entries does

not alter the energy. The inter-sublattice terms can be interpreted as effective coupling

between the sublattices. Therefore, we will denote them as antiferromagnetic coupling

terms Wc[a, b]. In Sec. 2.5 it is mentioned that the energy of Eq. (3.13) is invariant under

sublattice exchange. Consequently, the coupling energy does not alter when commuting

the sublattices Wc[a, b] = Wc[b,a]. The total energy, Eq. (3.13), consists of those three

parts and can be written as

W = WFM[a,a] +WFM[b, b] +Wc[a, b]. (3.14)

This convention is shown here to illustrate the separation of energy into intra- and inter-

sublattice terms. Additionally, it is employed in Ref. [51] to demonstrate the universality

of the formalism of sublattice Skyrmion displacement, whereby the energy can be adapted

as long as it fulfills certain conditions. Nevertheless, in this chapter, we will adhere to the

notation of the effective field with an explicit energy given in Eq. (3.13). We assume that

the effective field acting on one sublattice can be calculated using the energy, as it is done

in the ferromagnetic case [51], according to Eq. (2.36). Setting ~ = 1 and considering the

lattice constant only as a unit, i.e., d = 1, the effective fields for the respective sublattices

are, denoted by a superscript,

HA
eff = −1

γ

∂W

∂a
,

HB
eff = −1

γ

∂W

∂b
.

(3.15)

1This notation includes all terms related to the vector field, such as az and ∂µa.
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Regarding the energy from Eq. (3.13), the explicit expressions for the effective fields cal-

culate to

γHA
eff =− λ

2
b+A∇2b−D(∇× b) +Kbzz

+A′∇2a−D′(∇× a) +K ′azz,

γHB
eff =− λ

2
a+A∇2a−D(∇× a) +Kazz

+A′∇2b−D′(∇× b) +K ′bzz.

(3.16)

As a consequence of the structure of the energy, the effective fields is the sum of two types

of terms. One type will be called the intra-sublattice field [51] since it consists only of

terms from the same sublattice. It includes all terms regarding the vector field a in HA
eff

and the same for sublattice B. The other type is the inter-sublattice field [51]. This type

only consists of terms stemming from the respective other sublattice, i.e., terms of b in

HA
eff. That means concretely for, e.g., sublattice A

γHA
inter = −λ

2
b+A∇2b−D(∇× b) +Kbzz,

γHA
intra = A′∇2a−D′(∇× a) +K ′azz.

(3.17)

The internal forces, see Eq. (3.10), are thus calculated by

FA
int = γ

∑
µ=x,y

∫
(∂µa) ·

(
HA

intra +HA
inter

)
d2r eµ,

FB
int = γ

∑
µ=x,y

∫
(∂µb) ·

(
HB

intra +HB
inter

)
d2r eµ.

(3.18)

As it was mentioned previously and also shown in the Appendix B, a rigid FM Skyrmion

does not exhibit an internal force. Since the intra-sublattice fields are essentially the inner

ferromagnetic sublattice interaction, the terms
∫

(∂µa) ·HA
intra d2r and

∫
(∂µb) ·HB

intra d2r

vanish. This leaves only the inter-sublattice effective field coupled with (∂µa) or (∂µb),

respectively. Since the inter-sublattice field only depends on the respective other sublattice,

the internal force consists of pairs of two sublattice fields. Considering explicitly the

effective fields from Eq. (3.16), the force reads

FA
int =

∑
µ

∫
(∂µa) ·

(
−λ

2
b+A∇2b−D(∇× b) +Kbzz

)
d2r eµ,

FB
int =

∑
µ

∫
(∂µb) ·

(
−λ

2
a+A∇2a−D(∇× a) +Kazz

)
d2r eµ.

(3.19)

Integrating by parts one can show that FA
int = −FB

int. This result shows that one sublattice

Skyrmion applies a force on the respective other sublattice Skyrmion. It also confirms the

intuition that in a system of two effectively coupled sublattice skyrmions, the principle

of actio est reactio still holds. While this principle for AFM Skyrmions is derived in this



3.2. Introducing sublattice skyrmion displacement 39

thesis, in Ref. [104], it serves as a fundamental assumption for addressing Skyrmion motion

in a bilayer synthetic antiferromagnet. Again, using sublattice A as reference, we will use

the convention Fint = FA
int, so that Eq. (3.12) then becomes

G× vA + αDvA + Fint = 0,

−G× vB + αDvB − Fint = 0.
(3.20)

In the non-damped case (α = 0) one can immediately see that the velocities of the two

sublattice Skyrmions are equal vA = vB and perpendicular to the internal force v ⊥ Fint.

To investigate this further, especially for realistic scenarios, we focus on the interaction

between the two sublattice Skyrmions.

3.2. Introducing sublattice skyrmion displacement

In this Section, we show that the taking the relative position of the two sublattice Skyrmions

into account, leads to exciting results regarding the dynamics of the antiferromagnetic

Skyrmion. We assume that a small displacement δ = (δx, δy) between the sublattice

Skyrmions creates the internal force Fint. Displacing the sublattice constituents would, in

reality, deform the Skyrmion. However, we treat each sublattice Skyrmion as rigid and

maintain the typical FM Skyrmion form. Therefore, it is important to note that this is only

an approximation. By assuming small displacements between the sublattice Skyrmions we

can express a in terms of b and vice versa via Taylor expansion. Considering δ as the

displacement of B relative to A, it is also valid to consider −δ as displacement of A relative

to B. This yields

a(r) ≈ −b+
∑

µ∈{x,y}

δµ(∂µb)−
1

2

∑
µ,ν

δµδν(∂µ∂νb),

b(r) ≈ −a−
∑

µ∈{x,y}

δµ(∂µa)− 1

2

∑
µ,ν

δµδν(∂µ∂νa).

(3.21)

These approximations enable us to determine the integrals where two different sublattice

vector fields are coupled. The internal force, for instance, consists of terms which contain

pairs of a and b, see Eq. (3.19). Plugging the approximation Eq. (3.21) into this, it only

depends on a single sublattice vector field. Since each sublattice vector field forms a FM

Skyrmion, we can use the Skyrmion properties shown in Sec. 2.4 to estimate the force.

The force FA
int can be calculated as

FA
int = γ

∑
i=x,y

∫
HA

inter · ∂i

(
−b+

∑
µ=x,y

δµ(∂µb)−
1

2

∑
µ,ν

δµδν(∂µ∂νb)

)
d2r ei, (3.22)

whereHA
inter only consists of terms concerning b. The explicit calculation of the integrals is

outsourced to the Appendix B. There it is shown that the first and the third term vanish,
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i.e., ∫
HA

inter · ∂ib d2r = 0 and

∫
HA

inter · ∂i∂µ∂µb d2r = 0. (3.23)

Furthermore, it is shown that the second term vanishes if i 6= µ, but shows equal results

independent whether i is x or y as long as i = µ. Therefore, we define a parameter Λ

which absorbs the integral in such a form that

γ

∫
HA

inter · ∂i∂µb d2r = δi,µΛ, (3.24)

where δi,µ is the Kronecker delta. Consequently, the internal force amounts to

FA
int = δΛ, (3.25)

where Λ ∈ R is a constant depending on the Skyrmion structure and system parameters.

Regarding Eq. (3.20) the sublattice Thiele equations now become

G× vA + αDvA + δΛ = 0

−G× vB + αDvB − δΛ = 0.
(3.26)

Assuming that the sublattice Skyrmions are initially displaced by δ0 as a result of a

previous acceleration in a damping-free system (α = 0), we can conclude that the Skyrmion

velocity is

v = z × Λ

4πQ
δ0. (3.27)

Since the Skyrmion velocity is perpendicular to the displacement, the system is not able

to alter the distance between the sublattice Skyrmions. Thus, the AFM Skyrmion travels

with a constant velocity [51]. That means in a non-damped system an AFM Skyrmion

remains in a steady motion once accelerated. Next, we consider an initially accelerated

Skyrmion in a more realistic setting, namely with non-vanishing damping α > 0. Equation

(3.26) can then be re-written to

G× (vA − vB) + αD(vA + vB) = 0,

G× (vA + vB) + αD(vA − vB) + 2δΛ = 0.
(3.28)

Here it is convenient to use center-of-mass (c. o. m.) coordinates. The resulting velocity

of the system v = (vA+vB)/2 is the real velocity of the AFM Skyrmion, while the relative

velocity can be seen as the change of displacement in time ∂tδ = vA−vB. Applying these

considerations, Eq. (3.28) can be re-written as

G× ∂tδ + 2αDv = 0,

(4πQ)2

αD
∂tδ + αD∂tδ + 2Λδ = 0,

(3.29)
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where we used that the gyro-coupling vector is perpendicular to each possible displacement

in the lattice since it points in z direction, G ⊥ ∂tδ. The second line of Eq. (3.29) is an

ordinary differential equation (ODE) which can be easily solved considering an initial

displacement δ0. Additionally, using that we only consider Skyrmions of quantum number

Q = ±1 the ODE is solved by

δ(t) = δ0 exp

(
− 2αDΛ

16π2 + α2D2
t

)
. (3.30)

In the sense of the Landau-Lifshitz-Gilbert equation it is common to assume the damping

parameter α small. Therefore, we will assume 16π2 � α2D2 and neglect the quadratic

order damping. The AFM Skyrmion velocity in dependence of the time, calculated from

the first line of Eq. (3.29), is

v(t) = z × Λ

4πQ
δ0 exp

(
−αDΛ

8π2
t

)
, (3.31)

where we consider Q = ±1. One can see that the initial Skyrmion velocity v0 = z× Λ
4πQδ0

can be identified using Eq. (3.27). Furthermore, Equation (3.31) is precisely the solution

of the equation of motion of a damped classical particle mẍ + Γẋ = 0 with an initial

velocity v0 [51]. By this we can identify the ratio of mass and damping to Γ
m = αDΛ

8π2 . The

mass and damping can not be determined separately using only this equation of motion,

leaving the definition of the mass term ambiguous. However, Ref. [104] suggests2 that the

mass of an antiferromagnetic Skyrmion is

m =
16π2

Λ
. (3.32)

Consequently, the damping can be identified with Γ = 2αD and is proportional to the

Gilbert damping. To summarize, by assuming a slightly displaced rigid sublattice Skyrmion

we are able to show that the antiferromagnetic Skyrmion, which is a localized deformation

of the magnetic vector field, precisely moves as a classical particle with a finite mass m

and damping Γ. The dynamics are only based on the LLG equation, which describe the

precession of a vector around an effective field and the classical damping Γ is connected

to the Gilbert damping α.

Influence on the energy

An intriguing question is how the displacement of the two sublattice Skyrmions influences

the energy. To answer this it is convenient to write the energy in Eq. (3.13) in terms of

vector fields and their respective effective fields. With Eqs. (3.16) and (3.17) the energy

2Indeed, if one identifies the displacement with the velocity, the first line of Eq. (3.29) looks essentially
as the classical particle equation of motion with damping 2αD.
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can be written as

W = −γ
∫

d2r

(
1

2
a ·HA

intra +
1

2
b ·HB

intra + a ·HA
inter

)
. (3.33)

The first two terms in the integral only consists of terms of the same sublattice. Since the

energy excitation is only due to the displacement between the sublattice Skyrmions (while

the Skyrmions itself remain rigid), it does not affect the energy of a single sublattice.

Thus, the first two terms are the energy of a stationary FM Skyrmion W 0
FM. That means

only the third term3 is of interest. Applying the Taylor expansion from Eq. (3.21) to this

term yields

∫
a ·HA

inter d2r ≈
∫ −b+

∑
µ∈{x,y}

δµ(∂µb)−
1

2

∑
µ,ν

δµδν(∂µ∂νb)

 ·HA
inter d2r. (3.34)

The first term is the coupling of vector field b with the inter-sublattice effective field

acting on sublattice A. This is simply the coupling energy of a stationary AFM Skyrmion

since the two sublattice vector fields are perfectly anti-parallel in a resting AFM Skyrmion

without external influence. Regarding Eq. (3.23), the second term in Eq. (3.34) vanishes.

By this, the energy becomes

W = W 0
FM +W 0

FM +W 0
c + γ

∫
1

2

∑
µ,ν

δµδν(∂µ∂νb) ·HA
inter d2r. (3.35)

The first three terms add to the energy of a resting AFM Skyrmion, which we consider

in this scenario as the ground state energy W 0
AFM. The last term can be expressed by

utilizing Eq. (3.24) which introduces the parameter Λ as it is used for the internal force.

Viewing the displacement as a vector δ, the energy can be written as

W = W 0
AFM +

1

2
Λ|δ|2. (3.36)

It appears that the sublattice Skyrmion displacement creates a harmonic potential in the

energy. That the sublattice Skyrmions are effectively coupled by a harmonic potential was

only found recently [51, 104] and reminds of the potential energy of a linear spring with the

spring constant Λ. Furthermore, by calculating the force one sublattice Skyrmion exerts

onto the other assuming their coupling via the potential F = −∂W/∂δ, it turns out that it

is exactly the internal force from Eq. (3.25). Even though it seems trivial on the first glance,

the force in Eq. (3.25) was identified by using Thiele’s approach to the LLG equation while

the very same force is the result of assuming two sublattice Skyrmions classically coupled

by the previously derived potential. However, looking at the Skyrmion dynamics there is a

fundamental difference to the dynamics of a harmonic oscillator. Due to the gyro-coupling,

3The choice of writing the energy as in Eq. (3.33) is convenient for the calculations. Due to symmetry
it is also possible to write it in a symmetric form W = −γ

∫ (
1
2
a ·HA

eff + 1
2
b ·HB

eff

)
d2r, where it becomes

more clear how the energy is constructed.
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see Eq. (3.26), the Skyrmion velocity is perpendicular to the acting force. That means the

resulting Skyrmion motion is perpendicular to the displacement, so that the gap between

the sublattice Skyrmions is not closed. Consequently, the displacement induces a constant

velocity. If we relate the displacement with the Skyrmion velocity as in Eq. (3.27) and use

the effective mass of the Skyrmion from Eq. (3.32), the energy from Eq. (3.36) yields

W = W 0
AFM +

1

2
m|v|2. (3.37)

Therefore, the excitation energy can be seen as the kinetic energy of the antiferromag-

netic Skyrmion. This is yet another result showing how precisely the antiferromagnetic

Skyrmion fits into the analogy of a classical particle.

3.3. Applying external electric current

A typical way of driving Skyrmions, both ferromagnetic [21] and antiferromagnetic [27]

ones, is to apply spin polarized current. The possibility to move Skyrmions by electric

current is a main argument for their technological relevance [105]. In contrast to the

description of current driven antiferromagnetic structures in the sense of Néel- and mag-

netization vectors [27, 106], in this thesis we explicitly study the sublattice kinetics leading

to the current-driven Skyrmion motion. To this end, we assume an effective spin-polarized

current applied on each sublattice [103]. Without loss of generality regarding the physical

realization, we assume the presence of independent currents jA and jB. This assumption

is based on the structure of the equation of motion and will be further discussed later.

Consequently, each sublattice experiences an external force FA
ext and FB

ext, respectively, in

accordance with Eq. (3.9). The coupled Thiele equations for the sublattice Skyrmions, see

Eq. (3.26), become

G× vA + αDvA + δΛ = −G× jA − βDjA,

−G× vB + αDvB − δΛ = G× jB − βDjB,
(3.38)

where ∓G×j(A/B)−βDj(A/B) = F
(A/B)
extern is the external force applied to the corresponding

sublattice created by the electric current. Regarding only one sublattice one can see that

the external force, created by the electric current j, consists of two parts. One of them

is perpendicular to that current direction, G× j, and the other is parallel to the current

direction and scales with the non-adiabatic parameter β. This leads to the Skyrmion Hall

effect for ferromagnetic current-driven Skyrmions which is well-studied in the theoretical

framework (see, e.g., [21]) as well as in experiments (see, e.g., [53]). Note that the external

forces can, in principle, also be created by other external sources (e.g., spin waves, magnetic

fields, geometric confinements).

Next, we define two effective electric currents j+ := jA + jB and j− := jA − jB which

describe the two sublattice currents in an efficient way. Note that with the introduction
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of j−, we explicitly choose sublattice A as a reference. Using these effective currents Eq.

(3.38) can be transformed to

G× ∂tδ + 2αDv = F+
extern,

2G× v + αD∂tδ + 2Λδ = F−extern,
(3.39)

with the effective external forces

F+
extern = −G× j− − βDj+,

F−extern = −G× j+ − βDj−.
(3.40)

In order to get the time dependent behavior of the displacement δ, we plug v = (−G ×
∂tδ+F+

extern)/(2αD), derived from the first line of Eq. (3.39), into the second line. By this,

we derive the inhomogeneous differential equation for δ, similar to Eq. (3.29), yielding

16π2

αD
∂tδ + 2Λδ = F−extern +

1

αD
F+

extern ×G. (3.41)

We assume constant external forces which act on an initially resting Skyrmion, i.e., the

initial displacement is zero δ(t = 0) = 0. Furthermore, we define an effective displacement

force F̃ , so that the ODE can be solved by

δ(t) =
1

2Λ
F̃

(
exp

[
−ΛαD

8π2
t

]
− 1

)
,

F̃ = F−extern +
1

αD
F+

extern ×G.
(3.42)

At this point it is instructive to consider the implications of Eq. (3.42). This equation

not only describes the time-dependent behavior of the sublattice Skyrmion displacement,

but also plays an important role for understanding the underlying Skyrmion mechanics

in our analysis. For the sake of simplicity we start with the assumptions of a vanishing

damping α = 0. To satisfy this assumption we have to apply the limit α → 0 to Eq.

(3.42). Doing so leads to a displacement δ(t) = t
16π2G × F+

extern which is independent

on F−extern. To support the subsequent discussion, Fig. 3.1 presents a sketch of the two

sublattice Skyrmions, highlighting the acting forces and their resulting velocities. The

displacement δ is displayed in a highly exaggerated manner to enhance visibility and the

sketch also depicts the case of a vanishing damping α = 0. The left picture shows the case

where the two sublattice forces act in the same direction with equal intensity. Therefore,

it depicts the case F+
extern 6= 0 and F−extern = 0. The force F+

extern is the total force of the

sublattice forces acting on each sublattice. However, due to the gyro-coupling, G × v,

the resulting Skyrmion motion is rotated by 90 degrees around the z axis, see Eq. (3.8).

Since the gyro-coupling vector of sublattice A is in the opposite direction of sublattice

B, GA = −GB, the resulting Skyrmion motion in sublattice A is rotated in the other

direction than the motion in sublattice B. Consequently, the resulting Skyrmion motion of
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Figure 3.1.: Sketch of the two sublattice Skyrmions (blue filled circles), highlighting the
acting forces (green arrows) and their resulting velocities (orange arrows). The
displacement δ is exaggerated for clarity, emphasizing the distance between
the two filled circles. In reality, the sublattice Skyrmions are expected to
largely overlap. Shown are the two cases discussed in the main text.
Left: Only aligning sublattice forces, i.e. F+

extern 6= 0 while F−extern = 0 are
considered. Right: Only counter-acting forces, i.e. F+

extern = 0 and F−extern 6= 0
are considered.

the sublattice Skyrmion A is in the opposite direction of the resulting motion of sublattice

Skyrmion B while both are perpendicular to the effective force F+
extern. Thus, the system of

both sublattice Skyrmions (i.e. the AFM Skyrmion) exhibits no net motion resulting from

the sublattice Skyrmion motion. However, the two sublattice Skyrmions are displaced,

denoted as δ, perpendicular to the total force F+
extern. In contrast, as shown in the right

sketch of Fig. 3.1, there is no displacement of the sublattice Skyrmions when the sublattice

forces acts in opposite directions (meaning F+
extern = 0 and F−extern 6= 0). Therefore, the

displacement δ does not depend on F−extern in the case of vanishing damping α = 0.

However, it is important to emphasize that the force F−extern induces a common motion of

the two sublattice Skyrmions. Consequently, the entire system, i.e., the AFM Skyrmion,

exhibits a net motion that resembles the motion of a ferromagnetic Skyrmion. The fact

that in Eq. (3.42) the displacement force F̃ also consists of F−extern is only due to non-

vanishing damping α > 0. This shows that the AFM Skyrmion acceleration impacts the

sublattice Skyrmion displacement and vice versa.

Returning to the derivation, we use the explicit time resolved equation for the displacement

Eq. (3.42) in Eq. (3.39). This yields the AFM Skyrmion velocity

v(t) =
1

2αD

(
1− exp

[
−ΛαD

8π2
t

])
F+

extern −
Q

8π
exp

[
−ΛαD

8π2
t

]
F−extern × z. (3.43)

This equation describes the resulting velocity of the AFM Skyrmion driven by external

forces. Components of the sublattice forces aligned in the same direction,
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F+
extern = FA

extern + FB
extern, drive the Skyrmion in that direction, while those in opposing

directions, F−extern = FA
extern − FB

extern, induce perpendicular motion. Regarding opposing

sublattice forces (F+
extern = 0) we previously showed that the two sublattice Skyrmions

move in the same direction, perpendicular to the force, in the manner of mass-less ferro-

magnetic Skyrmions. In addition, we showed that the displacement of the two sublattice

Skyrmions is only affected by F−extern in the case of non-vanishing damping. This behavior

is visible in Eq. (3.43). The velocity of the AFM Skyrmion is determined by the net motion

of its ferromagnetic constituents damped over time. This damping scales with the Gilbert

damping α and is connected to the fact that a displacement δ is induced by F−extern, see Eq.

(3.42). Although F−extern induces a Skyrmion motion and, in the case of finite damping,

Skyrmion displacement, it is connected to the typical FM Skyrmion motion and solely

its damping is an outcome of the sublattice Skyrmion displacement mechanism4. There-

fore, when we focus exclusively on the displacement of the sublattice Skyrmions as the sole

source of motion, only the force F+
extern acts as driving force for the AFM Skyrmion. While

for the FM Skyrmion the gyro-coupling rotates the resulting motion 90 degree w.r.t. the

force, this effect is countered by the sublattice displacement creating a motion which is,

again, rotated by 90 degrees to the displacement. This has the consequence that the AFM

Skyrmion is accelerated into the direction of the force F+
extern. Revisiting the classical

particle picture, the velocity, Eq. (3.43), fulfills the equation of motion of an externally

driven particle, mẍ + Γẋ = F , with a mass m = 16π2/Λ, Γ = 2αD (as assumed above)

and an external driving force F = F+
extern.

With a comprehensive understanding of the fundamental mechanisms established, we can

now return to the scenario involving current-driven antiferromagnetic Skyrmions. To do

so, we substitute the general formulation of the external forces F+
extern and F−extern with the

explicit formulation using the effective electric sublattice currents according to Eq. (3.40).

Applying this to the calculation of the Skyrmion velocity in Eq. (3.43) leads to the time

dependent velocity of an antiferromagnetic Skyrmion driven by an electric current in the

form of

v(t) =

[
4π

Γ

(
exp

[
− Γ

m
t

]
− 1

)]
z × j− − 1

2
j+

(
β

α
+

(α− β)

α
exp

[
− Γ

m
t

])
. (3.44)

Evidently, the direction of the resulting AFM Skyrmion velocity is perpendicular to j−

and parallel to j+. In addition to the intriguing fact that the currents j+ and j− separate

the Skyrmion motion so clearly, Eq. (3.44) yields the possibility of an antiferromagnetic

Skyrmion Hall effect. If in each sublattice the currents flow into the same direction, yet

with different intensity, the Skyrmion would move along the current direction as well as

perpendicular to the current direction and, thus, exhibit a Skyrmion Hall effect. However,

we only consider currents of equal intensity with jA = ±jB in the following analytical

investigations as well as in the simulations.

4This can be directly seen in Eq. (3.43) when we de-couple the sublattice Skyrmions, i.e. setting Λ = 0.
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Figure 3.2.: Graphical representation of how the synthetic antiferromagnet is realized in
the simulation. The arrows indicate the magnetic moments on each lattice site.
Each site is coupled to its nearest neighbor on the same sublattice as well as
to the magnetic moment on the same site in the respective other sublattice.

3.4. Numerical simulation

So far, we have used the general bipartite antiferromagnetic energy description of Eq.

(3.13) in order to derive the AFM Skyrmion velocity induced by the displacement of the

sublattice Skyrmions. As described in Sec. 2.5 this energy encompasses several models,

two of which are specifically investigated in our simulations. The first is the single-layer

antiferromagnetic square lattice (checkerboard), and the second is the bilayer synthetic

antiferromagnet. As predicted by the analytical calculations, the resulting Skyrmion mo-

tions in both are equal except the quantitative value of the force constant Λ. For clarity,

we focus only on the bilayer synthetic AFM here and provide the simulation results for

the bipartite AFM in the Appendix D. In the sense of studying the effect of sublattice

Skyrmion displacement the bilayer AFM is the best choice since here we explicitly use

two separated sublattices whose coupling strength is immediately shown in the analytical

calculations. To describe the synthetic antiferromagnets, we consider the usual model of

two ferromagnetic layers which are coupled antiferromagnetically [28, 104]. A graphical

representation of how the synthetic AFM is realized in the simulations is shown in Fig. 3.2.

The simulations are performed on a discrete lattice. Additionally, the Landau-Lifshitz-
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Gilbert (LLG) equation is solved numerically for the magnetic moment at each lattice site,

capturing the complete spin dynamics, as opposed to the approximated dynamics provided

by the Thiele equation used before. More details regarding the simulation method can be

found in Appendix A. In order to simulate the synthetic bilayer AFM lattice, we consider

the Hamiltonian

H = HA
FM +HB

FM − Jinter

∑
r

ar · br. (3.45)

It consists of two ferromagnetic Hamiltonians HFM and the on-site coupling of each lattice

site from one sublattice to the other. The ferromagnetic Hamiltonians were originally

taken from Ref. [45], but have the same form as in Ref. [28]

HFM =− J
∑
r

nr · (nr+x + nr+y)−K
∑
r

(nzr)2

+D
∑
r

[(nr × nr+x) · x+ (nr × nr+y) · y] ,
(3.46)

where we choose for the simulations D/J = 0.09, K/J = 0.013 and Jinter/J = 1. By

setting the lattice constant d = 1 (i.e. only consider it as a unit) the Hamiltonian can

be immediately compared with the continuum approach of the antiferromagnet, H =

HA
FM + HB

FM − Jintera · b. That means it coincides with the general antiferromagnetic

energy from Eq. (3.13), when neglecting all inter-sublattice coupling constant except λ.

In the following we will identify λ/2 = Jinter, leading to an explicit expression of the

force constant Λ = JinterD (for the calculation see Appendix B). Consequently, the AFM

Skyrmion mass m = 16π2/Λ, see Eq. (3.32), is inversely proportional to the interlayer

coupling in such a case that

m =
16π2

JinterD
. (3.47)

Regarding current-driven Skyrmions we consider two particular cases. The first is that

both sublattice currents are of equal intensity and flow in the same direction jA = jB = j,

concretely j = 0.05 d
t0

. This scenario resembles the usual assumption for current driven

Skyrmions in antiferromagnets [32, 103]. This means for the effective current |j+| = 2j.

The resulting time dependent Skyrmion velocity is [see Eq. (3.44)]

v(t) = j

(
β

α
+
α− β
α

exp

[
− Γ

m
t

])
. (3.48)

It appears that the Skyrmion moves parallel to the electric current. The resulting velocity

is the same as a ferromagnetic Skyrmion would have, combined with the velocity induced

by the displacement due to the Skyrmion Hall effect in each sublattice. This becomes clear

if one considers the special case α = β. For this parameter configuration, there exists no

SHE for the FM sublattice Skyrmions and the resulting AFM Skyrmion velocity is the

same as for FM Skyrmions. The final velocity in Eq. (3.48) is jβ/α which coincides with

the predicted velocity of Ref. [32]. This final velocity does not depend on the Skyrmion
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parameters, however, its time constant Γ/m does. In Fig. 3.3 the Skyrmion velocity over

time is plotted for different values of β using a damping parameter α = 0.01. The colored

dots mark the Skyrmion velocity from the simulation while the solid black lines are fitted

to Eq. (3.48). The only fitting parameter which can be read from these fits is the time

Figure 3.3.: Velocity of an antiferromagnetic Skyrmion driven by two uni-directional flow-
ing electric currents over time for different values of the parameter β at
α = 0.01. While the dots represent the Skyrmion velocity obtained from
the simulation, the solid lines are fits to Eq. (3.48).

constant Γ/m = αDΛ/(8π2). All fits shown in Fig. 3.3 yield DΛ ≈ 158.5, where we set

J = 1 in all simulations. The magnitude of the dissipation parameter D =
∫

(∂xa)2d2r

can be approximated numerically and is for both sublattices D ≈ 18.4. Thus, the force

constant Λ ≈ 8.6 differs significantly from the previously assumed quantity Λ = JinterD.

However, before we further investigate this discrepancy, we examine the second scenario.

For this, we assume anti-parallel currents with the same intensity j = jA = −jB, con-

cretely j = 0.001. Although this would be unrealistic for mono-layer systems, it is possible

to be realized in synthetic AFM as proposed by Koshibae and Nagaosa in Ref. [28]. The

opposing currents move the sublattice Skyrmions apart and, thus, induce a motion per-

pendicular to the current direction. The Skyrmion motion is so sensitive to a sublattice

Skyrmion displacement, that the SHE in the sublattices plays a negligibly small role in

this scenario. The resulting time dependent Skyrmion velocity [see Eq. (3.44)],

v(t) =
8πj

Γ

(
1− exp

[
− Γ

m
t

])
(3.49)

mainly depends on the damping Γ = 2αD and evolves with the same time constant Γ/m

as the first scenario. Since the impact of the parameter β is negligible, we simulated the

Skyrmion motion for different magnitudes of the damping parameter α and fitted them to

Eq. (3.49). This is shown in Fig. 3.4. In comparison with the scenario of parallel flowing
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Figure 3.4.: Velocity of an antiferromagnetic Skyrmion driven by two anti-parallel flowing
electric currents over time for different values of the Gilbert damping param-
eter α. While the dots represent the Skyrmion velocity obtained from the
simulation, the solid lines are fits to Eq. (3.49).

electric currents, the Skyrmion velocity induced by anti-parallel flowing currents is in the

same order of magnitude although the current densities are much lower (factor 50). This

might be of particular interest for technical application where low current densities are

preferable [105]. The fitted values of the dissipation constantD ≈ 19 and the force constant

Λ ≈ 8.6 are roughly the same as in the first scenario. To investigate the discrepancy

of the parameter Λ between the simulations and the analytical derivation, we plotted

the explicitly displacement-dependent equations
∫

(∂ya) · b d2r = Λδ and 4πv = Λδ (or

4π(v+ j) = Λδ, respectively ) for both scenarios, using a force constant of Λ = 8.6 for one

example each. This is shown in Fig. 3.5. It confirms the validity of the previously derived

Figure 3.5.: Comparison of the internal force, velocity, and the value
∫

(∂ya)·b d2r = Λδ of
the current-driven antiferromagnetic Skyrmion, according to the Eqs. (3.27)
and (3.22), for two different scenarios. In one scenario both sublattice currents
flow in the same direction (left) while int the other scenario the two sublattice
currents are anti-parallel to each other (right).
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formalism of AFM Skyrmion motion even regarding the full dynamics in the simulations,

provided that the parameter Λ is appropriately adjusted. Furthermore it indicates that

both scenarios require the same adjustment of the parameter Λ.

Inconsistencies of the value of Λ

For the derivation of the formalism above in Sec. 3.1 we have considered the two sublattice

Skyrmions to be rigid. This is a strong simplification of the complex behavior of magnetic

structures. Typically, moving ferromagnetic and anti-ferromagnetic Skyrmions exhibit

dynamical modes [102] and deformation [107], which will be covered by the numerical

simulations solving the LLG for each lattice site. Since these excitations are not covered

by the Thiele approximation used in the derivation of the sublattice Skyrmion displacement

formalism, it is not surprising that the simulations differ from the analytical calculations

[51]. However, the fact that only a single parameter, Λ, needs to be adjusted for the

formalism to match the simulations warrants closer examination. To this end we plot

the numerically calculated entries of the dissipation tensor DA/Bij (see [71] or Appendix

B) for both scenarios of current-driven Skyrmions in Fig. 3.6. A non-disturbed, resting

Figure 3.6.: Quantity of the diagonal entries of the dissipation tensor Dij over time. The
tensor entries are calculated for both sublattices, A (dots) and B (solid lines).
Both show the motion of an initially resting AFM Skyrmion due to the ap-
plication of electric current. While the left plot shows the results of the case
of uni-directional electric current, the right plot shows the result for applying
anti-parallel flowing current.

Skyrmion is radial symmetric and, thus, the entries of the tensor are the same for each

direction, i.e. Dij = δijD and the same for each sublattice. As one can see in Fig. 3.6 this

is indeed the case for the initially resting Skyrmion at t = 0. However, when the Skyrmion

is accelerated (t > 0 in the plots) the entries in x direction increase while the entries in y

direction decrease for both scenarios while the sublattice symmetry still holds. In addition,

the mixing entries Dxy = 0 still vanish (not shown here) over the whole time. This shows

that there is, indeed, a non-isotropic deformation of both sublattice Skyrmions building

up depending on the displacement direction (in this case y direction). Those deformations

become even more relevant in the Skyrmion motion due to an artificial initial displacement.



52 3. Antiferromagnetic skyrmion dynamics by sublattice displacement

3.5. Motion due to artificial displacement

In the beginning of the derivation in Sec. 3.2, we introduced a displacement between the

sublattice Skyrmions. This displacement was intentionally not tied to a specific source,

as it serves as a general formalism for describing displacement. Likewise to the current-

induced motion, in the previous section 3.4, the analytically derived Skyrmion dynamics

due to an artificial displacement will be compared to simulations. To do so we simulated

the resulting motion of an antiferromagnetic Skyrmion after its sublattice constituents

were displaced initially. The system was considered damping-less α = 0 and without any

external forces. To realize such a displacement in the simulation is not a trivial task since

one sublattice Skyrmion must be shifted by less than one lattice site. This can only be

done approximately by assuming an explicit Skyrmion profile. For this we followed Ref.

[108] where the suggested Skyrmion profile is modeled by a 360° domain wall (originally

proposed by Ref. [109]). The Skyrmion profile is, therefore, assumed to be

Θ(ρ) = 2 arctan

(
sinh[R/w]

sinh[ρ/w]

)
(3.50)

with the Skyrmion radius R and the Skyrmion width w. We simulated a stationary anti-

ferromagnetic Skyrmion and fitted the sublattice Skyrmions to the profile in Eq. (3.50) in

order to get the parameter R and w. Indeed, each parameter is the same for sublattice A

and B and the fitted Skyrmion profile matches the simulated Skyrmion profile (not shown

here). Subsequently, we shifted the origin of one of both sublattice Skyrmions by a small

distance δ and reconstruct the Skyrmion by using Eq. (3.50) with the parameters obtained

from the fits. By this, we are able to artificially displace the sublattice Skyrmions by an

arbitrary displacement δ. In accordance with the analytical results from Sec. 3.2 the initial

displacement induces a perpendicular Skyrmion motion. The distance the AFM Skyrmion

traveled over time is shown in the left plot of Fig. 3.7. The dots mark the actual Skyrmion

position while the solid line shows a linear function fitted to the Skyrmion position over

time. It appears that in leading order the AFM Skyrmion travels with a constant velocity,

as we derived earlier by using the Thiele approximation. However, the Skyrmion motion

shows an additional oscillation around the linear motion over time. The right plot of Fig.

3.7 shows the resulting Skyrmion velocity induced by different displacements δ. To get

the data we prepared the lattice with an AFM Skyrmion consisting of displaced sublattice

Skyrmions and fitted the resulting motion over time to a linear function as shown in the

left plot of Fig. 3.7. This was done for different values of δ to get the right plot of Fig. 3.7.

The resulting Skyrmion velocity shows, indeed, a linear dependency of the displacement

and, thus, qualitatively confirms Eq. (3.27). Fitting the Skymrion velocity in dependence

on the initial displacement yields a force constant Λ ≈ 8.2.

Regarding the oscillations visible in the left plot of Fig. 3.7, we assume that they are due to

the way we have created the initial displacement. By applying Thiele’s approximation we

consider the sublattice Skyrmions as rigid and of the same form as in the stationary state
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Figure 3.7.: Left: Distance traveled by a freely moving antiferromagnetic Skyrmion due
to an initial sublattice Skyrmion displacement. The dots mark the distance
the Skyrmion traveled in the simulation while the solid line is a linear fit to
these distances. Right: Fitted Skyrmion velocity in dependence on the initial
displacement. The dots mark the fitted velocities while the solid line is a linear
fit according to Eq. (3.27).

while the excitation is solely due to the displacement. It turned out to be a (qualitatively)

good approximation for understanding the ground laying mechanics, however it does not

fully capture the realistic dynamical behavior of the two sublattice Skyrmions. To inves-

tigate this further, we compare two scenarios. In the first scenario we artificially displace

the sublattices of a resting AFM Skyrmion (as explained previously) by δ/d = 0.04 and

in the second we accelerate the Skyrmion using parallel flowing electric currents (see the

previous section 3.4) and instantly switching off the current when the Skyrmion reaches

a particular velocity. The simulation results of both scenarios are shown in Fig. 3.8. The

resulting Skyrmion velocities are depicted by the solid lines, illustrating the effects of an

artificially created displacement (in blue) and a displacement induced by prior current-

induced acceleration (in red). Additionally, the quantity
∫

(∂ya) · b d2r is plotted as dots

for both scenarios. While the previously (current-induced) accelerated Skyrmion moves

with a constant velocity, the velocity of the artificially displaced Skyrmion oscillates. The

agreement of the dots with the solid lines in Fig. 3.8 indicates that the simulations validate

the equation 4πv =
∫

(∂ya) ·b d2r, as predicted by the formalism, for both cases. Further-

more, in both cases the sublattice Skyrmion displacement over time stays constant except

some minor deviations (not shown here). Consequently, the oscillations exhibited in the

first scenario are not due to an altering displacement. That means, on the other hand,

the oscillation must be induced by an altering Λ. The starting velocity of the artificially

displaced Skyrmion is v0 = 0.73 d
t0

which leads, with the initial displacement δ/d = 0.04,

to a force constant of Λ ≈ 18.3 and consequently to a dissipation parameter quantity of

D ≈ 18.3 (since Λ = JinterD and we set Jinter/J = 1). This resembles exactly the veloc-

ity according to the rigid sublattice Skyrmion approximation indicating that Eq. (3.27)

is, indeed, correct for rigid sublattice Skyrmions. Since the Skyrmions exhibit oscillating

velocities following an initial displacement but attain a constant velocity after undergoing

prior acceleration, we conclude that the configuration of the sublattice Skyrmions must
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Figure 3.8.: Velocity (solid lines) and the quantity of
∫

(∂ya)·b d2r (dots) of a freely moving
antiferromagnetic Skyrmion with two different causes of motion. One is an
artificial initial sublattice Skyrmion displacement (depicted in blue), while
the other is a previous acceleration induced by an electric current (depicted
in red).

adapt (deform) during the acceleration process. To investigate this we compare in Fig.

3.9 the diagonal entries of the dissipation tensor Dij for both sublattices. Conserving

the sublattice symmetry, the quantity of each entry coincides for both sublattices A and

B in any case. Apart from this, the time dependent quantities of the dissipation tensor

from the artificially displaced Skyrmion (left plot) differ significantly from those of the

accelerated Skyrmion (right plot). While the value of both Dxx and Dyy stays roughly

constant for the latter, they oscillate for the former (note the scale of D). Furthermore,

the prior-accelerated Skyrmion exhibits a clear difference between the x and y direction

at the start of the simulation (t = 0), stemming from the current-induced acceleration

applied before, and keeps this difference over time. In contrast, the artificially displaced

sublattice Skyrmions are, per construction, at t = 0 radially symmetric while the differ-

ence between the tensor entries in x and y direction alters over time. Comparing these two

scenarios leads to the conclusion that the Skyrmion has to slowly build up the anisotropic

deformation along the displacement axis during acceleration and stays anisotropic as long

as it has a finite velocity. Instantaneously forcing the displacement to isotropic Skyrmions,

however, results in oscillating motion as seen in Fig. 3.7.

3.6. Conclusions

In this chapter, we treated the antiferromagnetic Skyrmion as a composite of two ef-

fectively coupled ferromagnetic sublattice Skyrmions. By employing the rigid Skyrmion

approximation, inspired by Thiele’s approximation, we treated each sublattice Skyrmion
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Figure 3.9.: Quantity of the diagonal entries of the dissipation tensor Dij over time. The
tensor entries are calculated for both sublattices, A (dots) and B (solid lines).
Shown are two scenarios. Left: An antiferromagnetic Skyrmion moving due
to an artificial sublattice Skyrmion displacement as starting state. Right: An
antiferromagnetic Skyrmion moving due to a previous acceleration induced by
an electric current.

as an individual ferromagnetic Skyrmion that interacts with its counterpart. We derived

that a small displacement δ between these two sublattice Skyrmions results in an overall

motion of the antiferromagnetic Skyrmion, oriented perpendicularly to the displacement.

Furthermore, we found that the resulting velocity is directly proportional to the displace-

ment itself.

The underlying mechanism for this behavior is that each sublattice Skyrmion creates a

harmonic potential for the other, inducing an attractive force between them. Due to the

gyro-coupling G × v a force acting on a ferromagnetic Skyrmion leads to a motion per-

pendicular to this force. Thus, the attractive forces move the Skyrmion perpendicular to

the force direction instead of pulling the sublattice Skyrmions together. Consequently,

the two sublattice Skyrmions remain displaced while moving perpendicularly to their dis-

placement δ. This finding illustrates that any displacement of a sublattice Skyrmion leads

to a motion of the antiferromagnetic Skyrmion.

Building on this understanding, we are able to explain the inertia of an antiferromagnetic

Skyrmion. By treating the compound of the sublattice Skyrmions as a single antiferro-

magnetic Skyrmion and considering the displacement as an internal degree of freedom, we

can formulate a comprehensive equation of motion for the antiferromagnetic Skyrmion.

We connected this equation of motion to classical Newtonian mechanics and found that

the AFM Skyrmion can be interpreted as a classical quasi-particle exhibiting an effective

mass. Additionally, we related the velocity of the AFM Skyrmion to the harmonic po-

tential created by the sublattice Skyrmion displacement. We found that it resembles the

kinetic energy of a classical particle with the same mass, completing the picture of the

AFM Skyrmion as a classical particle.

We subsequently investigated the effects of external forces on the antiferromagnetic Skyrmion

and have determined that its motion arises from two distinct contributions. One of these

is the component of motion that both sublattice Skyrmions exhibit in unison. Since these
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Skyrmions are governed by ferromagnetic sublattice dynamics, they will maintain this be-

havior while they contribute to the overall motion. The second contribution arises from

the relative motion between the sublattice Skyrmions. This relative displacement of the

sublattice Skyrmions leads to a displacement-induced motion, as described by our theo-

retical framework. Additionally, we examined current-driven Skyrmions as a significant

example of external driving forces due to their technological relevance. To this end, we

incorporated the spin transfer torques (see Ch. 2) into the equation of motion of each

sublattice Skyrmion. Combining this with the effective sublattice coupling and the rigid

Skyrmion approximation, we derived an analytical expression for the resulting velocity of

a current-driven antiferromagnetic Skyrmion. To validate our findings, we simulated two

scenarios: unidirectional and anti-parallel currents of equal magnitude. Our simulations

align well with our analytical predictions, except for a particular parameter, Λ, related to

the Skyrmion form, which requires adjustment.

To elucidate the discrepancy in Λ between our analytical calculations and the simulation

results, we compared the Skyrmion configurations of a stationary Skyrmion versus one

in motion, noting that the latter loses its radial symmetry. Additionally, we artificially

induced an initial displacement to compare its resulting dynamics with that of a naturally

occurring displacement from prior acceleration. The artificial displacement, which can be

interpreted as an instantaneous excitation, led to oscillatory behavior in both the Skyrmion

configuration and its velocity, whereas the naturally occurring displacement resulted in a

constant velocity as predicted by our theory. We concluded that a slow acceleration of the

resting Skyrmion allows each sublattice Skyrmion to continuously deform without excit-

ing internal modes while the sublattice Skyrmions displace, likewise an adiabatic process.

Thus, the observed difference in Λ (compared to the analytical derivation) stems from

the deformation of the sublattice Skyrmions during the acceleration process, a dynamics

not captured by Thiele’s approximation. This insight paves the way for future research

investigating the dynamics induced by sublattice Skyrmion displacement beyond Thiele.

Besides using electric currents as the driving force for the antiferromagnetic Skyrmion

dynamics, there are other ways to drive them. One is the Skyrmion motion due to its

interaction with spin waves. This will be investigated further in the next chapter.
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4. Spin wave - skyrmion interaction

Ferromagnetic Skyrmions are known to be affected by various external influences, includ-

ing electric currents [17], heat gradients [110], impurity clusters [111], and spin waves

[112], with the latter being the focus of this chapter. Given that ferromagnetic Skyrmions

interact with spin waves, it is reasonable to assume that antiferromagnetic Skyrmions do

so as well. Moreover, due to their increased sensitivity to external driving sources, such as

electric currents, compared to their ferromagnetic counterparts [see 26], antiferromagnetic

Skyrmions are likely to exhibit a more intense reaction to spin waves. Investigating the

behavior of antiferromagnetic Skyrmions in the presence of spin waves leads to several

benefits. First, by understanding how Skyrmions respond to spin waves, one can predict

their motion under the influence of these waves, which are inherently present at non-zero

temperatures [113, 114]. This knowledge enhances the understanding of antiferromagnetic

Skyrmion behavior in potential future experimental settings. Another benefit is the po-

tential to exploit spin waves to drive antiferromagnetic Skyrmions. This is particularly

intriguing in the context of Skyrmion racetrack technology [105], where effectively control-

ling the motion of Skyrmions can lead to advancements in data storage technologies.

4.1. Model

In this chapter we show how spin waves affect Skyrmions on an antiferromagnetic lattice.

To this end, we focus on a particular system, namely, the two-dimensional square lattice.

It does not perfectly resemble the crystal lattice of helimagnetical materials. However, it

is a well established (e.g., Ref. [45]) model in which it is possible to explain and predict

realistic Skyrmion behavior as, for instance, current-induced Skyrmion motion [45, 111],

Skyrmion creation [115, 116], and Skyrmion decay [87]. Furthermore, it provides a simple,

yet sufficiently complex basis to study the impact traveling spin waves have on Skyrmions.

Because we deliberately aim to include the lattice effects1, the model of choice is a discrete

lattice Hamiltonian. It is the same Hamiltonian as used in the numerical simulations (see

Appendix A) which makes the comparison to simulations more reliable. It is based on

Ref. [45] and reads

H = −J
2

∑
〈i,j〉

ni · nj −D
∑
〈i,j〉

dij · (ni × nj)−K
∑
i

(nzi )
2 , (4.1)

1This is rather rare in the Skyrmionics community. Indeed, Ref. [91] was the first considering lattice
effects for spin wave driven antiferromagnetic Skyrmions.
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where 〈i, j〉 means the sum over nearest neighbors and the exchange interaction J deter-

mines whether we consider a ferromagnet (J > 0) or an antiferromagnet (J < 0). The

Dzyaloshinskii-Moriya interaction (DMI) is included here as a phenomenological term with

the DMI parameter D in a rather general form. The vector dij defines whether we con-

sider bulk DMI dij = rij or interfacial DMI dij = rij × z, where rij is the distance vector

between sites i and j. By that both Skyrmion types Bloch- and Néel are covered (see

Sec. 2.4). As a representation of the magnetic moments we used vectors of unit length

|n| = 1. Following Ref. [91] the unit of the actual magnetization, the magnetic saturation

MS , is absorbed into the system parameters, see Ch. 2 for more details. The corresponding

effective field Heff
i = −∂H/∂ni is, thus,

Heff
i = J

∑
r

ni+r + 2D
∑
r

(ni+r × di,i+r) + 2Knzi z. (4.2)

The sum
∑

r denotes the sum over the four nearest neighbors r ∈ {±x,±y} of the lattice

site i. For all dynamical considerations we use the Landau Lifshitz Gilbert (LLG) equation

∂tni = −γni ×Heff
i + αni × ∂tni, (4.3)

where α is the damping parameter and we set the gyromagnetic ratio γ in such a way that

the unit of time is t0 = 1/J [91].

When we study an antiferromagnetic (AFM) lattice, we assume two effectively coupled

ferromagnetic sublattices. Again, we will use the convention to name them ai and bi

corresponding to whether the lattice site i is in the sublattice A or B. Therefore, we have

to consider two equations of motion (EOM) of the same form as Eq. (4.3) where each

sublattice is affected by its own effective field. Since each lattice site has only nearest

neighbors of the respective other sublattice, the effective field for the sublattice A is

Heff
i,A = J

∑
r

bi+r + 2D
∑
r

(bi+r × di,i+r) + 2Kazi z, (4.4)

and similar for Heff
i,B [91]. We assume the same gyromagnetic ratio and damping for each

sublattice.

4.2. Spin waves

Spin waves without damping

In order to understand how spin waves affect Skyrmions, we have to study classical mag-

netic spin waves in more detail. To this end we derive the spin wave behavior in this

section. The underlying idea is that we assume the lattice to be in a classical (anti-) fer-

romagnetic ground state, n0, and the spin waves are only small perturbations δn of this

state. Concretely, that means we assume that the whole time-dependent behavior can be
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described by small perturbation of the time independent ground state, i.e.,

n(t) ≈ n0 + δn(t). (4.5)

Since the perturbations are assumed to be small, we neglect in the following quantities

which are of order O(δn2) (linearization of the dynamics). Under this assumption the per-

turbation has to be perpendicular to the ground state because the length of the magnetic

moment |n|2 = 1 should be conserved. That means |n0|2 + |δn|2 + 2n0 · δn = 1 holds for

all time t. Since the ground state fulfills the same properties, the scalar product vanishes

n0 · δn = 0. We consider a model which has an easy-axis anisotropy along the z direction,

K(nz)
2, so that the ground state must align with this axis n0 = ±z. Therefore, it is only

possible for the perturbations δn(t) to take place in the xy plane. Using the linearization,

Eq. (4.5), for the equations of motion Eq. (4.3) yields

∂tδni(t) = −δni(t)×Heff,0
i − n0 × δHeff

i (t), (4.6)

where Heff,0
i and δHeff

i (t) are the adapted versions of Eq. (4.4). Although this work

is about antiferromagnetic lattices, we start with deriving ferromagnetic spin waves and

expand that formalism to antiferromagnetic spin waves later. For the ferromagnetic case

we consider the ground state to be in positive z direction, n0 = z. This leads to a ground

state effective field of Heff,0
i = (4J + 2K)z. This is because each lattice site has four

nearest neighbors and since all spins have the same direction the DMI part becomes zero.

The value 4J + 2K is the homogeneous energy density of the ground state, which we will

denote as ρ := 4J + 2K, following Ref. [91].

The DMI part of Heff,0
i , which is 2D

∑
r

(
n0
i+r × di,i+r

)
, includes the ground state spins

n0
i which each align in z direction. Since they are independent of their lattice site (i.e.,

homogeneous ground state), the term can be rewritten as 2D
∑

r (z × di,i+r). Due to the

anti-symmetry of the vector dij = −dji the sum vanishes. In general, the sum would

vanish for every homogeneous state, independent whether it is n0, a0 or b0. Regarding

δHeff
i (t) it is important to consider that n0 (or a0 and b0 for the AFM) are parallel

to the z axis. The reason is that δHeff
i (t) appears in a cross product together with n0

(see Eq. (4.5)), so that the crucial term here is z ×
∑

r (δni+r × di,i+r). As explained

above, the small perturbation of the ground state is perpendicular to it, i.e., δn ⊥ n0,

and, thus, perpendicular to the z axis. Since the vector dij also lies in the xy plane,

the cross product δni+r × di,i+r is parallel to the z axis; independent of the lattice site

i. This has the consequence that the term z ×
∑

r (δni+r × di,i+r) vanishes, so that the

term n0× δHeff
i (t) is independent of the DMI. In conclusion, both Heff,0

i and δHeff
i (t) are

independent of the DMI, indicating that the spin waves around the (anti-)ferromagnetic

ground state are independent of the DMI as well [91]. However, one should keep in mind

that the independence of the DMI is only due to the linearization of the equation of motion

and the consideration of an out-of-plane ground state [91].



60 4. Spin wave - skyrmion interaction

In conclusion, the linearized equation of motion becomes

∂tδni = ρz × δni − z ×

[
J
∑
r

δni+r

]
. (4.7)

Recapping that the small deviations δn were introduced to describe spin waves, we con-

sequently assume them to exhibit the wave form

δni = A

cos (ri · k − ωt)
sin (ri · k − ωt)

0

 , (4.8)

where A is the wave amplitude, ri is the position on the lattice and k is the wave vector.

For simplicity, we study here single-mode spin waves. In order to handle the sum over

nearest neighbors in Eq. (4.7), we use the trigonometric equalities

cos [(ri + r) · k] + cos [(ri − r) · k] = 2 cos (ri · k) cos (r · k) ,

sin [(ri + r) · k] + sin [(ri − r) · k] = 2 sin (ri · k) cos (r · k) ,
(4.9)

so that the sum can be written as J
∑

r δni+r = Ckδn. Again, we follow Ref. [91] and

define Ck := 2J [cos (kxd) + cos (kyd)], where d is the distance between two lattice sites.

Plugging the assumption Eq. (4.8) into the linearized EOM Eq. (4.7) and considering the

trigonometric equations Eq. (4.9) yields

− ωA

− sin (ri · k − ωt)
cos (ri · k − ωt)

0

 = (ρ− Ck)A

− sin (ri · k − ωt)
cos (ri · k − ωt)

0

 . (4.10)

This equation directly leads to the ferromagnetic spin wave dispersion relation

ω(kx, ky) = −2J [2− cos(kxd)− cos(kyd)] + 2K, (4.11)

which resembles the commonly known dispersion relation [63] when assuming a vanishing

anisotropy term K = 0. If we also assume a continuous vector field, i.e., infinitesimal small

lattice constant d → 0, the dispersion relation can be approximated by |ω| ≈ J |k|2. By

changing the considered oscillation direction to (cos,− sin, 0), the equation of motion can

still be solved. However, the resulting frequency, ω′ = −ω, is the negative of the frequency

presented in Eq. (4.11). Consequently, this implies that the classical ferromagnetic spin

wave has the form

δni = A

cos (±ri · k − ωt)
sin (±ri · k − ωt)

0

 , (4.12)



4.2. Spin waves 61

which tells us that they only oscillate with −ω in time. Thus, ferromagnetic spin waves

have only one mode. Next, we will focus on antiferromagnetic spin waves.

The main difference to the previous derivation is that we have to consider the two sublat-

tices separately. The linearized equations of motion are

∂tδai(t) = −δai(t)×Heff,0
i,A − a0 × δHeff

i,A(t),

∂tδbi(t) = −δbi(t)×Heff,0
i,B − b0 × δHeff

i,B(t).
(4.13)

For the following, we choose the ground state to be a0 = z and b0 = −z. Now we can

exploit the fact that each sublattice effective field separates nicely into terms consisting of

either sublattice A or B, see Eq. (4.4). Since each sublattice can be seen as a ferromagnetic

lattice, we can repeat the method from the ferromagnetic case. The linearized equations

of motion for each sublattice become

∂tδai = ρz × δai − z ×

[
J
∑
r

δbi+r

]
,

∂tδbi(t) = −ρz × δbi + z ×

[
J
∑
r

δai+r

]
,

(4.14)

where the homogeneous energy density is now ρ = 2K − 4J . We note that it has still the

same form as in the ferromagnetic case since JAFM = −JFM. The fact that in the underly-

ing ground state each sublattice is ferromagnetic and that the antiferromagnetic dynamics

separates into two effectively coupled ferromagnetic dynamics lead us to the assumption

that each sublattice should host its own ferromagnetic spin wave. Furthermore, we as-

sume that both sublattice waves have the same frequency and phase but not necessarily

the same amplitude. Therefore, we use the form of Eq. (4.8) for both sublattices, where

the spin wave of sublattice A has the amplitude a and the spin wave of sublattice B has

the amplitude b. That enables us to write these as δa = aψ and δb = bψ, where ψ is the

normalized wave form ψ = (cos (ri · k − ωt) , sin (ri · k − ωt) , 0)T . We can, again, use Eq.

(4.9) to write J
∑

r δai+r = −Ckδa, and for δb, respectively. We now, in contrast to the

ferromagnetic lattice, define Ck := −2J [cos (kxd) + cos (kyd)] due to the sign change of

J . By this we get two coupled equations of motion

−ωa [z ×ψ] = ρa [z ×ψ] + Ckb [z ×ψ] ,

−ωb [z ×ψ] = −ρb [z ×ψ]− Cka [z ×ψ] ,
(4.15)

relating to the different amplitudes a and b of the two sublattice spin waves, as well as

the frequency ω. To solve this, we construct a two-dimensional vector of the amplitudes

(a, b)T so that Eq. (4.15) becomes a simple eigenvalue problem in the form

ω

(
a

b

)
=

(
−ρ −Ck

Ck ρ

)(
a

b

)
. (4.16)
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The eigenvalues of this equation are symmetric around zero and represent the dispersion

relation. They are given by ±ω with the antiferromagnetic dispersion relation

ω =

√
ρ2 − 4J2 [cos(kxd) + cos(kyd)]2. (4.17)

Again, with vanishing anisotropy K = 0 this resembles the dispersion relation of antiferro-

magnetic spin waves [117]. Furthermore, assuming infinitesimally small distances between

the lattice sites, d→ 0, yields

ω2 ≈ 8J2|k|2 − J2|k|4 , (4.18)

which can be approximated by the well-known linear dispersion relation ω ∝ |k| for small

enough |k|. Nevertheless, here we consider a non-vanishing anisotropy term and spin waves

on a lattice with a finite lattice constant d. The eigenvalues of Eq. (4.16) are λ1 = ω and

λ2 = −ω with the dispersion relation of Eq. (4.17). The normalized eigenvectors of Eq.

(4.16) bear the symmetry that the eigenvector of λ1 consists of ν(+ω) = (ν1, ν2)T while

the eigenvector of λ2 is ν(−ω) = (−ν2,−ν1)T . The explicit entries,

ν1 =
−Ck√

2ρ
(
ρ+

√
ρ2 − C2

k

) ,

ν2 =
Ck√

2ρ
(
ρ−

√
ρ2 − C2

k

) ,

(4.19)

are the amplitudes of the sublattice spin waves. Hence, positively oscillating spin waves,

i.e., those of the mode +ω, exhibit the amplitude ν1 in the sublattice A and ν2 in the

sublattice B, while this is exactly inverted for the other mode −ω. Both sublattices indeed

oscillate with different amplitudes (see also Ref. [118]) and that exchanging the sublattices

A ↔ B would have the same result as exchanging the mode +ω ↔ −ω. In addition, Eq.

(4.19) shows that the oscillation amplitude depends on the wave vector k. Thus, the

difference of the sublattice wave amplitudes of A and B are directly dependent on the

wave vector (and frequency). In summary, we derived antiferromagnetic spin waves which

circularly oscillate (equal oscillation amplitude in x and y) with different amplitudes in

each sublattice. We also found that the different amplitudes depend on the wave vector

and are exchanged whether we consider the mode +ω or −ω. Following the established

naming [119] we will call them ”left-handed” (+ω) and ”right-handed” (−ω) circularly

polarized spin waves.

In contrast to the ferromagnetic spin waves, the antiferromagnetic spin waves can exhibit

two different modes. Naturally, the question arises how spin waves of these two different

modes superpose. Above, we have assumed the wave form to be as in Eq. (4.8). This

leads to the two modes ±ω and the normalized amplitudes (a, b) = (ν1, ν2) for the +ω

mode and (a, b) = (−ν2,−ν1) for the −ω mode. Assuming, as in the ferromagnetic case,
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an oppositely oscillating spin wave form

δa′ = a(cos (ri · k − ωt) ,− sin (ri · k − ωt))T ,

δb′ = b(cos (ri · k − ωt) ,− sin (ri · k − ωt))T ,
(4.20)

leads to the same two modes ∓ω. For such a wave form, the normalized amplitudes (eigen-

vectors) are (a, b) = (ν1, ν2) for the mode λ1 = −ω and (a, b) = (−ν2,−ν1) for λ2 = ω.

Due to the symmetry of the two modes, ±ω for δa and ∓ω for δa′, we are able to superpose

the positively oscillating waves, e.g. δa(ω)± δa′(ω), and the negatively oscillating waves,

respectively. The different amplitudes with which the sublattices oscillate, with respect to

the mode, create new superposition waves

δa(ω)± δa′(ω) = ν1

(
cos (ri · k − ωt)
sin (ri · k − ωt)

)
∓ ν2

(
cos (ri · k − ωt)
− sin (ri · k − ωt)

)
,

δb(ω)± δb′(ω) = ν2

(
cos (ri · k − ωt)
sin (ri · k − ωt)

)
∓ ν1

(
cos (ri · k − ωt)
− sin (ri · k − ωt)

)
.

(4.21)

These superposition waves oscillate elliptically (with different amplitudes in the x and y

component). For the sake of a better overview, we define two four-component vectors

φ± = (ax, bx, ay, by) which show the oscillation amplitudes for each sublattice and each

component. The amplitudes for the symmetric (+) and anti-symmetric (−) superposition

are

φ+ =


ν1 − ν2

−(ν1 − ν2)

ν1 + ν2

ν1 + ν2

 and φ− =


ν1 + ν2

ν1 + ν2

ν1 − ν2

−(ν1 − ν2)

 , (4.22)

while the oscillation in space and time of the wave is still of the form from Eq. (4.8).

There are some peculiarities to notice. The absolute value of the amplitude is the same

for both sublattices, A and B, however different for the two components. The change of

the superposition sign (whether symmetric or anti-symmetric superposition) has the same

effect as a component exchange x ↔ y. Therefore, it is sufficient to only regard φ+ for

the following explanations. From Eq. (4.22) we see that ax = −bx while ay = by. This

has the consequence that the wave on the sublattice A oscillates in the opposite direction

as compared to the wave of the sublattice B. This is the crucial difference to circularly

polarized spin waves where both sublattices precess in the same direction.

To set this behavior in context, we regard, as a digression, the staggered magnetization

l = (a − b)/2 and the magnetization m = (a + b)/2. The staggered magnetization l is

an order parameter of the antiferromagnetic phase and m is the magnetization the lat-

tice exhibits viewed from a sufficiently large distance. These two vectors are often used

in the context of antiferromagnetic textures (see, e.g., Refs. [27, 31, 106, 120]). While

the staggered magnetization is usually renormalized n = l/|l| [120] and defines the struc-
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ture (e.g. Skyrmion, domain wall), the magnetization is assumed to be very small [31].

Regarding the superposed antiferromagnetic spin waves φ+ and φ−, see Eq. (4.22), in

the sense of magnetization and staggered magnetization, it turns out that the staggered

magnetization, as the order parameter, exclusively oscillates in x direction for φ+. Thus,

we will call the positively superposed waves ”x linearly polarized” spin waves, following

Ref. [119]. Consequently, we call negatively superposed waves ”y linearly polarized” spin

waves. The respective magnetization wave δm oscillates perpendicular to the staggered

magnetization wave, i.e., only in the other component. This is the reason for naming

them ”linearly polarized”, due to the analogy to electromagnetic waves [121]. Naturally,

the circularly polarized spin waves can also be examined using δl and δm. Both vectors

oscillate circularly with the same frequency and direction, but with different amplitude.

The staggered magnetization oscillates with an amplitude ν1−ν2, while the magnetization

oscillates with a lower amplitude ν1 + ν2.

Spin waves with non-vanishing damping

So far, we only considered spin waves in a dissipation free system. However, in real systems

there would be a non-vanishing damping α > 0. To derive how damping affects the spin

waves, we add the damping term ∝ α to the linearized equation of motion,

∂tδni(t) = −δni(t)×Heff,0
i − n0 × δHeff

i (t) + αn0 × ∂tδni(t). (4.23)

Additionally, we employ complex numbers, assuming that the actual spin wave corresponds

to the real part of a complex wave, so that δn = AR(ψ). The complex wave is

ψ =

1

i

0

 exp (−i [kr − ωt]) . (4.24)

As for the non-damped system, we start with ferromagnetic spin waves and expand this

formalism to antiferromagnetic spin waves. Following the derivation from above, especially

Eqs. (4.5) and (4.9), we get the equation of motion

iωψ = (ρ− Ck)z ×ψ + iωαz ×ψ. (4.25)

Regarding Eq. (4.24) we see that z ×ψ is the same as −iψ. Using this in Eq. (4.25), we

get an equation for the frequency

ω =
−1

1 + iα
(ρ− Ck) . (4.26)

Applying the commonly used small-damping approximation α � 1, we approximate the

pre-factor 1
1+iα ≈ 1−iα. Furthermore, we use the dispersion relation from the non-damped

case, Eq. (4.11), and call it ω0. This leads to a complex frequency of ω = −(1− iα)ω0. If
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we plug this back in the assumed wave form in Eq. (4.24), we find

ψ =

1

i

0

 exp (−i [kr + ω0t− iαω0t]) . (4.27)

Thus, the damped ferromagnetic spin wave is the same as the non-damped FM spin wave

with an additional time dependent damping factor. Concretely it is

δndamped(t) = δnfree(t) exp(−αω0t). (4.28)

The strength of the damping over time depends on the frequency and, thus, on the wave

vector k. In conclusion, for ferromagnetic spin waves the Gilbert damping α affects the

spin wave in a non-surprising way. An initially excited wave would be damped over time

exponentially with a damping (or decay-) time constant td = 1/(αω0). From this one can

clearly see that a lower damping, as expected, increases the decay time td. Interestingly,

the decay time is inversely proportional to the spin wave frequency, leading to faster decay

of faster oscillating waves.

Next we derive the damped antiferromagnetic spin waves [91]. For this, we assume that

both sublattices are governed by the LLG equation with the same damping parameter α

[103]. Thus, we add the damping term to the previously derived equations of motion, Eq.

(4.14), so that the EOM is now

∂tδai = ρz × δai − z ×

[
J
∑
r

δbi+r

]
+ αa0 × ∂tδa,

∂tδbi(t) = −ρz × δbi + z ×

[
J
∑
r

δai+r

]
+ αb0 × ∂tδb .

(4.29)

As in the ferromagnetic case, we assume that the sublattice waves have the form from

Eq. (4.27), however with different amplitudes. Therefore, we write the sublattice waves,

similar to the non-damped case, as δa→ aψ and δb→ bψ. Plugging these forms into Eq.

(4.29), we find the system of equations

iωaψ = [ρa+ Ckb+ iαωa] z ×ψ,

iωbψ = [−ρb− Cka− iαωb] z ×ψ .
(4.30)

Each row in Eq. (4.30) has the same structure as Eq. (4.25) from the derivation of ferro-

magnetic damped waves. Therefore, this leads to

ωa(1 + iα) = −ρa− Ckb,

ωb(1− iα) = ρb+ Cka.
(4.31)



66 4. Spin wave - skyrmion interaction

By applying the approximations 1
1+iα ≈ (1 − iα) and 1

1−iα ≈ (1 + iα) (see explanation

above), we can construct an eigenvalue problem,

ω

(
a

b

)
=

(
−ρ(1− iα) −Ck(1− iα)

Ck(1 + iα) ρ(1 + iα)

)(
a

b

)
, (4.32)

which is similar to the non-damped eigenvalue problem of Eq. (4.16). Again, it is conve-

nient to make use of the dispersion relation of the non-damped case ω0 of Eq. (4.17). The

eigenvalues of Eq. (4.32) are

ω± = iαρ± ω0. (4.33)

Plugging this back into Eq. (4.24) shows that the non-vanishing Gilbert damping results in

an exponentially damped spin wave ∝ ψ exp(−αρt). In contrast to the ferromagnetic spin

wave, the damping of the antiferromagnetic wave does not depend on the frequency but

solely on the damping parameter and ρ. Additionally, there exists another peculiarity for

the case of damped antiferromagnetic spin waves. The entries of the eigenvectors ν(ω±)

are real numbers in the case of non-damped spin waves, however, they are complex in the

case of non-vanishing damping. Using Eq. (4.19), the normalized eigenvectors for damped

antiferromagnetic spin waves are

ν(ω+) =

(
ν1

ν2(1 + iα)

)
and ν(ω−) =

(
−ν2

−ν1(1 + iα)

)
. (4.34)

Since the eigenvectors represent the normalized amplitudes of the spin waves, one would

not expect them to be complex numbers. However if we regard, for instance, the mode ω+,

the spin wave amplitude in sublattice A is the same as in the non-damped case, namely ν1.

The complex entry refers to the amplitude of the sublattice B wave. Using this amplitude

in combination with the assumed wave form Eq. (4.24) yields

bψ = ν2


1

i

0

+ α

 i

−1

0


 exp[−i(kr − ω+t)]. (4.35)

The spin waves are excitations created by classical dynamics of three dimensional vectors

living in the real space. Thus, they can not consist of complex numbers. As explained

above, using the complex number space was only for the calculation; while the spin wave

is only the real part of the complex function δb = R(bψ). Therefore, the real spin wave

created by the ω+ mode can be calculated from Eq. (4.35) and is

δb = ν2

cos(kr − ωt) + α sin(kr − ωt)
sin(kr − ωt)− α cos(kr − ωt)

0

 exp[−αρt)]. (4.36)
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In order to compare this to the other sublattice spin wave, we use

cosx+ α sinx =
√

1 + α2 cos(x+ arctan(−α)),

sinx− α cosx = −
√

1 + α2 cos(x+ arctan(1/α)).
(4.37)

Assuming realistically small damping α � 1, we approximate
√

1 + α2 ≈ 1 as well as

x+ arctan(−α) ≈ x−α and x+ arctan(1/α) ≈ x+ π
2 −α. In summary, this yields for the

spin wave in the sublattice B

δb = ν2

cos(kr − ωt− α)

sin(kr − ωt− α)

0

 exp[−αρt)], (4.38)

while the spin wave on sublattice A is the same as in the non-damped case with a damping

factor. That means the damping creates a small phase shift of order the damping parame-

ter α to one of the sublattice spin waves. Although this phase shift is marginal, one should

note that at non-vanishing damping the two sublattice spin waves are off-phase.

4.3. Numerical simulation of spin waves

The simulations were done for a single layer square lattice and with the same Hamiltonian

as in the analytical calculations of the previous sections. A detailed explanation of the

simulation methods is given in the Appendix A. The advantage of simulating classical

magnetic spin dynamics is that we have access to each lattice spin at each time point.

We use that access to artificially induce spin waves into the lattice which is initially in

the ground state. To this end, we drive the spins on the left edge into oscillations so that

a spin wave will be created which travels into the lattice. More precisely, we prepared

the lattice in the classical (anti-) ferromagnetic ground state and enforce closed boundary

conditions ∂tnedge = 0. To induce a spin wave into the lattice we manipulate the entries

of the spins on the left lattice edge so that

ndrive(t) =


Ax cos (ωt)

Ay sin (ωt)√
1−A2

x cos2 (ωt)−A2
y sin2 (ωt)

 , (4.39)

where the oscillation amplitudes Ax, Ay and the oscillation frequency ω are tunable pa-

rameters. To create circularly polarized spin waves, we chose the oscillation amplitude in

x and y direction to be equal, Ax = Ay, and small (Ax/MS = 0.05). To create linearly

polarized spin waves, on the other hand, only one oscillation direction has to be non-zero,

e.g., Ax/MS = 0.05 and Ay = 0 for x-linearly polarized spin waves. The manipulation of

edge spins is a common tool [115, 116] and done here so that we can inject mono-chromatic

spin waves in a controlled manner.
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The precession of the leftmost edge spin induces a precession of its neighboring spins,

which in turn causes their respective neighbors to precess, continuing the effect through-

out the system. Thus, a spin wave travels into the lattice along the x axis. The spin wave

has two frequencies which we have to carefully distinguish. One is the frequency ω with

which each single spin precesses in time. The other parameter is the wave number k (in

this case k = kx and ky = 0), which represents the periodicity in space that the spin wave

exhibits over the lattice. In Fig. 4.1 plots of both cases for a circularly polarized spin wave

are shown. The upper plot shows the x component of one magnetic moment from each

sublattice over time, while the lower plot shows the x components of one row of magnetic

moments along the lattice in x direction of each sublattice. The oscillation takes place in

Figure 4.1.: The symbols show the x component of one magnetic moment from each sub-
lattice (blue triangle A, red circle B) over time t (upper plot) and over the
lattice in x direction (lower plot). The solid lines are sine fits to the respective
symbols.

both time and space and with different amplitudes for each of the two sublattices. The

dispersion relation, Eq. (4.17), of the classical spin wave connects the precession frequency

ω and the wave number k. To verify Eq. (4.17) we simulated spin waves with different

values for the parameter ω. After a sufficiently long simulation time we took a snap shot

of the lattice, i.e., we have an Lx ×Ly data array with a three-dimensional vector in each

entry. In order to get the spin wave of each single sublattice we took the nth row and the

(n+ 1)th row of the lattice along x direction. The former starts with a vector of the sub-
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lattice A while the latter starts with a vector of the sublattice B since neighboring lattice

sites are from different sublattices. Subsequently, we eliminate each second entry of each

of both rows, so that they only have entries of one respective sublattice. The resulting

waves are the waves which live on the respective sublattice and can be compared to a

ferromagnetic spin wave. For each driving frequency ω we fitted the resulting sublattice

waves to a sine function. The fitted function, A sin(kx + ϕ0), can be described by three

parameters; the amplitude A, the wave vector k and the phase ϕ0. Therefore, for each

simulation we can assign a wave vector k stemming from a driving amplitude ω, so that

there are data tuples (ω, k). These data tuples are plotted as blue dots in Fig. 4.2 for fer-

romagnetic and antiferromagnetic spin waves. Because these are essentially the classical

dispersion relation, the analytically derived dispersion relation is also plotted as a solid

line. The left plot shows the simulation results and the dispersion relation Eq. (4.11) of a

Figure 4.2.: Dispersion relation ω(k) of a classical ferromagnetic (left) and antiferromag-
netic (right) spin wave. The dots are data tuples (ω, k) derived from simu-
lations while the solid lines are the dispersion relation from Eqs. (4.11) and
(4.17), respectively.

ferromagnetic lattice while the right plot shows the simulation results and the dispersion

relation Eq. (4.17) of an antiferromagnetic lattice. It is clearly visible that the analytical

calculations match the simulations perfectly.

As explained above the antiferromagnetic spin waves can be differently polarized. We

recover these properties in the simulations as well. Choosing the same value for the oscil-

lation of the x and y component of the edge spins leads to circularly polarized spin waves.

Although we drove the edge spins of each sublattice with the same driving amplitude, the

resulting circularly polarized spin wave shows different amplitudes in the sublattices A and

B (see Fig. 4.1). The fact that the different sublattices oscillate with different amplitudes

is known in the literature [118] and we derived an explicit expression for this in Eq. (4.19).

Not shown here, but tested in the simulations, is that changing the oscillation direction

ω → −ω leads to an interchange in the sublattice amplitudes (a, b) → (b, a). The sine

function fitted to the wave from the simulation yields an amplitude for each sublattice,

ax = ay and bx = by. Following the analytical derivation of circularly polarized spin waves

above, the normalized amplitude ãx = ax/
√
a2
x + b2x should be the same as the normal-

ized component ν1 of the eigenvector from Eq. (4.19), while b̃x = bx/
√
a2
x + b2x should be
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ν2, respectively. To validate this, we plot the normalized amplitudes, extracted from the

simulation, and the components of the eigenvector from Eq. (4.19) in dependence of k in

Fig. 4.3 (left). One can see that the amplitudes from the simulated wave (symbols) match

with the calculated eigenvector components (solid lines). For all wave numbers the two

Figure 4.3.: Normalized amplitudes of a circularly polarized (left) and a linearly polarized
(right) AFM spin wave. The symbols show the fitted wave amplitudes from

the simulations adapted to ãx = ax/
√
a2
x + b2x (left) and ãx = ax/

√
a2
x + a2

y

(right), respectively. The solid lines are calculated with the eigenvector com-
ponents of Eq. (4.19).

sublattice amplitudes are different from each other. Furthermore, which sublattice hosts

the more intense wave, i.e., the wave with the larger amplitude, remains the same for each

value of k ∈ [0, π]. This is a crucial fact to be considered when it comes to spin wave -

Skyrmion interaction since both sublattices differ only in the spin wave amplitude.

In order to create linearly polarized spin waves in the simulation, we drive the edge spins

only in one component - the x component for x linearly polarized spin waves or the y

component for y linearly polarized spin waves. Even though we did not drive spins in the

suppressed component, the spin wave naturally forms in this component along the lattice.

Furthermore, the resulting spin wave exhibits all properties of linearly polarized spin waves

derived in the analytical calculations in Sec. 4.2. While the oscillation direction in sublat-

tice A is opposite of sublattice B, the amplitudes have the same magnitude. Therefore, it

is sufficient to only regard sublattice A for the following analysis. Of interest here are the

amplitudes of the two components x and y. The value of both (normalized) amplitudes,

ãx = ax/
√
a2
x + a2

y and ãy = ay/
√
a2
x + a2

y, is a measure of the ellipticity of the oscillation

and is derived above in Eq. (4.22). In Fig. 4.3 (right) it is shown that the simulated wave

amplitudes (symbols) coincide with the analytically calculated amplitudes from Eq. (4.22).

Not shown here, but tested, is that the simulations also have the symmetry implied by

Eq. (4.22).

Finally, we aim to simulate the case of spin waves at non-vanishing damping α > 0 for both

ferromagnetic and antiferromagnetic lattices. At this point we have to take the creation

of the spin waves in our simulations into account. Typically, the origin of the spin wave

would relax when it is not longer driven. Due to the artificial edge spin driving we have a
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permanently driven initial spin of the waves. This means a constant driving at the edge

position x = 0 with the consequence of a permanent stream of a spin wave into the lattice

which is damped along it propagation path. In Fig. 4.4 a snapshot of the two sublattice

spin waves of a circularly polarized antiferromagnetic spin wave along the x direction of

the lattice is shown. The symbols represent the x component of each spin along the x

Figure 4.4.: Propagation of a damped circularly polarized AFM spin wave along the lattice.
The symbols represent the x component of the wave in each sublattice (blue
circles A, red triangles B). The solid lines are fits to a damped wave function.

direction while the solid lines are fits to the damped wave function exp(−x/ξ) sin(kx+ϕ0).

The parameter k is the wave vector of the spin wave and coincides with the wave vector

from the non-damped cases. The parameter ξ specifies the length at which the wave is

damped by the factor 1/e and is therefore referred to as the decay length. In the derivation

of the classical spin wave formalism in Sec. 4.2, we calculated the damping over time. To

compare it with the simulation, we have to calculate the course over the lattice of the spin

wave. We assume the spin waves traveling with constant velocity vg = ∂ω/∂k. Regarding

the Eqs. (4.11) and (4.17) the velocities are

vFM = 2dJ sin(kd), (4.40)

vAFM =
4dJ2 sin(dk) [cos(dk) + 1]√

(2K − 4J)2 − 4J2(cos(dk) + 1)2
. (4.41)

Note that these velocities are already adapted to the simulations where k = kx and ky = 0.

With these equations we calculate the traveling time of the wave front t = x/v and can

plug it into the derived damped wave form ψ exp(−Γt). Thus, we can calculate the decay

length ξ = v/Γ from the corresponding damping over time, see Eqs. (4.28) and (4.38),

and the corresponding group velocity from Eqs. (4.40) and (4.41). In the ferromagnetic

lattice, the damping over time ΓFM = αω0 depends on the dispersion relation and leads
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to a decay length of

ξFM =
Jd sin(kd)

α (J − J cos(kd) +K)
, (4.42)

which depends on the wave number k. The damping over time for antiferromagnetic spin

waves, ΓAFM = αρ, does not depend on the oscillation frequency ω, so that it is essentially

a re-scaled group velocity. Since the velocity of the antiferromagnetic spin wave depends

on the wave number k, the decay length

ξAFM =
2dJ2 sin(kd) [cos(kd) + 1]

α(K − 2J)
√

(4J − 2K)2 − 4J2(cos(kd) + 1)2
(4.43)

also does. As shown exemplary in Fig. (4.4), the simulated waves can be fitted to a

damped wave. Thereby, we were able to extract the decay length ξ and the wave number

k from the fits and plot these parameters against each other. In Fig. 4.5 the decay length

of ferromagnetic spin waves (left) and antiferromagnetic spin waves (right) are plotted

against the wave number k. The dots are the data taken from the fits while the solid

lines are the decay length calculated with Eq. (4.42) and Eq. (4.43), respectively. The

Figure 4.5.: Decay length ξ of a ferromagnetic (left) and an antiferromagnetic (right) spin
wave. The dots are the fitting parameters k and ξ plotted against each other
while the solid line is the decay length calculated by Eqs. (4.42) and (4.42),
respectively.

simulations verify the analytical calculations. Interestingly, the decay length for both FM

and AFM strongly depends on the wave number k and, thus, on the frequency ω. In the

case of ferromagnetic spin waves we were not able to simulate spin waves with k < 0.2π

due to the low slope of the dispersion relation (see Fig. 4.2 left). Therefore, we were not

able to verify the sudden drop of the decay length for wave numbers lower than 0.2π.

Despite this, ferromagnetic spin waves have a significant shorter reach the higher the wave

number k is. From this we could derive a rule of thumb that waves with lower frequency

(or longer wave length) will travel farther than those with higher frequency (or shorter

wave length). This is in contrast to technical applications where high-frequency spin waves

with low decay are favored [122]. Unlike ferromagnetic spin waves, the decay length of

the antiferromagnetic spin waves does not follow this rule. Antiferromagnetic spin waves
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seem to have a range of wave numbers around k ≈ 0.2π where the decay length is at its

max and roughly constant. If the wave number is too far away from this sweet spot, the

decay length decreases. This consideration is important in the context of long-range spin

waves observed in experiments.

4.4. Spin wave - skyrmion interaction: circularly polarized spin

waves

In chiral magnets, which are known to support the formation of Skyrmions [5], there

exist intricate magnon-Skyrmion bound states alongside a continuous spectrum of free

magnons [123]. This fact suggests that Skyrmions interact with spin waves and, indeed, it

was found that magnons scatter at Skyrmions [62, 112]. Since Skyrmions move at non-zero

temperature [110], it is intriguing to know how magnons, which will be created at non-zero

temperatures [cf. 124], influence the Skyrmion motion. The ferromagnetic magnon-induced

Skyrmion motion is studied in detail using the continuum approach in Refs. [62, 112, 123].

A detailed study on a discrete lattice focusing on the impact of the lattice constant remains

elusive. The impact of magnons on Skyrmions in an antiferromagnetic system has been

studied using the continuum approach in Ref. [125] as well as using a discrete bipartite

lattice in Ref. [91].

In this thesis, we simulate how a continuous spin wave impacts an isolated Skyrmion.

The model is the same as in the previous sections and technical details of the simulation

can be found in Appendix A. To study the magnon-Skyrmion interaction, we create a

stationary single Skyrmion in the lattice. Subsequently, we inject a continuous stream of

a mono-chromatic spin wave from the left lattice edge as explained in Sec. 4.3. This spin

wave travels into the lattice and scatters at the Skyrmion. An example of the procedure

can be found in Fig. 4.6. It depicts two snapshots of one of the sublattices at two different

time points. The color represents the x components of each lattice spin nxi cut off at 0.4

for the sake of visibility. The left picture shows how the spin wave travels from the left

to the right edge along the x direction while the Skyrmion is resting near the left lattice

side. The right picture shows the lattice at a later time where the spin wave has already

passed the Skyrmion. It can be seen that the spin wave scatters at the Skyrmion and also

moves it. The two snap shots in Fig. 4.6 serve only as examples for the general procedure.

A video of how a spin wave moves a Skyrmion can be found in the supplemental material

of Ref. [91]. In the following we will focus on the resulting Skyrmion motion. To this end,

we focus on the path traveled by the Skyrmion over time.

Circularly polarized antiferromagnetic spin waves drive the Skyrmion along both the x and

the y direction. The resulting Skyrmion motion is depicted in Fig. 4.7 (left plot) showing

the traveled distance in the x and y direction. In both directions the traveled distance

over time depicts a parabola resembling an accelerated motion s(t) = a
2 t

2 + v0t+ s0 with

a constant acceleration a. This acceleration acts as a quantifier of the force acting on
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Figure 4.6.: Snapshots of the x component of each spin nx on one sublattice at two different
times t1 < t2. The left plot, at time t1, shows a single resting Skyrmion and
the spin wave which travels into the lattice along the x direction. The right
plot, at time t2, shows a situation where the spin wave already scattered at
the Skyrmion and moved it along the lattice.

the Skyrmion [91]. Since we create the spin waves as explained in Sec. 4.3, we can tune

the driving frequency ω as well as the driving amplitude A0 of the spin wave. In Fig. 4.7

(right plot) the resulting Skyrmion acceleration in dependency of the driving amplitude

is shown. It confirms the intuition that spin waves with higher amplitudes accelerate the

Skyrmion faster. The Skyrmion motion also depends on the wave number k of its driving

Figure 4.7.: Left: Distance the Skyrmion traveled over time in x (blue) and y direction
(red) of the lattice. Right: The fitted acceleration of the Skyrmion motion in x
(blue) and y (red) direction in dependence of the applied spin wave amplitude
A0.

wave. To study this we tune the driving frequency ω while keeping the driving amplitude

fix at 0.02MS . The respective wave number is calculated from the dispersion relation in

Eq. (4.17). The resulting Skyrmion acceleration in x and y direction in dependence of the

wave number is shown in Fig. 4.8 (left plot). It turns out that higher wave numbers, i.e.

shorter wave lengths, lead to faster Skyrmion acceleration as long as k ≤ 0.4π. Regarding
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Fig. 4.7, we note that at larger Skyrmion velocities it is not possible to fit the traveled

distance over time to a square function. This deviation suggests that the acceleration

ceases to be constant after some time. That is due to the emergence of other effects. For

instance, due to the Doppler effect the moving Skyrmion can experience a spin wave with

an effectively larger wave length. This lowers the acceleration of the Skyrmion depending

on its velocity. Since analyzing this more complicated motion is outside the scope of this

thesis, we only examined scenarios where the resulting Skyrmion motion is slow enough to

be fitted against a constant acceleration. The left plot of Fig. 4.8 shows that the Skyrmion

Figure 4.8.: Left: The resulting Skyrmion acceleration, extracted by fitting the simulation
data, is shown as a function of the applied spin wave number k for the x
(blue circles) and y (red squares) directions. Right: Skyrmion Hall angle in
dependence on the wave number k.

acceleration in x and y direction individually depends on k. It has the consequence that the

Skyrmion will be accelerated with a non-zero angle to the spin wave propagation direction,

with the actual angle depending on the wave number k or the frequency ω, respectively.

This effect is called the Skyrmion Hall effect2 (SHE) for spin wave driven Skyrmions

[91, 125]. In the right plot of Fig. 4.8 the quantity of the SH angle is shown in degree

and in dependence on the wave number k. Its dependence of the spin wave frequency ω

can be seen in Ref. [91] (or similar Ref. [125]). For wave numbers up to k ≈ 0.5π the SH

angle increases monotonously with the wave number, except in the low-frequency range.

Although the small ”hump” [91] in the low frequency regime can not be traced back to

numerical errors, one should keep in mind that the absolute acceleration of the Skyrmion

there is rather small. We found that changing the oscillation direction ω → −ω only

influences the resulting Skyrmion motion in y direction and only in such a manner that

it reverses its direction. Concretely, the force reverses with handedness F⊥(ω) = −F⊥(ω)

while F‖(ω) = F‖(ω). Thus, the sign of the Skyrmion Hall angle depends on the sign of

the driving spin wave frequency ω.

2The term Skyrmion Hall effect is not well-defined. Since the field of spin wave driven Skyrmions is
relatively young, there is no particular term for the spin wave induced Skyrmion Hall effect.
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4.5. Technical application

Due to their small sizes, relatively high stability and the ability to be moved at high veloc-

ities, magnetic Skyrmions are often advertised as useful for technological application [84].

For example, they can be used as information carriers with one Skyrmion representing one

bit. A promising architecture to transport Skyrmions is a so-called Skyrmion racetrack.

Originally, it was proposed Parkin et al. in Ref. [8] as an architecture for domain walls

as information carriers, but with the increasing popularity of Skyrmions the idea of a

Skyrmion racetrack arose [105]. Therefore, the field of studying magnetic Skyrmions was

inspired by their potential practical uses, in addition to purely academic interests. Topics

of how to create [17, 115, 116, 126] and annihilate (delete) Skyrmions [17, 115, 116], as

well as how to efficiently move Skyrmions [98], emerged. A typical Ansatz is to move

Skyrmions by electric current (see Sec. 2.1) with the drawback that FM Skyrmions experi-

ence a Skyrmion Hall effect when they are driven by an electric current [45]. A solution to

overcome the current-induced SHE is to use antiferromagnetic systems [27] since the cur-

rent induced SHE is a ferromagnetic phenomenon [53]. For spin wave driven Skyrmions,

however, the Skyrmion Hall effect is present in ferromagnetic and antiferromagnetic sys-

tems. In the following, a concept will be explained in which we exploit the non-vanishing

SHE in order to move an antiferromagnetic Skyrmion along a racetrack using spin waves.

This concept is also explained in Ref. [91].

Realistic systems exhibit a non-vanishing damping, which has to be considered in concepts

regarding possible technological application. Figure 4.4 shows the impact of damping on a

spin wave propagating through a lattice. Since the Skyrmion acceleration highly depends

on the spin wave amplitude (see Fig. 4.7), the Skyrmion will be less and less accelerated the

farther it moves from the spin wave source. At some point the Skyrmion travels without

external driving and will, because the Skyrmion motion itself is damped too, finally come

to rest [91]. Thus, even without the SHE it would not be feasible to move a Skyrmion

along the racetrack by pushing it with a spin wave from the starting edge. Our concept

makes use of the damping of spin waves and the Skyrmion Hall angle. The idea is depicted

in the left plot of Fig. 4.9. A positively oscillating spin wave ψ(+ω) travels in the direction

of +y and induces a Skyrmion motion in +y direction and also, due to the Skyrmion Hall

effect, in +x direction. Meanwhile, a negatively oscillating spin wave ψ(−ω) travels in the

direction of −y and induces Skyrmion motion in both the −y and +x directions (also due

to the SHE). In total, the Skyrmion is thus pushed in the +x direction. As depicted in the

right plot of Fig. 4.9 the amplitude of each spin wave is smaller the farther away it is from

its source. Thus, the opposite spin wave forces in the y direction create a potential holding

the Skyrmion in the center lane of the track. The remaining force in x direction moves the

Skyrmion along the racetrack. Since this concept of moving the Skyrmion perpendicular

to the spin wave direction solely depends on the opposite direction of the SH angle of the

opposing waves, it is robust against inaccuracies in the spin wave amplitude and frequency.

This concept can, in theory, be applied to a racetrack as depicted in Fig. 4.10. It shows
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Figure 4.9.: Left: AFM Skyrmion on the racetrack under the influence of the two opposing
spin waves. The two differently circularly polarized spin waves, ψ(+ω) and
ψ(−ω), are injected from the upper and lower edge, respectively. The green
and orange arrows indicate the forces acting on the Skyrmion induced by the
respective spin wave. Right: Visualization of how the amplitude damping of
the two opposing spin waves forms an effective potential in the middle lane of
the racetrack. Both pictures are similar to those in Ref. [91].

snapshots from the simulation of our concept of a spin wave driven Skyrmion racetrack.

The Skyrmion will be accelerated along the racetrack at each spin wave injection source,

denoted by SW, and travels the small spaces between these points on its own due to inertia

until it reaches the subsequent region of the driving spin waves. Then it will, again, be

accelerated. This process is repeated until the Skyrmion reaches its destination3. At least

in the simulation this concept makes the transportation of Skyrmions by spin waves along

a racetrack possible.

4.6. Spin wave - skyrmion interaction: linearly polarized spin waves

In Sec. 4.2 the existence of linearly polarized spin waves was derived and we were able to

simulate those waves as described in Sec. 4.3. These waves have the peculiarity that both

sublattice waves precess elliptically with the same amplitude, however in opposite direc-

tions. Simulations where linearly polarized spin waves scatter at a single Skyrmion show

that they accelerate the Skyrmion in the spin wave propagation direction. In contrast to

the circularly polarized spin waves, the linearly polarized spin waves move the Skyrmion

exclusively into their propagation direction and, thus, do not induce the Skyrmion Hall ef-

fect onto the Skyrmion, see also Refs. [91, 125]. The elliptical oscillation of the spin waves

breaks the symmetry between the x and y components since one component oscillates with

a significantly larger amplitude. Therefore, we examined the impact from the spin waves

on Bloch- and Néel-type Skyrmions separately. The different types of Skyrmions were ex-

plained in Sec. 2.4. The crucial information here is that Bloch- and Néel-type Skyrmions

3A video can be found in the supplemental material of Ref. [91].
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Figure 4.10.: Top to bottom: Position of the Skyrmion in the conceptual racetrack. The
opposing spin wave sources for left- and right handed circularly polarized
spin waves are denoted as SW+ and SW-. A similar picture, as well as a
video, can be found in Ref. [91].

can be converted into one another by transforming the non-z components according to

nx → ny and ny → −nx. In Fig. 4.11 the acceleration of Bloch- and Néel-type Skyrmions

Figure 4.11.: The resulting acceleration of a Bloch type (blue circles) and a Néel type (red
squares) Skyrmion, extracted by fitting the simulation data. The acceleration
was induced by spin waves of different driving amplitudes A0 (left) and wave
numbers k (right).

induced by the x linearly polarized spin waves is shown. The left plot shows the accel-

eration based on the amplitude of the driving spin wave while the right plot shows the

acceleration based on the wave number of the driving spin wave. The x linearly polarized

spin waves acts stronger on the Bloch-type Skyrmion than on the Néel-type Skyrmion.

This stands in contrast to circularly polarized spin waves which accelerate Bloch- and

Néel-type Skyrmions in the same way. Moreover, simulating the Skyrmion acceleration

induced by y linearly polarized spin waves (not shown here), we found the same results

as in Fig. 4.11, however with ”Bloch” and ”Néel” interchanged. This is a consequence of
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the x - y component symmetry of these two Skyrmion types and the linearly polarized

spin waves. Apart from this, the induced Skyrmion motion shows similar behavior as the

Skyrmion motion induced by circularly polarized spin waves. Increasing the amplitude of

the driving wave leads to a non-linear increase of the Skyrmion acceleration. Also higher

wave numbers up to k ≈ 0.5π accelerate the Skyrmions faster. Again, at wave numbers

larger than π
2 the acceleration of the Skyrmion rapidly drops. Comparing the absolute val-

ues of the Skyrmion acceleration due to linearly polarized spin waves (Fig. 4.11) to those

driven by circularly polarized spin waves (Fig. 4.8) it turns out that circularly polarized

spin waves drive Skyrmions faster.

4.7. Intuitive insight based on FM behavior

Since we can simulate ferromagnetic and antiferromagnetic systems on the same model (by

simply switching J → −J), we were able to simulate both cases, ferromagnetic and anti-

ferromagnetic, under the same conditions. In the simulations on a square lattice we chose

all parameters to be identical for ferromagnetic and antiferromagnetic Skyrmions, with

the aforementioned exception JAFM = −JFM. Figure 4.12 shows the traveled distance of

a ferromagnetic (left) and an antiferromagnetic (right) Skyrmion, driven by the respective

spin wave. The left plot shows the distance in x direction (solid lines) and y direction

Figure 4.12.: Resulting motion in x and y direction over time of a Skyrmion affected by
a spin wave for the ferromagnetic (left) and the antiferromagnetic (right)
lattice.

(dashed lines) of the Skyrmion in a ferromagnetic system for an exemplary driving fre-

quency ω/J = 2.5. The right plot shows the same for a Skyrmion in an antiferromagnetic

system. In both cases the spin wave was injected as a circularly polarized spin wave (the

only ones possible in FM) with an amplitude of 0.05MS in the ferromagnetic case and

0.02MS in the antiferromagnetic case. It is clearly visible that in ferromagnetic systems

Skyrmions move completely different when driven by spin waves than in antiferromag-

netic ones. The ferromagnetic Skyrmion moves with a constant velocity and against the

spin wave propagation direction. This matches the common knowledge of ferromagnetic

spin wave - Skyrmion interaction [127]. It also fits into the picture that ferromagnetic
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Skyrmions, as massless quasi-particles, move with a constant velocity when an external

force is applied [62]. Here, this external force is the continuous stream of spin waves. In

contrast, in the antiferromagnetic system the spin wave accelerates the Skyrmion over time

in its propagation direction. This behavior reflects the description of the antiferromagnetic

Skyrmion as a quasi-particle with finite mass [32, 51]. Comparing the order of magnitude

of the traveled distance in both cases we see that the antiferromagnetic Skyrmion traveled

a remarkably larger distance than the ferromagnetic one. This is a major point to con-

sider when working with antiferromagnetic Skyrmions. While spin waves would only have

a minor effect on FM Skyrmion motion, they heavily impact AFM Skyrmion motion.

The differences between the spin wave induced motion of Skyrmions in ferromagnetic and

antiferromagnetic systems are intriguing. The mechanics of the spin waves and Skyrmions

are similar in both systems with the exception of a different dispersion relation and the

separation into two sublattices. Although the difference in the dispersion relation might

play a role, the interaction of the two effectively coupled sublattices is the main reason for

the significant difference between the two systems. We assume, as a rough approximation,

that on the antiferromagnetic lattice each sublattice spin wave impacts its corresponding

sublattice Skyrmion as it is the case for the ferromagnetic lattice. That means we also

assume that each sublattice Skyrmion behaves like the FM Skyrmion in Fig. 4.12 (left).

A peculiarity of the ferromagnetic lattice is that it only exhibits one spin wave mode.

Concretely, for the stationary state n0 = +z only spin waves with ω < 0 are possible

while the stationary state n0 = −z exhibits solely spin waves where ω > 0. We also

found this behavior in the simulations. Furthermore, the spin wave mode determines the

direction of the Skyrmion motion. While the ω < 0 mode moves the Skyrmion as in Fig.

4.12 (left), the ω > 0 mode moves the Skyrmion in negative x and positive y direction.

The quantity of the resulting velocity is equal in both cases. As expected, spin waves with

larger amplitudes also drive the Skyrmion faster. This is shown in Fig. 4.13 (left) where

the resulting velocity of FM Skyrmions driven by spin waves with different amplitudes

are shown. The Skyrmion velocity non-monotonically depends on the wave number of the

Figure 4.13.: Velocity of the FM Skyrmion motion in x (blue circles) and y (red squares)
direction driven by spin waves with different amplitudes (left) and wave num-
bers (right).
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driving spin wave. This is shown in Fig. 4.13 (right). Interestingly, the wave number only

impacts the velocity in x direction.

Since the sublattice spin waves in the antiferromagnetic lattice oscillate in the same direc-

tion, we assume that both sublattice Skyrmions are driven in the same direction as well.

As shown in Fig. 4.3 in Sec. 4.3, the amplitudes of the different sublattice waves in the

circularly polarized antiferromagnetic spin wave are different. This has the consequence

that the sublattice Skyrmions are driven with different velocities (see Fig. 4.13 left plot).

For the sake of clarity, this is sketched in Fig. 4.14. The dotted circle in the middle rep-

Figure 4.14.: Sketch of the displacement of the two sublattice Skyrmions, A and B, induced
by a circularly polarized spin wave. The dotted circle is the initial position of
the AFM Skyrmion, while the full circles represents the sublattice Skyrmions
A (green) and B (blue). The red arrows indicate the resulting AFM Skyrmion
motion direction of each scenario (I) or (II).

resents the initial position of the Skyrmion. The circles in different colors represent the

two sublattice Skyrmions and how they are displaced from their initial position (highly

exaggerated). The sketch shows two possible scenarios. First, both sublattice Skyrmions

are driven into −x and −y direction. For the spin wave mode which causes the Skyrmion

to move in this direction, the sublattice wave amplitude of A is larger than of B and,

thus, sublattice Skyrmion A is moved faster. The second scenario is that both sublattice

Skyrmions are moved into −x and +y direction. Since this motion can only be caused by

the other mode, sublattice B now hosts the spin wave with the larger amplitude (see Sec.

4.2). In both scenarios the relative position of both sublattice Skyrmions rA−rB increases

with a constant velocity vrel = vA − vB. It was recently shown [51] that a displacement

between the two sublattice Skyrmions moves the whole antiferromagnetic Skyrmion per-

pendicular to this displacement.

As derived in Chapter 3, a sublattice Skyrmion displacement δ leads to the Skyrmion

velocity 4πv = Λz × δ, where Λ is a constant. A constant relative velocity between
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the sublattice Skyrmions leads to a linearly increasing displacement over time and, conse-

quently, to a constant acceleration of the whole antiferromagnetic Skyrmion perpendicular

to said relative velocity. The red arrows in the sketch in Fig. 4.14 indicate the direction

of this acceleration. Regarding the antiferromagnetic Skyrmion driven by circularly po-

larized spin waves, see Fig. 4.7 (left), this is indeed the expected behavior. Although this

explanation neglects the impact of the different dispersion relation between ferromagnetic

and antiferromagnetic spin waves, it gives an idea of why the AFM Skyrmion is accelerated

into the spin wave propagation direction while the FM Skyrmion moves with a constant

velocity against the spin wave direction. It also explains the connection that a sublattice

exchange A ↔ B (or the change of the AFM spin wave mode ω ↔ −ω) results in a

change of the Skyrmion Hall angle direction. Furthermore, it illustrates how the linearly

polarized spin waves can drive the AFM Skyrmion solely into their propagation direction,

whereas the ferromagnetic spin wave driven Skyrmions always exhibits a Skyrmion Hall

effect. This is due to the fact that both sublattice spin waves oscillate with the same

amplitude, however in different directions. Thus, both sublattice Skyrmions are moved

with the same velocity. A more extensive study on that explanation is beyond the scope of

this thesis. However, combining the theory of spin wave driven ferromagnetic Skyrmions

(e.g., Ref. [62]) with the formalism of sublattice displacement, Ref. [51], should provide a

good starting point for future research.

4.8. Conclusion

In this chapter, we derived a classical spin wave theory tailored to the discrete two-

dimensional square lattice with an easy axis in the z direction. Furthermore, we assumed

the spin waves to be small excitations of the classical ground state. We found the disper-

sion relation for the ferromagnetic and antiferromagnetic lattice and it turned out that

both do not depend on the DMI. While the ferromagnetic spin waves exhibit only a single

mode, the antiferromagnetic spin waves have two modes symmetric around zero, ±ω. The

two modes are called left-handed or right-handed circularly polarized spin waves. Fur-

thermore, the antiferromagnetic spin waves consist of two ferromagnetic waves in each

sublattice which have different amplitudes. The difference of these amplitudes depends on

the wave number k and is connected to the mode in such a way that changing the mode

interchanges the sublattice amplitudes. We continued by assuming a superposition of spin

waves of different modes and, by this, analytically derived linearly polarized spin waves.

Those spin waves oscillate with the same amplitude in both sublattices, but with different

orientation. Another peculiarity is that these waves oscillate elliptically, i.e., with differ-

ent amplitudes in the x and y component. Thus, they are called either x- or y- linearly

polarized spin waves, depending on which component oscillates with the larger amplitude.

In addition, the analytical description of both ferro- and antiferromagnetic spin waves

includes non-vanishing damping. This damping results in an exponential decay scaled by
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the Gilbert damping and therefore defines a decay time or a decay length, respectively.

All analytical results were verified by numerical simulations.

Subsequently, we studied how spin waves affect a Skyrmion on an antiferromagnetic lat-

tice. To this end, we artificially injected a continuous stream of a mono-chromatic spin

wave at the left lattice edge and let it scatter at an isolated Skyrmion. The spin wave ac-

celerates the Skyrmion into its propagation direction. While linearly polarized spin waves

move the Skyrmion solely into the spin wave propagation direction, circularly polarized

spin waves induce an additional motion perpendicular to the spin wave propagation di-

rection. The latter has the consequence that the Skyrmion moves at an angle to the spin

wave propagation direction. This effect is, in reference to the current-induced Skyrmion

motion, called the Skyrmion Hall effect where the aforementioned angle is the Skyrmion

Hall angle. The magnitude of the Skyrmion Hall angle depends on the wave frequency

while its direction depends on whether it stems from left- or right handed circularly po-

larized spin waves. Based on these findings we proposed a racetrack concept for spin wave

driven AFM Skyrmions in Sec. 4.5. The concept takes damping into account and is robust

against technical uncertainties in the spin wave frequency. While there is currently no

real-world application for this concept, it holds the potential for future implementation

regarding AFM Skyrmion racetracks.

In contrast to the circularly polarized spin waves, the linearly polarized spin waves do not

cause a Skyrmion Hall effect, but they move Néel-type and Bloch-type Skyrmions differ-

ently. This is a peculiarity of linearly polarized spin waves and the resulting Skyrmion

motion is perfectly symmetric: x linearly polarized spin waves move Néel-type Skyrmions

the same way as y linearly polarized spin waves move Bloch-type Skyrmions; and vice

versa. It is consistent with the fact that one can transform a Néel-type Skyrmion to a

Bloch-type Skyrmion by rotating the coordinates system around the z axis (see Sec. 2.4)

and in a similar way one transforms x linearly polarized spin waves to y linearly polar-

ized spin waves. Furthermore, in Sec. 4.7 the previously derived AFM Skyrmion behavior

induced by spin waves is compared to simulations of spin wave driven FM Skyrmions

which are known to move with a constant velocity against the spin wave propagation di-

rection. This fact was confirmed by our simulations and it was also found that spin wave

driven FM Skyrmions move much slower than their AFM relatives and always exhibit

a Skyrmion Hall effect. The simulated FM and AFM Skyrmion motions were combined

with the knowledge from Chapter 3 to give an idea of the underlying mechanics of spin

wave driven AFM Skyrmion based on what is already known about FM spin wave driven

Skyrmions.

In a wider context, the details of how spin waves affect antiferromagnetic Skyrmions are

useful for real systems. Spin waves appear, among other reasons, due to thermal fluc-

tuations. Since AFM Skyrmion react much stronger to spin waves than FM Skyrmions,

the impact of spin waves in temperature induced AFM Skyrmion motion should be more

prominent regarding antiferromagnets. For ferromagnetic Skyrmions it is known that
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there is a competition between the forces which are induced by temperature gradients.

While the force induced by magnon scattering drive the FM Skyrmion into hotter regions

(against the magnon propagation direction), the entropy force of the Skyrmion is directed

to colder regions [128–130]. Consequently, the ferromagnetic Skyrmion flows in a certain

direction depending on which effect dominates. In contrast, such a competition of forces

should not exist for AFM Skyrmions since the magnon induced force also drives them into

colder regions (into the magnon propagation direction). Furthermore, AFM Skyrmions are

expected to be more sensitive to temperature, and indeed, an increased thermal mobility

of AFM Skyrmions was observed in Ref. [32].
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5. Summary and conclusion

In this thesis, we investigate the dynamics of antiferromagnetic Skyrmions and, especially,

the effects of external forces on their motion. We focus on the fundamental mechanism

which causes the antiferromagnetic Skyrmion motion, regarding the antiferromagnetic

Skyrmion as a composition of two effectively coupled ferromagnetic sublattice Skyrmions.

By assuming these sublattice Skyrmions as rigid, we demonstrate that the coupling leads

to an effective mass for the antiferromagnetic Skyrmion and that its dynamics can be

understood through the relative displacements of the two sublattice components. This

displacement induces a Skyrmion velocity that is proportional in magnitude to the length

of the displacement and directed perpendicular to it. Therefore, any displacement results

in motion of the antiferromagnetic Skyrmion. Employing this we are able to essentially

transform the equation of motion of classical spin dynamics, i.e., the Landau-Lifshitz-

Gilbert (LLG) equation, into the equations of motion for a classical particle with finite

mass and dissipation. This shows that the antiferromagnetic Skyrmion behaves like a clas-

sical particle with a finite mass. It answers the question how a configuration of classical

spins can exhibit inertial properties.

The energy of a moving antiferromagnetic Skyrmion can be expressed as the sum of the

energy of a resting antiferromagnetic Skyrmion and an excitation energy term. The excita-

tion energy is of quadratic order of the displacement length and can, therefore, be viewed

as a harmonic potential. By associating the displacement with the velocity, as suggested

by our dynamic calculations, we show that the excitation energy of a moving antiferro-

magnetic Skyrmion resembles the kinetic energy of a classical particle. This observation

reinforces the earlier consideration of the antiferromagnetic Skyrmion as a classical parti-

cle.

By considering external driving forces, particularly electric currents, we predict the driven

motion of an antiferromagnetic Skyrmion while accounting for sublattice Skyrmion dis-

placement. We assumed two independent sublattice currents with identical current density

and focused on two specific scenarios. In the first scenario, where both currents flow in

the same direction, the antiferromagnetic Skyrmion is effectively driven parallel to the

current. In contrast, when the two currents flow in opposite directions, the Skyrmion

exhibits a highly sensitive motion perpendicular to the applied currents. Thus, the for-

malism established in Chapter 3 enables the expression of the time-resolved velocity of

antiferromagnetic Skyrmions driven by electric currents across different scenarios.

An additional method for driving antiferromagnetic Skyrmions involves their interaction
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with spin waves. To further investigate the Skyrmion - spin wave interaction, we first

derived a classical spin wave formalism specifically tailored for the antiferromagnetic two-

dimensional square lattice. This formalism resembles the established antiferromagnetic

dispersion relation and demonstrates that antiferromagnetic spin waves consist of two fer-

romagnetic sublattice waves oscillating with different amplitudes. These are known as

circularly polarized spin waves. The ratio of the sublattice amplitudes depends on the

wave number k. Additionally, the superposition of two circularly polarized spin waves of

the same wave number results in the formation of elliptically oscillating waves, referred

to as linearly polarized spin waves. These waves oscillate with equal amplitude in both

sublattices, however with different amplitudes in their components, x and y. The ratio of

these amplitudes also dependents on the wave number. In the presence of non-vanishing

damping, the spin waves exhibit exponential decay as they propagate through the lattice.

This decay is characterized by a decay length which depends, among other factors, on the

spin wave velocity and Gilbert damping.

We demonstrate through numerical simulations how antiferromagnetic Skyrmions inter-

act with spin waves, focusing on the resulting dynamics of the Skyrmions driven by an

externally injected spin wave. We observe that a continuous stream of monochromatic

spin waves leads to a constant acceleration of the Skyrmion in the direction of spin wave

propagation. Given the fact, established earlier in this thesis, that antiferromagnetic

Skyrmions behave like classical particles, we conclude that the spin wave exerts a force

on the Skyrmion. The Skyrmion acceleration is directly related to the amplitude of the

driving spin wave, with higher amplitudes leading to faster acceleration. Regarding spin

wave polarization, we found that linearly polarized spin waves move the Skyrmion solely in

the same direction as the wave propagation, with the magnitude of acceleration depending

on whether they drive Néel- or Bloch-type Skyrmions. In contrast, circularly polarized

spin waves affect both Néel- and Bloch-type Skyrmions equally and induce an additional

motion perpendicular to the wave propagation direction. Therefore, the induced Skyrmion

motion results in an effect akin to the Skyrmion Hall effect observed in current-driven fer-

romagnetic Skyrmions. Although these effects have different causes, they share a similar

appearance and are thus referred to by the same name. Taking this into account, and

acknowledging that real systems exhibit damping, we propose a novel realization of an

antiferromagnetic Skyrmion racetrack that incorporates the Skyrmion Hall effect induced

by spin waves.

Future research

We found that various types of driving antiferromagnetic Skyrmions can be attributed to

a small displacement between the sublattice Skyrmions. Although our focus is primar-

ily on antiferromagnetic Skyrmions driven by electric currents (in Ch. 3) and spin waves

(in Ch. 4), this approach has the potential to explain a wider range of antiferromagnetic

phenomena. For instance, the curvature-induced motion of Skyrmions discussed in Ref.
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[131] illustrates that ferromagnetic and antiferromagnetic Skyrmions are driven in differ-

ent directions by being on a curved surface. The authors demonstrated that the path

of the FM Skyrmion is mostly perpendicular to that of the AFM Skyrmion. This is in

agreement with the fact that the AFM Skyrmion motion is perpendicular to the displace-

ment of their sublattice constituents. Another area of research that could benefit from

the sublattice Skyrmion displacement formalism is ferrimagnetic (FiM) systems, which

are also characterized by two distinct sublattices [132, 133]. This property makes them

suitable candidates for the application of the formalism derived in this thesis, naturally

with necessary adaptations to the new circumstances. Especially as ferrimagnetic systems

have gained prominence in recent years [25, 132–135], the work of this thesis could be

particularly relevant for future studies. Furthermore, the insights gained from this thesis,

especially the dynamics due to sublattice Skyrmion displacement, may lead to exciting dis-

coveries outside the field of magnetism. Although the framework presented here is rooted

in classical spin dynamics through the Landau-Lifshitz-Gilbert (LLG) formalism, it could

be adapted to similar systems consisting of two coupled continuous vector fields that form

skyrmion-like structures and exhibit gyro-coupling. With the recent theoretical predic-

tions [136] and experimental realizations [137] of optical Skyrmions, we eagerly anticipate

future discoveries in this vibrant field.
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A. Numerical simulation of the spin dynamics

Studies on magnetic Skyrmions usually validate their results by simulations performed

with established micromagnetic simulation programs. For instance, the micromagnetic

simulation software mumax [138] is used frequently, e.g., in Ref. [116]. Another one is the

object oriented micromagnetic framework OOMMF [139], e.g., in Ref. [26]. The simula-

tions performed in the present work, however, were executed using a simulation program

tailored to the requirements of each research topic. The model used in the simulations

is a square lattice of classical magnetic moments. This model has the advantage each

magnetic moment can be fully described by simply a three dimensional vector with real

valued entries. Therefore, we have before, during and after the simulation direct access to

each single magnetic moment on the lattice.

Preparation of the simulation – The simulations were done in C++. The lattice can be

seen as a multidimensional data array with the shape Nx ×Ny × 3 where Nx and Ny are

the number of lattice sites in x and y direction, respectively. Because handling lists is more

convenient for the program, the data were flatten into a list. That means the whole lattice

is represented by a list with 3NxNy entries containing each a real number. For the bilayer

system we created two of those lists, one for each layer. The simulation program was only

responsible for the time evolution, the initial lattice already had to be defined. Therefore,

we could construct any initial state necessary to verify analytical results. For instance, we

were able to create an antiferromagnetic Skyrmion consisting of two artificially displaced

sublattice Skyrmions (see Chapter 3) which would never occur naturally.

The time evolution of the lattice is determined by the generalized Landau-Lifshitz-Gilbert

equation (LLG), as in Ref. [111],

∂tni =
1

1 + α2

{
− γni ×Heff

i − αγni ×
[
ni ×Heff

i

]
+ (α− β)ni × [(vs ·∇)ni] + (αβ + 1) (vs ·∇)ni

}
.

(A.1)

The values of the gyromagnetic ratio γ, the Gilbert damping parameter α, and the nona-

diabaticity parameter β are kept fix and were defined at the start of the simulation. The

velocity vs is a measure of the impact of the applied electric current [47, 111]

vs =
pa3

2e
jc. (A.2)
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The parameters given to the simulation are the velocities vxs and vys instead of the current.

The term (vs ·∇)ni is the short-hand notation for vxs ∂xni+vys∂yni. In the simulation the

spatial derivatives is approximated by ∂xni ≈ (ni+x−ni−x)/2. The effective field used in

the simulations is

Heff
i = J (ni+x + ni+x − ni+y + ni−y)

+ 2D [(ni+x − ni−x)× x+ (ni+y − ni−y)× y] + 2Knzi z ,
(A.3)

where the DMI term shown in Eq. (A.3) represents the bulk DMI. The interfacial DMI

would be represented by HDMI
i = 2D [(ni+x − ni−x)× y − (ni+y − ni−y)× x]. This is

explained in Chapter 2. For simulating bilayer systems we added the term −Jintern
B
i

to the effective field of sublattice A and −Jintern
A
i to the effective field of sublattice B,

respectively [28]. The model parameter J , D, B0, K and −Jinter are fix and defined before

the start of the simulation.

Computing the dynamics – The fact that the time evolution of each spin (∂tni) can be

calculated separately is a huge computational advantage because it enabled us to highly

parallelize the computation of the LLG. To do so the simulations were done on a GPU

using Cuda [140], especially the thurst library1 combined with the boost library [141]. How

to use boost with thrust vectors to numerically solve differential equations is explained

in detail in Ref. [142]. The fundamental procedure is to define a differential equation

(e.g. the LLG) that simultaneously applies to each individual lattice site. This function

takes the current state of the lattice site at point n(t) and other time dependent data

as input and has the time derivative as an output. An integrated solver from the boost

library can calculate the state at the later time point n(t+ ∆t) from the initial state n(t)

regarding to the rules embedded in the previously mentioned function. We choose, for this

work, the ”Runge-Kutta-4” solver2 implemented in the boost library [141]. In principle, it

calculates small time steps n(t+ δt) from n(t) and ∂tn(t) and repeats this until it reaches

n(t + ∆t). Thus, it is called an iterative solver and gives only an approximation of the

result. The actual solving process of the Runge-Kutta method is similar to the Euler

method, calculating n(t+ δt) ≈ n(t) +∂tn(t) · δt. However, it includes higher orders of the

approximation making it more complex and accurate. A more detailed explanation can be

found in Ref. [143]. Concretely, in the simulations done in this work, the state we want to

evolve in time is the lattice. The function with which the time derivative is calculated is

Eq. (A.1). In addition to the lattice and the fix parameters (J , D, K, B0, Jinter, α, β, vxs ,

vys ) the time evolution depends, through the effective field and the spatial derivatives, on

the nearest neighbors. Due to the parallelization each lattice site is handled individually

and the position information is omitted. Technically speaking, the solver takes the current

state as a list and handles each entry separately. To consider the neighboring spins, we

copied the lattice and shifted on the copied lattice each lattice site one position into +x

1See https://nvidia.github.io/cccl/thrust/
2See https://www.boost.org/doc/libs/1_85_0/libs/numeric/odeint/doc/html/boost_numeric_

odeint/odeint_in_detail/steppers.html

https://nvidia.github.io/cccl/thrust/
https://www.boost.org/doc/libs/1_85_0/libs/numeric/odeint/doc/html/boost_numeric_odeint/odeint_in_detail/steppers.html
https://www.boost.org/doc/libs/1_85_0/libs/numeric/odeint/doc/html/boost_numeric_odeint/odeint_in_detail/steppers.html
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direction. The same was done for the −x, +y and −y neighbors, so that there are four

additional lattices. In consequence, each additionally considered neighboring lattice site

would increase the data stream, and thus costs, by one whole lattice. The edges were

treated separately. We realized closed boundary conditions, i.e., the time derivative of the

edge spins were set to zero, and we also realized periodic boundary conditions. In the case

of edge spin manipulation (see Chapter 4) we used closed boundary conditions and set the

values of the left edge spins manually. In summary, the parameter and the current state

of the lattice is given into the simulation and the state of the lattice at a later time point

t+ ∆t, evolved by the rules of LLG, is taken from the simulation.

Data processing – The data taken from the simulations were processed using python.

The simulation program returns an ordered list of Nx × Ny × 3 data-arrays where each

array represents the current state of the lattice at the time n(ti). Therefore, we had

full knowledge about the magnetic moment of each lattice site at each time point nt,x,y.

When the behavior of single spin components over time or snap shots of data fields are

shown in this work, then these are labeled as such. However, the Skyrmion position or

integrals (such as D from Chapter 3) are also shown. Here we explain the technical details

of how those values were extracted from the data. The spatial derivative in either x or

y direction of the lattice were done using the gradient method from the numpy library

in python [144]. The integration was done by a sum over all lattice sites divided by the

number of the considered sites. The Skyrmion position was calculated as a center of mass

regarding the topological charge density following Ref. [111]. To this end, we calculated

the topological charge density q = n · (∂xn× ∂yn) and subsequently calculated the cms

rSk =

∫
q(x, y) r dxdy∫
q(x, y) dxdy

, where r ∈ {x, y}. (A.4)

The Skyrmion radius was calculated, also following Ref. [111], as

R =

√∫
q(x, y) [r − rSk]2 dxdy∫

q(x, y) dxdy
. (A.5)

To extract the ferromagnetic sublattices from the simulation data, we used different meth-

ods. The case of the bilayer model is trivial since both sublattices are separate data sets

representing ferromagnetic lattices. In the case of the bipartite antiferromagnet (monolayer

where neighbors are from different sublattices), we either use the full lattice or separate

the sublattices. The former was applied when we studied the antiferromagnetic Skyrmion

as a macroscopic object neglecting the inner sublattice structure. To this end, we mul-

tiplied the vectors of one of both sublattices by −1. For stationary states of the lattice

(∂tn = 0) this resembles exactly the ferromagnetic counterpart, see Ch. 2 or Ref. [91].

For non-stationary states as moving AFM Skyrmions, this represents the center-of-mass

dynamics since both sublattices are weighted equally. The second method was used when

explicit sublattice relevant data was crucial, e.g., the relative position between the sublat-
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tice Skyrmions. The data of each even row and each even column was compressed to the

field of sublattice A and the data of each odd row and each odd column was compressed to

sublattice B. In terms of python that means sublatticeA = data[::2, ::2] and sub-

lattice B = data[1::2, 1::2]. This had the consequence of loss of information since

the data of even row and odd column as well as odd row and even column were omitted.

Nevertheless, this loss is necessary to keep the square structure of the fields. Both methods

were used when appropriate so that the antiferromagnetic Skyrmion could be examined

using the tools which already exists for ferromagnetic Skyrmions.
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B. Relevant integrals

In the main text various integrals were necessary to consider. In this section, we want to

show how they were solved. In all cases a three-dimensional vector field

n(r) =

nx(r)

ny(r)

nz(r)

 (B.1)

was assumed living on a two-dimensional plane r ∈ R2. The model is constructed in such

a way that the vector field has a constant length of one, |n|2 = 1. Therefore, we can view

it as a position of the unit sphere and transform the vector field to spherical coordinates

n(r) =

sin Θ(r) cos Φ(r)

sin Θ(r) sin Φ(r)

cos Θ(r)

 . (B.2)

It is convenient to transform the spatial coordinates (x, y) into polar coordinates

(ρ cosϕ, ρ sinϕ) when working with Skyrmions. Hereby the origin of the coordinate system

ρ = 0 is exactly the Skyrmion center. If not stated otherwise, we assume Skyrmions of a

typical rotation-invariant form. Then their components can be separated into [67]

Θ(ρ, ϕ) = Θ(ρ), (B.3)

Φ(ρ, ϕ) = mϕ+ ϕ0. (B.4)

It takes into account, that the angle Θ of the Skyrmion vector field, while not explicitly

known, only depends on the radial coordinate while the angle Φ can explicitly be expressed

with the angle coordinate ϕ. The parameters m = ±1 and ϕ0 represent the Skyrmion

vorticity and the kind of Skyrmion (Bloch or Néel). Here, only Skyrmions with a positive

vorticity m = 1 are relevant. Thus, the vector field of the Skyrmion can be written as

nSk(r) =

sin Θ(ρ) cos(ϕ+ ϕ0)

sin Θ(ρ) sin(ϕ+ ϕ0)

cos Θ(ρ)

 . (B.5)

Although we do not know the form of Θ(ρ), it is independent of ϕ and can thus solve the

integral
∫
f(ρ, φ)dϕ. We also assume that the integral over ρ yields a finite result, so that

if the integration over ϕ vanishes, the whole integral should vanish. In order to minimize
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calculation errors, the integrals were done with the help of Mathematica. The original

notebooks can be find below. Over the whole notebook we assume the vector field n to

form a Skyrmion as in Eq. (B.5) and an effective field

Heff = −λ
2
n+A(∂2

xn+ ∂2
yn) +HDMI +Knzz. (B.6)

As explained in the main text, one typically distinguish between bulk- and interfacial

DMI. While the former stabilizes Bloch Skyrmions, represented by ϕ0 = π/2, the latter

stabilizes Néel Skyrmions which are represented by ϕ0 = 0. The corresponding terms in

the effective field are

Hbulk
DMI = −D (∂ynz,−∂xnz, ∂xny − ∂ynx)T , (B.7)

H if
DMI = −D (∂xnz, ∂ynz,−∂xnx − d∂yny)T . (B.8)

The resulting integral solutions are shown in the following. We note that, the indices i, j

and k denote that this equation holds for all i, j, k ∈ {x, y} and are independent whether

we considered a Bloch-type Skyrmion using bulk DMI or a Néel-type Skyrmion using

interfacial DMI. ∫ 2π

0
r (∂in) · λ

2
n dϕ = 0 (B.9)∫ 2π

0
r (∂in) ·A(∂2

xn+ ∂2
yn) dϕ = 0 (B.10)∫ 2π

0
r (∂in) ·HDMI dϕ = 0 (B.11)∫ 2π

0
r (∂in) ·Knzz dϕ = 0 (B.12)∫ 2π

0
r (∂i∂j∂kn) ·Heff dϕ = 0 (B.13)∫ 2π

0
r (∂i∂jn) ·Heff dϕ = δijΛ (B.14)∫ 2π

0
r (∂in) · (∂jn) dϕ = δijD. (B.15)



We start by defining the polar coordinates as functions of the Cartesian coordinates

In [1] := ρ[x_, y_] := Sqrt[x^2 + y^2];

φ[x_, y_] := ArcTan[x, y];

Next, we define the three components of the vector field and store them in a three-dimensional 
vector. It is important to put the coordinate transform as a condition behind. 

In [3] := n1 = Sin[θ[ρ[x, y]]] * Cos[φ[x, y] + φ0];

n2 = Sin[θ[ρ[x, y]]] * Sin[φ[x, y] + φ0];

n3 = Cos[θ[ρ[x, y]]];

n = {n1, n2, n3} /. {x^2 + y^2  ρ^2, ArcTan[x, y]  φ, x  ρ Cos[φ], y  ρ Sin[φ]};

The integrals will contain spatial derivatives of the vector field in x and y direction. Therefore, we 
define those derivatives as vector fields. The notation is that: 
dxn = ∂n/∂x.  
It is convenient that Mathematica can handle the coordinate transform automatically. 

In [7] := dxn1 = ∂x n1 /. {x^2 + y^2  ρ^2, ArcTan[x, y]  φ, x  ρ Cos[φ], y  ρ Sin[φ]};

dxn2 = ∂x n2 /. {x^2 + y^2  ρ^2, ArcTan[x, y]  φ, x  ρ Cos[φ], y  ρ Sin[φ]};

dxn3 = ∂x n3 /. {x^2 + y^2  ρ^2, ArcTan[x, y]  φ, x  ρ Cos[φ], y  ρ Sin[φ]};

dxn = {dxn1, dxn2, dxn3};

dyn1 = ∂y n1 /. {x^2 + y^2  ρ^2, ArcTan[x, y]  φ, x  ρ Cos[φ], y  ρ Sin[φ]};

dyn2 = ∂y n2 /. {x^2 + y^2  ρ^2, ArcTan[x, y]  φ, x  ρ Cos[φ], y  ρ Sin[φ]};

dyn3 = ∂y n3 /. {x^2 + y^2  ρ^2, ArcTan[x, y]  φ, x  ρ Cos[φ], y  ρ Sin[φ]};

dyn = {dyn1, dyn2, dyn3};

The same is done with derivatives of higher order. The notation here is, e.g. , dxdyn = ∂2 n
∂ x ∂ y

.



In [15] := dxdxn1 = ∂x,x n1 /. {x^2 + y^2  ρ^2, ArcTan[x, y]  φ, x  ρ Cos[φ], y  ρ Sin[φ]};

dxdxn2 = ∂x,x n2 /. {x^2 + y^2  ρ^2, ArcTan[x, y]  φ, x  ρ Cos[φ], y  ρ Sin[φ]};

dxdxn3 = ∂x,x n3 /. {x^2 + y^2  ρ^2, ArcTan[x, y]  φ, x  ρ Cos[φ], y  ρ Sin[φ]};

dxdxn = {dxdxn1, dxdxn2, dxdxn3};

dydyn1 = ∂y,y n1 /. {x^2 + y^2  ρ^2, ArcTan[x, y]  φ, x  ρ Cos[φ], y  ρ Sin[φ]};

dydyn2 = ∂y,y n2 /. {x^2 + y^2  ρ^2, ArcTan[x, y]  φ, x  ρ Cos[φ], y  ρ Sin[φ]};

dydyn3 = ∂y,y n3 /. {x^2 + y^2  ρ^2, ArcTan[x, y]  φ, x  ρ Cos[φ], y  ρ Sin[φ]};

dydyn = {dydyn1, dydyn2, dydyn3};

dxdyn1 = ∂x,y n1 /. {x^2 + y^2  ρ^2, ArcTan[x, y]  φ, x  ρ Cos[φ], y  ρ Sin[φ]};

dxdyn2 = ∂x,y n2 /. {x^2 + y^2  ρ^2, ArcTan[x, y]  φ, x  ρ Cos[φ], y  ρ Sin[φ]};

dxdyn3 = ∂x,y n3 /. {x^2 + y^2  ρ^2, ArcTan[x, y]  φ, x  ρ Cos[φ], y  ρ Sin[φ]};

dxdyn = {dxdyn1, dxdyn2, dxdyn3};

dxdxdxn1 = ∂x,x,x n1 /. {x^2 + y^2  ρ^2, ArcTan[x, y]  φ, x  ρ Cos[φ], y  ρ Sin[φ]};

dxdxdxn2 = ∂x,x,x n2 /. {x^2 + y^2  ρ^2, ArcTan[x, y]  φ, x  ρ Cos[φ], y  ρ Sin[φ]};

dxdxdxn3 = ∂x,x,x n3 /. {x^2 + y^2  ρ^2, ArcTan[x, y]  φ, x  ρ Cos[φ], y  ρ Sin[φ]};

dxdxdxn = {dxdxdxn1, dxdxdxn2, dxdxdxn3};

dxdxdyn1 = ∂x,x,y n1 /. {x^2 + y^2  ρ^2, ArcTan[x, y]  φ, x  ρ Cos[φ], y  ρ Sin[φ]};

dxdxdyn2 = ∂x,x,y n2 /. {x^2 + y^2  ρ^2, ArcTan[x, y]  φ, x  ρ Cos[φ], y  ρ Sin[φ]};

dxdxdyn3 = ∂x,x,y n3 /. {x^2 + y^2  ρ^2, ArcTan[x, y]  φ, x  ρ Cos[φ], y  ρ Sin[φ]};

dxdxdyn = {dxdxdyn1, dxdxdyn2, dxdxdyn3};

dxdydyn1 = ∂x,y,y n1 /. {x^2 + y^2  ρ^2, ArcTan[x, y]  φ, x  ρ Cos[φ], y  ρ Sin[φ]};

dxdydyn2 = ∂x,y,y n2 /. {x^2 + y^2  ρ^2, ArcTan[x, y]  φ, x  ρ Cos[φ], y  ρ Sin[φ]};

dxdydyn3 = ∂x,y,y n3 /. {x^2 + y^2  ρ^2, ArcTan[x, y]  φ, x  ρ Cos[φ], y  ρ Sin[φ]};

dxdydyn = {dxdydyn1, dxdydyn2, dxdydyn3};

dydydyn1 = ∂y,y,y n1 /. {x^2 + y^2  ρ^2, ArcTan[x, y]  φ, x  ρ Cos[φ], y  ρ Sin[φ]};

dydydyn2 = ∂y,y,y n2 /. {x^2 + y^2  ρ^2, ArcTan[x, y]  φ, x  ρ Cos[φ], y  ρ Sin[φ]};

dydydyn3 = ∂y,y,y n3 /. {x^2 + y^2  ρ^2, ArcTan[x, y]  φ, x  ρ Cos[φ], y  ρ Sin[φ]};

dydydyn = {dydydyn1, dydydyn2, dydydyn3};

Now all derivatives up to third order are defined. In the next step we define the four parts of the 
effective field. Since our formalism traces the problem back to a ferromagnetic Skyrmion, the intra-
sublattice and inter-sublattice terms of the effective field looks identical except of the parameter. 
Therefore, using these four parts of the effective field is sufficient for both intra- and inter-sublat-
tice calculations.

2     integral_notebook_all_in_one.nb



In [43] := Heff1 = -λ / 2 * n /. {x^2 + y^2  ρ^2, ArcTan[x, y]  φ, x  ρ Cos[φ], y  ρ Sin[φ]};

Heff2 =

A * (dxdxn + dydyn) /. {x^2 + y^2  ρ^2, ArcTan[x, y]  φ, x  ρ Cos[φ], y  ρ Sin[φ]};

Heff3b = -D * {dyn3, -dxn3, dxn2 - dyn1} /.

{x^2 + y^2  ρ^2, ArcTan[x, y]  φ, x  ρ Cos[φ], y  ρ Sin[φ]};

Heff3i = D * {dxn3, dyn3, -dxn1 - dyn2} /.

{x^2 + y^2  ρ^2, ArcTan[x, y]  φ, x  ρ Cos[φ], y  ρ Sin[φ]};

Heff4 =

K * n3 * {0, 0, 1} /. {x^2 + y^2  ρ^2, ArcTan[x, y]  φ, x  ρ Cos[φ], y  ρ Sin[φ]};

Heffb = Heff1 + Heff2 + Heff3b + Heff4 /.

{x^2 + y^2  ρ^2, ArcTan[x, y]  φ, x  ρ Cos[φ], y  ρ Sin[φ]};

Heffi = Heff1 + Heff2 + Heff3i + Heff4 /.

{x^2 + y^2  ρ^2, ArcTan[x, y]  φ, x  ρ Cos[φ], y  ρ Sin[φ]};

The following will be done for two different cases. At first, we assume a system with Bulk DMI 
hosting a Bloch type Skyrmion, i.e. φ0 = π/2.

We show that all integrals containing the scalar product of the effective field parts and derivatives 
of order 1 and 3 of the vector field vanish

In [50] := {FullSimplify[

Integrate[ρ * Heff1.dxn /. {φ0  Pi / 2}, {φ, 0, 2 * Pi}], Assumptions  ρ ≥ 0],

FullSimplify[

Integrate[ρ * Heff2.dxn /. {φ0  Pi / 2}, {φ, 0, 2 * Pi}], Assumptions  ρ ≥ 0],

FullSimplify[

Integrate[ρ * Heff3b.dxn /. {φ0  Pi / 2}, {φ, 0, 2 * Pi}], Assumptions  ρ ≥ 0],

FullSimplify[

Integrate[ρ * Heff4.dxn /. {φ0  Pi / 2}, {φ, 0, 2 * Pi}], Assumptions  ρ ≥ 0]}

Out[50]=

{0, 0, 0, 0}

In [51] := {FullSimplify[

Integrate[ρ * Heff1.dyn /. {φ0  Pi / 2}, {φ, 0, 2 * Pi}], Assumptions  ρ ≥ 0],

FullSimplify[

Integrate[ρ * Heff2.dyn /. {φ0  Pi / 2}, {φ, 0, 2 * Pi}], Assumptions  ρ ≥ 0],

FullSimplify[

Integrate[ρ * Heff3b.dyn /. {φ0  Pi / 2}, {φ, 0, 2 * Pi}], Assumptions  ρ ≥ 0],

FullSimplify[

Integrate[ρ * Heff4.dyn /. {φ0  Pi / 2}, {φ, 0, 2 * Pi}], Assumptions  ρ ≥ 0]}

Out[51]=

{0, 0, 0, 0}

In [52] := {FullSimplify[

Integrate[ρ * Heffb.dxdxdxn /. {φ0  Pi / 2}, {φ, 0, 2 * Pi}], Assumptions  ρ ≥ 0],

FullSimplify[

Integrate[ρ * Heffb.dxdxdyn /. {φ0  Pi / 2}, {φ, 0, 2 * Pi}], Assumptions  ρ ≥ 0],

FullSimplify[

Integrate[ρ * Heffb.dxdydyn /. {φ0  Pi / 2}, {φ, 0, 2 * Pi}], Assumptions  ρ ≥ 0],

FullSimplify[

Integrate[ρ * Heffb.dydydyn /. {φ0  Pi / 2}, {φ, 0, 2 * Pi}], Assumptions  ρ ≥ 0]}

Out[52]=

{0, 0, 0, 0}
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Finally, we will calculate what is called the dissipation tensor D and the force constant Λ in the 
main text.

In [53] := FullSimplify[

Integrate[ρ * Heffb.dxdyn /. {φ0  Pi / 2}, {φ, 0, 2 * Pi}], Assumptions  ρ ≥ 0]

Out[53]=

0

In [54] := FullSimplify[

Integrate[ρ * Heffb.dxdxn /. {φ0  Pi / 2}, {φ, 0, 2 * Pi}], Assumptions  ρ ≥ 0]

FullSimplify[

Integrate[ρ * Heffb.dydyn /. {φ0  Pi / 2}, {φ, 0, 2 * Pi}], Assumptions  ρ ≥ 0]

Out[54]=

1

2 ρ3
π 2 A + λ ρ

2
 Sin[θ[ρ]]2 +

ρ θ
′
[ρ] 4 D ρ Sin[θ[ρ]]2 - 2 A + K ρ

2
 Sin[2 θ[ρ]] + ρ θ

′
[ρ] 4 A + (-K + λ) ρ

2
-

2 A + K ρ
2
 Cos[2 θ[ρ]] + D ρ Sin[2 θ[ρ]] + 2 ρ

2
θ
′
[ρ] (D + A θ

′
[ρ]) +

2 ρ Sin[θ[ρ]] -2 A + K ρ
2
 Cos[θ[ρ]] + D ρ Sin[θ[ρ]] + 2 A ρ θ

′
[ρ] θ

′′
[ρ] +

2 A ρ
3
θ
′′
[ρ]

2


Out[55]=

1

2 ρ3
π 2 A + λ ρ

2
 Sin[θ[ρ]]2 +

ρ θ
′
[ρ] 4 D ρ Sin[θ[ρ]]2 - 2 A + K ρ

2
 Sin[2 θ[ρ]] + ρ θ

′
[ρ] 4 A + (-K + λ) ρ

2
-

2 A + K ρ
2
 Cos[2 θ[ρ]] + D ρ Sin[2 θ[ρ]] + 2 ρ

2
θ
′
[ρ] (D + A θ

′
[ρ]) +

2 ρ Sin[θ[ρ]] -2 A + K ρ
2
 Cos[θ[ρ]] + D ρ Sin[θ[ρ]] + 2 A ρ θ

′
[ρ] θ

′′
[ρ] +

2 A ρ
3
θ
′′
[ρ]

2


In [56] := FullSimplify[Integrate[ρ * dxn.dyn /. {φ0  Pi / 2}, {φ, 0, 2 * Pi}], Assumptions  ρ ≥ 0]

FullSimplify[Integrate[ρ * dxn.dxn /. {φ0  Pi / 2}, {φ, 0, 2 * Pi}], Assumptions  ρ ≥ 0]

FullSimplify[Integrate[ρ * dyn.dyn /. {φ0  Pi / 2}, {φ, 0, 2 * Pi}], Assumptions  ρ ≥ 0]

Out[56]=

0

Out[57]=

π Sin[θ[ρ]]2

ρ
+ π ρ θ

′
[ρ]

2

Out[58]=

π Sin[θ[ρ]]2

ρ
+ π ρ θ

′
[ρ]

2

The integrals above were done for Bloch type Skyrmions together with a bulk DMI. Since we claim 
that the integrals are the same for Néel type Skyrmion we repeat the integrals considering Néel 
type Skyrmions, φ0 = 0,  and interfacial DMI.

We show that all integrals containing the scalar product of the effective field parts and derivatives 
of order 1 and 3 of the vector field vanish
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In [59] := {FullSimplify[Integrate[ρ * Heff1.dxn /. {φ0  0}, {φ, 0, 2 * Pi}], Assumptions  ρ ≥ 0],

FullSimplify[Integrate[ρ * Heff2.dxn /. {φ0  0}, {φ, 0, 2 * Pi}], Assumptions  ρ ≥ 0],

FullSimplify[Integrate[ρ * Heff3i.dxn /. {φ0  0}, {φ, 0, 2 * Pi}], Assumptions  ρ ≥ 0],

FullSimplify[Integrate[ρ * Heff4.dxn /. {φ0  0}, {φ, 0, 2 * Pi}], Assumptions  ρ ≥ 0]}

Out[59]=

{0, 0, 0, 0}

In [60] := {FullSimplify[Integrate[ρ * Heff1.dyn /. {φ0  0}, {φ, 0, 2 * Pi}], Assumptions  ρ ≥ 0],

FullSimplify[Integrate[ρ * Heff2.dyn /. {φ0  0}, {φ, 0, 2 * Pi}], Assumptions  ρ ≥ 0],

FullSimplify[Integrate[ρ * Heff3i.dyn /. {φ0  0}, {φ, 0, 2 * Pi}], Assumptions  ρ ≥ 0],

FullSimplify[Integrate[ρ * Heff4.dyn /. {φ0  0}, {φ, 0, 2 * Pi}], Assumptions  ρ ≥ 0]}

Out[60]=

{0, 0, 0, 0}

In [61] := {FullSimplify[

Integrate[ρ * Heffi.dxdxdxn /. {φ0  0}, {φ, 0, 2 * Pi}], Assumptions  ρ ≥ 0],

FullSimplify[

Integrate[ρ * Heffi.dxdxdyn /. {φ0  0}, {φ, 0, 2 * Pi}], Assumptions  ρ ≥ 0],

FullSimplify[

Integrate[ρ * Heffi.dxdydyn /. {φ0  0}, {φ, 0, 2 * Pi}], Assumptions  ρ ≥ 0],

FullSimplify[

Integrate[ρ * Heffi.dydydyn /. {φ0  0}, {φ, 0, 2 * Pi}], Assumptions  ρ ≥ 0]}

Out[61]=

{0, 0, 0, 0}

Finally, we will calculate what is called the dissipation tensor D and the force constant Λ in the 
main text.

In [62] := FullSimplify[Integrate[ρ * Heffi.dxdyn /. {φ0  0}, {φ, 0, 2 * Pi}], Assumptions  ρ ≥ 0]

Out[62]=

0

In [63] := FullSimplify[Integrate[ρ * Heffi.dxdxn /. {φ0  0}, {φ, 0, 2 * Pi}], Assumptions  ρ ≥ 0]

FullSimplify[Integrate[ρ * Heffi.dydyn /. {φ0  0}, {φ, 0, 2 * Pi}], Assumptions  ρ ≥ 0]

Out[63]=

1

2 ρ3
π 2 A + λ ρ

2
 Sin[θ[ρ]]2 +

ρ θ
′
[ρ] 4 D ρ Sin[θ[ρ]]2 - 2 A + K ρ

2
 Sin[2 θ[ρ]] + ρ θ

′
[ρ] 4 A + (-K + λ) ρ

2
-

2 A + K ρ
2
 Cos[2 θ[ρ]] + D ρ Sin[2 θ[ρ]] + 2 ρ

2
θ
′
[ρ] (D + A θ

′
[ρ]) +

2 ρ Sin[θ[ρ]] -2 A + K ρ
2
 Cos[θ[ρ]] + D ρ Sin[θ[ρ]] + 2 A ρ θ

′
[ρ] θ

′′
[ρ] +

2 A ρ
3
θ
′′
[ρ]

2


Out[64]=

1

2 ρ3
π 2 A + λ ρ

2
 Sin[θ[ρ]]2 +

ρ θ
′
[ρ] 4 D ρ Sin[θ[ρ]]2 - 2 A + K ρ

2
 Sin[2 θ[ρ]] + ρ θ

′
[ρ] 4 A + (-K + λ) ρ

2
-

2 A + K ρ
2
 Cos[2 θ[ρ]] + D ρ Sin[2 θ[ρ]] + 2 ρ

2
θ
′
[ρ] (D + A θ

′
[ρ]) +

2 ρ Sin[θ[ρ]] -2 A + K ρ
2
 Cos[θ[ρ]] + D ρ Sin[θ[ρ]] + 2 A ρ θ

′
[ρ] θ

′′
[ρ] +

2 A ρ
3
θ
′′
[ρ]

2
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In [65] := FullSimplify[Integrate[ρ * dxn.dyn /. {φ0  0}, {φ, 0, 2 * Pi}], Assumptions  ρ ≥ 0]

FullSimplify[Integrate[ρ * dxn.dxn /. {φ0  0}, {φ, 0, 2 * Pi}], Assumptions  ρ ≥ 0]

FullSimplify[Integrate[ρ * dyn.dyn /. {φ0  0}, {φ, 0, 2 * Pi}], Assumptions  ρ ≥ 0]

Out[65]=

0

Out[66]=

π Sin[θ[ρ]]2

ρ
+ π ρ θ

′
[ρ]

2

Out[67]=

π Sin[θ[ρ]]2

ρ
+ π ρ θ

′
[ρ]

2

As a last check we want to see if the parameter Λ is the same for both Skyrmion types

In [68] := Simplify[Integrate[ρ * Heffi.dxdxn /. {φ0  0}, {φ, 0, 2 * Pi}] -

Integrate[ρ * Heffb.dxdxn /. {φ0  Pi / 2}, {φ, 0, 2 * Pi}], Assumptions  ρ ≥ 0]

Out[68]=

0

6     integral_notebook_all_in_one.nb
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C. Commutator relations

In the main text in Sec. 2.2 we showed that the Landau-Lifshitz equation of motion can

also be derived via the Ehrenfest theorem while using the mean field Ansatz. To this end,

the commutator relations of quantum mechanical spin operators are needed. While the

results were presented in the main text, we will here show the explicit calculations of the

commutators.

The first commutator in question is
[∑

i,r Si · Si+r,Sk
]
. It is more convenient to calculate

it using component representation and separating it into pair-wise commutators∑
i,r

∑
a=x,y,z

Sai S
a
i+r,

∑
b=x,y,z

Sbkeb

 =
∑
i,r,a,b

(
Sai [Sai+r, S

b
k]− [Sbk, S

a
i ]Sai+r

)
eb. (C.1)

For these, we can use the general spin operator commutation relation[
Saj , S

b
k

]
= i~δjk

∑
c

εabcS
c
j , (C.2)

so that the equation above can be written as∑
i,r

∑
a

Sai S
a
i+r,

∑
b

Sbkeb

 = i~
∑

i,r,a,b,c

(
Sai δi+r,kεabcS

c
k − δikεbacSciSai+r

)
eb. (C.3)

We will treat the terms independently, starting with the term left from the minus sign.

Considering that the sum over i goes over each single lattice site, we can shift the sum-

mation index i→ i− r without altering the total sum. The term then reads∑
i,r,a,b

Sai−rδi,kεabcS
c
k =

∑
r,a,b,c

Sak−rεabcS
c
k. (C.4)

Additionally, we assume a symmetric lattice, so that for each neighbor at −r there is also

a neighbor at +r. Since the sum goes over all r, we can re-write the summation as∑
r,a,b,c

Sak−rεabcS
c
k =

∑
r,a,b,c

Sak+rεabcS
c
k. (C.5)

The second term does not need particular attention, except the (anti-) symmetry of εbac =

−εabc, since the sum over i is absorbed by the Kronecker δ. Therefore, the commutator
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from Eq. (C.1) can be written as∑
i,r

∑
a

Sai S
a
i+r,

∑
b

Sbkeb

 = i~
∑
r,a,b,c

εabc
(
Sak+rS

c
k + SckS

a
k+r

)
eb. (C.6)

In conclusion, comparing the result with the component notation of a vector product,

Si × Sj =
∑
a,b,c

εabcS
a
i S

b
jec, (C.7)

we find that the commutator relation we aimed to calculate is[∑
i

∑
r

Si · Si+r,Sk

]
= −i~

∑
r

(Sk+r × Sk − Sk × Sk+r) . (C.8)

The next commutator is the one connected to the Dzyaloshinskii-Moriya interaction (DMI).

It involves the anti-symmetric tensor, Dij = −Dji, and reads∑
i,r

Di,i+r · (Si × Si+r) ,Sk

 =
∑
i,r

∑
a,b,c,d

εabcD
c
i,i+r

[
Sai S

b
i+r, S

d
k

]
ed. (C.9)

Similiar to the calculations previously, we separate the commutator into pair-wise com-

mutations, [
Sai S

b
i+r, S

d
k

]
= Sai

[
Sbi+r, S

d
k

]
−
[
Sdk , S

a
i

]
Sbi+r, (C.10)

so that we can use the general spin operator commutation relation from Eq. (C.2). Con-

sequently, we can write Eq. (C.10) as

Sai

[
Sbi+r, S

d
k

]
−
[
Sdk , S

a
i

]
Sbi+r = Sai i~δi+r,k

∑
e

εbdeS
e
k − i~δi,k

∑
e

εdaeS
e
kS

b
i+r. (C.11)

Considering the starting commutator, we get essentially two terms,∑
i,r

Di,i+r · (Si × Si+r) ,Sk

 = i~
∑
i,r

∑
a,b,c,d,e

εabcD
c
i,i+rS

a
i δi+r,kεbdeS

e
ked

− i~
∑
i,r

∑
a,b,c,d,e

εabcD
c
i,i+rδi,kεdaeS

e
kS

b
i+red,

(C.12)

which we will regard separately in the following. For the first term, we again shift the

summation index i→ i− r. This term then reads

i~
∑
i,r

∑
a,b,c,d,e

εabcD
c
i,i+rS

a
i δi+r,kεbdeS

e
ked = i~

∑
i,r

∑
a,b,c,d,e

εabcD
c
i−r,iS

a
i−rδi,kεbdeS

e
ked. (C.13)
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Next, we apply the sum over i and re-order the terms and parameters in a convenient way,

ensuring that the order of the spin operators S is not altered. This leads to

i~
∑
i,r

∑
a,b,c,d,e

εabcD
c
i,i+rS

a
i δi+r,kεbdeS

e
ked = i~

∑
r

∑
a,b,c,d,e

εacbεbedS
a
k−rD

c
k−r,kS

e
ked. (C.14)

Note that Dc
k−r,k is a real number and, thus, commute with any other element. The goal is

a representation in vector notation. To do so, we compare Eq. (C.14) with the component

notation of a double cross product,

(A×B)×C =
∑

i,j,k,m,n

εmniεijkAmBnCjek, (C.15)

and immediately see that it can be written as

i~
∑
r

∑
a,b,c,d,e

εacbεbedS
a
k−rD

c
k−r,kS

e
ked = i~

∑
r

(Sk−r ×Dk−r,k)× Sk. (C.16)

By additionally assuming a symmetric lattice and using the (anti-) symmetry of the DMI

tensor, the first term of Eq. (C.12) finally concludes to

i~
∑
i,r

∑
a,b,c,d,e

εabcD
c
i,i+rS

a
i δi+r,kεbdeS

e
ked = −i~

∑
r

(Sk+r ×Dk,k+r)× Sk. (C.17)

Next, we consider the second term of Eq. (C.12), where we can apply the sum and re-order

the parameters, again ensuring that the order of the operators does not change. It reads

− i~
∑
i,r

∑
a,b,c,d,e

εabcD
c
i,i+rδi,kεdaeS

e
kS

b
i+red = i~

∑
r

∑
a,b,c,d,e

εdeaεabcS
e
kS

b
k+rD

c
k,k+red. (C.18)

It can be brought into vector notation by comparing it to the component notation of a

double vector product, this time

A× (B ×C) =
∑

i,j,k,m,n

εijkεkmnAjBmCnei, (C.19)

leading to

i~
∑
r

∑
a,b,c,d,e

εdeaεabcS
e
kS

b
k+rD

c
k,k+red = i~

∑
r

Sk × (Sk+r ×Dk,k+r) . (C.20)
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Combing both terms, Eqs. (C.17) and (C.20), we can conclude for the final commutation

relation ∑
i,r

Di,i+r · (Si × Si+r) ,Sk

 =− i~
∑
r

(Sk+r ×Dk,k+r)× Sk

+ i~
∑
r

Sk × (Sk+r ×Dk,k+r) .

(C.21)
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D. Additional simulation results

In the main part, in Chapter 3, the simulation results for a system of two coupled lattices,

representing a synthetic antiferromagnet were presented. Here, we show the corresponding

simulations for a single-layer AFM square lattice. The results of those simulations are

shown in the following figures, D.1, D.2, and D.3. These are the equivalents to Figs. 3.3,

3.4, and 3.7 of the main part. Here we see that they are similar to the simulation results

for the bilayer system, which is in accordance to the analytically derived formalism.

Figure D.1.: Velocity of a Skyrmion in a single-layer antiferromagnetic lattice driven by
two uni-directional flowing electric currents over time for different values of
the parameter β at α = 0.01. While the symbols represent the Skyrmion
velocity obtained from the simulation, the solid lines are fits to Eq. (3.48).
This is the equivalent to Fig. 3.3 in Ch. 3.
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Figure D.2.: Velocity of a Skyrmion in a single-layer antiferromagnetic lattice driven by
two anti-parallel flowing electric currents over time for different values of the
Gilbert damping parameter α. While the symbols represent the Skyrmion
velocity obtained from the simulation, the solid lines are fits to Eq. (3.49).
This is the equivalent to Fig. 3.4 in Ch. 3.

Figure D.3.: Left: Distance traveled by a freely moving Skyrmion in a single-layer antifer-
romagnetic lattice due to an initial sublattice Skyrmion displacement. The
dots mark the distance the Skyrmion traveled in the simulation while the
solid line is a linear fit to these distances. Right: Fitted Skyrmion velocity
in dependence on the initial displacement. The symbols mark the fitted ve-
locities while the solid line is a linear fit according to Eq. (3.27). This is the
equivalent to Fig. 3.7 in Ch. 3.
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