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A B S T R A C T

Many of today’s challenges are tightly connected to a rapid digi-
talization, which is accelerating societal developments significantly.
However, while technological advancements may bear the risk of am-
plifying societal challenges, they can also help to solve these challenges.
With the goal of tackling societal challenges, this dissertation targets
the United Nations’ third sustainable development goal of “good health
and well-being - ensure healthy lives and promote well-being for all at all
ages”. To this end, this dissertation takes a Human-Computer Inter-
action (HCI) perspective and focuses on designing, developing, and
evaluating technology-based solutions, specifically immersive virtual
reality (VR) games, to help address three societal challenges of today’s
world: (i) physical activity, (ii) active aging, and (iii) social interaction.

In the last decades, VR-head-mounted displays (HMDs) have experi-
enced rapid improvements in performance, accessibility, and afford-
ability. Especially, games have become a major application area of this
technology since its immersive nature is an ideal fit for delivering
engaging and playful experiences. Immersive VR games do not only
entertain users but also have enormous potential for addressing press-
ing societal challenges due to their immersive, spatial, and motivating
characteristics. However, our understanding of how to design and
develop these games for such purposes is still limited. Accordingly,
this dissertation presents research contributions on how immersive VR

games can help address the three outlined societal challenges.
Overall, in this dissertation, we examine the spectrum of immersive

VR games, from single-user experiences to multi-user environments,
and address diverse target groups, including younger and older adults,
as well as older adults with different degrees of dementia. As a first
societal challenge, we focus on how immersive VR games can support
physical activity. We provide an up-to-date overview, envision new
training opportunities, and offer empirical insights into the benefits
of using real-time continuous cues and various game elements. Fol-
lowing this, we show how VR games can support active aging by
designing age-appropriate cognitive and physical exercises, consider-
ing requirements of older adults with dementia, evaluating the impact
of augmented interactions, and analyzing advantages and disadvan-
tages of different exergaming technologies. Lastly, we showcase how
immersive VR games can support social interaction. We demonstrate
their potential for creating social gaming environments, provide a
theoretical understanding and uncover research gaps of asymmet-
ric multiplayer immersive VR games, use asymmetric game design
and resulting interdependences to bridge the gap between players
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of different mediums, and explore how existing social ties influence
the experience of asymmetric multiplayer immersive VR games. The
dissertation concludes with a discussion of the main contributions,
the key lessons learned, and the future research directions. Our work
establishes a foundation for future research in the field of HCI and
promotes the use of immersive VR games to foster a positive societal
impact for individuals of all ages and conditions.

viii



Z U S A M M E N FA S S U N G

Viele der heutigen Herausforderungen sind eng mit einer rasanten
Digitalisierung verbunden, die gesellschaftliche Entwicklungen erheb-
lich beschleunigt. Technologische Fortschritte bergen zwar das Risiko,
gesellschaftliche Herausforderungen zu verstärken, können aber auch
zu deren Lösungen beitragen. Mit dem Ziel, gesellschaftliche Heraus-
forderungen anzugehen, adressiert diese Dissertation das dritte Ziel
für nachhaltige Entwicklung der Vereinten Nationen: “Gute Gesundheit
und Wohlbefinden – ein gesundes Leben gewährleisten und das Wohlbefin-
den für alle in jedem Alter fördern”. Diese Dissertation adoptiert eine
HCI-Perspektive und konzentriert sich auf die Gestaltung, Entwick-
lung und Evaluierung technologiebasierter Lösungen, insbesondere
immersiver VR-Spiele, um drei gesellschaftliche Herausforderungen
der heutigen Welt anzugehen: (i) körperliche Aktivität, (ii) aktives Altern
und (iii) soziale Interaktion.

In den letzten Jahrzehnten haben sich VR-HMDs rasant in Bezug
auf Leistung, Zugänglichkeit und Erschwinglichkeit entwickelt. Insbe-
sondere Spiele sind zu einem wichtigen Anwendungsbereich dieser
Technologie geworden, da ihre immersive Natur ideal ist, um fesselnde
und spielerische Erfahrungen zu vermitteln. Immersive VR-Spiele die-
nen jedoch nicht nur der Unterhaltung der Nutzer, sondern besitzen
aufgrund ihrer immersiven, räumlichen und motivierenden Eigen-
schaften auch ein enormes Potenzial, um drängende gesellschaftliche
Herausforderungen anzugehen. Dennoch ist unser Verständnis dafür,
wie diese Spiele für solche Zwecke gestaltet und entwickelt werden
können, sehr begrenzt. Diese Dissertation präsentiert Forschungsbei-
träge, die zeigen, wie immersive VR-Spiele dazu beitragen können, die
drei skizzierten gesellschaftlichen Herausforderungen anzugehen.

Insgesamt untersuchen wir in dieser Dissertation das Spektrum
immersiver VR-Spiele, von Einzelspieler-Erfahrungen bis hin zu Mehr-
benutzerumgebungen, und sprechen verschiedene Zielgruppen an,
darunter jüngere und ältere Erwachsene sowie ältere Erwachsene mit
unterschiedlichen Demenzgraden. Zunächst konzentrieren wir uns
darauf, wie immersive VR-Spiele körperliche Aktivität unterstützen
können. Wir geben einen aktuellen Überblick, stellen neue Trainings-
möglichkeiten vor und bieten empirische Einblicke in die Vorteile von
kontinuierlichem Feedback in Echtzeit und anderen Spielelementen.
Anschließend zeigen wir, wie immersive VR-Spiele das aktive Altern
unterstützen können, indem wir altersgerechte kognitive und körper-
liche Übungen entwickeln, die Anforderungen älterer Menschen mit
Demenz erforschen, die Auswirkungen augmentierter Interaktionen
untersuchen und die Vor- und Nachteile verschiedener Exergaming-
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Technologien analysieren. Schließlich zeigen wir, wie immersive VR-
Spiele die soziale Interaktion unterstützen können. Wir demonstrieren
ihr Potenzial für soziale Spielumgebungen, vermitteln ein theoreti-
sches Verständnis für und decken Forschungslücken bei asymme-
trischen immersiven VR-Mehrspieler-Spielen auf, nutzen asymmetri-
sches Spieldesign und daraus resultierende Interdependenzen für das
gemeinsame Spielen über verschiedene Medien, und untersuchen,
wie bestehende soziale Bindungen die Erfahrung asymmetrischer im-
mersiver VR-Mehrspieler-Spiele beeinflussen. Die Dissertation endet
mit einer Diskussion der wichtigsten gewonnenen Erkenntnisse und
der offenen Fragestellungen für zukünftige Forschung. Unsere Ar-
beit stellt eine Grundlage für zukünftige Forschung im Bereich der
Mensch-Computer-Interaktion dar und zeigt das Potenzial des Einsat-
zes immersiver VR-Spiele, um eine positive gesellschaftliche Wirkung
für Menschen jeden Alters und jeder Lebenslage zu erzielen.
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D I S S E RTAT I O N





1
I N T R O D U C T I O N

In today’s digitalized world, we experience a multitude of benefits and
challenges that affect and transform our society as a whole. Foremost,
we see enormous benefits of technology. We interact with technology
in every aspect of every day life—at home, at work, and in public
spaces. We communicate in real-time via messenger applications, relax
using video games, and even turn on the lights in our homes using
artificial intelligence (AI)-integrated smart home devices. This interac-
tion with computing systems has been shaping our past, present, and
will continue to shape our future profoundly. However, we also see
the societal challenges amplified by digitalization, inspiring us—as
HCI experts—to actively engage in addressing them. Accordingly, we
believe that HCI “has a lot to contribute to the process of solving societal
challenges” [212].

1.1 societal challenges

Societal challenges are complex issues that hinder sustainable develop-
ment and prosperity of future generations [214]. Within the Horizon
2020 framework for research and innovation, the European Commis-
sion highlighted several of these pressing challenges, including “health,
demographic change and wellbeing” [63]. Similarly, the United Nations’
2030 agenda for sustainable development has outlined 17 sustainable
development goals to achieve a better future globally [214]. In this
dissertation, we focus on the third sustainable development goal of
the United Nations: “good health and well-being - ensure healthy lives
and promote well-being for all at all ages”. Specifically, we explore how
technology-based solutions, particularly immersive VR games, can
make a positive societal impact by contributing to reaching this devel-
opment goal. Exemplary, we target three pressing societal challenges
that are influenced but can also be supported by technological ad-
vances: (i) physical activity, (ii) active aging, and (iii) social interaction.
We derived these aspects from the United Nations’ third development
goal, forming the foundation for good health (i.e., physical activ-
ity [233]), particularly for older generations (i.e., active aging [231]),
and well-being (i.e., social interaction [155, 156]).

physical activity Nowadays, many jobs involve working from
home in front of a computer. While this development has many ad-
vantages, such as efficiency and accessibility, it also introduces a new
challenge: Insufficient physical activity as well as sedentary lifestyles

3
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have greatly increased [135, 229] and evolved into one of the major
problems of societies [232]. According to recent statistics, 1.8 billion
adults do not meet daily physical activity recommendations—they are
physically inactive [200, 233]. Since this ultimately increases the risk
of severe diseases (e.g., cardiovascular conditions) and places a big
burden on our economies (e.g., health systems), the World Health Or-
ganization (WHO) recommends ensuring “access to programmes, services
and equipment that provide affordable, enjoyable and inclusive opportunities
for all people to be active” [232].

active aging Technological advancements are contributing to
a rapidly aging population [229]: We are experiencing a “longevity
revolution” [215]. The United Nations predicts that the population of
older adults (65+) will grow to 1.5 billion people by 2050 [215]. This
has a profound impact not only on the health of individuals, but also
on government policies and financial resources [216]. Therefore, it is
crucial to support older adults to stay active as long as possible to
retain an independent life and autonomy [231].

social interaction Technology is also transforming our social
interactions significantly by allowing us to connect with others re-
motely and instantly. According to the WHO’s Geneva Charter for well-
being agenda, “addressing the impacts of digital transformation” is one
of the five target areas for “creating sustainable well-being societies” [61].
While technology can have negative effects, such as contributing to
isolation [61] and weakening close connections [114], it can also in-
crease our potential social circles dramatically and support well-being
(e.g., [72, 78, 221]). Accordingly, we need to “strengthen the benefits” of
digital transformation [155] and develop technology-driven opportuni-
ties for improved social interactions in our increasingly digital world.

Focusing on these three key societal challenges—(i) physical activity,
(ii) active aging, and (iii) social interaction—, this dissertation explores
how we can design, develop, and evaluate immersive VR games that
contribute to their solution. While the connection between immersive
VR games and the three selected societal challenges may not be imme-
diately apparent, we believe in the potential of immersive VR games
for creating positive societal impact. In the following, we explain how
the unique capabilities of immersive VR games merit their exploration
for the benefit of society.

1.2 immersive vr games

Advances in technological developments and affordability have evolved
immersive VR technology from specialized, niche equipment to a
widely available hardware [195]. Nowadays, VR hardware and its ap-



introduction 5

plications are being increasingly used in many areas, such as education
(e.g., [73, 85]) and health (e.g., [169, 170]). According to a report on VR

hardware [195], this increase is expected to continue and the market
revenue is forecast to reach $17.89 billion USD in 2029.

The most common form of immersive VR technology is HMD-based
setups. These systems typically consist of two high-level components,
i.e., (i) a head-worn display (i.e., VR-HMD) and (ii) two controllers.
While a VR-HMD delivers a stereoscopic and real-time head-dependent
view, combining VR-HMD with tracked controllers enables users to
interact with virtual environments (VEs) [198]. Due to this technology’s
high visual and auditory fidelity, users get fully immersed in computer-
generated three dimensional (3D) environments [198]. Compared to
other traditional media, VR technology offers embodied interactions
(e.g., [69]), allows to explore new locations virtually without the need
to travel (e.g., [205]), and enables to engage in safe scenarios (e.g.,
exposure to virtual spiders for people with spider phobia [74]) as
well as unrealistic scenarios (e.g., flying [115, 241]). These distinctive
features of immersive VR make it an ideal technology for a variety of
applications. One of these application areas, that has received a lot of
attention, are games.

Games are interactive rule-structured play systems [207]. Since an-
cient times, they have been in our lives, serving various purposes [132].
Games are a sign of innovation and creativity; “games do not just
adopt” [59] the established standards of computer science (e.g., pre-
senting a notification in a new dialog window), but actively create
novel solutions (e.g., using calm messaging style for texts). They have
been instrumental in pushing the boundaries of computer science and
served as “a perfect test-bed for HCI explorations” [107]. For example,
many AI algorithms (e.g., Minimax for chess [213]) were created or
improved through games [240].

Nowadays, games are used by a wide range of users and have
become a part of many people’s daily lives. According to the 2024

report of the Entertainment Software Association (ESA) [62], 61% of US-
based people across all ages play video games at least one hour a week.
The widespread adoption of games is also apparent in the financial
size of the gaming industry; its market volume has been expected
to reach $398.20 billion USD in 2029 [194]. Games offer enjoyment
and relaxation for players [62], but can also have serious benefits and
target serious issues. They stimulate the brain [116], improve well-
being [OtherPub5], and increase awareness about societal issues [113].

Games played with immersive VR technology (i.e., immersive VR

games) have enormous potential to tackle today’s societal challenges.
Immersive VR games benefit from the spatial nature of VR along with
the inherent entertaining nature of gaming. In these games, players can
be fully immersed in VEs, where they can interact with virtual objects
and have fun with entertaining quests in the meantime. Compared
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to traditional games (e.g., console games), immersive VR games allow
players to take a first-person perspective and move around in the
VE themselves, rather than just controlling their characters. Similarly,
players can engage in full-body movement in a unique way. Instead of
making a character jump in a computer game or jumping in front of a
TV screen in a console game, players can actually perform a jump to
overcome the obstacles approaching them. These games also enable
distinct opportunities for designers and developers. They can have a
full control over VEs and customize them. Accordingly, research on
immersive VR games presents promising results and opportunities,
indicating that these games can motivate users to move (e.g., [22]),
enable virtual visits to fully immersive and realistic locations for older
adults (e.g., [OtherPub5]), and offer possibilities for embodied social
interaction (e.g., [CorePub6]).

1.3 research questions and contributions

Despite the potential of immersive VR games to address societal chal-
lenges, we have only limited knowledge of how to design and build
them optimally to be effective tools to counter these challenges. There-
fore, this dissertation targets this research gap and formulates the
following overarching research question (RQ):

? RQ: How can immersive VR games support addressing contempo-
rary societal challenges?

As our core contribution, we present 12 HCI research papers (nine
peer-reviewed publications and three preprints) covering literature
reviews, design and implementation of various immersive VR games,
empirical studies, and design and theoretical implications. Following
Wobbrock and Kientz [227]’s categorization in the field of HCI, we
specifically list our contribution types, but we note that some publica-
tions contain more than one contribution type (for a full overview of
the contributions in this dissertation, see Part II):

• two survey contributions ¿ present an overview of the landscape
of immersive VR games.

• nine artifact contributions s offer insights into the design and
implementation of immersive VR games.

• ten empirical research contributions e provide empirical evi-
dence on the use of immersive VR games to support addressing
societal challenges.

• twelve theoretical [ and opinion × contributions present impli-
cations for the design and theory of immersive VR games.



introduction 7

To address our overarching RQ, we break it down into three RQs,
each addressing a key societal challenge: (i) physical activity, (ii) active
aging, and (iii) social interaction. Through our work (see Part II for
our research papers), we demonstrate how immersive VR games can
support addressing these challenges and ultimately contribute to the
United Nations’ goal of “good health and well-being”.

1.3.1 Physical Activity

As the first societal challenge, we focus on physical activity. While
technology is one of the contributing factors to the lack of physical
activity (e.g., easy access to many products online), it can also help
address this issue by providing engaging ways to motivate people
to move more. Inspired by WHO’s recommendation on “provid[ing]
affordable, enjoyable and inclusive opportunities”, we look into immer-
sive VR exercise games—in short exergames [124]1—that blend fun,
immersion, and physical activity together. Therefore, RQ1 asks:

? RQ1: How can immersive VR games support physical activity?

As a first step to answer RQ1, we perform a scoping review. Con-
sequently, we provide an overview of immersive exergame research,
develop a taxonomy, establish reporting guidelines, and uncover re-
search gaps [CorePub1]. After providing an in-depth overview of the
design and research of immersive exergames, we present the results
of three empirical studies. Our first study involves the movement-
experts-driven design of a VR exergame targeting lower-body-focused
training [CorePub2]. With this research, we show the potential of VR

exergames that incorporate personalized feedback and expert-driven
design to provide a targeted training for challenging scenarios. Next,
we focus more on the feedback aspect and explore how to provide
real-time continuous cues through various modalities to help players
correctly execute exercises in immersive VR exergames [CorePub3]. As
a last step, we target the visionary goals of VR exergames: to do physi-
cal exercise and long-term use. We investigate the building blocks of
the most successful commercial VR exergame to understand how game
elements influence motivation (i.e., inspiration) to do physical exercise
and long-term use [CorePre1]. With our contributions (see Figure 1.1),
we show that immersive VR games can support physical activity by
providing training opportunities, featuring continuous cues that guide
players in performing movements, and including game elements that
inspire people to engage in physical exercise and sustain long-term
use of immersive VR exergames.

1 We note that exergames can be referred to as exertion (e.g., [140, 141]), motion-based
(e.g., [10, 191]), or movement-based games (e.g., [12, 128]).
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Immersive VR
Exergames
¿ [ ×

Born to Run, Programmed to Play:
Mapping the Extended Reality Ex-

ergames Landscape (CHI’24) [CorePub1]

Training in
Immersive VR Exergames

s e [ ×

/ Never Skip Leg Day Again: Training the
Lower Body with Vertical Jumps in a Vir-

tual Reality Exergame (CHI’23) [CorePub2]

Continuous Cues in
Immersive VR Exergames

s e [ ×

Move, React, Repeat! The Role of Continuous Cues
in Immersive Exergames (CHI PLAY’24) [CorePub3]

Game Elements in
Immersive VR Exergames

e [ ×

Unlocking the Potential: The Role of Game
Elements on Player Motivation and In-

tention of Long-Term Use in Virtual Re-
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Figure 1.1: Immersive VR Games for Physical Activity research papers. For
legibility, the left side lists the main focus, while the right side lists
the publications and preprints. We outline our papers following
Wobbrock and Kientz [227]’s categorization in the field of HCI

research: survey ¿, artifact s, empirical e, theoretical [, and
opinion contribution ×. The / icon indicates honorable mentions.

1.3.2 Active Aging

Although immersive VR games have become available for older adults
(e.g., [29, 60, 143, 236]), we still know very little about designing im-
mersive VR games for this demographic. Nevertheless, given that these
games involve cognitive and physical elements, they hold significant
potential for promoting active aging. Yet, there are several challenges
to consider. Among others, this generation has largely grown up in a
non-digitalized world [133], may be more hesitant to try new technolo-
gies [89], and experiences age-related changes in their abilities [76, 98].
Therefore, there is a clear need to gain an empirical understanding of
how immersive VR games can support older adults. Thus, we formu-
late RQ2 as the following:

? RQ2: How can immersive VR games support active aging?

To answer RQ2, we particularly focus on immersive VR exergames
since physical activity is crucial for active aging in older adults [231,
233]. Accordingly, we first focus on designing age-appropriate exer-
cises for older adults. By involving end-users (i.e., older adults with
and without dementia) and other stakeholders (e.g., physiotherapist)
in the design process, we design and develop an immersive VR ex-
ergame featuring cognitive and physical exercises [CorePub4]. While
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Figure 1.2: Immersive VR Games for Active Aging research papers. For legi-
bility, the left side lists the main focus, while the right side lists
the publications and preprints. We outline our papers following
Wobbrock and Kientz [227]’s categorization in the field of HCI

research: survey ¿, artifact s, empirical e, theoretical [, and
opinion contribution ×.

our results indicate promising results, we also find points for im-
provements (e.g., tutorial), particularly for older adults with dementia.
In [CorePub5], we specifically target older adults with dementia. We
design and develop an immersive VR exergame that presents real-
istic scenarios and utilizes real-life-like interaction concepts to offer
active aging opportunities for this demographic. After studying re-
alistic scenarios, we explore unrealistic interactions in immersive VR

exergames as a potentially effective approach to improve player mo-
tivation and physical activity [CorePre2]. As we introduce players to
enhanced virtual abilities within VR, in this research, we focus exclu-
sively on older adults without dementia. Our research indicates that,
in contrast to younger generations, older adults do not experience
a significant increase in motivation due to augmented interactions,
and may even decrease their physical activity. Finally, by comparing
the two emerging exergame technologies, we reveal the advantages
and disadvantages of using immersive (VR-HMD) and non-immersive
(i.e., projection-based exergame system, ExerCube) setups for older
adults [CorePre3]. With our work answering to RQ2 (see Figure 1.2),
we demonstrate how immersive VR games can support active aging
by integrating cognitive and physical exercises, incorporating realis-
tic scenarios as well as interactions for older adults with dementia,
considering the differences between younger and older adults when
designing enhanced virtual abilities, and highlighting the advantages
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and disadvantages of immersive and non-immersive exergaming tech-
nologies for older adults.

1.3.3 Social Interaction

As our final societal challenge, we target social interaction by following
the WHO’s recommendation to “strengthen the benefits” of digital trans-
formation [155]. Immersive VR games hold great potential to improve
player and social experiences [35]. In these games, unlike traditional
digital media, players can interact with one another in real-time within
a shared VE. However, there are also challenges to face when designing
multiplayer immersive VR games. These include high expectations for
realism that mirror real-life social scenarios, limited access to hard-
ware among players, and varying levels of existing social ties that can
benefit or hinder social interaction. Hence, we pose RQ3 as follows:

? RQ3: How can immersive VR games support social interaction?

To address RQ3, we start by investigating the potential of immersive
VR in multiplayer gaming scenarios. Accordingly, in [CorePub6], we
develop a VR application that enables players to engage in a couch-
coop gaming experience virtually, regardless of their physical locations.
Our findings, which compare the VR scenario with real-life co-located
gameplay, indicate promising results in terms of player and social ex-
periences and suggest technical improvements in VR hardware. Having
demonstrated the potential of multiplayer VR games, which naturally
involve multiple players, we focus on understanding the differences—
or asymmetries—in game design and between players. To understand
what asymmetric features have been explored and how asymmetries
in multiplayer immersive VR games affect players’ experiences, we
conduct a systematic literature review [CorePub7]. As a result, we
provide an overview and develop a framework to guide the design
of multiplayer immersive asymmetric VR games. After providing a
theoretical understanding of these games, we conduct two empirical
studies targeting research gaps in this area. In [CorePub8], we inves-
tigate whether and what types of interdependence between players
can lead to comparably similar player experiences in asymmetric VR

games where only one player wears a VR-HMD. Our results suggest
that primarily strategic interdependence can deliver comparable ex-
periences for players of different mediums. After seeing the potential
of asymmetric multiplayer immersive VR games, we question if these
games are inherently social or can be affected by existing social ties
(i.e., friends vs. strangers) between players [CorePub9]. We reveal that,
regardless of familiarity, these games provide high levels of social and
player experience, even in VEs. By answering RQ3, we present how
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Figure 1.3: Immersive VR Games for Social Interaction research papers. For
legibility, the left side lists the main focus, while the right side lists
the publications and preprints. We outline our papers following
Wobbrock and Kientz [227]’s categorization in the field of HCI

research: survey ¿, artifact s, empirical e, theoretical [, and
opinion contribution ×.

immersive VR games can support social interaction (see Figure 1.3) by
offering an alternative to real-world social gaming scenarios, providing
a theoretical framework for understanding asymmetric multiplayer
immersive VR games, featuring interdependences between players to
overcome the hardware divide, and using asymmetric game design to
offer positive experiences, regardless of familiarity between players.

1.4 dissertation overview

This dissertation consists of two parts: the synopsis (Part I) and a
publication and preprint collection (Part II). The synopsis, which is
currently being read, provides a brief overview of the dissertation
framework, articulates the motivation behind the dissertation, intro-
duces the RQs and research contributions, provides a guide through
the collection of contributions, and offers an overarching discussion
and future work considerations. Part II contains the collection of
publications and preprints.

The first eight chapters of this dissertation forms the synopsis
(Part I). Chapter 1 provides a motivation to explore immersive VR

games as a means to overcome societal challenges. The second chapter,
Chapter 2, briefly introduces basic terminologies and foundational
concepts needed to understand the contributions of the dissertation.
Chapter 3 introduces the HCI methods used in the research collection
of this dissertation. The central part of the dissertation comprises the
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following chapters: Chapter 4 summarizes the contributions of this
dissertation on immersive VR games for physical activity to answer
RQ1. Chapter 5 answers RQ2 and includes a summary of our contri-
butions targeting active aging. Chapter 6 provides an overview of
our publications addressing social interaction and thus answers RQ3.
Chapter 7 presents a general discussion on the findings of the research
collection. We conclude our synopsis with a final chapter (Chapter 8).

The final three chapters are the publication and preprint collection
of this dissertation (Part II). We list the published version of each
publication and preprint sorted by RQs: immersive VR games for phys-
ical activity (Chapter 9), for active aging (Chapter 10), and for social
interaction (Chapter 11).



2
T H E O R E T I C A L F O U N D AT I O N

This chapter introduces the basic concepts and theoretical foundations
of immersive VR games. We limit the scope of this chapter to the
foundational work that is necessary to understand and to discuss
the research covered in the subsequent chapters and its overarching
contribution. For a more detailed description of the previous work of
each publication and preprint, we refer to the individual papers of
this dissertation (see Chapter 9, 10, and 11).

2.1 immersive vr

According to Slater and Sanchez-Vives [188], “virtual reality is ’reality’
that is ’virtual’” [188]. However, how do we classify the “realities” and
define VR? The reality-virtuality continuum (RVC) was introduced by
Milgram et al. [130] and classifies realities based on two endpoints
defined as the real and VE. According to this classification, while the
real environment contains only real-world objects, the VE consists
entirely of computer-generated, artificial objects, creating a VR [129].
Milgram and Kishino [129] explains mixed reality (MR) as the blending
of real and virtual realities. In RVC, when we move away from the real
world towards the VE, we encounter augmented reality (AR), which
can be defined as the integration of virtual, artificial objects within
the real-world environment. In contrast, augmented virtuality (AV)
describes the opposite concept: the integration of real-world objects in
the computer-generated VEs. Today, VR-HMDs are capable of delivering
both VR and MR (including AR and AV) content. We refer to all these
concepts together (excluding only the real environment) under the
umbrella term as extended reality (XR) and adhere to these defini-
tions throughout this dissertation (see Figure 2.1). However, we also
acknowledge the ongoing discussions regarding the classification of
realities [186, 193]. For example, Skarbez et al. [186] revisited the RVC.
The authors argue that current immersive VR systems in fact fall under
the term of MR since these could only control users’ exteroceptive
senses (e.g., sight), but not the interoceptive senses (e.g., vestibular),
indicating that VR technology is still far away from providing fully
immersive experiences.

2.1.1 Head-Mounted Displays

In 1965, Sutherland [201] introduced his vision of an “ultimate dis-
play” that creates a seamless reality within virtuality; it “can control

13
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Real
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(Virtual Reality)
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Extended Reality

Figure 2.1: The reality-virtuality continuum. The figure is adapted from
Milgram et al. [130] and adjusted to include the XR concept.

the existence of matter” and “with appropriate programming such a display
could literally be the Wonderland into which Alice walked” [201]. A few
years later, he presented the first step to his vision [202]: one of the
first HMDs. Back then, the HMD was heavy and stationary, however, it
laid the foundation for current VR-HMDs [188]: Users experienced a
stereoscopic view of a 3D VE (i.e., wire-frame line drawings), which
was rendered based on their head movements. Today, while VR hard-
ware development still has a long way to go, now VR systems (e.g.,
standalone) can be used by people regardless of location and without
in-depth technical knowledge, allowing people to freely create and
design VEs. Given these developments, the VR industry is experiencing
growth [195] and technology is making its way into our daily lives.
However, like any technology, it brings challenges. For example, the
most common discomfort issues brought by VR-HMDs are related to
cybersickness [118], ergonomics, and digital eye strain [91]. According
to the sensory conflict theory, cybersickness (typically measured using
the simulator sickness questionnaire (SSQ), which we also employ in
the research papers of this dissertation [108]1) typically occurs due
to a mismatch between the vestibular and visual senses and includes
symptoms such as nausea and dizziness [118]. Ergonomics discom-
fort captures various symptoms such as neck pain and sweating [91].
Finally, digital eye strain includes several symptoms related to the
eyes, such as burning and dry eyes [91]. To ensure a pleasant experi-
ence, VR researchers and practitioners should consider the associated
challenges with using VR-HMDs.

2.1.2 Immersion

One of the main goals of immersive VR technology is to provide
realistic perceptions, even though users are aware that they are ex-

1 We note the discussions about the use of the Simulator Sickness Questionnaire (SSQ) to
measure cybersickness in VR research, since it was originally developed for measuring
symptoms of flight simulator training [18, 91, 108].
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periencing only a VE. According to Slater and Sanchez-Vives [188],
immersion2 refers to the technical ability of a VR system to deliver
such experiences to provide natural “sensorimotor contingencies” [188].
For instance, when we turn our head while wearing a VR-HMD, we
expect the VR-HMD to provide an update in our view corresponding
to such an action.

Technical immersion is not a binary concept, but a continuum [188].
Slater and Sanchez-Vives [188] considers VR-HMDs more immersive
than CAVE Automatic Virtual Environment Displays (CAVEs) (i.e.,
projection based immersive system) [48]. While a VR-HMD can simulate
what a CAVE can do (e.g., the virtual representations of users’ physical
body), the reverse is not possible. There is also a large body of work
considering different factors, such as field of view, head tracking, and
high display resolution, to create more immersive VR experiences [188].
Although we are not aware of a taxonomy for classifying technologies
according to their immersiveness, researchers generally agree that an
immersive VR system should provide a head-dependent stereoscopic
view that exceeds the user’s field of view without requiring more than
head-based input [71, 188]. We therefore follow this concept when
we refer to immersive technologies in this dissertation, and consider
technologies that do not fit this definition as non-immersive.

2.1.3 Presence

Imagine wearing a VR-HMD and being virtually immersed in one of
the world’s stunning beaches. As the sun sets, the sky comes alive with
vibrant shades of red and blue, while birds soar overhead, chirping
melodiously. Even though you know you are not physically on the
beach and are just lying down on your couch, you still feel as if you
are actually there [187].

According to Slater and Sanchez-Vives [188], presence is a subjec-
tive experience resulting from immersion and is mostly measured via
questionnaires [182] (e.g., Igroup Presence Questionnaire (IPQ) [180],
Slater-Usoh-Steed Questionnaire (SUS) [189]). Presence is typically
linked to the system’s technical capacity, since it can allow users to
experience the VE as their real one. Slater [187] classifies two types
of illusion of presence induced by immersive VEs: (i) place and (ii)
plausibility illusion. The place illusion refers to the feeling of “being
there” in the VE even though users know that it is a VE. The illu-
sion of plausibility concerns events that are perceived as if they are
actually happening [187, 188]. Consequently, the users can react to
virtual events in the same way they would react in the real world
(e.g., moving to the side to avoid a virtual apple falling from a vir-
tual tree in VR). When we consider scenarios involving more than
one person in immersive environments, we can have the illusion of

2 Immersion can be conceptualized differently in other domains (e.g., [117]).
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co-presence: “being there with the others, or virtual togetherness” [190].
Similarly, Biocca et al. [20] refers to the concept of social presence,
“being with another” [20], which considers psychological aspects (e.g.,
psychological involvement) in addition to co-presence. The perceived
social presence can be measured using the Networked Minds Measure
of Social Presence (NMMSP) [19]. Similar to other VR researchers, in
this dissertation, we use the previously introduced questionnaires to
assess presence and social presence where appropriate.

2.2 games

Digital games, which can be played on a broad category of devices
such as smartphones, computers, and VR-HMDs, are interactive rule-
based computer systems. According to Dyck et al. [59], “computer
games are one of the most successful application domains in the history of
interactive systems” [59]. Tekinbas and Zimmerman [207] identifies six
core components that define games: (i) system, (ii) players, (iii) artifi-
ciality, (iv) conflict, (v) rules, and (vi) quantifiable outcome. We explain
this definition with an example using one of the most successful digi-
tal games of all times: Pac-Man [146]. In Pac-Man, there are various
objects and the relationships between them within an environment
that form a system: The walls create an artificial maze-like environment
in which the players navigate the Pac-Man. Rules are the essence of
games that tell players how to play; in Pac-Man, players need to avoid
the ghosts, which represents the inherent conflict. As a result, players
achieve a quantifiable outcome, a score based on the number of points
they collect.

2.2.1 Games Research

Games research has grown to be a well-established subfield within
the HCI domain [32]. An increasing number of papers have explored
Player-Computer Interaction (PCI) [32]. While some research (e.g., [36])
focused on solely on game design and resulting outcomes (situated in
“ontological paradigm” [32]), some game researchers used games as a
platform for wider investigations. As such, games have played a key
role in the advancement of computer science [107, 240]. For example,
we saw how AI can approximate human intelligence through games:
Deep Blue3 won against the world chess champion in 1997 [240]. Simi-
larly, games have been used as a platform to reach a comprehensive
understanding of technologies or other areas of research, according
to the “epistemological paradigm” [32]. For instance, researchers used
games as a test-bed environment to explore collisions in VEs [39] or
to evaluate the embodiment of multiple VR characters [OtherPub8]. In
line with this, Dyck et al. [59] also suggested that the lessons learned

3 https://www.ibm.com/history/deep-blue

https://www.ibm.com/history/deep-blue
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from game research (e.g., “deep customizability”) feature of user inter-
face elements [59]) can be applied to other interactive applications in
the field of HCI.

Nevertheless, games also have characteristics that make them unique
compared to other applications. For example, games are inherently
designed for fun [107]. Even though they might target serious purposes
(like suggested in “operative paradigm” [32]), they always benefit from
the entertainment feature. Unlike other applications, games do not
always target efficiency or ease of use, but might actually aim to
frustrate or emotionalize players [107]. Given the distinct motivational
characteristics of games, a large body of work (e.g., [5, 83, 84, 181])
has even used game elements in non-game contexts, a concept known
as gamification [55], or motivational affordances [111].

2.2.2 Playability and Player Experience

Regardless of their research focus, research in games often aims to
enhance playability and player experience. Corresponding to that,
Nacke et al. [145] distinguished between the terms playability and
player experience. Playability concerns the technological and design as-
pects of a game [145, 223] (e.g., consistent reaction from a game [54]).
Playability has been specified as a prerequisite for fostering a good,
positive player experience [223]. Many scholars have examined the
“psychological, cognitive, and emotional aspects” [101] that players experi-
ence during and after their engagement with games [223], referring to
this concept as player experience. Given that player experience encom-
passes a wide range of dimensions, game research evaluates various
aspects related to it (e.g., interest / enjoyment [179], curiosity [1], em-
pathy [50]). Similarly, game research uses various methods to measure
these aspects [145], such as questionnaires (e.g., Player Experience In-
ventory (PXI) [1], Social Presence in Gaming Questionnaire (SPGQ) [50]),
biometric measurements (e.g., heart rate), and gameplay data (e.g.,
time events of players’ interaction with specific game objects). Like
other game researchers, we benefit from all the aforementioned meth-
ods and assess various aspects of player experience in this dissertation
to address our RQs.

2.3 immersive vr games

Immersive VR games are one of the most common applications of VR

technology [110]. Since they support multi-modal sensory high-fidelity
experiences, these games immerse players in game environments. Un-
like traditional digital setups that rely on mouse or keyboard inputs,
players can spatially interact with virtual objects through hand track-
ing. Players can embody a game character and experience the VE

from a first-person perspective, creating a viewing experience similar
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to real life. Beyond realistic interactions, these games allow players
to take on the role of fictional characters and experience enhanced
virtual abilities (e.g., exaggerated jumping abilities), making play-
ers feel more motivated [100]. For example, a player can become a
Spider-Man [45] and swing between buildings in a city using web
lines to catch an enemy. Immersive VR games also offer “access to
inaccessible activit[ies]” [75], for instance, by enabling players who use
wheel-chairs to ski [75]. Accordingly, immersive VR games are known
to provide more positive experiences [160] and enable players to feel
more present [161]. However, like all immersive VR applications, these
games are prone to the disadvantages of VR technology (e.g., cyber-
sickness [118], limited physical tracking space [199], and usability
issues [2]). As a result, immersive VR games also require attention
in their design and implementation to ensure enjoyable, purposeful
gaming experiences.

2.3.1 Immersive VR Exergames

When players complete tasks in games by performing physical activity,
we consider these games as exergames. Accordingly, we follow Mueller
et al. [141]’s definition: “game[s] where the outcome [...] is predominantly
determined by physical effort”. These applications offer a blend of gaming
with exercise [124]. Notable examples of this genre include Dance
Dance Revolution [14] and Wii Fit games [149].

Immersive VR technology has introduced distinct benefits to the
exergames genre, so-called immersive VR exergames: (i) intuitive spatial
interaction, (ii) presence, (iii) deep involvement, and (iv) control over
VEs. Many VR hardware systems are equipped with built-in six degrees
of freedom (6-DOF) tracking, which allows for natural spatial move-
ments in the VEs. Consequently, players in VR exergames can perform
intuitive physical movements without the need for artificial controls
or additional hardware (e.g., Wii Fit balance board). Players in immer-
sive VR exergames can feel presence in the game, rather than merely
controlling it from the outside. Players become characters who play
tennis instead of controlling a character on the screen by performing
tennis movements. Similarly, the immersive nature of VR can enable
players to become deeply involved in the game and distract them from
the intensity of the movements being performed [65]. Additionally,
immersive VR exergames provide designers with the opportunity to
control the VEs, enabling the creation of supportive environments for
physical activity (e.g., non-player characters cheering [237, 243]).

However, immersive VR exergames face specific challenges. While
these games are designed to promote physical activity and induce
exertion, players wear VR-HMDs that block their view of the real world,
requiring additional care to ensure the safety of players. Similarly,
since these games involve physical movements, their design and con-
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sideration of the target user group is crucial to avoid any potential
harm. When exergames designed for older adults, the targeted inten-
sity of physical effort may be entirely different from when considering
younger adults. Although there are potential challenges with these
games, research on immersive VR exergames also reports promising
results. For instance, they provide more motivating [22] and perfor-
mance inducing [235] gameplay compared to non-immersive versions
of exergames (e.g., TV-based setup). However, research on immersive
VR exergames is still in its infancy and requires empirical investiga-
tions to enhance their enjoyability, effectiveness, and inclusiveness.

2.3.2 Multiplayer Immersive VR Games

After introducing immersive VR exergames, we focus on another
subgroup of games that are part of this dissertation: multiplayer
immersive VR games. When more than one person is actively in-
volved in an immersive VR game, we refer to it as a multiplayer im-
mersive VR game [70]. These games create interaction, cooperation, or
competition between multiple players. According to the ESA report
in 2024 [62], multiplayer games play a key role in connecting peo-
ple; 55% of the US population plays video games with others once
a week. Multiplayer games also provide benefits beyond the gam-
ing world, such as supporting well-being [52], forming new friend-
ships [41, 224], and overcoming challenging times (e.g., Coronavirus
Disease 2019 (COVID-19)) [38, 72, 131].

The benefits of multiplayer games in general can be extended to
multiplayer immersive VR games as well. Unlike traditional digital
game setups, in multiplayer immersive VR games, through body and
hand tracking, players can virtually interact with each other in real
time in VEs. These interactions can take place without being bound to
physical location. Previous research shows that multiplayer immersive
VR games provide socially rich experiences (e.g., empathy) and offer
a higher player experience (e.g., flow) compared to a non-immersive
version (i.e., monitor and gamepad controller) [35]. Nevertheless, cre-
ating multiplayer immersive VR games can also be challenging. For
example, immersive VR could be potentially an isolating experience
due to its immersion [21]. Hence, players may focus on VEs rather than
the multiplayer gaming experience or social interactions. Alternatively,
players may seek a high social experience that they might have in
real life while playing multiplayer games (e.g., co-located couch coop
games), which may be difficult to fully realize in VR.

2.3.3 Asymmetric Multiplayer Immersive VR Games

One of the main challenges of designing and building multiplayer
immersive VR games is the involvement of multiple players in the
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gameplay. Each player is unique; they have different preferences, abili-
ties, and access to hardware. Therefore, creating engaging multiplayer
experiences that cater to each player can be quite difficult. We refer to
these differences at the player and game design level as asymmetry [87].
For example, some people may prefer to take an active role in games
(e.g., physical navigation), while others may prefer to take less active
roles (e.g., guiding). Similarly, some players may be good at cognitive
tasks (e.g., decision-making), while others may be good at tasks that
require good reaction time. Alternatively, maybe a grandchild has a
VR-HMD device at home that they want to play games on, while a
grandparent may only have a mobile phone as a digital device. To ac-
count for and leverage all these asymmetries, we can design and build
multiplayer immersive VR games, so-called asymmetric games [87].

Asymmetric video games have been shown to be more social (e.g.,
social presence) than the symmetric versions, where players have the
same hardware and game mechanics to interact with the game [86].
The investigation of asymmetric games also gained traction in VR

research: These investigations mainly targeted the single-owned VR-
HMD scenarios where a VR player plays together with a player, who
does not wear a VR-HMD [81, 82]. However, only limited immersive VR

studies comprehensively engaged with the game design of asymmetric
multiplayer games to enable multiplayer engagement of all players
involved and enhance the resulting player experience.
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R E S E A R C H D E S I G N S , M E T H O D S , A N D A N A LY S E S

HCI is an interdisciplinary research field [172]. Therefore, HCI draws
from various fields, in particular, computer science, psychology, as
well as design, and applies and adapts their methods [119].

Foremost, this dissertation uses methods from computer science.
Our research contributions mainly involve the development of inter-
active software applications, in particular nine immersive VR games.
To design and implement these games, we used the multipurpose
development engine, Unity1, tailored towards real-time 3D applica-
tions. While this dissertation does not focus on hardware develop-
ment, it uses several different pieces of hardware, including tethered
(e.g., HTC Vive Pro in [CorePub2]) and untethered VR-HMDs (e.g.,
Meta Quest 2 in [CorePub3]), 3D-printed devices (e.g., a camera con-
troller in [CorePub5]), physiological sensors (e.g., heart rate wristband
in [CorePub8]), and the ExerCube (i.e., interactive projection-based
display system in [CorePre3]) to enable users to experience the games.
For more information on the details of each immersive VR game, we
refer to the individual papers (see Chapter 9, 10, and 11).

Additionally, this dissertation utilizes design and psychology meth-
ods that may not be familiar to every computer science researcher.
Therefore, before presenting the collection of papers, we introduce the
research designs, methods, and analyses used in the core publications
and preprints of this dissertation. Accordingly, we classify our contri-
butions according to their designs, methods, and analyses to provide
a brief overview: see Table 3.1.

3.1 research designs

HCI research typically follows one of three research designs: (i) quan-
titative, (ii) qualitative, or (iii) mixed-methods. Creswell [46] sees
quantitative and qualitative research designs at either end of a contin-
uum, with a mixed-methods design in between. Thus, a study may be
more inclined towards qualitative, quantitative, or carrying elements of
both— mixed-methods. Accordingly, the collection of publications and
preprints in this dissertation uses these designs where appropriate.

3.1.1 Quantitative Research Design

Quantitative research design involves hypothesis testing and collection
of numerical data [46]. Analyzing collected data usually requires

1 https://unity.com/
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Publications & Design Methods Analyses

Preprints

□ VR Games for Physical Activity

[CorePub1] Qualitative z Quantitative & Qualitative

[CorePub2] Mixed C   Quantitative & Qualitative

[CorePub3] Quantitative C Quantitative

[CorePre1] Mixed   � Quantitative & Qualitative

□ VR Games for Active Aging

[CorePub4] Qualitative Ô   Qualitative

[CorePub5] Qualitative Ô   ² Qualitative

[CorePre2] Mixed Ô C   Quantitative & Qualitative

[CorePre3] Mixed Ô C   Quantitative & Qualitative

□ VR Games for Social Interaction

[CorePub6] Mixed C   Quantitative & Qualitative

[CorePub7] Qualitative z Quantitative & Qualitative

[CorePub8] Mixed C   Quantitative & Qualitative

[CorePub9] Mixed C Quantitative & Qualitative

Table 3.1: This table provides an overview of the research designs, methods,
and analyses used in the contributions of this dissertation. The
methods were illustrated using icons: literature review (z), proto-
type testing (Ô), interviews ( ), focus group (²), surveys (�),
and controlled experiments (C).

statistical tests [46]. Typically, quantitative results are reported in
text, tables are used to provide descriptive values, and visualization
of results is supported by figures. In our publications, we consider
only [CorePub3] as an example of using this research design, since it
primarily contains numerical data, while also providing brief insights
into the responses of participants to an optional open-ended question.

3.1.2 Qualitative Research Design

The data collected in this type of research includes non-numerical
data and can be in various forms, such as video and text [96]. The col-
lected data are analyzed through qualitative analysis methods such as
thematic [37] and content analysis [222]. In this dissertation, four publi-
cations [CorePub1, CorePub4, CorePub5, CorePub7] use this research
design. These papers primarily include non-numerical data as the
unit of data analysis, such as textual data from previously published
articles or participants’ audio-recorded answers to questions.
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3.1.3 Mixed-methods Research Design

In mixed-methods research design, researchers combine both quan-
titative and qualitative methods. They benefit from both the gen-
eralizability of quantitative findings and the in-depth understand-
ing provided by qualitative approaches [46, 47]. Therefore, the most
of the publications [CorePub2, CorePub6, CorePub8, CorePub9] and
preprints [CorePre1, CorePre2, CorePre3] (seven research papers out
of 12) of this dissertation uses mixed-methods research design.

3.2 research methods

This section presents the employed HCI research methods in the publi-
cations and preprints of this dissertation. We note that an article may
contain multiple methods, as methodological triangulation contributes
to a comprehensive understanding and increases validity [102].

3.2.1 Literature Reviews

Literature reviews (z) are sources of cumulative information. They
synthesize and summarize existing knowledge and provide evidence
about the current state of the chosen topic [43]. Beyond the summary,
such research can also offer new insights [210], such as guidelines
(e.g., [CorePub1]), frameworks (e.g., [CorePub7]), and taxonomies
(e.g., [CorePub1], [OtherPub3]). With the increase in research, liter-
ature reviews have become essential. Literature reviews provide an
overview of a particular topic, showcase conflicting results, and de-
termine the quality of evidence [42, 142]. The increase in research
publications also applies to the field of HCI [OtherPub14]. In parallel,
we also see an increase in the number of published HCI literature
reviews [OtherPub14]. This richness is also reflected in the types of
conducted literature reviews [77, 203].

This dissertation includes two types of literature reviews: (i) a sys-
tematic [CorePub7] and (ii) a scoping review [CorePub1]. Systematic
reviews synthesize the findings of a specific, narrow research ques-
tion [203], while scoping reviews focus on providing a broad overview
of the current state of research on a particular topic [44, 109, 142].
Thus, while systematic reviews typically apply a critical appraisal
step to assess the quality of evidence in primary sources, scoping
reviews do not require this step [44]. There are established guide-
lines and recommendations [134, 159, 166, 184, 211] for conducting
reviews, which are also used in HCI research [4, 24, 92], [OtherPub14],
such as the Preferred Reporting Items for Systematic Reviews and
Meta-Analyses (PRISMA) [159] and Preferred Reporting Items for
Systematic Reviews and Meta-Analyses Extension for Scoping Re-
views (PRISMA-ScR) [211]. These guidelines consist of a set of items that



24 research designs , methods , and analyses

help improve the reporting of reviews at various stages, such as stat-
ing objectives and explaining search strategies [159, 211]. Accordingly,
in our systematic review contribution [CorePub7], we adhere to the
recommendations PRISMA, whereas in our scoping review [CorePub1]
we follow the PRISMA-ScR.

3.2.2 Prototype Testing

This dissertation presents nine immersive VR games. All the designed
and developed games (i.e., interactive systems [99]) were tested in pilot
tests to ensure playability (e.g., clarity of tutorials and game reactions
to an event [CorePub9]) and parameter selection (e.g., to smooth
movement data [CorePub3]). However, some of these immersive VR

games have undergone a more extensive design process and prototype
testing (Ô) than others.

To ensure a thorough design process and prototype testing, we used
one of the common design approaches in HCI (e.g., [138]): Human-
Centered Design (HCD) [99]. Norman [151] was the first researcher
to coin the term HCD and pointed out that “Good design requires good
communication, especially from machine to person, indicating what actions
are possible, what is happening, and what is about to happen”. While in the
early days this approach was known as user-centered design, today
it is called HCD to emphasize the involvement of not only end-users
but also other stakeholders [99]. This design approach puts users at
the center and aims to develop interactive systems that meet their
needs and requirements [15, 99, 151]. The International Organization
for Standardization (ISO) [99] outlines four iterative steps for HCD: (i)
understanding and specifying the context of use, (ii) identifying user
requirements, (iii) creating design solutions to meet those require-
ments, and (iv) evaluating the design. While this approach is costly in
terms of time and resources [15], according to the ISO [99], it “enhances
effectiveness and efficiency, improves human well-being, user satisfaction,
accessibility and sustainability; and counteracts possible adverse effects of use
on human health, safety and performance”.

In our publications [CorePub4, CorePub5] and preprints [CorePre2,
CorePre3] in which we target active aging, our immersive VR games
were designed and developed using HCD to ensure the well-being of
older adults, offer age-appropriate activities, and mitigate the potential
adverse effects of VR. Therefore, we involved both end-users and other
stakeholders (e.g., physiotherapists) in the design process to gather
feedback and observe their interaction with our immersive VR games,
and iteratively improved these prototypes.
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3.2.3 Interviews

Interviews ( ) allow researchers to elicit in-depth responses from
participants [119]. In general, interviews can be divided into three
groups: (i) structured, (ii) semi-structured, and (iii) unstructured inter-
views [96, 119]. While structured interviews follow a strict structure
and predefined questions, unstructured interviews do not contain
pre-prepared questions. Accordingly, semi-structured interviews in-
clude predefined questions, but researchers can still ask follow-up
questions that may be necessary to gain deeper understanding or
clarification from participants’ responses [119]. Although interviews
allow researchers to interact with their participants, they are costly in
terms of time, difficult to conduct, and challenging to analyze [119].
Therefore, many interview studies include only a limited number of
participants [119]. HCI research widely uses this method of data col-
lection to capture participants’ views, attitudes, and experiences (e.g.,
[173, 183]). In our research, when we used an interview, we conducted
semi-structured interviews, giving us the flexibility to ask follow-up
questions (e.g., [CorePre3]) and direct questions specific to the ex-
pertise of the participants (e.g., [CorePub2]). Further, in addition to
semi-structured interviews, we also used a special interview method
called contextual inquiry [16] (in [CorePub5]) to obtain user require-
ments. Although this method can be seen as a form of interview, it
also includes distinct features, such as the observation of users in a
natural setting, which allows researchers to observe and understand
users’ needs considering context.

3.2.4 Focus Group

Focus group (²) is a widespread research method used by HCI re-
searchers (e.g., [17, 225, 238]). It involves a moderator who interviews a
group of users simultaneously [119, 136]. This method facilitates group
discussion and allows researchers to see similarities and differences
between participants’ views on a particular system [136]. Therefore,
it provides an overview of shared opinions and perspectives, but not
about every specific individual [136]. They are considered to be more
time efficient data collection method compared to conducting indi-
vidual interviews [119]. However, as with any data collection method,
focus groups have some drawbacks. For example, they usually contain
fewer questions than interviews to account for the time constraints of
interviewing multiple people [119]. The group composition also plays
an important role in this method. For example, researchers can see
different characters in the group, who are uncomfortable expressing
their opinions or who express their opinions excessively [119]. Typi-
cally, focus groups are a method of choice for researchers, especially
when researchers want to “understand the diversity” and “complex be-
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havior and motivations” [136]. Therefore, in [CorePub5], we used this
method to study the interaction of older adults with dementia and
their caregivers with our immersive VR game.

3.2.5 Surveys

Surveys (�) are one of the data collection methods commonly used by
HCI researchers (e.g., [38, 178, 244]). In surveys, respondents answer
a series of questions [158]. They are a very flexible method of data
collection where researchers can collect information about “users’
satisfaction, opinions, ideas, and evaluations regarding a system” [158].
Using this method, researchers can easily reach a large number of
participants [119, 158]. According to Lazar et al. [119], surveys provide
“statistically accurate estimates for a population, when structured using
random sampling”. Nowadays, many HCI research publications use
online recruitment platforms for their surveys. Among numerous
online platforms, Prolific2 has been found to provide high-quality
data [58, 64] and was used by many HCI researchers (e.g., [91, 113,
165]). Nevertheless, surveys also have disadvantages. For example,
respondents may misinterpret the questions, the received responses
may not be detailed, or respondents may not put much attention to
answering the questions [119, 158]. Therefore, surveys require clearly
articulated questions, a good structure (e.g., including instructions),
and well-designed controls [119], such as attention checks [153].

3.2.6 Controlled Experiments

Controlled experiments (C) allow researchers to establish causal rela-
tionships. Researchers using this method manipulate / control vari-
ables (i.e., independent variables) and evaluate their effects on out-
comes (i.e., dependent variables). This method is widely used in HCI

research. In general, for an experiment, after deciding on the research
question and hypothesis, three elements are necessary: (i) conditions,
(ii) units and (iii) assignment [119]. In HCI, conditions typically refer
to the variety of techniques, software applications, and hardware so-
lutions, while units refer to the participants that researchers want to
include in the study considering the inclusion criteria [119]. Finally,
assignment explains how participants are assigned to specific condi-
tions (e.g., randomization, balanced Latin square [25]) [119]. Many HCI

studies conduct controlled experiments that include users completing
a task (e.g., playing a game) accompanied by automatically recorded
data about their performance (e.g., movement data) and filling out
questionnaires about their experience.

2 https://www.prolific.com/

https://www.prolific.com/
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3.3 research analyses

This dissertation used both quantitative and qualitative data analysis
methods [96]. Here, we only give a brief overview; for more details,
we refer to the individual publications and preprints.

3.3.1 Quantitative Strategies

To analyze the quantitative data, we used two types of statistical
analysis methods: (i) descriptive and (ii) inferential statistics. We would
like to point out that even though the data collected is qualitative,
researchers can still use some quantification methods [96]. For example,
when researchers want to assess users’ prior technology experience,
participants may answer a yes / no question asking about their prior
technology use. However, the researcher may want to quantify this
qualitative yes / no answer (i.e., categorical response) and report
its frequencies. This can be particularly useful in some situations
where, for example, researchers want to show a trend. Thus, the use
of qualitative research data collection methods does not necessarily
mean that the researcher will follow a qualitative analysis strategy.

descriptive statistics Descriptive statistics provide a summary
and overview of the characteristics of the data [96]. Such statistics can
be reported based on two components: (i) measures of central tendency
and (ii) spread [119]. The former provides information about the cen-
tral point characteristics of data using values such as mean, median,
and mode, while the latter provides an overview of the distribution of
the data using values such as interquartile range and standard devia-
tion. As most of the publications and preprints of this dissertation have
a mixed-methods research design, they include quantitative data. Even
the qualitative research design papers of this dissertation, which in-
volve users [CorePub4, CorePub5], contain quantitative demographic
information about participants, such as average age. Additionally, al-
though the literature review publications [CorePub1, CorePub7], have
qualitative data, at several points (e.g., frequency reporting of immer-
sive exergames’ goals [CorePub1]) we choose to quantify this data.
Therefore, all papers of this dissertation are supported by descriptive
statistics reports.

inferential statistics Inferential statistics allow performing
hypothesis testing and to draw generalizable conclusions: “they help us
to confirm or reject our predictions” [66]. In broad terms, inferential statis-
tics can be divided into two categories: (i) comparison-based and (ii)
relationship-based analysis [66, 80, 119]. Comparison-based analysis
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focuses on differences; it relies on comparing means (if parametric3)
or medians (if non-parametric) across conditions to detect statistically
significant differences [66, 80]. In HCI, for parametric cases, the most
commonly used examples of these tests are t-tests and analysis of
variances (ANOVAs), while for non-parametric cases, non-parametric
versions of t-tests (e.g., Wilcoxon-signed rank test) and ANOVAs (e.g.,
Friedman’s ANOVA), and alternative methods to transform the data
(e.g., aligned rank transform (ART) [228]) are preferred [119]. T-tests
and their non-parametric versions are used to compare two conditions,
while ANOVAs and their alternatives are typically used to compare
three or more conditions. Accordingly, using these methods of analy-
sis, we can determine whether the differences between the conditions
indicate a statistically significant difference4 [80]. Relationship-based
analysis aims to determine the relationship / association between
variables [66, 80, 119]. Common methods used in HCI for this purpose
include correlation and regression analysis [119]. While correlation
analysis shows the relationship between variables (e.g., if one increases,
so does the other), regression analysis goes one step beyond and al-
lows researchers to predict one variable based on another [80, 119]. In
this dissertation, we use these inferential tests where appropriate.

3.3.2 Qualitative Strategies

Qualitative analysis methods aim to summarize and find patterns in
the data. Typically, analyzing this type of data (e.g., videos, interviews,
observations) is complex because there may be no clear answers or
each researcher may understand the data differently [119]. However, at
the same time, qualitative analyses can provide rich data and in-depth
understanding of the research question under investigation.

thematic analysis Thematic analysis is one of the methods com-
monly used, both in HCI [24] and in qualitative research in general [26].
It enables researchers to summarize patterns in data and “involves
systematic processes of data coding to develop themes” [37]. Coding refers
to descriptive units for labeling data, while themes are created by cate-
gorizing and grouping these codes that have a common meaning [37].

In general, thematic analysis has three main orientations: (i) coding
reliability, (ii) codebook, and (iii) reflexive approach [27]. Coding relia-

3 When determining whether to use parametric or non-parametric tests, it is necessary
to check certain assumptions, including the normality of the data (e.g., by using the
Shapiro-Wilk tests) [66]. For more in-depth information on this subject, we refer to
Field et al. [66] and statistical analysis resources of Wobbrock [226].

4 To determine a statistically significant difference, significance testing procedures
employ a pre-determined probability threshold approach (i.e., significance level) [119].
The probability value obtained after conducting a significance test (i.e., p value) that
is lower than the significance level (0.05 in HCI [119]) is considered an indicator of a
statistically significant difference.
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bility approaches have more quantitative roots, structured coding set,
prior theme development, require multiple coders, and strive for agree-
ment between researchers’ coding [27]. Codebook approaches involve
prior theme development and multiple coders, but having multiple
coders is for practical reasons (e.g., reducing data analysis time), not
for agreement to demonstrate the validity of the applied codes [27].
However, reflexive thematic analysis follows the qualitative research
paradigm [37]. It clearly acknowledges researchers’ subjective role in
analysis, does not require multiple coders, and recommends against
reporting frequencies for themes. According to Clarke and Braun [37],
researchers’ perspectives, research background, and experiences can
affect analysis of data. Therefore, the authors strongly emphasize the
importance of reflecting on personal, functional, and disciplinary re-
flexivity to inform research. Overall, the process of reflexive thematic
analysis consists of six main stages: (i) familiarization with data, (ii)
coding data, (iii) generating initial themes, (iv) developing and revis-
ing themes, (v) refining themes, and (vi) reporting [37]. It is a flexible
method that requires a lot of analytical work for researchers.

In the publications and preprints of this dissertation, the choice of
thematic analysis orientation was based on the specific scope and RQs

of each study. Accordingly, we either employed elements of reflexive
thematic analysis, such as using a single coder and maintaining a
flexible approach (e.g., in [CorePub5]), or used a hybrid approach
that incorporated elements of both reflexive and codebook orienta-
tions, which involved collaboration among multiple coders (e.g., in
[CorePub6]). Following the recommendations of Clarke and Braun
[37], each publication included a reflexivity statement to provide infor-
mation about how the researchers’ perspectives, research backgrounds,
and experiences might shape the data analysis.

best-fit framework synthesis The method of framework anal-
ysis (or framework synthesis when used for a literature review [57])
has its roots in health science and is often used for policymaking [31,
57, 167]. It allows researchers to approach their predefined goals and
objectives in a highly structured way [167]. In general, framework syn-
thesis consists of five steps: (i) becoming familiar with the raw data,
(ii) developing a priori framework, (iii) applying the framework to the
data, (iv) summarizing and abstracting the data within the framework
overview, (v) mapping and interpreting the data within the framework.
Best-fit framework synthesis is a specialized version of framework
synthesis [31, 57]. As a theory-driven approach, this method starts
with the development of a priori framework based on an existing
framework or a combination of frameworks, rather than deriving your
own preliminary framework [30, 31]. Researchers then code the data
using this priori framework. When the priori framework is not suffi-
cient enough to cover all aspects of the data, researchers use inductive
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methods to extend the framework, resulting in a post-hoc framework.
While the approach is pragmatic, it is also only applicable when there
is existing theoretical work related to the research question under
investigation. In our systematic literature review paper [CorePub7],
where we created a post-hoc framework for asymmetric multiplayer
immersive VR games, we used this method.

taxonomy development method Taxonomies, “systems of group-
ings that are derived conceptually or empirically” [148], are useful tools
for classifying and organizing knowledge. A taxonomy should be
useful [148]. Accordingly, it should be (i) concise, (ii) robust, (iii) com-
prehensive, (iv) extendible, and (v) explanatory [148].

To develop a taxonomy, Nickerson et al. [148] proposes an iterative
method. It starts with the identification of meta-characteristics: “the
most comprehensive characteristic that will serve as the basis for the choice of
characteristics in the taxonomy” [148]. The choice of meta-characteristics
depends on the purpose of the taxonomy and is the most important de-
cision. For example, if the goal of a taxonomy is to identify how users
interact with mobile applications at a high level, the meta-characteristic
is “the high-level interaction between the user and the application” [148].
This leads to the identification of various dimensions along with spe-
cific characteristics within each dimension (e.g., temporal dimension:
synchronous and asynchronous characteristics) [148].

Once researchers have decided on their meta-characteristics, they
need to consider when to finalize the taxonomy development. To this
end, Nickerson et al. [148] proposes multiple ending conditions (e.g.,
“all objects or a representative sample of objects have been examined” [148]).
Following the decision on meta-characteristics and ending conditions,
researchers can decide on their approach: (i) empirical-to-conceptual
and (ii) conceptual-to-empirical. The empirical-to-conceptual approach
involves using the data set to group objects, while the conceptual-to-
empirical approach requires using pre-existing knowledge to group
objects. By applying these approaches, researchers create dimensions
and characteristics. Every dimension should be mutually exclusive (i.e.,
“no object can have two different characteristics in a dimension” [148]) and
collectively exhaustive (i.e., “each object must have one of the characteristics
in a dimension” [148]). This process continues until the decided ending
conditions are met.

In [CorePub1], we followed Nickerson et al. [148]’s approach. For
example, we decided on meta-characteristics (goals, people, exercises,
design, technologies (GPEDT), inspired by people, activities, contexts,
technologies (PACT) framework [15]) and used both conceptual-to-
empirical and empirical-to-conceptual approaches in the different
steps of our taxonomy creation. As our ending condition, we used
the condition “all objects or a representative sample of objects have been
examined” [148]. However, we also adapted some aspects of the taxon-
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omy development method; we did not adhere to the aspects of mutual
exclusivity and collective exhaustivity (similar to [OtherPub3]). We
did this because, on the one hand, following these aspects might lead
to losing some details in immersive VR exergame design, and on the
other hand, not every publication or game description fully describes
its games. For example, immersive VR exergames may be designed for
more than one target group (i.e., not mutually exclusive).





4
I M M E R S I V E V R G A M E S F O R P H Y S I C A L A C T I V I T Y

Physical activity is essential for our health. Among others, it de-
creases the risk of severe diseases (e.g., cardiovascular conditions
and cancer) and mortality [233]. In addition, it also supports men-
tal well-being [33, 233]. Despite such significant benefits, 1.8 billion
adults are not sufficiently physically active [200, 233]—we are facing
a sedentary pandemic. This trend has various reasons [137, 163]. For
example, digitalization might contribute to physical inactivity, since
many of us work at a computer with limited movement during the day.
Other reasons include lacking motivation or limited access to exercise
opportunities due to financial or structural limitations. Immersive
VR exergames could be a solution to overcome these challenges by
“provid[ing] affordable, enjoyable and inclusive opportunities for all people to
be active” [232]. To explore this potential, this chapter focuses on RQ1:

? RQ1: How can immersive VR games support physical activity?

4.1 immersive vr exergames

Immersive VR exergames are playful exercise opportunities. In aca-
demic research, immersive VR exergames are a relatively new domain.
However, it is rapidly growing, with more and more immersive VR

exergames being produced and empirical research being conducted.
Despite this, a comprehensive overview of the field, including the
investigated research questions and produced artifacts, is lacking. This
makes it challenging for researchers and practitioners alike to see
current research trends and identify promising future research direc-
tions. To address this gap, we created an up-to-date overview of the
immersive VR exergame research landscape, published in [CorePub1].
Therefore, we conducted a scoping review [142] by following the rec-
ommendations of PRISMA-ScR [166, 211] (see supplementary materials
in Section 9.1 for the review protocol and additional resources (e.g.,
extracted data)). To gain a holistic understanding, we also included
other types of immersive technology, which fall under the umbrella
term of XR; however, almost all identified XR exergames (94.87%) re-
lied only on VR technology. To analyze this field through an HCI lens,
we used a foundational framework of HCI: PACT [15]. This frame-
work considers people, activities, contexts, and technologies when
designing interactive systems from an HCD perspective. We extended
this framework to align with the unique characteristics of exergames,

33
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Technologies

Display

VR

Mobile HMD PC-tethered HMD
Console-

tethered HMD
Projector-based

AR

Mobile HMD PC-tethered HMD

Figure 4.1: Our derived taxonomy’s Technologies subdimension: Dis-
play – with a total of two characteristics and six sub-
characteristics [CorePub1].

which resulted in the five principles: goals, people, exercises, design,
technologies (GPEDT). Thus, our research asked the following RQs1:

ñ For more
information on
[CorePub1],
please refer to
Section 9.1 or
scan the QR
code.

?

RQ1.1: Goals: What are the goals of the XR exergames?
RQ1.2: People: Which different user groups are usually targeted

by XR exergames?
RQ1.3: Exercises: What kinds of exercises are being designed in

the XR exergames?
RQ1.4: Design: What kinds of game design aspects are considered

for XR exergames?
RQ1.5: Technologies: What kinds of technologies are being used

in the XR exergames?

We started our scoping review by gathering 1318 potentially-relevant
papers from various digital libraries: Association for Computing Ma-
chinery (ACM)2, Scopus (indexing IEEE Xplore and many other HCI-
related sources)3, and PubMed4. After completing the screening and
eligibility steps, we ended up with 186 articles from which we ex-
tracted and analyzed the full-text data focusing on both study specifics
and exergame designs. As a first contribution, we provided a descrip-
tive analysis of various metrics describing the current state of XR

exergame research. For example, the majority of user studies (72.31%)
were conducted in Europe and North America, which illustrates the
socio-cultural bias in research. Also, 79.11% of publications featured
only single-time testing of the developed exergames, limiting our
knowledge of prolonged usage.

As a second contribution, we derived a taxonomy (using Nickerson
et al. [148]’s method, see Chapter 3) of XR exergames using GPEDT

aspects to guide the design, implementation, and research of future XR

exergames. As our dataset, we identified all 195 unique XR exergames

1 The research questions of this chapter have been revised to ensure stylistic consistency
in this dissertation while preserving their meaning.

2 https://dl.acm.org/

3 see the Scopus indexed venues: https://www.scopus.com/sources
4 https://pubmed.ncbi.nlm.nih.gov/

https://dl.acm.org/
https://www.scopus.com/sources
https://pubmed.ncbi.nlm.nih.gov/


immersive vr games for physical activity 35

used in the analyzed papers (20 custom and 175 self-implemented
games). We derived dimensions corresponding to each aspect of GPEDT

(see example Figure 4.1, but to see the full taxonomy, please refer to
the paper’s supplementary materials):

• Goals (i.e., objective of exergame).
• People (i.e., users) includes two subdimensions: target age range

and condition.
• Exercises (i.e., performed movements) features two subdimen-

sions: body part and position.
• Design (i.e., information on game design) has four subdimensions:

themes, player mode, task type, and adaptation.
• Technologies (i.e., hardware and devices) consist of three subdi-

mensions: display, setup, and support hardware.
Similarly to the reporting of the study details, we then also provided
frequency and qualitative summaries for each of our taxonomy dimen-
sions. For example, VR is the dominant technology in the immersive
XR realm. Out of 195 games, only 10 use AR display technologies. The
dominant goal of exergames (n = 57) to promote physical activity.
Only 51 XR exergames enclose their target user group, mostly targeting
older adults (n = 31). Our research further provided nine research
directions based on our results. Among others, we emphasized the
importance of age-targeted game designs and evaluations, referring
to a surprising but critical finding: While most games considered
older adults as a target group, our descriptive statistics revealed that
only 24.10% of studies recruited participants with an average age of
above 40. This indicates a mismatch between design and evaluation of
XR exergames. Similarly, we only found very limited explorations of
the long-term effects of XR exergames, leaving gaps about what and
how XR exergames can afford adherence. As immersive exergames
are a relatively young field, we also found several inconsistent and
inadequate reporting styles in the scoping review articles. For instance,
the majority (73.85%) did not report their games’ target audience and
there was a lack of clarity in how the movements were performed
(e.g., what do dodging movements precisely include? [157]), how these
games were played (e.g., sitting, standing), or even which display5

was used. As a first step towards a systematic reporting, we concluded
our paper with 15 guiding questions for researchers to follow when
reporting the details of their XR exergame, such as: “How do players
precisely perform the featured movements in the XR exergame?”

4.2 training in immersive vr exergames

While our review paper [CorePub1] provided a theoretical overview of
XR exergame research and helped uncovering promising research gaps,

5 To collect information about the playing position and display information, we had to
consult figures, gameplay videos, and other supplementary materials of the articles.
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our remaining papers in this chapter focused on conducting empirical
investigations in three areas: (i) jump training, (ii) continuous cueing,
and (iii) game elements. In these contributions, we specifically used
VR as the immersive technology, as our review revealed its popular-
ity and research value. Among others, our review findings pointed
out that many exergames included lower body movements, but these
were often limited to walking and squatting. More dynamic, explo-
sive movements, which require rapid acceleration and maximal force
generation in a short period of time (e.g., jumping) [164, 217], were
rarely part of these games, which is not surprising. Since VR-HMDs

block the users’ view, performing such exercises while wearing this
equipment can bring up some safety concerns. Even more, explosive
movements can be technically difficult to detect. However, they are
part of many sports (e.g., basketball, volleyball), and training routines
(e.g., high-intensity interval training (HIIT)).

While some works included jumping as a feature in their immersive
VR [100] and non-immersive exergames [120], none focused on provid-
ing vertical jumping training. Although jumping improves personal
fitness and supports daily activities, it is a challenging movement with
a high risk of injury. Therefore, in [CorePub2], we explored the design
process towards a safe and effective VR-exergame-based jump training.
Hence, we consulted sports and medical field experts (N = 9) from
different domains, such as sports research, physiotherapy, and train-
ing. Our thematic analysis of the semi-structured interviews revealed
four main points. First, jumps are typically part of larger movement
patterns (e.g., blocks in volleyball involve stepping with a jump) and
are beneficial for general health (e.g., support coordination and injury
prevention). Secondly, while jump training includes elements of both
reactive and strength exercises, incorrect execution of the jump (e.g.,
medial collapse of the knees on landing) can cause injuries. Thirdly, ex-
perts emphasized that jump training should provide an easy start and
be adaptable to serve differences in individuals’ fitness and improve-
ment. Finally, the experts highlighted the potential and challenges
of providing jump training with VR from their own specialized per-
spectives. For example, while the possibility of providing real-time
feedback or replaying one’s performance using an avatar was praised,
concerns about safety were raised (e.g., cybersickness caused by the
mismatch between virtual and physical jumping).

Based on these insights from experts, we implemented an immersive
VR exergame for vertical jump training: JumpExTra VR. In the game,
players were equipped with three Vive trackers attached to players’
shins and waist, a Vive Pro headset, and two controllers. In total, we
used six tracking points to animate the virtual avatar of the player
using inverse kinematics. JumpExTra VR included a total of four levels,
three of which trained the required foundations for jumping (i.e.,
mind-body coordination, balance, endurance) with rhythmic levels
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Figure 4.2: The impressions from JumpExTra VR: a) A player performs tap-
ping movements in the first level. b) In the second level, the player
performs small hops. c) The third level features obstacles which
the player needs to move sideways and perform jumps to avoid. d)
In the last level, the player performs maximal jumps and receives
personalized feedback [CorePub2].

(Tap to the Beat, Hopscotch, Obstacle Course, see Figure 4.2). All these
rhythmic levels had dynamic difficulty adaptation in line with the
experts’ recommendations and prior work [124]. The final level then
build on these results and focused on improving the technique when
performing vertical jumps. Our game gradually progressed from small
tapping movements to performing maximal jumps (see Figure 4.2). In
the first level (Tap to the Beat), players performed tapping movements
on yellow and purple tiles that approached them. Similar to the first
level, the second level (Hopscotch) featured yellow and purple tiles,
but this time players performed small hops on them. In the third
level (Obstacle Course), players avoided obstacles by moving sideways
and jumping over them. Finally, after training the requirements for
jumping, players performed five maximal jumps in the last level. They
saw their jump replay with an avatar, received personalized feedback
on their jump technique after each jump based on four points: (i) jump
and land with both feet simultaneously, (ii) land softly (forefeet touch
the ground first) and absorb the impact with the entire body, (iii)
especially while landing, keep the knees in one line between feet and
hips and do not cave them inward, and (iv) swing arms synchronously
in a forward-upward arc until about chest height.

After we completed the game implementation, we conducted a
study with 25 participants to evaluate players’ experience of this novel
training exergame. Accordingly, we asked the following RQs:
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?

RQ1.6: How does our immersive VR exergame affect cybersickness
symptoms of players?

RQ1.7: How does our immersive VR exergame affect the players’
mood?

RQ1.8: How do players evaluate the player experience of our
immersive VR exergame and its usability as a training tool?

RQ1.9: How do players perceive the physical activity and perform
in our immersive VR exergame?

ñ For more
information on
[CorePub2],
please refer to
Section 9.2 or
scan the QR
code.

Our findings revealed that players enjoyed the JumpExTra VR game.
Player experience constructs and enjoyment of the physical activity
were rated generally high. However, they experienced higher cyber-
sickness symptoms (nausea subcategory) after playing the game com-
pared to baseline measures. Nevertheless, our additional analysis
show that this significance could be due to the sweating item of the
used questionnaire [93, 108], which could be seen as a consequence
of exercising. While participants did not improve their jump height,
they slightly improved their jumping technique over the five jumps
(from 71.45% (SD=17.18) to 75.45% (SD=15.30)). Our qualitative data
also supported the quantitative findings (e.g., enjoyment) while also
providing nuanced insights. For example, players reported the need
for improving the playzone (i.e., to prevent players from leaving it
unintentionally) and the fear of obtaining injuries while playing (e.g.,
by loosing balance). Based on our findings, we concluded with a set of
guidelines (e.g., avoid the unintended forward drift) to aid the design,
development, and research of VR training games.

4.3 continuous cues in immersive vr exergames

In the last level of our jump training game [CorePub2], players re-
ceived feedback about their technique after each jump, matching our
experts’ input regarding the benefits of VR for real-time feedback.
However, the question remains: How can we best provide real-time
performance indicators and guide players to perform the movements
correctly in such scenarios? In their movement-based game guidelines,
Mueller and Isbister [139] recommends providing moment-to-moment
feedback on the movements being performed. At the same time, they
point out the importance of avoiding excessive feedback that could
overwhelm players and prevent them from reflecting on their own
performance. Although a few studies explored the role of feedback
in immersive VR exergames [112, 185], research into continuous cues,
i.e., real-time indications of how the movements are being performed,
is limited. In particular, to our knowledge, no research has examined
how to design these cues, what modality to use to represent them.
Ultimately, we also do not know how users perceive them (e.g., helpful
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Figure 4.3: Impressions from our immersive VR game that features static
poses: A player performs the featured pose on the approaching
in-game wall and receives a visual cue (green lines) indicating
that the execution is successful [CorePub3].

vs. distracting). Hence, in [CorePub3], we focused on addressing this
research gap. We examined the effects of providing continuous cues
on player experience and performance, answering the following RQs:

ñ For more
information on
[CorePub3],
please refer to
Section 9.3 or
scan the QR
code.

?

RQ1.10: How does having continuous cues affect player experience
and performance in immersive VR exergames?

RQ1.11: How do different continuous cue modalities affect player
experience and performance in immersive VR exergames?

To address RQ1.10 and RQ1.11, we designed and implemented an im-
mersive VR exergame. In our game, players see approaching 3D cut-out
walls and perform repeatedly static poses to fit through these walls
(see Figure 4.3). The movements displayed on these walls were inspired
by Tai Chi and yoga poses [123, 147, 152, 218], such as squat and moun-
tain pose. Our work focused on visual and audio cues (designed based
on Ariza et al. [9]), since the majority of games could integrate these
modalities of cues into their experience. The auditory cue was a repeat-
edly playing sound whose frequency gradually changes according to
the players’ match to the given pose (0% matching: 0.87 Hz—every 1.15

seconds vs. 100% matching: 6.66 Hz—every 0.15 seconds). The visual
cue was designed as two lines on the platform path (see Figure 4.3). If
the players’ pose matched the approaching wall’s pose perfectly, they
saw green color on these lines (RGB: 0,255,0). Conversely, 0% success
corresponded to a red color (RGB: 255,0,0). Depending on the pose
match, the color of the lines was linearly interpolated between red
and green. To determine the movement and manipulation parameters,
we conducted self-play tests and a pilot study6.

6 To smooth the movement data, we used the easeOutSine function (https://easings.
net/), which was decided based on a pilot study (N = 5).

https://easings.net/
https://easings.net/
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Figure 4.4: Impressions from Beat Saber. The images are retrieved from Steam
Store; credit: Beat Games [13] [CorePre1].

With our game ready, we carried out a 2 (auditory cue: on vs. off) x 2

(visual cue: on vs. off) within-participants study (N = 32). We mainly
collected questionnaire and performance data. Our main findings
show that regardless of modality type, providing continuous cues
improves player experience. For example, players had more enjoyment,
felt like the game was more meaningful and provided better feedback.
Overall, the cognitive workload of participants remained unaffected by
continuous cues, but audio cueing led to a higher physical workload
(i.e., was perceived physically more demanding). We attribute this
to the urgency and pressure that repeatedly playing sound might
have created. In terms of performance, only bimodal continuous cues
significantly improved players’ pose accuracy. We also provided design
implications that can guide future work in this area, such as the
granularity of cues, the exploration of different continuous cue designs,
and the relevance of continuous cues to other immersive experiences.

4.4 game elements in immersive vr exergames

Our findings show that players can benefit from the real-time guid-
ance of VR to boost their performance and improve the player ex-
perience [CorePub3]. While these results highlight the momentary
advantages of immersive VR exergames, lasting health benefits can
only unfold if players keep using these games over a long period [3],
similar to every physical activity. However, our extensive review of
exergames [CorePub1] also revealed limited research on long-term
engagement in these games. While we know that immersive VR ex-
ergames can be a motivating options for exercise, we have only limited
knowledge about what is so motivating about these games and how
these motivating factors relate to the long-term engagement.

Immersive VR exergames are complex systems, having numerous
game design elements. Beyond immersive VR exergames, some re-
searchers even use game elements to motivate users in non-game
contexts (i.e., gamification [55, 83] or motivational affordances [111]).
Nevertheless, we only have very limited knowledge about how and
which game elements motivate users in immersive VR exergames
and consequently contribute to their long-term use. Therefore, in our
newest work (preprint) [CorePre1], we focused on successful commer-
cial immersive VR exergames to holistically understand which aspects
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of immersive VR exergames motivate users and consequently con-
tribute to their long-term use. To investigate motivation, we used the
inspiration theory [208, 209]. This theory sees motivation as evoked
by external stimuli rather than as an inherently existing construct. It
involves two essential components: (i) people can be inspired by an
external stimuli (i.e., immersive VR exergames) and (ii) inspired to take
an action (i.e., to do physical exercise). Based on this theory [208, 209],
we derived the following RQs:

ñ For more
information
on [CorePre1]
(preprint),
please refer to
Section 9.4 or
scan the QR
code.

?

RQ1.12: Which game elements influence inspiration in immersive
VR exergames?

RQ1.13: How does inspiration in immersive VR exergames influence
long-term use?

To answer these questions, we conducted two sequential studies.
The first study aimed to identify commercial immersive VR exergames
and game elements, while the second study investigated the quan-
titative impact of game elements on inspiration and long-term use.
In Study 1, we identified a total of 110 commercial immersive VR

exergames (based on [220] and [CorePub1], see the list in the paper’s
supplementary materials in Section 9.4) and asked five experts (people
with VR experience and who had played immersive VR exergames) to
select the immersive VR exergame they played the most; we only asked
experts to select one game since each game contains its own unique
game elements [55]. We also asked the experts which game elements
they found present and important in the immersive VR exergame they
played the most. For game elements, we used a comprehensive list
[111], which contains 46 game elements such as “points, score, XP”. As
a result, we proceeded with the immersive VR game that each expert
voted for: Beat Saber [13]. It is a very popular music rhythm game
released in 2019 [13, 196]. In this exergame, players use lightsabers to
slash cubes while avoiding obstacles (see Figure 4.4). Based on experts’
ratings and an expert interview session involving two VR exergame
researchers (one being part of the project team, conducting research
in Germany, while the other was an external researcher, located in
North America), we finalized our game elements list and provided an
example for each element.

After identifying the relevant game elements in the top voted (by
our experts) and most academically researched immersive VR ex-
ergame [CorePub1], Beat Saber [13], in the second study, we conducted
an online survey with Beat Saber players (N = 256) in Prolific to see
how these game elements of Beat Saber inspire and, in turn, influence
long-term use. Our survey included empirically validated scales and
items [28, 68, 105, 111, 113, 208] targeting four aspects: game elements,
inspired by Beat Saber, inspired to physical exercise, and long-term intention
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to use Beat Saber (all α ≥ 0.87). We provide the survey items with the
exact phrasings in the paper’s supplementary materials in Section 9.4.

Our stepwise backward multiple regression analysis [66] revealed
that while seven game elements ((i) Points, score, XP, (ii) Badges, achieve-
ments, medals, trophies, (iii) Levels, (iv) Competition, (v) Customization,
personalization, (vi) Virtual world, 3D world, game world, (vii) Assistance,
virtual helpers [111]) positively influence inspired by Beat Saber, two
game elements (i.e., (i) Performance stats, performance feedback and (ii)
Progress, status bars, skill trees [111]) negatively influence it. Our further
mediation analysis (using the PROCESS macro mediation model [88])
considering inspired by playing Beat Saber, inspired to do physical exercise,
and intention of long-term use showed that there are positive relationship
between those variables. In simple terms, being inspired by playing
Beat Saber inspires players to engage in physical exercise and also
supports long-term engagement with the game. We concluded our
paper by presenting a number of design and theory implications for
future work. For example, we suggested using various game elements
to foster inspiration and long-term use, whereas being careful to use
some game elements (i.e., Performance stats, performance feedback and
Progress, status bars, skill trees [111]) to avoid hindering inspiration and
long-term engagement.

4.5 core takeaways

This chapter focused on supporting physical activity through immer-
sive VR exergames. Apart from providing a holistic overview through
a scoping review on XR exergames [CorePub1], we presented three em-
pirical studies. These works show that tailored and carefully-designed
immersive VR exergames can be used to train even explosive move-
ments like jumps [CorePub2], that in particular bimodal continuous
cues are beneficial for providing real-time feedback and enriching the
exergame experience [CorePub3], and that game elements like badges
and competition are vital in making Beat Saber a motivating experience
which inspires players to be physically active and use the game in
long-term [CorePre1]. Our core takeaways are:

� [CorePub1]
• Our holistic review on XR exergames can be considered as

a first step to systematically explore the XR exergame space
through the HCI lens. With our taxonomy, researchers and
practitioners can easily identify non-targeted areas or ex-
plored features in XR exergames. Our reporting guidelines
contribute to efforts for comprehensibility, reproducibility,
and transferability in exergame research.
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� [CorePub2]
• Explosive movements (i.e., jumping) that involve the entire

body can be trained through immersive VR exergames by
using enjoyable, layered routines that build up and adapt
automatically to players’ performance. With JumpExTraVR,
players experience fun while receiving personalized train-
ing.

� [CorePub3]
• Immersive VR exergames not only include motion-based

tasks, but also help players accomplish these tasks through
continuous cues. Especially, bimodal ones can enhance
both player experience and performance. We contribute to
the creation of purpose-driven immersive VR exergames
without compromising the positive player experience.

� [CorePre1]
• We disassembled Beat Saber, an immersive VR exergame,

into its building blocks. Accordingly, we show that while
seven game elements (like points and achievements) can
positively inspire physical activity and long-term use, two
game elements (like performance stats and progress) nega-
tively influence these constructs. We offer insights into pur-
poseful and targeted design of immersive VR exergames.





5
I M M E R S I V E V R G A M E S F O R A C T I V E A G I N G

According to a United Nations report [216], the world is experiencing
demographic change. The number of the older adults (65+ years)1 is
expected to reach 1.5 billion by 2050. While this indicates improved
health, economic, and social standards, the aging population also
raises several challenges relating to, for example, preserving the inde-
pendence of individuals, or limiting the strain on the economy and
healthcare systems [216, 231]. The WHO defines active aging as “the
process of optimizing opportunities for health, participation and security
in order to enhance quality of life as people age” and emphasizes that it
should be promoted to ensure positive aging experiences and low bur-
den on society [231]. Among other factors like mental health, the WHO

highlights the significance of physical activity for active aging. While
exercise is essential for people of all ages, it can be particularly benefi-
cial for older adults to live independent lives [231, 232]. Accordingly,
the WHO’s policy framework for active aging [231] recommends that
“policies and programmes should be based on the rights, needs, preferences
and capacities of older people”. To provide older adults with such oppor-
tunities for active aging, we, therefore, explore the potential of novel,
engaging solutions: immersive VR exergames. Correspondingly, this
chapter answers the RQ2 with the aim of providing effective, enjoyable
active aging opportunities for older adults:

? RQ2: How can immersive VR games support active aging?

5.1 cognitive and physical exercises for older adults

Immersive VR exergames have great potential to improve the exercise
experience for older adults by resolving three major challenges: The
first challenge is motivation. These games can keep people exercis-
ing due to their playful nature. Secondly, providing cognitive and
physical exercise can have a positive impact on older adults’ well-
being [122, 162], in addition to mitigating the decline in their cognitive
abilities and brain health [40, 121]. In particular, simultaneous training
featuring both cognitive and physical tasks can even have greater
benefits for older adults [206]. Immersive VR exergames games can
seamlessly incorporate both cognitive and physical tasks. Another

1 There is no consensus on what age (60 or 65) counts as an older adult. In the scope
of this dissertation, we follow the United Nations’ definition for older adults, and
consider people aged 65 and older as older adults [216].

45
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Figure 5.1: Impressions from Canoe VR: a) An artificial agent playing
the game together with the user. b) Two older adults in the
multiplayer version. c) The representation of the two players
in the multiplayer version. d) A physiotherapist testing the
game [CorePub4].

problem with exercising is access to opportunities [137]. This has
been particularly challenging during COVID-19, which has imposed
restrictions on access to exercise opportunities, indicating declining
physical activity for older adults [239]. Immersive VR exergames can
address these challenges simultaneously: These games can motivate
older adults to perform physical activity, combine cognitive and physi-
cal exercises into a coherent game experience, and provide easy access
to exercise opportunities. Immersive VR exergames can serve as a valu-
able alternative for home-based exercises. They allow social distancing
without sacrificing physical activity, especially in the cases that neces-
sitate distancing, such as COVID-19. Despite this potential, immersive
VR technology imposes unique challenges related to usability [2] and
ergonomics [91], while exergame design requires attention in terms
of age-related changes [76] and movements. Therefore, in [CorePub4],

ñ For more
information on
[CorePub4],
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Section 10.1 or
scan the QR
code.

we address the following RQ2:

?

RQ2.1: How can we design immersive VR exergames featuring ap-
propriate cognitive and physical exercises for older adults?

To design and implement an immersive VR exergame that features
both cognitive and physical exercises for older adults, we followed
an HCD process. We conducted eight prototype testing sessions (e.g.,
including at the gym of older adults) and interviews throughout our
design process. We involved both older adults (with and without
dementia), fitness experts, and a healthcare professional in the process.
As the result, we iteratively designed and implemented an immersive
VR exergame for older adults: Canoe VR (see Figure 5.1). This game
was a seated experience given the abilities and safety of older adults
and required players to perform upper body movements (e.g., torso,
reaching, and leaning). Overall, players were tasked with collecting
objects that appear while traveling down the river in a canoe in a
naturalistic environment. There were a total of 22 levels in our game.
For example, we implemented levels that encouraged simultaneous

2 The research questions of this chapter have been revised to ensure stylistic consistency
in this dissertation while preserving their meaning.
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a) b) c)

Figure 5.2: Impressions from Memory Journalist VR: a) A player explores the
game environment with a 3D printed camera, b) communicates
with a health professional to find a landmark in the scene, and
c) takes a correct picture of the landmark which is shown in a
newspaper [CorePub5].

cognitive and physical exercises, such as tasking players to collect red
bubbles with their left hand and yellow bubbles with their right hand.
To account for social interaction, we added multiplayer levels that
could be played with another person or agent. Each prototype test
targeted another challenge, ranging from understanding the game’s
movement value to seeing its use as an additional exercise tool in the
gym for older adults.

Our thematic analysis (e.g., observation and field notes, interviews)
and questionnaires revealed that Canoe VR was received very well by
the older adults, the fitness experts, and the health care professional.
We also show that an immersive VR exergame can be used in older
adults’ regular gym sessions. While our results indicate that Canoe VR
offers suitable exercises for older adults with dementia by adjusting
the difficulty of the tasks to their abilities, we also identified required
improvements (e.g., creating a more accessible tutorial and calibration
sequence). Hence, we recommend further evaluation of this game to
design age-appropriate immersive VR exergames, especially targeting
older adults with different level of abilities. As one follow-up work,
we, therefore, investigated the effect of difficulty adjustments for older
adults using Canoe VR [OtherPub6]3.

5.2 inclusivity for older adults

One of the major learnings of our work with older adults was that
people with specific conditions, like dementia, have different require-
ments which pose new design challenges when targeting these user
groups. Understanding these requirements is essential towards a fully-
inclusive game design. Currently, there are more than 55 million
people with dementia in the world population [154]. Dementia is a
neurological condition that affects one’s cognitive, physical, and social
abilities, with profound effects on society at large as well [154]. Among
others, aging and lack of physical activity increase the risk of demen-
tia [6, 49, 154]. Accordingly, similar to academic research [90], the WHO

recommends keeping older adults with dementia physically active

3 The publication by Kruse et al. [OtherPub6] is not a part of this dissertation.
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both as a method of dementia prevention and during dementia [154].
Although immersive VR exergames are promising to motivate users,
the previously-discussed study [CorePub4] shows that game design
requires more attention to deliver accessible immersive VR exergame
experiences to this user group. Additionally, using VR technology
with this user group may have unknown effects. For example, VR can
create a strong sense of presence (as described in Chapter 2) and older
adults may experience emotional stress depending on the situation
encountered. Therefore, there is a need to carefully investigate the
needs and abilities of this user group to create appropriate active
aging opportunities. In [CorePub5], we targeted this challenge with

ñ For more
information on
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Section 10.2 or
scan the QR
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the following RQs:

?

RQ2.2: Does the designed immersive VR exergame provide posi-
tive and good player experiences, usability, and accessibil-
ity for older adults with dementia?

RQ2.3: Which aspects of the HCD approach should be adapted in
the context of immersive VR exergames for older adults
with dementia?

To design and implement an immersive VR exergame that fulfills
the requirements of older adults with dementia, we followed a four-
step HCD approach. First, we focused on understanding these needs
and requirements in depth. Therefore, we conducted semi-structured
interviews with 11 stakeholders (e.g., clinical experts, physiotherapist,
technicians) and contextual inquiry sessions (N = 8) with the target
group, and additionally included people without dementia to gain ad-
ditional information about the older adults in general since they share,
for example, similar aesthetics values. Through our thematic analysis
of interviews and inquiries, we determined the user requirements
(e.g., importance of social gaming activities, challenges of learning
new interactions, and safety). In the second step, we designed our
exergame concept: Memory Journalist VR4 (see Figure 5.2). For example,
we benefited from the reminiscence that VEs can create [205] and aimed
to offer intuitive ways to interact with the VE. Accordingly, in the third
step, we implemented Memory Journalist VR. In this seated exergame,
players experienced 360

◦
3D recordings of famous landmarks in two

major German cities. They took the role of a reporter who has to take
pictures for a newspaper. As game interaction, the players pointed
a 3D-printed, positionally-tracked camera towards the intend object,
resulting in upper-body movements (e.g., torso, stretching) that could
assist daily activities. The game tasks were controlled by caregivers
through a browser-based application, and the game was projected onto
a TV screen for monitoring and sharing the experience. In the last step,
we conducted five focus group sessions (involving 11 older adults

4 The very early stage of this prototype was presented in [175, 176].
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with different degrees of dementia, 6 older adults without dementia, 3

caregivers, 1 health professional) and iteratively improved our game.
Our thematic analysis of the focus groups show that older adults

with dementia had positive experiences. While our tailored game pro-
moted enjoyment and social interaction for older adults with dementia,
it was boring for older adults without dementia. The older adults with
dementia immersed themselves in the game. They tried to talk to
people or touch soap bubbles in the VE. While this perceived presence
can be seen as a positive aspect of the game, it may also raise ethical
concerns. Therefore, we recommend careful design of VEs for this
user group. Based on user requirements and observations from focus
group sessions (e.g., a player getting irritated by a caregiver’s touch),
we advise against using unrealistic scenarios, as they may lead to
negative outcomes (e.g., anxiety). We also found that interaction with
controllers is too complex for this user group, and that we should use
real-life interaction paradigms (e.g., 3D camera). In terms of the HCD

approach, we emphasize the importance of involving stakeholders in
the user requirements step through semi-structured interviews. The
stakeholders can enrich the design process by providing information
about dementia and the daily routines of older adults with dementia.
For example, learning about dementia led us to not use some typical
mechanics for game design, such as unpredictability. Similarly, we
highlight the key role of contextual inquiries that provide information
about the routines of people with dementia, their caregivers who play
these games with older adults, and the technicians who maintain the
technologies. Overall, our results demonstrate the feasibility of design-
ing immersive VR exergames for people with dementia and integrating
these games into their daily routines. As a further work to this paper,
we, therefore, investigated the long-term use effects of Memory Journal-
ist VR on cognitive, physical, and psychological well-being of older
adults with dementia, indicating promising results [OtherPub5]5.

5.3 augmentation for older adults

After seeing the general potential of immersive VR exergames for
older adults, we focused on utilizing one of the unique capabilities of
VR. Similar to other studies [23, 100, 230], we refer to users’ virtually
enhanced abilities as augmented interaction. Since augmented interac-
tion depicts unrealistic experiences, based on our learning [CorePub5],
we only considered older adults without dementia in our research.
Although, unrealistic interactions have great potential to boost moti-
vation, accessibility, and efficiency, we know little about such inter-
actions on the experience of older adults. Especially, investigation of
augmented interaction in immersive VR and non-immersive exergames
focuses mostly younger population [23, 100] and targets exaggerated

5 The publication by Kruse et al. [OtherPub5] is not a part of this dissertation.
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jumping abilities [100, 103, 120]. However, augmented interaction may
also improve older adults’ competence and motivation to perform
physical exercises. Yet, previous work emphasized using realistic sce-
narios and mechanics for older adults [11]. Accordingly, in [CorePre2]
(preprint), we focused on investigating augmented interaction by in-
volving older adults. Thus, we created two augmented interaction
components considering external validity: (i) movement (augmented
locomotion) and (ii) interaction with virtual objects (augmented ob-
ject range). Both of these elements are at the core of immersive VR

exergames, as every exergame involves movement and interaction
with objects. Considering that the swimming theme was requested
in [CorePub5] and used in a prior study [245], we specifically designed
and implemented a seated exergame with this theme: ExerSwimVR.

The development of ExerSwimVR (see Figure 5.3) involved two pilot
studies including both young (N = 5) and older adults (N = 4), and an
interview with a physiotherapist. In this underwater seated exergame,
players performed breaststroke arm movements (i.e., stretching arms
and hands out in front with hands at a 45

◦ outward angle, pulling
them slightly down and outward until shoulder level [242]) to move
in the VE. To collect the polluted objects, they performed reaching
movements. To implement movements in the VE, we calculated the
players’ virtual velocity based on two factors: thrust (acceleration)
and drag (deceleration). Acceleration was based on the controllers’
velocity, movement pattern (breaststroke), and hand orientation. The
drag constantly slowed players’ speed based on their current virtual
velocity. Accordingly, in the not augmented locomotion, players’ breast-
stroke arm movements translated into the VE without any adjustment,
whereas in the augmented locomotion, they experienced movement
with an exaggerated velocity by a factor of six (determined in the
pilot studies), leading players to travel farther in the same time frame.
When players experienced the no augmented version of the object
range, they could collect the polluted cans by performing reaching
movement towards the objects and pressing and holding the trigger
button of the controller. In the augmented version of object range,
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pressing a trigger created a laser pointer, which allowed collecting
an object from a distance up to three meters. With ExerSwimVR, we
investigated the RQs below in [CorePre2]:

?

RQ2.4: How does augmented interaction (i.e., augmented loco-
motion and augmented range of reachable objects) in im-
mersive VR exergames affect player experience and perfor-
mance?

RQ2.5: How does the same augmented interaction differ in effect
on those same player experience components and perfor-
mance when experienced by older adults?
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Figure 5.3: Impressions from ExerSwimVR: a) A player performs breaststroke
arm movements to swim. b) A player collects pollution objects to
clean the ocean [CorePre2].

To examine RQ2.4 and RQ2.5, we conducted two 2 (augmented locomo-
tion: on and off) x 2 (augmented range of reachable objects: on and off)
within-participants studies: one remotely with young adults (N = 29,
due to COVID-19) and one in-person with older adults (N = 24). Al-
though our focus in this research was on older adults, we specifically
conducted a study with young adults to reduce the likelihood that
our results were due to our artifact, to identify similarities and differ-
ences between user groups by focusing on augmented interaction, and
to replicate the findings of previous studies that focused on young
adults (e.g., [23, 100]). In our studies, we collected questionnaire, per-
formance, and qualitative data. We found that primarily augmented
locomotion positively impacted younger players’ experiences (e.g.,
motivation) and led them to collect more objects without causing
increased cybersickness. Younger players did not perform significantly
less physical activity despite the advantages of augmented interac-
tion techniques. However, for older adults, augmented interaction did
not lead to significantly higher player experience (e.g., motivation);
they rated all conditions positively. Older adults performed signif-
icantly less physical activity when they experienced the combined
version of the augmented interaction, indicating that augmented in-
teraction might decrease the effectiveness of immersive VR exergames
for older adults. Overall, our findings contribute to a comprehensive
understanding of how age group differences can affect the design of
immersive VR games for active aging.

5.4 exergaming technologies for older adults

After exploring the unique interaction possibility of immersive VR

exergames for active aging, we questioned what are the strengths and
disadvantages of exergaming technologies in providing active aging
opportunities for older adults. Previous research has shown that im-
mersive VR exergaming technologies for younger adults lead to higher
motivation and performance [22, 235], but we do not know how im-
mersion affects the player experience and performance of older adults
in this context. Yet, we know that older adults have different experi-
ence and performance outcomes with digital technologies compared to
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Figure 5.4: Impressions from Winter Wonderland: a) A participant approaches
a snowflake to catch it in the VR-HMD version of Winter Wonderland.
b) A player catches a snowflake in the ExerCube version of the
game [CorePre3].

younger generations [53, 56, 133]. Given the increase in development
of exergames for older adults [CorePub1], it is important to empiri-
cally examine the role of display technologies to facilitate the creation
of age-appropriate active aging opportunities for older adults. Looking
at exergaming research, commercial market, and digital technologies
used for exercising in senior living facilities [CorePub1, CorePub4],
[174]6, we specifically choose to investigate two technologies varying
in their technical immersion: VR-HMD and ExerCube [126]7.

ExerCube is a training setup consisting of three projector walls and
a motion tracking system. While ExerCube resembles immersive CAVE

systems (e.g., displaying a VE on the projector walls), unlike CAVE

systems, it does not offer view-dependent stereoscopic images. There-
fore, this setup has less technical immersion capabilities. Following
the definition we introduced in Chapter 2 for immersiveness and for
simplicity, we refer to this setup as not being technically immersive. Al-
though this technology does not fit the definition of being technically
immersive, research showed promising results of its use for training
purposes (e.g., motivating) [126, 127]. In contrast to ExerCube, we
consider a VR-HMD to be a more immersive display since it provides
stereoscopic view-dependent experiences. Hence, we label this setup
immersive. Therefore, in [CorePre3] (preprint), our RQ was:
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?

RQ2.6: How does the technical immersion of an exergame system
(i.e., a VR-HMD vs. ExerCube) affect older adults’ player
experience and performance?

To investigate RQ2.6, we designed and implemented an exergame
that older adults can play using a VR-HMD and the ExerCube sys-
tem, entitled Winter Wonderland. We configured the alignment of the
physical and VEs to ensure an exact virtual and spatial mapping be-
tween the two technologies. This allowed us to have identical positions

6 https://sphery.ch/en/standorte/

7 The research product has been commercialized, see https://sphery.ch/en/.

https://sphery.ch/en/standorte/
https://sphery.ch/en/
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of the game objects in the real world and in the VE, and required
players to perform exactly the same movements in both versions of
the game. The game design was informed by the guidelines and
recommendations of previous studies conducted with older adults
(e.g., [CorePub4, CorePub5], [OtherPub6], [2]) as well as an HCD ap-
proach [99]. Accordingly, we iteratively tested the game with older
adults (N = 4) and movement experts (a physiotherapist and a trainer)
and integrated their feedback into our game design. The game had
a winter theme and included different cognitive and physical tasks
related to collecting snowflakes. For example, in one level, players had
to catch green snowflakes with both hands, while in another level they
had to catch snowflakes of certain colors with specific hands.

Using Winter Wonderland, we run a within-participants study with
34 older adults. We collected questionnaire, in-game performance,
heart rate, and interview data. Our results show that both exergaming
technologies resulted in comparably high player experience and phys-
ical exertion measured by heart rate. The VR-HMD condition led to a
higher level of presence, whereas the ExerCube condition led to higher
in-game performance and physical activity. Our qualitative findings
provided further nuances in the understanding of older adults’ experi-
ences. For example, we observed an emphasis on familiarity with the
game (by testing during the study only) and setup, suggesting that
novelty may not contribute to older adults’ experience. Furthermore,
the results indicate that VR-HMDs may be perceptually more difficult
for older adults; they felt more challenged and had spatial difficulties
with this setup, suggesting that field of view and depth perception
difficulties should be considered in VR-HMDs for older adults. Finally,
we proposed considering the benefits and drawbacks of both exergam-
ing setups. The ExerCube encourages greater physical activity, but
has associated cost and space requirements in general, whereas the
VR-HMD offers higher presence at an affordable cost, but requires more
attention in terms of safety.

5.5 core takeaways

This chapter presented four contributions targeting active aging oppor-
tunities for older adults. In [CorePub4], we focused on designing ap-
propriate cognitive and physical exercises for older adults. [CorePub5]
explored the feasibility of designing immersive VR exergames for older
adults with dementia. In [CorePre2], we gave older adults enhanced
virtual abilities and explored how these impact their experience in
engaging active aging possibilities. Finally, in [CorePre3], we exam-
ined the role of technical immersion of display technologies on older
adults’ experience and performance. Accordingly, we offer the follow-
ing takeaways:
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� [CorePub4]
• Immersive VR exergames can provide age-appropriate cog-

nitive and physical exercises, even combined exercises.
They can be used in regular gym sessions of older adults
as an alternative fitness tool.

� [CorePub5]
• To contribute to active aging of older adults with demen-

tia, we can use immersive VR exergames. Considering the
interests and abilities of this user group, immersive VR

exergames can provide a positive and good player experi-
ence, usability, and accessibility. We recommend including
stakeholders as well as contextual inquiry sessions in the
design process of immersive VR exergames targeting older
adults with dementia.

� [CorePre2]
• Older adults experience and perform differently from

younger adults when they experience enhanced virtual
abilities in immersive VR exergames. Older adults’ motiva-
tion stays significantly not affected, but in one condition,
augmentation led to reduced physical activity.

� [CorePre3]
• We provide insights into the benefits and tradeoffs between

the two technologies for active aging. The VR-HMD pro-
vides higher presence, while the ExerCube results in higher
physical activity and in-game performance.
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I M M E R S I V E V R G A M E S F O R S O C I A L I N T E R A C T I O N

We use social platforms and technologies everywhere to maintain and
build social relationships. Although the use of technology for social
interaction may have negative consequences, such as a decrease in face-
to-face communications [114], technologies can also bridge the gaps
between people [7] and even support well-being (e.g., [52, 72, 78, 221]).
The WHO defines well-being as “a positive state experienced by individuals
and societies” [155] and notes that well-being “is determined by social,
economic and environmental conditions” [155]. Considering the technolog-
ical advances, the WHO recommends “strengthen[ing] the benefits” [155]
and “addressing the impacts of digital transformation” [61] to promote
well-being. During the COVID-19 pandemic [234], these benefits be-
came particularly apparent, as many people maintained their social
connections and fulfilled their social needs using digital communica-
tion technologies [72]. Games played an important role during these
times [38, 79] since these interactive applications particularly good at
creating fun and shared times. Especially, multiplayer immersive VR

games can foster higher social presence and player experience com-
pared to their non-immersive-VR versions [35]. Players can perceive
the illusion of sharing the same virtual space [190] and being together
with each other [20]. For example, in a hypothetical scenario where
two friends play a cooperative game in VR, this could allow them to
first shake hands to greet each other, and later celebrate their win with
a high-five. In this chapter, we, therefore, aim to explore the potential
of social immersive VR games, focusing on RQ3:

? RQ3: How can immersive VR games support social interaction?

6.1 social multiplayer immersive vr games

Multiplayer immersive VR games have great potential to deliver so-
cially rich and positive player experiences. However, can we use
multiplayer immersive VR gaming environments as an alternative
to real-life multiplayer gaming scenarios? What does immersive VR

still need to improve, or where does VR outperform real-life scenarios?
Given that COVID-19 affected social interactions during lockdown, we
saw multiplayer immersive VR game scenarios as an opportunity and
approached these questions with an extensive user study. As a so-
cially rich real-life gaming scenario, we chose a traditional couch-coop
gaming setup.

55
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Figure 6.1: Illustrations of the simulated co-located multiplayer immersive
VR experience: a) The calibration, b) avatar customization, and
c) virtual room scene where players meet to play a multiplayer
game on a virtual TV [CorePub6].

Couch-coop games can be differentiated from other gaming settings,
since in these games people often gather with friends and family
members in their immediate surroundings, get excited together, and
have distinct (e.g., physically blocking each other’s view while play-
ing) social experiences. However, this possibility was limited during
COVID-19. As a potential solution, remote immersive VR games could
evoke a similar sensation, mitigating the need for physical co-presence.
Hence, in [CorePub6], our research was driven by the following RQs1:

?

RQ3.1: How do the player and social experience in VR compare to
the experience in the co-located setting?

RQ3.2: What features enhance or inhibit the player and social
experience in VR?

ñ For more
information on
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scan the QR
code.

To explore the effect of an immersive VR gaming scenario com-
pared to a real-life couch-coop gaming scenario, we simulated the
real couch-effect in VR. We first created a multiplayer simulator. Here,
players sat side-by-side on a virtual couch, like in the real world, to
play a multiplayer game on a virtual TV (see Figure 6.1). To have a
controlled environment, we also included an initial calibration (i.e.,
to have identical positioning of physical and virtual couches) and
customization step (i.e., avatar customization). Our game required
players to communicate and strategize to complete given tasks (see
Figure 6.1), and was designed based on a prior work [204].

We then conducted a within-participants study (N = 50) (includ-
ing questionnaires, videos, and interviews) with two conditions: (i)
co-located vs. (ii) VR. In the co-located condition, two players were
physically in the same room, sitting next to each other on a couch and
playing the game on a physical TV. In the VR condition, two players
were placed in two physically-separated rooms and came together
in a VR room to play the same multiplayer game on a virtual TV.

1 The research questions of this chapter have been revised to ensure stylistic consistency
in this dissertation while preserving their meaning.
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Regardless of how players experienced the scenario, we found that
social connectedness between players increased compared to their pre-
measurement. However, the VR condition received significantly lower
social experience scores, i.e., social richness, co-presence, attention allo-
cation, and message and affective understanding. Both conditions had
comparably moderate to high player experience, with one exception:
The VR condition led to significantly higher immersive player expe-
rience compared to the co-located condition. Despite the significant
differences, both conditions resulted in high player experience, social
presence, and social richness. Our qualitative data provided insights
indicating that the lack of facial expressions, lower-body parts, and
body language in the avatars and the limited field of view of the VR

hardware hindered the VR experience. In contrast, the novelty effect
of VR and the avatar customization feature positively contributed to
players’ experience. Overall, our findings suggest that the immersive
VR gaming scenario is an alternative that players imagined using and
preferred over other available digital communication options.

6.2 asymmetric multiplayer immersive vr games

While participants imagined using our VR setup [CorePub6] and there
is an expected increase in sales of VR hardware [8], VR-HMDs are still
not the most widely owned hardware. In a typical single-owned VR-
HMD scenario, this excludes other players (i.e., non VR-HMD players)
and spectators from the experience. Even more, using VR might be
challenging in social settings due to its immersive nature. It can lead
to technologically and socially isolating experiences [21, 144]. How-
ever, to enable multiplayer engagement and rich social experience, we
need to design and propose solutions that enable non-VR-HMD play-
ers to be part of immersive VR games. The hardware difference (i.e.,
interface asymmetry) is just one of the differences between players
that asymmetric games take into account [87]. Other examples in-
clude differences in abilities or skills, although they are not limited to
these [87]. These games foster socially more rich experiences compared
to symmetric games where both players have the same abilities and
interface [86]. Unsurprisingly, asymmetric games, in particular games
targeting the asymmetry of interface between users, have gained at-
tention in VR research (e.g., [81, 82]). For example, Gugenheimer et al.
[81] have developed a top-down floor projection combined with a
hand-held controller system called ShareVR that aims to integrate non-
VR-HMD users into VR experiences. The system allowed non-VR-HMD

players to actively interact with VE and VR-HMD players in the same
shared space, for example, using props connected to the controller.
Nevertheless, despite the growing research and potential in this field,
asymmetric multiplayer immersive VR games are still in their infancy,
with different focal points and little work dealing with the theoretical



58 immersive vr games for social interaction

Harris et al. [87]
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Figure 6.2: Our post-hoc “best-fit" framework for asymmetric multiplayer
immersive VR games: Suggested post-hoc “best-fit" framework,
with dashed lines and more transparent colour for categories
that are under-represented in existing asymmetric immersive
multiplayer VR games research so far [CorePub7].

foundations of these games. To address this challenge, we conducted a
systematic literature review [CorePub7] to answer the following RQs:

?

RQ3.3: What kinds of asymmetry are being designed in multi-
player immersive VR games?

RQ3.4: How does VR asymmetry in multiplayer immersive VR

games affect player experience?
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Starting with 481 articles from various sources (e.g., ACM2), we
analyzed the final set of 25 articles (after applying screening and el-
igibility steps) using best-fit framework synthesis [31] and thematic
analysis [37] and published our findings in [CorePub7]. Our best-fit
framework analysis involved identifying multiple conceptual frame-
works, combining them (i.e., creating a priori framework), and map-
ping the literature based on this priori framework. Our thematic
analysis summarized the literature based on this framework, using the
framework characteristics as a codebook. With our work, we provide
a summary of asymmetric multiplayer immersive VR games, develop
a post-hoc framework for the design of these games (see Figure 6.2),
and identify research gaps. For example, at a theoretical level, we
suggest that goals and responsibilities in asymmetric games should
be treated as separate game mechanics, as players may share the same
goal (e.g., solving a puzzle), but have different responsibilities (e.g.,
(i) remembering where the missing puzzle pieces are and (ii) placing
them in the puzzle field). Additionally, our post-hoc framework ex-
pands the conceptual framework of Harris et al. [87] by adding other
asymmetrical considerations in game design, such as social asymmetry
(e.g., age and shared space) and shared control (e.g, distinct control of
entities and environment). Similarly, we point out that various aspects

2 https://dl.acm.org/

https://dl.acm.org/
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of asymmetric games are underexplored, such as alternative interfaces,
familiarity with the co-player, or remote play. Overall, our work con-
tributes to the theoretical understanding of asymmetric multiplayer
immersive VR games as well as paves the way for future research
possibilities of these games.

6.3 interdependence in asymmetric multiplayer immer-
sive vr games

Having established a theoretical understanding and a foundational
framework of asymmetric multiplayer immersive VR games, our re-
maining publications empirically explored some of the research gaps.
We specifically targeted two important aspects of multiplayer immer-
sive VR games: (i) an interface asymmetry and (ii) a social dynamic that
can influence the experience of players in asymmetric games. Accord-
ingly, our next paper [CorePub8]3 focused on the interface asymmetry
between players. Gugenheimer et al. [81] have shown that integrat-
ing non-VR-HMD users into VR experiences leads to higher enjoyment
and presence for both players. However, while ShareVR [81] improved
both VR-HMD and non-VR-HMD players’ experiences compared to the
baseline setup (i.e., TV and gamepad), most experience constructs
remained higher for VR-HMD players compared to non-VR-HMD play-
ers. Accordingly, it remains an open research gap whether and how
an asymmetric game design would lead to similar experiences for
both players, regardless of their setup. While previous work has often
focused on innovation in hardware design (e.g., [81, 82]), we targeted
asymmetric multiplayer immersive VR game design. Previous studies
in game research have shown that interdependence (i.e., reliance of
players on each other [87]) between players can positively contribute to
player and social experience [51, 86]. However, they did not assess the
impact of types of interdependence. Therefore, we focused on creating
and evaluating different types of interdependence that could facilitate
multiplayer engagement.

First, inspired by several commercial games (e.g., Keep Talking and
Nobody Explodes [197]), we implemented a strategic interdependence
that requires one player to rely on the other in terms of ability and
information. For example, the non-VR-HMD player had additional in-
formation about the game world that they needed to communicate
with the VR-HMD player to successfully complete the game (e.g., ap-
proaching lasers, see Figure 6.3) while the VR-HMD player was the only
one who can navigate the VE. Next, we incorporated an alternative in-
terface (i.e., physiological interface) into our asymmetric game design
to feature the second interdependence between players: a biometric
interdependence. While biometric feedback has shown promise in

3 The data collection and implementation steps of this article were part of my master’s
thesis [104].
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Figure 6.3: Impressions from our asymmetric multiplayer immersive VR game
that features strategic and biometric interdependences between
the VR-HMD and the non-VR-HMD players: a) The non-VR-HMD

player can see and hear approaching lasers, b) while the VR-HMD

player cannot. c) The VR-HMD player relies on the non-VR-HMD

player’s instructions for avoiding lasers. In some variants of the
game, the time between spawn of lasers was affected by the heart
rate metrics of the non-VR-HMD player [CorePub8].

academic game research [94, 95, 150, 177] and used in commercial
games (e.g., Nevermind [67]), it has not received much attention in
multiplayer immersive VR games, especially in asymmetric ones. In
our game, the biometric interdependence required the VR-HMD player
to rely on the physiological data of the non-VR-HMD player. The heart
rate of the non-VR-HMD player continuously affected the difficulty of
the game, time between laser spawns (see Figure 6.3). Therefore, our
resulting RQs in [CorePub8] were:
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?

RQ3.5: Can imbalanced asymmetric information between players
lead to one player feeling less in control (i.e., like they are
following the other player’s instructions without their own
agency)?

RQ3.6: Does biometric influence over game difficulty dynamically
affect player experience in VR (compared to static diffi-
culty)? Does it make a difference a) whether players are
provided an in-game indicator of whether their own bio-
metric state is currently increasing game difficulty, or b) in
what modality this indicator is represented in-game?

To investigate RQ3.5 and RQ3.6, we conducted a mixed-design con-
trolled experiment (N = 30) using this asymmetric game, which incor-
porates both interdependences and allows two players to play, with
one wearing a VR-HMD whereas the other does not. Participants played
the game either as a VR-HMD player or as a non-VR-HMD player (play-
ing the game on a PC monitor) (between-participants factor). We also
further tested the effect of biometric influence and its multimodal cues
to understand how to provide the best emotion regulation support
(within-participants factor). In the study, we collected questionnaire,
game interaction, heart rate, and interview data. Our results show that
all measured quantitative constructs were comparably high for both
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players, suggesting that asymmetric game design and the resulting
interdependences can be used to create multiplayer engagement across
interfaces. We conclude that the strategic interdependence is a type
of interdependence that can be leveraged to achieve comparably high
quantitative and qualitative player experience between VR-HMD and
non-VR-HMD players. However, we did not find any significant effect of
biometric interdependence (and their cues) on quantitative outcomes;
we attributed this to the subtle implementation of the biometric effect
and the need for familiarization, especially for studies involving bio-
metric measurements. Nevertheless, our qualitative data also revealed
that when players perceived biometric interdependence, both players
felt more immersed and stressed. Overall, our findings demonstrate
the feasibility of achieving comparably high player experience using
asymmetric game design for both players, regardless of their displays.

6.4 familiarity in asymmetric multiplayer immersive vr

games

After showing the potential of asymmetric multiplayer immersive VR

games for players in different mediums, we focused on exploring
another crucial aspect of multiplayer immersive VR games: a social
dynamic, i.e., familiarity between players. While the effects of fa-
miliarity between players have been investigated in video games in
both competitive [125, 168] and cooperative settings [219], there is a
research gap in investigating this factor in asymmetric multiplayer
immersive VR games [CorePub7]. Particularly, in an asymmetric mul-
tiplayer immersive VR game study [34], a sample consisted mostly of
strangers. The authors discussed that recruiting players with prior
relationships may improve the player experience, but did not evaluate
this factor. Given that asymmetric multiplayer immersive VR games
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involve mostly verbal communication [CorePub7]—sometimes even
gestures [192]—and played in VEs, we do not know whether these
games would be affected by existing social bonds, or whether the ver-
bal communication required by these games would be an advantage
for players who know each other. Therefore, in the final publication of
this part, [CorePub9], we address the following RQ:

?

RQ3.7: How does familiarity between players impact player ex-
perience, social experience, and game performance in an
asymmetric multiplayer immersive VR game?

To answer RQ3.7, we designed and developed an asymmetric mul-
tiplayer immersive VR game where two players can play while wear-
ing VR-HMDs. Since the study was conducted during COVID-19, and
given the increase in the sales of VR-HMDs [195] and the lack of re-
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Figure 6.4: Impressions from our asymmetric multiplayer immersive VR game
that features a strategic interdependence between two VR players:
a) Players embody VR avatars, b) provide empty tile information
to their co-player to progress through the maze, and c) share
ingredient information with their co-player to complete a recipe.
Note that both players can only see the other player’s informa-
tion [CorePub9].

mote exploration setup investigation in immersive VR asymmetric
games [CorePub7], we specifically chose to design a remote game
(i.e., both players were placed in different rooms) and equipped each
player with a VR-HMD. Our asymmetric game only features strategic
interdependence between players, based on the positive results from
our previous work [CorePub8]. To create a strategic interdependence
between players, we use information asymmetry, which has also re-
cently received attention in game research in general [171], in game
design [87]. Accordingly, both players shared the same type of knowl-
edge about the game world (e.g., the location of tiles)—their reliance
on each other was mutual and identical [87]. However, each player
only saw information about the task that the other player can complete
in the game. Therefore, they had to communicate these asymmetric
information (e.g., required ingredient) with each other to progress
in the game. Using this game, we conducted a between-participants
(N = 14) controlled experiment to examine the effect of familiarity
between players (friends vs. strangers) on player and social experi-
ence. We collected questionnaire, game performance, and in-game
verbal communication data. Our findings revealed that the familiarity
factor had no significant effect on player and social experience. For
both groups, asymmetric play elicited high social presence, suggesting
that these games are inherently social and can provide high social
experience even when played by pairs of strangers. For the strangers
group, the asymmetric multiplayer immersive VR gameplay even en-
hanced the social closeness between participants, even if they were
only playing remotely in VR. With our work, we show that asymmetric
multiplayer immersive VR games can elicit high player and social ex-
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perience, regardless of familiarity between players, even in VR where
we still have limited facial cues and technical constraints (e.g., limited
field of view) [CorePub6].

6.5 core takeaways

In conclusion, in this chapter, we explored the potential of immersive
VR games to support social interaction through four publications. First,
we questioned whether even multiplayer immersive VR game scenar-
ios can approximate their real-life counterparts [CorePub6]. In the
remaining publications, we targeted multiplayer immersive VR games
that consider differences in players’ abilities, skills, and hardware:
asymmetric multiplayer immersive VR games. Thus, in [CorePub7],
we presented a summary of asymmetric multiplayer immersive VR

games research, proposed a framework, and identified research gaps
by conducting a systematic literature review. Following this publica-
tion, we used asymmetric game design and created interdependences
between players to tackle the single-owned HMD challenge [CorePub8].
Finally, in [CorePub9], we considered an existing social dynamic be-
tween players to understand how such a factor affects the players’
experience in asymmetric multiplayer immersive VR games. Based on
our publications, we derive the following takeaways:

� [CorePub6]
• Multiplayer immersive VR gaming scenarios can elicit high

player and social experiences, although their real-world
counterparts still offer significantly higher social experi-
ences. The inhibiting factors of VR are mostly related to the
technical limitations of VR hardware, such as limited field
of view or lack of facial expressions, which will eventually
be solved with the advancements in technology.

� [CorePub7]
• Asymmetric multiplayer immersive VR games offer enor-

mous potential to address and leverage on differences
between players, but received only limited attention in
research. Our paper contributes to the theoretical under-
standing of these games by providing a best-fit framework
and presents research gaps for future work.
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� [CorePub8]
• Using asymmetric game design and interdependences be-

tween players, it is possible to resolve the “headset-divide”
and provide comparably high player experiences for both
players. We build a bridge between interfaces using asym-
metric game design and create shared social environments
across mediums.

� [CorePub9]
• Asymmetric multiplayer immersive VR games can be in-

herently social. They can provide high player and social
experience regardless of the familiarity between players.
With our work, we demonstrate the possibility of creating
social environments using asymmetric games in remote
settings, regardless of players’ existing social ties.
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D I S C U S S I O N

We have been able to transfer several tasks into the online world,
but this transformation has also contributed to a lack of physical
activity [135, 229]. Advances in technology have also increased the
life expectancy [229]. However, the resulting demographic change has
brought new challenges to overcome, such as keeping older adults
active [231]. Similarly, our social interactions have moved into the
digital world, enabling us to communicate in real-time with people
around the world [7] and supporting our well-being [52, 72, 78, 221].
However, we have yet to learn how to best use technologies, such as
VR to offer engaging social interaction opportunities that connect but
not divide people.

Among the many application areas where immersive VR technology
could unlock new possibilities, one domain has received major atten-
tion, both among end-users and researchers: immersive VR games. VR

headsets offer capabilities that traditional gaming technologies lack.
They create immersive, multisensory experiences that enable players
to feel present in VEs [187]. Consequently, they hold great potential
not only for entertainment purposes but also for addressing societal
challenges. Therefore, the overarching RQ of this dissertation asked:

? RQ: How can immersive VR games support addressing contempo-
rary societal challenges?

We answered this question by investigating the potential of VR

games regarding three pressing issues at the societal level: (i) physical
activity, (ii) active aging, and (iii) social interaction. To answer our RQ,
we presented a total of nine peer-reviewed publications and three
preprints, featuring a broad range of investigations [227]: two surveys
¿, nine artifacts s, ten empirical studies e, and twelve theoretical [
and opinion × contributions.

7.1 immersive vr games for physical activity

Immersive VR games have enormous potential to engage players and
create enjoyable experiences. In RQ1, we focused on the insufficient
physical activity crisis and explored how immersive VR games, played
by physical movements, i.e., exergames, can help support or supply
physical activity:
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? RQ1: How can immersive VR games support physical activity?

First, with our scoping review [CorePub1], we confirmed the im-
portance and timeliness of this topic. Our results revealed the rapid
growth of this research field and the design of immersive exergames.
We also presented a taxonomy to ease the systematic exploration in
this area and discussed pressing research directions. In the remaining
three contributions, we addressed three open questions empirically,
advancing our knowledge of good immersive VR exergame design
significantly. In [CorePub2], we extended the range of use-cases of
exergames by demonstrating that they are a viable training method
even for more explosive, lower-body-targeted movements (i.e., vertical
jumping). We showcased how an expert-driven design process can
result in a successful immersive VR exergame training tool, which
delivers high player experience and physical activity enjoyment. Even
during our study period (i.e., a single-time playing), we observed
an improvement in players’ jumping technique, suggesting that the
game’s personalized feedback helped players improve. Next, we ex-
plored how to guide players during movement execution via contin-
uous real-time cues [CorePub3]. Our findings show that particularly
bimodal, i.e., audiovisual, cues enriched both player experience and
pose accuracy. Finally, we explored the game elements’ role in the
inspiration to do physical activity and long-term use of immersive
VR exergames [CorePre1] by focusing on Beat Saber [13] and its game
elements—one of the most popular and researched commercial immer-
sive VR exergames [CorePub1]. Our results indicate that we should
support player competence (e.g., through points and achievements),
while being careful when providing performance-related feedback
(which affected inspiration negatively) to avoid player frustration.
Overall, our contributions are significant steps in demonstrating how
immersive VR exergames support physical activity by incorporating
explosive lower-body targeted training, guiding players to improve
their movement execution, and inspiring players to be physically active
through various game elements.

Nevertheless, our contributions only cover a fraction of the open
research questions regarding the potential of immersive VR exergames,
and there is still more to be discovered. In particular, our scoping
review [CorePub1] revealed research gaps as well as areas for im-
provement. For instance, we found a limited understanding of long-
term retention, a mismatch between the game design and evaluation
with regard to target groups, a limited exploration of XR exergame
experiences beyond VR (e.g., AR), and a lacking investigation of the
social aspect. Additionally, we have discussed promising follow-up
questions from our other publications as well. For example, our cueing
research [CorePub3] did not investigate all modalities (e.g., haptics).
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Similarly, we did not explore different design representations of cues.
Our contribution [CorePub2] was only tested with non-athletes. How-
ever, we see a potential to explore such type of jump training in real
sports environments, e.g., with professional basketball players. Finally,
we assessed users’ perspectives on motivating game elements by ask-
ing about their perception (e.g., long-term usage intention) [CorePre1].
However, conducting a controlled experiment may also offer addi-
tional behavioral insights for a more holistic understanding. Despite
these open research questions, we believe that the future of immer-
sive VR exergames as extremely positive. First of all, VR headsets are
becoming cheaper, more capable, lighter and user-friendly, thereby
reaching more users [195]. Meanwhile, society desperately needs new
and provocative methods of engaging users in physical activity, as
also highlighted by the WHO’s report [232]. As we build the scientific
foundation for this, our results are of major importance for exergame
developers, who play a key role in turning our findings into consumer-
ready products.

7.2 immersive vr games for active aging

Despite the potential of immersive VR games for keeping older adults
active, their design and implementation requires attention and care.
Technological unfamiliarity [133] and the effects of aging—such as
changes in mobility and cognitive function [76]—introduce additional
challenges for designers and researchers alike. Accordingly, we ex-
plored how to develop active aging opportunities for older adults
through four contributions to RQ2:

? RQ2: How can immersive VR games support active aging?

We specifically used immersive VR exergames because these games
can seamlessly combine both physical and cognitive challenges. While
designing Canoe VR [CorePub4], we focused on creating age-appropriate
cognitive and physical exercises through the involvement of older
adults and movement experts. We show that immersive VR exergames
have the potential to provide enjoyable experiences that match the
expectations of older adults and as movement professionals. Next, we
targeted a specific demographic within the older generation: older
adults with dementia [CorePub5]. Considering their unique abilities
and skills, we show how immersive VR technology can particularly
benefit this user group. Older adults with dementia can easily inter-
act with immersive VR exergames due to the natural 3D interaction
that resembles real life. While realistic experiences and interaction
techniques hold significant importance for VR exergames designed for
older adults with dementia, VR also offers opportunities for unrealistic
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interactions that could be beneficial for motivation. However, we show
that while augmented interactions—enhanced virtual abilities—in
immersive VR exergames are motivating for the younger generation
(matching with [100, 120]), these motivational effects do not transfer
to older adults and may even reduce physical activity [CorePre2]. Fi-
nally, we focused on the challenges and possibilities associated with
exergaming technologies for older adults. We show that while the
VR-HMD induces higher presence, the ExerCube leads to higher physi-
cal activity for this generation [CorePre3]. In conclusion, we see that
immersive VR games can engage older adults into beneficial exercises,
even combining physical and cognitive challenges, that help them
to retain an active, independent life. However, it is vital, more than
for any other user group, to consider the unique requirements: Older
adults might not require high levels of immersion or augmented in-
teractions. Instead, exergame designers should focus on evoking a
positive atmosphere (e.g., by basing the design on past memories) and
aligning the difficulty to the older adults’ abilities.

While our research paved the way for more inclusive design in the
field of immersive VR exergames, it also left some open questions to be
explored in the future. For example, when we designed cognitive and
physical exercises for older adults, we did not evaluate the benefits
of these exercises on their well-being [CorePub4]. Similarly, while the
lessons we learned when designing for older adults with dementia
point to the social value of exergames—not only for safety, but also
for increasing social interactions— [CorePub5], we are not aware
of any specific research targeting this aspect in the immersive VR

exergames field, such as through asymmetric multiplayer immersive
VR games. Furthermore, we still see the potential to explore enhanced
virtual abilities in immersive VR exergames for older adults [CorePre2],
for example targeting different interactions. Finally, our conclusions
regarding the comparison of exergaming technologies only consider
short-term testing of these setups with older adults [CorePre3], and
long-term follow-ups may provide additional insights. Taken together,
our contributions have demonstrated the feasibility and importance of
human-targeted design in immersive VR exergames. In particular, our
findings will have lasting importance, given that today’s children will
be the older adults of tomorrow and are growing up with technology.

7.3 immersive vr games for social interaction

Using VR for social interaction seems contradictory at first glance.
After all, users wear a VR-HMD that blocks their entire view, ultimately
preventing any interaction with the surrounding world [21]. However,
compared to other types of digital interactions, immersive VR experi-
ences are inherently spatial, being able to evoke strong presence and
embodiment [188]. These capabilities allow us to shape the users’ per-
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ceptions, which opens interesting possibilities for social interactions
and virtual togetherness. With our final RQ and four publications, we
investigated this potential of immersive VR games:

? RQ3: How can immersive VR games support social interaction?

We began by examining the role of immersive VR in supporting
social interaction in the context of multiplayer gaming compared to its
real-world counterpart [CorePub6]. Our findings show that although
co-located couch-coop gaming results in significantly higher social ex-
periences, immersive VR gaming scenarios can also deliver high player
and social experiences, but need technical advances, especially in sup-
porting facial expressions and extending the field of view. We then
focused on the differences arising from both game design and external
factors in multiplayer immersive VR games—asymmetries [CorePub7].
Our findings demonstrate the growing interest in HCI into these games,
and we provide a theoretical framework to facilitate their investigation.
Continuing with asymmetric multiplayer immersive VR games, we
create a bridge between VR-HMD and non VR-HMD players’ experiences
using asymmetric game design and interdependences [CorePub8]. Fi-
nally, we looked at how asymmetric immersive VR games are affected
by existing social ties. We show that these games can be inherently
social. They offer high player and social experiences regardless of
the familiarity between players, even if players are only together and
interact in virtual worlds [CorePub9]. In summary, our research has
broadened the understanding of how immersive VR games can sup-
port social interaction by showing the potential of social immersive VR

gaming scenarios, presenting differences in game design and external
factors in multi-user contexts, bridging the gap between VR-HMD and
non-VR-HMD players, and showcasing the inherently social nature of
asymmetric multiplayer immersive VR games.

For future work in the area of social immersive VR games, our
first publication [CorePub6] provides insight into the technical lim-
itations that VR hardware needs to improve upon, such as the field
of view or face and full-body tracking capabilities. However, seeing
the progress in technology, we believe that these features will become
widely available soon. Already today, first VR-HMDs support tracking
of the face and even the upper body. Furthermore, our systematic liter-
ature review on asymmetric multiplayer immersive VR games provides
concrete answers as to what we can investigate further [CorePub7].
For example, we see intergenerational asymmetric multiplayer immer-
sive VR games as a promising avenue to explore, as the two groups
of users differ in their abilities and preferences. While our research
on types of interdependence shows promising results, it is limited to
two types: (i) strategic and (ii) biometric [CorePub8]. We think that
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physical interdependence (i.e., reliance of one player on another player
in terms of performed movements) has great potential to be explored,
especially to elicit social connectedness. However, it also requires care
in design to avoid overwhelming or disturbing players. Finally, when
assigning players to pairs of friends or strangers, we asked them a
binary yes / no question [CorePub9]. We acknowledge the more fine-
grained nature of social ties—such as best and close friends—and we
recommend further research that considers more nuanced approaches.
Despite the potential future challenges and opportunities, our research
on immersive VR games shows how these games create social interac-
tion opportunities. With the growing sales of VR hardware [195], our
findings offer valuable insights into designing and developing social
immersive VR games that can engage multiple users, regardless of
their hardware access or pre-existing social connections.
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C O N C L U S I O N

HCI research can provide engaging, novel technology-based solutions
to support addressing today’s societal challenges. The work presented
in this dissertation contributes to the United Nations’ third sustain-
able development goal “good health and well-being” by targeting three
societal challenges: (i) physical activity, (ii) active aging, and (iii) social
interaction. In each of these challenges, we focused on different aspects
that are important for researchers, designers, and developers. By doing
so, we presented a total of 12 research papers (nine peer-reviewed
publications and three preprints) that encompass a diverse array of
research contributions. To this end, this dissertation offers valuable sci-
entific insights by exploring the design and development of enjoyable
immersive VR games that address current societal challenges.

In Immersive VR Games for Physical Activity, we presented four
contributions that focused on using immersive VR games to support
physical activity (see Chapter 4). Apart from providing a compre-
hensive overview and taxonomy of the prior research on immersive
exergames, we created an explosive lower-body VR exergame-based
training featuring personalized feedback and adaptability. Further-
more, we compared different modalities of continuous cues to guide
players in executing movements correctly and provided empirical
insights into the benefits of using these cues. Lastly, we evaluated
the role of Beat Saber’s game elements in inspiring physical activity
and long-term use, and we advised careful consideration when using
game elements related to performance feedback.

Immersive VR Games for Active Aging featured four contributions
involving older adults (see Chapter 5). We started with designing
age-appropriate cognitive as well as physical exercises in immersive
VR games for older adults, matching with older adults and movement
experts’ requirements. We then targeted older adults with dementia
and showed the feasibility of offering immersive VR exergames for this
demographic. Afterwards, we enhanced the virtual abilities of older
adults and found that, unlike the younger generation, the positive
effects of augmented interactions in immersive VR games were not
transferred to older adults. Lastly, we focused on the role of immersion
in exergaming technologies for older adults and revealed the unique
advantages and disadvantages of both technologies.

The last core chapter of this dissertation contained four publica-
tions for Immersive VR Games for Social Interaction (see Chapter 6).
We questioned if and to which extent immersive VR can approxi-
mate socially rich experiences offered in real social gaming setups,
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with findings suggesting promising outcomes. We further focused
on asymmetries between players and in game design that offer so-
cial multiplayer immersive VR gaming environments and presented
a framework to guide the design and exploration in the field. Next,
we showed the value of using interdependences between players to
provide comparably high player experiences across players in different
mediums. In the last exploration, we questioned whether the experi-
ences of asymmetric multiplayer immersive VR games are influenced
by existing social connections between players, and found that these
games offer high player and social experiences regardless of existing
social ties even in remote settings.

Ultimately, at the heart of this dissertation and my entire research
is to create a positive societal impact through immersive VR games.
To achieve this, we presented a comprehensive investigation into
how immersive VR games can address three significant contemporary
societal challenges. We demonstrated the motivational power of these
games to engage diverse user groups, including younger adults, older
adults, and older adults with different degrees of dementia. Through
these scientific contributions, we lay a foundation for further research
in the field of HCI. Accordingly, I also advocate for the use of immersive
VR games to create a positive societal impact for people of all ages
and conditions. In the future, I want to extend this impact to further
application areas, while preserving my inherent motivation: to create
engaging, enjoyable, and (most importantly) beneficial experiences.
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ABSTRACT
Many people struggle to exercise regularly, raising the risk of seri-
ous health-related issues. Extended reality (XR) exergames address
these hurdles by combining physical exercises with enjoyable, im-
mersive gameplay. While a growing body of research explores
XR exergames, no previous review has structured this rapidly ex-
panding research landscape. We conducted a scoping review of
the current state of XR exergame research to (i) provide a struc-
tured overview, (ii) highlight trends, and (iii) uncover knowledge
gaps. After identifying 1318 papers in human-computer interaction
and medical databases, we ultimately included 186 papers in our
analysis. We provide a quantitative and qualitative summary of XR
exergame research, showing current trends and potential future
considerations. Finally, we provide a taxonomy of XR exergames to
help future design and methodological investigation and reporting.

CCS CONCEPTS
• Human-centered computing → Mixed / augmented reality;
Virtual reality; HCI theory, concepts and models; • Software
and its engineering→ Interactive games.
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games, active games, sports games, games, review, taxonomy
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1 INTRODUCTION
Technological advances have changed our lifestyle in an unprece-
dented way. Today, many people spend most of their day in front
of a computer, working in cognitively demanding but physically
underwhelming jobs. According to the World Health Organization
(WHO), 27.5% of adults and even 81% of adolescents do not meet the
recommended physical activity levels [261]. This sedentary lifestyle
affects our well-being: insufficient physical activity is associated
with severe health issues, such as cardiovascular diseases, dementia,
or depression [261]. Consequently, the WHO launched the Global
Action Plan on Physical Activity (GAPPA) to raise awareness of the
importance of regular exercise [260]. Unfortunately, establishing
and maintaining a healthy, physically active lifestyle is challenging.
It requires time and motivation to become a habit [194]. However,
modern technology is not only the problem’s cause but can also
contribute to its resolution. A promising way of supporting peo-
ple’s efforts towards a healthier lifestyle is to use digital games:
exergames. These games combine enjoyable gameplay with physi-
cal activities to achieve engaging experiences. Although this genre
is not in its infancy anymore and includes several milestone games,
such as Dance Dance Revolution [10] or Wii Fit [181], recent techni-
cal innovations have inspired a new wave of research on exergames.

The key to the next generation of exergames is extended re-
ality (XR). XR is an umbrella term for virtual reality (VR), aug-
mented reality (AR), augmented virtuality (AV), and mixed reality
(MR) [91, 198, 203]. These technologies offer invaluable benefits to
designing engaging and responsive exergames for full-body exer-
tion. Above all, the unique advantage of XR is its spatial nature.
Physical interactions in a three-dimensional (3D) environment are
the foundation of most XR applications. Exergame developers can
extend these interaction patterns to blend exercises naturally into
the gameplay. Unlike previous technologies, modern XR systems
feature built-in six degrees of freedom (6-DOF) tracking, which
is often essential for exergames. Furthermore, view-dependent,
stereoscopic images improve the perceived realism and immersion
in the virtual environment, thereby increasing motivation in VR
exergames [17]. XR technologies also grant full control over the
players’ surroundings, which can be used to create highly engaging
scenarios that are impossible in the real world (e.g., superhuman
powers [104]). Lastly, the full control over virtual worlds is ideal for
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customization and personalization: XR exergames can be tailored
to meet users’ exercise needs (e.g., to design exercise scenarios for
people with dementia [112]). These advantages make XR an ideal fit
to take fitness applications to the next level. At the same time, the
apparent differences compared to more traditional exergames (e.g.,
free 360°view, limited proprioception, focus on motion-based inter-
actions) create significant challenges and open questions that need
addressing to ensure the games’ safety, efficiency, and enjoyability.

The release of more broadly adopted, consumer-ready hardware,
such as Meta Quest 2 [157] or Microsoft HoloLens 2 [160], has
shifted focus to this promising domain. As a result, the field is pro-
ducing plenty of promising new contributions. Despite the breadth
of research, a comprehensive, systematic organization of the field
is currently lacking. This creates a complex landscape; it is diffi-
cult to get a complete picture of the areas already covered and the
open questions. This lack of structure hinders the information flow
between different domains in this interdisciplinary field (e.g., move-
ment and computer science). Further, it makes it difficult to identify
research trends and promising directions and prevents researchers
from following a systematic and efficient approach to advance our
knowledge. Providing an organization of such a rapidly growing
area is crucial and timely to help the field progress. By conducting a
scoping review, we provide practitioners with invaluable resources
for designing XR exergames. Most importantly, our results help
researchers, especially those early in their careers, to think critically
and identify promising research directions.

While previous research covered specific aspects of exergames,
no prior review or taxonomy has been established for organizing
the growing field of XR exergames. Existing frameworks of non-
immersive exergames are not easily applicable to the XR domain
due to the significant differences in design. While XR exergame
designers can profit from increased immersion and enjoyment [17],
they must consider unique challenges, such as safety concerns or
tracking problems [44]. Prior reviews also do not include the latest
advances in this rapidly evolving field (over 50% of our identified
corpus was published since 2021). Accordingly, our goal is to cre-
ate a taxonomy and analysis of XR exergames research using an
adapted version of the foundational People-Activities-Contexts-
Technologies (PACT) principles [12] of the human-computer inter-
action (HCI) field. With our work, we approach these concerns and
contribute an up-to-date, comprehensive analysis of the existing
body of XR exergame research. To answer our research questions,
we conducted a scoping review and identified 1318 relevant papers.
Following an eligibility step, we quantitatively (i.e., by frequency
reporting) and qualitatively analyzed the final corpus of 186 papers.
Focusing on Goals, People, Exercises, Design, and Technologies
(GPEDT) principles (inspired by and adapted from PACT [12]), we
created a hierarchical taxonomy of XR exergames following the
taxonomy development method of Nickerson et al. [180].

With our taxonomy, we disassemble the current landscape of XR
exergames into a complete set of dimensions. This taxonomy illus-
trates the primary goals and design elements explored by domain
researchers and reveals trends and underresearched areas. We use
these insights to derive nine central research directions that guide
the design, implementation, and future study of XR exergames. To-
gether, these contributions help researchers and practitioners gain
an overview of the field, identify promising research questions, and

establish interdisciplinary collaborations. Further, our analysis of
the XR exergame corpus also highlighted another key challenge
for future research: clear reporting of exergame design and study
findings. We identified significant differences in terminology and
reported information impeding comprehensibility, reproducibil-
ity, and transferability. To address this issue, we provide guiding
questions that help in the systematic reporting of research on XR
exergames. We believe that establishing reporting standards will
contribute to clear communication in this young and emerging field.
We hope to facilitate the compilation of existing knowledge and
spark new research initiatives that will advance the capabilities of
XR systems as a platform for gamified exercise. To summarize, our
contributions are as follows:
• a comprehensive overview of the XR exergame research,
• a taxonomy of XR exergames based on●Goals,● People,● Ex-
ercises, ● Design, and ● Technologies meta-characteristics,

• nine future research directions for the field, and
• a set of guiding questions to formalize the reporting of future
XR exergame research.

2 BACKGROUND
This section provides an overview of exergames and XR, and ex-
plains how authors in previous literature combined those domains
to create playful exercise applications.

2.1 Exergames
Research uses synonymous terms to describe applications that in-
volve movement-related gameplay, such as exergames [112], exer-
tion games [170], or motion-based games [78]. In this paper, we use
the term “exergames” to refer to “digital game[s] where the outcome
[...] is predominantly determined by physical effort” [170]. In our
review, we consider any game that matches this specification and is
defined as an exergame (or variant words), regardless of its physical
activity level (e.g., breathing, high-intensity interval training).

Since the 1990s, exergames have been among the top games.
In Dance Dance Revolution [10], players perform dance-inspired
rhythmic stepping movements. Another notable example was the
Wii console bringing various exergames, called WiiFit games [181],
to people’s living rooms. Later, Microsoft Kinect [159] introduced
full-body motion-tracking as a novel input for commercial ex-
ergames. This fascinating coupling of digital games with exercising
is moving to a new level with novel, immersive XR technologies.

2.2 Immersive Extended Reality
The reality-virtuality continuum [162, 163] is a popular taxonomy
for XR-related term definitions. This continuum encompasses the
physical real environment on one end and the digital virtual en-
vironment on the other. The real environment consists of only
real-world objects, whereas the virtual environment (i.e., VR) in-
cludes only artificial objects. According to Milgram and Kishino
[162], MR describes the blending of these two realities. However,
according to Speicher et al. [231], experts differ in how they under-
stand the term MR, with some using it following the explanation
of [162, 163], while others using different meanings (e.g., strong
AR). We follow the definition of [162, 163] and use the term MR as
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everything between reality and VR, including AR and AV. AR over-
lays virtual objects on real surroundings, while AV overlays real
objects on virtual environments. To encompass all these concepts,
we use the umbrella term XR. We note that other sources [204]
do not understand XR as extended reality but as xReality, with X
serving as a placeholder to denote different realities. However, the
overall use as an umbrella term remains the same [91, 198, 203].

Unlike its colloquial use, XR nomenclature solely indicates the
relationship between virtual and real content; it does not make
assumptions about perceptual effects. To describe how these sys-
tems (partially) replace users’ sensations with an artificial environ-
ment, researchers use the terms immersion and presence. Slater and
Sanchez-Vives [229] define immersion as the technical quality of
a setup. It is a continuum that depends on various characteristics
such as stereoscopic vision, field-of-view, resolution, latency, or
sensor substitution. These factors allow us to compare XR systems
with one another. Slater and Sanchez-Vives [229] suggest that head-
mounted displays (HMDs) are more immersive than CAVE systems
because they can simulate the latter, but not vice versa. In general,
an immersive system should at least provide a head-view-point-
dependent, stereoscopic image of the virtual environment [72, 229].
For our review, we follow these definitions and consider any system
with stereoscopic vision and an effective display area that exceeds
the players’ field of view without requiring input other than head
rotation. These requirements can be achieved with spatially-tracked
HMDs (i.e., VR HMD, AR HMD) or by surrounding the player with
projection walls or displays (i.e., CAVE). However, single monitors,
floor projections, or hand-held AR do not meet these criteria; thus
we do not consider these to be immersive XR.

2.3 Immersive Extended Reality Exergames
A growing body of research is exploring the convergence of XR
and exergames, highlighting the advantages of XR exergames. Born
et al. [17] showed that VR exergaming provides higher motivation,
embodiment, and performance than non-immersive exergaming.
Similarly, Xu et al. [268] found that VR exergames improve player
performance compared to playing the identical game on a large
display. HMD-VR and CAVE-based VR exergaming increase flow
and presence compared to non-VR exercise [218].

Immersive XR motivates, engages, and enables players to do
activities. Ioannou et al. [104] showed that virtual augmentation of
running and jumping contributes to intrinsic motivation. Similarly,
Born et al. [20] found that players perform longer voluntary strenu-
ous activities if they experience augmentation. Further, VR’s realism
can also be used to build cognitively and physically stimulating
exergames for people with dementia [112].

With new technological developments—HoloLens 2 released in
2016 [160]—immersive AR has begun to be used for exergaming [69,
207, 273]. According to a recent study, AR exergaming can lead to
a significantly lower level of collision anxiety (i.e., being aware
of surroundings) compared to its VR counterpart. This unique AR
feature—blending virtual and real environments—has also increased
exergame advancements in rehabilitation [69, 89, 248].

2.4 Existing Literature Reviews & Taxonomies
Increasing interest in XR-based exercising has led to more recent
review articles. While some of these works focus on specific sub-
types or use cases of XR exergames, no work has yet provided an
up-to-date overview of this rapidly evolving domain. Some reviews
focused on general physical activity, not particularly on exergames
(e.g., [79, 184]). Other reviews covered non-immersive “VR” ex-
ergames (e.g., [36, 45, 49]) and examined their health-related out-
comes (e.g., [49, 141, 165]). For instance, Mo et al. [165] concluded
that exergames are overall safe but not significantly effective for
musculoskeletal pain in older adults. Kappen et al. [110] identi-
fied various focuses of non-immersive exergames (e.g., cognitive
training) for older adults, which we incorporated in the goal di-
mension of our taxonomy. Lastly, only a few papers considered the
intersection of XR technology and physical activity (e.g., [79, 184]).
Odenigbo et al. [184] reviewed 39 VR, AR, and MR physical activity
interventions and showed that most of them included exergaming.
Only one paper [247] provided a narrative review on the overlap-
ping space of XR and exergames, featuring 29 HMD-VR “health
games”. The authors found that most games used obstacle-based
gameplay and extrinsic rewards. However, this review focused on
health-centered exergames and HMD-based VR, without covering
the broader XR field or providing a taxonomy of XR exergames.

Structuring research on sports systems is an ongoing effort in
HCI research. Reilly et al. [206] classified computer-augmented
sports systems based on two high-level dimensions: form and func-
tion. While the function dimension contains the system’s purposes
and abilities (e.g., sports entertainment, refereeing), the form di-
mension concerns its implementation (e.g., hardware, software).
Similarly, Frevel et al. [71] present a SportsTech Matrix, consider-
ing sports and technology from two angles: The user angle cap-
tures user groups interacting with sports technology (e.g., athletes,
consumers), whereas the tech angle comprises technology used
with/for sports. Inspired by Reilly et al. [206], Postma et al. [200]
provide a taxonomy of sports interaction technology to bridge
sports science and HCI. For instance, they introduce new forms of
sports interaction technology relating to space, time, game nature,
feedback, and integration of interaction. Although these taxonomies
hold importance for advancing the field, they do not particularly
focus on exergames. Additionally, not all exergames match the
characteristics of sports according to Jenny et al. [107]’s definition;
for example, an exergame does not need to “include competition
(outcome of a winner and loser)”. Similarly, a sport can be supported
by technology without requiring additional gameplay.

3 RESEARCH FOCUS: WHAT WE ADD TO THE
LITERATURE

Likely most related to our research is the work by Mueller et al.
[171], who approach the field through a social lens and present a
taxonomy with four dimensions: non-exertion vs. exertion, non-
competitive vs. competitive, non-parallel vs. parallel, and combat vs.
object. For example, the exertion dimension provides an understand-
ing of what an exergame is (in line with the definition we followed
in [170]), whereas the competitive unit covers exergames featuring
opponents. While this taxonomy helps to define social aspects in
exergames, it does not provide classifications on other aspects and
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does not target XR technology. However, XR exergames have unique
advantages (e.g., immersion, real-time feedback) and challenges
(e.g., safety, technical constraints) [44]. The unique potential of such
applications—offering engaging and motivating exercises—and con-
tinued advances in XR hardware motivate additional concentrated
research. We believe a structured review identifying trends and
knowledge gaps could strengthen community efforts.

We comprehensively review exergames that use XR technol-
ogy (e.g., CAVE-VR, AR) using a scoping review, and also include
non-health exergames to provide an extensive picture of the do-
main through an HCI lens. With our review, we first provide a
summary of XR exergame research (e.g., studies). Based on our
review, we then give a quantitative and qualitative analysis of the
XR exergames featured in research and create a hierarchical taxon-
omy. We base this step on the established PACT framework [12].
This framework serves as a guide for creating interactive systems
using a human-centered design (HCD) perspective [68]. Since XR
exergames are highly interactive and humans are at the core of
these systems, we used the PACT framework elements as an inspira-
tion. However, we adapted them to fit the specific characteristics of
exergames. We split the Activities dimension into Goals and Exer-
cises since exergames typically have an overarching interventional
goal (e.g., rehabilitation) and specific exercises that contribute to
this purpose1. Also, we renamed Contexts into Design to better
reflect which aspect of the exergame we aimed to capture. In total,
our GPEDT consists of the five principles:●Goals,● People,● Ex-
ercises, ● Design, and ● Technologies. Overall, we summarize our
research questions motivating the taxonomy as follows:
(RQ1) ● Goals: What are the goals of the XR exergames?
(RQ2) ● People: Which different user groups are usually targeted

by XR exergames?
(RQ3) ● Exercises: What kinds of exercises are being designed in

the XR exergames?
(RQ4) ●Design:What kinds of game design aspects are considered

for XR exergames?
(RQ5) ● Technologies: What kinds of technologies are being used

in the XR exergames?

4 SCOPING REVIEW OF EXTENDED REALITY
EXERGAMES

To assess current XR exergame contributions, we conducted a scop-
ing review [173, 243]. Scoping reviews provide an overview of a
specific problem and identify potential research directions [173].
These reviews are precursors to systematic reviews and do not
involve a critical appraisal stage (typical for systematic reviews)
to evaluate the methodological quality of articles [173]. For our
review, we follow the recommendations of the PRISMA extension
for scoping reviews (PRISMA-ScR) [249] and best practices of Pe-
ters et al. [196, 197]. Our main steps for the scoping review are (i)
identification of the corpus, (ii) screening, (iii) eligibility, (iv) data
extraction, (v) data synthesis, and (vi) reporting (see Figure 1).

1We note that some may see exercises as part of the design. However, since exercises
are the critical components of exergames and correspond to activities within the PACT
framework, we keep this aspect separate.
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Figure 1: We illustrate our scoping review process in a
PRISMA flow diagram to detail our steps [186].

4.1 Protocol, Databases, & Search
Following the best practices of conducting a scoping review [196,
249], we prepared a protocol that reports our steps (see supple-
mentary materials). We decided on Association for Computing
Machinery (ACM)2, Scopus (indexing IEEE Xplore and many other
HCI-related sources)3, and PubMed4 as our databases because XR
exergames is an interdisciplinary research area and mostly HCI and
medical science scholars publish in our selected databases.

We performed informal searches on these databases to uncover
exergame definition phrases and include less prevalent synonyms
like motion-based games or movement-based games. We combined
all identified phrases in our search query using OR operators. XR-
related keywords were decided based on Milgram et al. [163]’s
reality-virtuality continuum. We also used related phrases like im-
mersive or virtual environments. Similar to the exergames-related
keywords, we concatenated all keywords using OR operators. Con-
sequently, our search query contained XR-related keywords AND
exergames-related keywords (see Table 1). We repeated our search

2https://dl.acm.org/
3see the Scopus indexed venues: https://www.scopus.com/sources
4https://pubmed.ncbi.nlm.nih.gov/
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Table 1: This table shows the XR- and Exergames-related keywords. Within the same group of keywords, we used the OR
operator, while for between the keywords groups, we used AND operator. The final search was conducted on 11 August 2023 in
ACM (The ACM Guide to Computing Literature), Scopus, and PubMed digital libraries.

XR-related keywords Exergames-related keywords

("immersive" OR "VR" OR "AR" OR "AV" OR "MR" OR
"XR" OR "virtual realit*" OR "augmented realit*" OR
"extended realit*" OR "mixed realit*" OR "augmented
virtualit*" OR "virtual environment*")

AND ("exergame*" OR "exercise game*" OR "physical game*" OR
"movement game*" OR "motion game*" OR "motion-based game*"
OR "movement-based game*" OR "training game*" OR "exertion
game*" OR "sport game*" OR "sports game*")

query in the selected databases on different days to double-check
for inconsistencies within the databases [149, 212]. We provide our
exact search queries for each database in the Appendix (see Table 3);
the final search was conducted on August 11, 2023.

During data collection, we considered reviewing commercial
games as well. However, we deliberately decided against this step
because of XR’s spatial interaction nature: Many VR games require
at least a little physical effort to complete tasks. Still, this does not
mean that they are designed as exergames [276]. Thus, we let XR
exergame researchers decide: if a commercial game is considered
an exergame in any research paper, we included it in our corpus.

4.2 Identified Corpus & Duplicate Removal
Our search query had no constraints (e.g., publication date) be-
cause we intended to cover the current state of XR exergames
research [173]. Our search yielded 1318 papers (The ACM Guide
to Computing Literature = 106, Scopus = 966, PubMed = 246). Af-
ter the identification of articles, we removed duplicates testing for
matching year and title (regardless of capitalization) using Python
scripts (𝑛=279), leaving a total of 1039 articles for the screening
phase. Please refer to our supplementary materials for all papers.

4.3 Screening
For the screening step, we first decided on inclusion criteria (IC):
(1) IC1: The paper includes an “exergame”, “exercise game”, “exer-

tion game”, “physical game”, “movement game”, “motion game”,
“motion-based game”, “movement-based game”, “training game”,
or “sport(s) game” application.

(2) IC2: The paper defines the application as an “exergame”, “exer-
cise game”, “exertion game”, “physical game”, “movement game”,
“motion game”, “motion-based game”, “movement-based game”,
“training game”, “sport(s) game” or using similar terms (e.g.,
rowing game, table tennis game)5.

(3) IC3: The exergame is an immersive XR exergame6.
(4) IC4: The paper is written in English.
(5) IC5: The paper is not a theoretical paper (e.g., a literature review,

a paper that does not include any self or commercial exergame
implementation or its testing)7.

(6) IC6: The paper is a research work (e.g., not proceedings preface).
(7) IC7: The paper does not have duplicates in the corpus.

5Without limiting the corpus to papers using the term exergame or variant words, we
would have had to include almost every XR experience, given that even very simple
interactions in spatial XR environments require some physical effort.
6Following the definition of immersive XR (see subsection 2.2)
7The paper does not have to include an evaluation (e.g., implementation-only papers
are also included in our review).

Using these inclusion criteria, two authors screened the corpus
based on the titles and abstracts using the software Dovetail8. Some
papers, such as [47], had no abstracts, so we screened them based
on their title and introduction. To screen the papers, two authors
first reviewed the same ∼ 15% (𝑁=156) papers individually. Then,
we conducted Cohen’s kappa test [73] to assess the inter-rater reli-
ability between the two coders’ binary decisions, which indicated
almost perfect agreement (%94 of papers had agreed on, 𝜅=0.872,
𝑧=10.9, p<0.001); for the disagreements, one additional author acted
as a tie-breaker in case the screening authors did not reach con-
sensus after discussion, but this was never the case. Since we had
almost perfect agreement [133, 154], we split the remaining corpus
between two coders, who screened the articles independently (one
𝑁=441, 𝑁=442). Such practices are common (e.g., [212]), and agree-
ment strategies have been used in HCI literature to divide the data
set between multiple coders [153] to facilitate the coding process.

We also note that we excluded some articles during our screening
phase that met our inclusion criteria because they did not use
the required terms in the intended sense (e.g., training game for
beekeepers [119] and physical game to indicate that the game has
played in a physically shared environment [121]). If cases were
not clear, we included those papers to avoid missing any relevant
work, such as work using the Kinect for interactions in VR (e.g.,
[46, 92, 178]) since this technology might be used as a tracking
system with immersive XR. After completing the screening, we
kept 437 papers to be checked in the eligibility step.

4.4 Eligibility
For eligibility, we tried accessing all papers resulting from the
screening (𝑛=437). However, we could not retrieve two papers.
Therefore, in this step, we reviewed a total of 435 papers based
on their title, abstract, and full-text. In addition to the screening
inclusion criteria, we also applied the following exclusion criteria
(EC) for the eligibility check:
(1) EC8: Player(s) do not experience the exergame(s) through an

immersive XR device.
(2) EC9: The paper uses commercial games without reporting the

games’ full titles.
(3) EC10: The paper presents an exergame but does not explain

the game mechanics, i.e., which movements are performed.
Similar to the screening step, two authors coded ∼15% of papers

(n=66) independently. We used this step to check the inter-rater
reliability between the two coders for the binary eligibility decision
(agreement for 97% of papers, 𝜅= 0.939, 𝑧=7.64, p<0.001). For any

8https://dovetail.com/
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disagreements, we followed the same strategy from the screening
step. Ultimately, we divided the remaining papers (𝑛=371) between
the same two authors (one 𝑛=185, 𝑛=186) because the inter-rater
reliability showed almost perfect agreement [133, 154]. Based on our
ICs and ECs, we excluded 249 articles. We note that we observed
some edge cases that resulted in exclusion: papers that include
exercises in XR worlds but do not define the application as an
exergame (e.g., [83, 136]), papers that include a CAVE-like interface
but do not offer a stereoscopic view (e.g., [13, 151]), and papers that
define their game as exergame but do not describe the included
movements (e.g., [259]). Overall, this step resulted in 186 papers
(see Appendix Table 5 and 6) being included for data extraction.

4.5 Data Extraction
We created a data extraction form using Airtable9 to extract the data
from the included full-text papers. Initially, the lead author created
a first version of the form, which was reviewed by the other co-
authors. We then extracted the data for the first ten random papers
and used the process to refine our form iteratively. Afterward, we
applied the finalized data extraction form to all papers by dividing
the remaining corpus between two coders (𝑛=88, 𝑛=88). The final
form had three parts (we supply the form and the extracted full
data in the supplementary materials):
(a) General information. First, we extracted general details of each

paper (i.e., title, authors, publication year, and main objective).
(b) Study details. Next, we assessed information on the conducted

studies, focusing on the study design (i.e., type, independent
and dependent variables) and recruited participants (i.e., num-
ber, sample details). If publications had multiple studies, we
completed the form once for each. We only considered studies
where participants actively played at least one version of the
exergame and provided feedback. For example, we would com-
plete the form separately for a multi-session HCD process and a
subsequent independent user study of the final prototype (e.g.,
[221]). In contrast, we excluded purely exploratory gameplay
sessions of arbitrary VR games (i.e., not exergames) or domain
expert interviews preceding the actual implementation phase
(e.g., contextual inquiry [112]). We also did not extract infor-
mation about experts’ feedback, where those did not actively
play the games but only reacted to video material (e.g., [98]).

(c) Information about the used/developed exergame. Lastly, we ex-
tracted details on the featured exergames, considering only
commercial or custom exergames using immersive XR. Apart
from general information (i.e., number, names, and duration of
games), we mainly focused on GPEDT-related information.

Overall, this process led to a total of 200 filled forms (i.e., studies)
for 186 papers, which can be seen in the supplementary materials.
During the data extraction, we encountered papers using commer-
cial exergames. For these games, we performed an additional data
extraction step and gathered information from the following re-
sources: Steam10, Meta Store11, PlayStation Store12, and the game
publisher’s website. We only used this official information because

9https://airtable.com/
10https://store.steampowered.com/
11https://www.meta.com/experiences/
12https://store.playstation.com/

(i) authors typically include only relevant information for their
study, and (ii) the publisher is the primary source for their game.

4.6 Synthesis
For our corpus, we used two types of analysis method: frequency-
based reporting and taxonomy development methodology [180].

4.6.1 Frequency-based Analysis. Our goal with this analysis was to
provide an overview of existing XR exergames research, covering
published papers, conducted studies, and featured games. This infor-
mation provides an understanding of the current state, a reference
point for future studies, and can help identify research gaps.

4.6.2 Taxonomy Development Methodology. To create a hierar-
chical taxonomy of XR exergames applications, we followed the
principles of the widely used taxonomy development methodology
of Nickerson et al. [180], who define taxonomies as “systems of
groupings that are derived conceptually or empirically”. A taxon-
omy should be useful, which means it should be concise, robust,
comprehensive, extendible, and explanatory. Nickerson et al. [180]
recommends a set of objective ending conditions to create a tax-
onomy iteratively. From those, we used the first ending condition
for our taxonomy (“All objects or a representative sample of objects
have been examined”) and we analyzed all identified papers in our
scoping review iteratively (see below for more details).

To start the taxonomy development, researchers should decide
on meta-characteristics, which are “the most comprehensive char-
acteristic[s] that will serve as the basis for the choice of character-
istics in the taxonomy” [180]. Based on these meta-characteristics,
researchers develop dimensions and characteristics within each
dimension. Each dimension ismutually exclusive (i.e., “no object can
have two different characteristics in a dimension” [180]) and collec-
tively exhaustive (i.e., “each object must have one of the characteristics
in a dimension” [180]). We note that we chose not to follow the
mutual exclusivity and collective exhaustivity aspects (similar to
other works [90]), as they may result in the loss of details (e.g., XR
exergames might be designed for multiple user groups), and not
every game description sufficiently reports the necessary details.

Meta-characteristics & GPEDT. According to Nickerson et al.
[180], the choice of meta-characteristics “should be based on the
purpose of the taxonomy”. The objective of our taxonomy is to sys-
tematically analyze, organize, and map the current XR exergame
landscape through the lens of HCI. Accordingly, we based our
choice on the PACT framework and our prior domain knowledge.
We decided on our final meta-characteristics based on a discussion
between four researchers, resulting in ● Goals, ● People, ● Ex-
ercises, ● Design, and ● Technologies (GPEDT). ● Goals refers
to the purpose of the designed/used XR exergame(s). ● People
considers any information about the target audience of the XR
exergame(s).● Exercises focus on information about the exercises
included in the XR exergame(s). ● Design is concerned with any
game design information relating to the XR exergame(s). Finally,
● Technologies captures information about the technology (hard-
ware, devices) used in XR exergame(s).

Approach. For the taxonomy development, the lead author first
created deductive codes based on our meta-characteristics: For
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● Goals, we consulted various resources to derive our deductive
codes [110, 175] (e.g., cognitive training). For ● People, we cre-
ated deductive categories that capture the users’ age groups (e.g.,
older adults) and, if applicable, their clinical conditions (e.g., de-
mentia). ● Exercises covered three categories (e.g., body parts)
containing different codes (e.g., full body). ● Design focused on
four overarching categories like task adaptation, each with their
own codes (e.g., physiological measure-based adaptation). Finally,
● Technologies included three deductive categories (e.g., display)
and corresponding codes (e.g., VR HMD).

For coding, we followed a hybrid approach. Our strategy in-
volved the aforementioned deductive codes and data-driven induc-
tive codes. First, two authors randomly selected ten exergames
to code iteratively using the deductive categories and codes. This
step attempted to produce uniformly understood codes. After each
paper, we reviewed our codebook understanding in a meeting. If
necessary, we refined and created new inductive codes. For exam-
ple, although we used deductive codes from Kappen et al. [110]
for the goals dimension (e.g., rehabilitation), we crafted new codes
(e.g., preservation) for a more nuanced understanding of the aim
and design of exergames. After creating a shared understanding,
we assigned the remaining dataset to be coded by the two coders
independently. Both authors met multiple times to discuss chal-
lenging topics and newly arisen codes. They refined their codebook
during the process and established coder consistency if needed. The
full-text list of our codes is in our supplementary materials.

After coding, we created digital notes from our final codes and
performed affinity mapping (see the supplementary materials) with
the two researchers using a Miro Board13. After establishing an
initial taxonomy, we discussed it with a third author with games
research expertise to finalize the dimensions and characteristics.

Overall, we followed both conceptual-to-empirical—employing
preexisting knowledge to a set of data– and empirical-to-conceptual—
creating a taxonomy based on a set of data— approaches to cre-
ate the taxonomy [180]. We consider our priori focus of GPEDT
as conceptual-to-empirical since the GPEDT concept was created
based on the PACT framework and the research team’s prior do-
main knowledge to ensure a clear focus on the essential elements
from an HCI lens. The remaining steps of taxonomy creation (e.g.,
characteristics) followed an empirical-to-conceptual approach; the
final taxonomy, including subdimensions and characteristics, arose
through the scoping review and iterative data-driven approach.

We provide a qualitative summary to explain our taxonomy and
characteristics. Here, we used the codes from our codebook to pro-
duce summaries. Further, we provide a positionality statement on
the authors’ background [22, 179]. Even after inter-rater-reliability
steps and unifying the codes between the coders, the involved re-
searchers might still affect the interpretation of results. The two
authors who conducted the analyses have worked on the inter-
section of XR and exergames technologies for several years; they
published papers in the XR exergame field, studied different XR
technologies, and played and implemented XR exergames. The
other two involved authors, working on games and XR respectively,
added their own perspectives to the discussion and analysis. We
also list the potential implications of this bias in our limitations.

13https://miro.com/

5 RESULTS OF SCOPING REVIEW ON
EXTENDED REALITY EXERGAMES

Here, we report the quantitative findings of our scoping review be-
fore explaining our hierarchical taxonomy in section 6. We included
a total of 186 articles ranging from 1998 to 2023 in our corpus. The
steep increase visible in Figure 2—over 50% of the papers were pub-
lished in the last three years—shows that XR exergame research is
booming and producing new publications rapidly.

5.1 XR Spectrum
The majority of research focused on PC-tethered VR headsets
(𝑛=136). This group is dominated by the HTC Vive (including Pro,
𝑛=80), Oculus Rift (𝑛=39), and Valve Index (𝑛=5). Other headsets,
such as the HP Reverb, Lenovo Explorer, or PlayStation VR, were
only used in one paper each. Although much younger than PC-VR,
mobile VR headsets take second place (𝑛=42). Besides the popu-
lar Meta Quest platform (comprising Meta Quest 1 and 2, 𝑛=33),
eight papers also used older 3DOF headsets like Google Cardboard,
Oculus Go, or Samsung Gear VR. In contrast, projection-based VR
systems, like CAVE, were only featured in seven publications. Lastly,
nine papers explored AR exergames, utilizing Microsoft’s HoloLens
(𝑛=6), the pass-through functionality of the HTC Vive Pro (𝑛=1), or
a custom-built solution (𝑛=1).

5.2 Study & Sample Characteristics
Thirty-three papers (17.74%) presented only an exergame implemen-
tation. Of the remaining 153 papers, 9 conducted an HCD/iterative
design approach with, on average, 15.5 participants (SD=10.27, one
not reported). Four papers complemented the HCDwith a final user
study to test their product. Except for one publication, all HCD stud-
ies targeted older adults or people with dementia. Unfortunately,
only four of these HCD papers reported sufficient demographic data:
the 80 participants in these publications were mostly older female
adults with a mean age of 80.17 (SD=9.05, woman=63, man=17).

Apart from the HCD approaches, we extracted 158 evaluatory
user studies. Although most papers only covered one user study,
eight papers featured two or even three studies. The 158 studies
included, on average, 24.63 participants (SD=26.50, three not re-
ported) and covered a broad range from single-participant case
studies to large evaluations reaching 250 players.

Unfortunately, many papers miss crucial demographic infor-
mation. Even after recovering the missing data to the best of our
capabilities (i.e., performing age merge of different groups tested
in the papers), only 83 studies (54.25%) report both the mean and
standard deviation of the sample population’s age. Across these
studies, the mean age was 31.67 (SD=19.76, 𝑁=2166, see Figure 3).

Similarly, gender distribution was only fully reported in 106
cases (67.09%). The sample was slightly skewed, with 53.70% men
compared to 46.30% women (𝑁=2421, no non-binary or other).

For 65 studies, papers reported the sample culture: most studies
were conducted in Europe (UK: 12, Germany: 7, Norway: 4, Spain:
4, Finland: 2, Greece: 2) and North America (USA: 15, Canada: 1).
Only nine studies were conducted in Asia (China: 3, Japan: 2, South
Korea: 2, Taiwan: 1, Malaysia: 1) and Oceania (Australia: 7, New
Zealand: 2). Africa is only represented by one study [275] that was
run simultaneously in the USA and Nigeria.
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Figure 2: The distribution of our corpus (𝑁=186) papers by year. We see a steep increase in published XR exergame papers.
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Figure 3: The average age distribution of our corpus’ studies (𝑛=83) by age range group. We see that most studies included
participants with an average age range of 20-30 (𝑛=48).

5.3 Study Design & Data Collection
Our corpus contains 158 user studies. In 79.11% of the cases, play-
ers experienced the exergame only once (𝑛=125). Only 33 studies
featured repeated play sessions, ranging from two runs on consec-
utive days to long-term exercise programs. To understand what
the included papers explored in their evaluations, we analyzed the
independent variables. Fifty studies evaluated factors relating to
time, such as differences between pre- and post-test scores (𝑛=29),
two consecutive play sessions (𝑛=5), longer intervention periods
(𝑛=9), or exercise durations (𝑛=1). Similarly, game design-related
studies (𝑛=47) received much attention. A notable example is incor-
porating gameplay elements into physical exercise (𝑛=18). Others
explored the influence of avatars, music, haptic elements, or narra-
tives. Other common topics include comparisons between different
platforms (𝑛=24, e.g., VR vs. non-VR), exercise-related factors (𝑛=18,
e.g., changes in difficulty), or the use of non-player characters (𝑛=11,
e.g., for competition). Surprisingly, only a few studies compared
different age and user groups (𝑛=8). The remaining categories are
similarly underrepresented: augmenting movements in XR (𝑛=8),

personalizing the exergame experience (𝑛=6), creating multiplayer
experiences (𝑛=5, i.e., multiple users play together), or providing
visualized feedback (𝑛=3).

To explore the outcomes of independent variables, the studies
employed a variety of subjective and objective measures. Above all,
79.11% of the studies included quantitative subjective metrics (e.g.,
questionnaires) to assess players’ experience (𝑛=125). The most
commonly covered aspects are cybersickness (Simulator Sickness
Questionnaire (SSQ) [120],𝑛=31), intrinsic motivation (Intrinsic Mo-
tivation Inventory (IMI) [214], 𝑛=23), perceived physical exertion
(Borg Rating of Perceived Exertion Scale [16], 𝑛=21), game expe-
rience (Game Experience Questionnaire (GEQ) [103, 108], 𝑛=19),
and usability (System Usability Scale (SUS) [23], 𝑛=19). To quantify
the effects of exergame interventions, authors recorded gameplay
and movement data (𝑛=53) and assessed physiological measures
(𝑛=60, e.g., heart rate). Few studies also relied on standardized phys-
iological/cognitive tests (𝑛=16), such as the Stroop test (𝑛=5). Lastly,
qualitative data was collected for 58 studies, typically through in-
terview sessions (𝑛=31) or open-ended questions (𝑛=24).
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Figure 4: Our derived taxonomy’s Goals dimension – with a total of seven characteristics.

5.4 Commercial vs. Custom XR exergames
We faced three challenges in calculating the total number of fea-
tured XR exergames in extracted papers: (i) Some articles featured
similar games, sometimes using the same name and similar visu-
als (i.e., we checked the figures). We considered these games to
be unique because there were some adjustments to their design
and implementation. (ii) Some articles included commercial XR ex-
ergames, which we considered only once. (iii) Some papers included
systems/games that include multiple mini-games (e.g., Nvidia VR
Fun house [242], FitXR [67], [80, 88, 166]); in these cases, we also
treated these systems as one. Based on these criteria, we found 195
games: 20 commercial games (see Table 4) and 175 custom games.

6 TAXONOMY OF EXTENDED REALITY
EXERGAMES

We aimed to provide a taxonomy that guides the design, implemen-
tation, and research of future XR exergames. As our data unit, we
consider all custom-built and commercial exergames as long as they
were used in one of the papers. By analyzing the identified games
according to the GPEDT aspects, we derived a taxonomy that is
concise, robust, comprehensive, extendible, and explanatory [180].
Since some dimension characteristics are not mutually exclusive,
the reported numbers of games do not necessarily sum up. For
example, the safety equipment characteristic comprises both stabi-
lization harnesses (𝑛=3) and monitoring devices (𝑛 = 7). Since one
specific game [166] requires both a harness and amonitoring screen,
the broader safety category only contains nine distinct games. In
the following, we describe our taxonomy’s dimensions and char-
acteristics, and provide a qualitative summary of the corpus (see
supplementary materials for the complete taxonomy illustration).

6.1 Dimension I: Goals
The first dimension of our taxonomy is ● Goals, explaining the
inherent purpose of the XR exergames. For this dimension, we iden-
tified a set of seven distinct characteristics. Since many applications
target multiple goals, this dimension is not mutually exclusive, i.e.,
XR exergames can have more than one goal. Our taxonomy’s goal
dimension is illustrated in Figure 4.

Overall, we identified 129 games that reported their purpose.
Unsurprisingly, many XR exergames drive for physical training
(𝑛=39); some games aim for endurance training (𝑛=14) and involve
high-intensity interval training protocols, such as [227, 235]. Others
offer strength training for their users to improve muscular power
(𝑛=7). The remaining types of physical training targeted by XR ex-
ergames are balance (𝑛=8, [21, 168]), skill (𝑛=8, [32, 282]), flexibility
(𝑛=4, [31, 238]), and coordination/reaction training (𝑛=7, [7, 139]).

Medical-focused training is another essential characteristic of
our goal dimension (𝑛=52). A notable number of XR exergames
(𝑛=31) aim to provide rehabilitation opportunities for their users
(e.g., [89, 166, 245]). Other exergames (𝑛=14) are designed as preven-
tion/preservation tools; these games aim to prevent a deterioration
of people’s conditions and preserve their current state of abilities.
Some games (𝑛=8) are used to monitor/test the current abilities of
users (e.g., range of motion [190] or reactive control [222]). Finally,
XR exergames are also used to train for everyday activities (𝑛=5).

Despite being less common than the first two characteristics,
social interaction is still an important goal of many analyzed games
(𝑛=15), which aim to connect multiple players in the virtual world.
The psychological factors (𝑛=10) characteristic comprises games
that target the psyche by improving psychological wellbeing (𝑛=3,
e.g., “to face depression effect” [177]) or by offering relaxation (𝑛=7,
“control of breathing: relaxation/mindfullness training” [3]). Further-
more, cognitive training is targeted in 14 games, e.g., [80, 111].

Another prevalent goal was to promote physical activity (𝑛=57).
This characteristic represents exergames designed to motivate users
to perform more physical activity, for example: “The main focus of
the exergame is to motivate full body movements to promote exercise
[...]” [238]. Interestingly, in one game, the aim was “having the
purpose of no purpose” [148]; the authors argued that moving is
fun on its own without needing “another” purpose. We feature this
intrinsic motivation in the characteristic solely movement.

6.2 Dimension II: People
● People are the core elements of interactive systems. In the design
of XR exergames, we identified two dimensions that concern people.

6.2.1 Subdimension: Target Age Range. This subdimension repre-
sents the target age group. Only 51 exergames provide information
about their target age group range. Again, this subdimension is not
mutually exclusive, i.e., a game can target different age groups.

This subdimension consists of a total of six characteristics. Nine
games are designed for children (e.g., [40, 187]). At the same time,
adolescents [59] and young adults [3] are only targeted by one XR
game each. Although we have seen the term “younger generations”
or “young people” in the descriptions of a few games [25, 109], we
did not code them for this category. It was unclear what exactly
the younger generation refers to; is it children or younger adults?
While two games [109, 268] are particularly designed for middle-
aged adults, the bulk of age-targeting exergames focuses on older
adults (𝑛=31). Lastly, eight games aim to be inclusive to all ages.
Figure 5 shows our target age range subdimension of our taxonomy.

6.2.2 Subdimension: Condition. This subdimension maps people’s
medical conditions (i.e., disabilities and impairments) into charac-
teristics (see Figure 5 (right)). As one game can be designed for
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Figure 5: (left) Our derived taxonomy’s People subdimension: Target Age Range – with a total of six characteristics. (right) Our
derived taxonomy’s People subdimension: Condition – with a total of three characteristics.
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Figure 6: (left) Our derived taxonomy’s Exercises subdimension: Body Part – with a total of four characteristics. (right) Our
derived taxonomy’s Exercises subdimension: Body Part – with a total of four characteristics.

people with different health conditions, one game could have more
than one condition characteristic.

In our corpus, 138 games do not report their user groups’ con-
dition, which leads to only 57 remaining XR exergames falling
into one of three categories. First, the developmental disorders/im-
pairments characteristic (𝑛=8) describes people who typically have
difficulties with attention, learning, or using certain skills, such
as language. In our corpus, XR exergames primarily target people
with attention deficit hyperactivity disorder (𝑛=4, [40, 187]), autism
(𝑛=3, [60, 61, 63]), and intellectual disabilities (𝑛=1, [38]).

Neurological disorders/impairments (𝑛=26) covers all neurologi-
cal conditions, such as people with dementia (𝑛=11, [65, 174, 208]),
Parkinson’s disease (𝑛=6, [248, 279, 280]), and ataxia (𝑛=2, [69, 70]).

The final characteristic focuses on physical disorders/impair-
ments (𝑛=24), for example, upper limb conditions (𝑛=4, [56, 89, 281],
hypertension (𝑛=3, [24, 235], and neck/back pain (𝑛=2, [161, 233]).

6.3 Dimension III: Exercises
● Exercises dimension provides details on the movements per-
formed in the XR exergames. We derived two subdimensions focus-
ing on the targeted body part and supported play position to provide
a comprehensive look at the movement aspect of exergames.

6.3.1 Subdimension: Body Part. This subdimension categorizes the
XR exergames according to the body parts involved in the exercises
(see Figure 6 (left)). This subdimension is mutually exclusive, i.e.,
every game has one of the characteristics of the subdimension.

Most games (𝑛=92) feature full-body movements involving both
the upper and lower body, e.g., by combining punches and squats.
Secondly, 72 exergames focus only on upper-body training, which
we define as movements of the upper limbs, head, or torso: “After
discussions with exercise therapists and considering safety, we decided
to focus on upper body motions, including hand, shoulder, and head
motions [...]” [52]. In contrast, fewer exergames (𝑛=26) integrate
solely lower-body movements, i.e., using the lower extremities, into

their gameplay: “A player moves through the scene by physically
walking in the game area, a virtual narrow, winding platform over
a virtual river of lava overlaid onto an empty hall or room” [117].
Finally, some exergames (𝑛=5) also provide exercises involving the
lungs. For example, in Focus Tree, “On inhaling, clouds cover the
island to block the view of players; and on exhaling, clouds get blown
away allowing players to view the island” [195].

6.3.2 Subdimension: Position. With this subdimension, we cap-
tured in which configuration the XR exergames are played: seated
or standing. Determining this characteristic for every game was
often challenging, since many games did not clearly state this in-
formation. Although many XR experiences could be playable in
both configurations, we cannot simply guess without sufficient
information on the implementation. Therefore, we decided to use
the available sources in the following order: (i) review description,
(ii) figures, (iii) supplementary materials, and (iv) available videos
of the games. Based on this strategy, every game was coded under
one characteristic (see Figure 6 (right)).

It was possible to retrieve the necessary information only for 187
games. Of these cases, 91 games (e.g., [44]) feature exercises to be
performed in a standing position. A similar number of exergames
(𝑛=82) supports playing in a seated position: e.g., [34, 116, 158].
Only two games ([140, 266]) included mixed positions, i.e., players
changed between those options to complete the entire game. Finally,
12 games supported both seated and standing position gameplay:
these games were mainly commercial games, e.g., [74, 145].

6.4 Dimension IV: Design
This dimension, featuring four subdimensions, focuses specifically
on ● the game design.

6.4.1 Subdimension: Theme. The theme aims to describe the en-
vironment and inspiration of the visuals and gameplay of the ex-
ergame design. Our analyzed XR exergames fall into one of seven
distinct characteristics to represent their themes (see Figure 7 (left)).
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Figure 7: (left) Our derived taxonomy’s Design subdimension: Themes – with a total of seven characteristics. (right) Our derived
taxonomy’s Design subdimension: Player Mode Setting – with a total of three characteristics.
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Figure 8: Our derived taxonomy’s Design subdimension: Task type – with a total of eight characteristics.

The exercise theme (𝑛=19) features gym and exercise environ-
ments (e.g., gym hall) or solely focuses on exercise purposes; in
Xu et al. [266]’s game, players perform gestures in a mostly empty
virtual world. Closely connected is the sports theme (𝑛=35), which
imitates real-world sports, for example, rowing on a lake [127] or
skiing [202]. Daily life activities (𝑛=58) are also featured in many
XR exergames, e.g., collecting apples from a tree [248] or blow-
ing candles [88]. In contrast, the historical theme is rarely used
(𝑛=2); Born et al. [18]’s game presents a “small medieval village that
Vikings have just plundered”. Exergames with elements of space
flight and future technologies (𝑛=11) were categorized as Sci-fi. In
Astrojumper [63], the players avoid obstacles in a space environ-
ment. As one of the most common themes (𝑛=51), the fantasy theme
incorporates fantastic scenarios, non-real objects, and superpowers
(e.g., [106, 267, 272]). For instance, in the GhostStand game, players
beat ghosts [106]. Finally, the abstract theme consists of games with
a minimal design (𝑛=19), such as [74, 271]; Beat Saber [74]’s game
elements include stylized cubes and rectangles.

6.4.2 Subdimension: Player Mode. This subdimension considers
the player mode of XR exergames (see Figure 7 (right)). This sub-
dimension has three characteristics; each game is assigned to one.
Single-player covers XR exergames that are designed to be played
only by one player at a time (𝑛=171), e.g., [33, 55]. Multiplayer games
(𝑛=12) enable more than one player to play the game together (e.g.,
[34, 98]). However, some XR exergames, particularly commercial
ones, support both single-player and multiplayer modes, such as
FitXR [67], HoloFit [93], and Karaosmanoglu et al. [111].

6.4.3 Subdimension: Task Type. This subdimension presents the
featured tasks in XR exergames. In total, we identified eight overar-
ching characteristics. Since games are complex systems and typi-
cally include many tasks, one game can have multiple tasks.

Exercise-based tasks (𝑛=40) use standard workout exercises in
a gamified environment. However, these movements are typically

only partially embedded into the game’s narrative. For example,
players could perform squats that trigger magic attacks [268, 272,
278]. With path-based tasks (𝑛=66), players travel along or follow a
specific path in the game: In [9], “the player cycles along a straight
path with a speed proportional to cycling revolutions per minute”. In
target-based tasks (𝑛=79), players must shoot, throw, or hit targets
with their hands, weapons, or projectiles (e.g., VRabl [25]).

Conversely, collecting/catching-based tasks (𝑛=45) feature ap-
proaching items that players catch or collect with their hands,
weapons, or tools. While the previous two task types require play-
ers to interact with objects, obstacle-based tasks (𝑛=45) focus on
avoiding objects. In [238], players must fit through holes in mov-
ing obstacles. Next, rhythmic-based tasks (𝑛=10) include exercises
and movements that players need to follow in rhythmic patterns
(e.g., [241, 274]). The XR exergames rarely featured cognitive-based
tasks (𝑛=8). A notable example is Beat Saber [74], where players
cut objects according to the direction shown on the objects. Lastly,
meditation-based tasks feature tasks with a relaxation focus (𝑛=5),
for example, in the form of“halos [that] expanded and contracted
when the player inhaled or exhaled, respectively, in real-time” [3].

6.4.4 Subdimension: Adaptation. The adaptation dimension in-
cludes game task adaptations. A game may employ several adaption
strategies. Figure 9 illustrates this dimension.

The existing XR exergames mainly apply no adaptation to their
game tasks (𝑛=125). We note that we do not consider calibration
of the players’ body proportions (e.g., height) if it is not framed as
critical to the game’s task since calibration should be done for every
VR game to ensure that players can interact and that the avatar
matches the players. Additionally, some games had adaptations that
were controlled by clinicians or therapists (e.g., [21, 112]).

Another strategy was to apply game adaptation before gameplay
(𝑛=45). Sixteen games adapt their task to the players’ individual
range of motion/body proportion. For example, [17] developed a
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Figure 10: (left) Our derived taxonomy’s Technologies subdimension: Display – with a total of two characteristics and six
sub-characteristics. (right) Our derived taxonomy’s Technologies subdimension: Setup – with a total of three characteristics.

game in which players pass through the holes in the walls and
calibrated the cutouts to the players’ body proportions to ensure
comparable difficulties. When subjective-rating-based adaptation
(𝑛=18) is used, players can typically choose their preferred difficulty
level (e.g., [74, 104]). Some games also employed performance-based
adaptation (𝑛=7) before the gameplay, e.g., by adjusting the game
based on the players’ performance in a preceding task, such as [116,
158]. Lastly, few games used physiological-based adaptation (𝑛=5)
before the gameplay; for example, [130, 158] adapted the resistance
of their sports hardware based on players’ body mass.

Besides adapting the task in an initial calibration phase, some
games used in-game adaptation strategies (𝑛=25) during the game-
play. In-game subjective-rating-based adaptation is only featured
in one game (𝑛=1) in the form of perceived exertion scores that con-
tribute to adjusting the difficulty [138]. More commonly, in-game
performance-based adaptation (𝑛=17) changes the game difficulty
based on the players’ success and performance (e.g., [44, 255]. Fi-
nally, in-game physiological-based adaptation uses the players’
physiological data to individualize the gameplay (𝑛=9): for example,
“if the heart rate is too low the procedurally generated rings are placed
higher requiring more stroke power to pass through them” [227].

6.5 Dimension V: Technologies
● Technology is the last dimension of our taxonomy and provides
information about the used technologies and their specifications.

6.5.1 Subdimension: Display. The display subdimension catego-
rizes which display technology is used by XR exergames (see Fig-
ure 10 (left)). Since one game can support more than one type of
display, this subdimension is not mutually exclusive. For example,
commercial games are often available for multiple platforms.

Most XR exergames use VR displays (𝑛=186). Many exergames
rely on PC-tethered VR HMDs, (e.g., HTC Vive or Oculus Rift), to
display the games (𝑛=141). Despite their recent popularity, mobile
VR HMDs, (i.e., standalone devices), only take the second place [11,
150, 254] (𝑛=48). Rarely, we also encountered the use of console-
tethered VR HMDs (𝑛=6), (e.g., [66, 74, 75]). Apart from HMD-based
VR, some games used projector-based VR (𝑛=7), (e.g., [55, 63, 218]),
which typically consists of projectors, walls, and 3D glasses.

The remaining XR exergames display their game world through
AR technologies, 𝑛=10. Seven of those games (e.g., [25, 70, 89]) used
mobile AR HMDs, such as Microsoft HoloLens [160]. The other
three games relied on a PC and an attached PC-tethered AR HMD
to render the game, e.g., [185, 193, 273].

6.5.2 Subdimension: Setup. In this dimension, we give an overview
of the supported setup conditions (see Figure 10 (right)). A single
characteristic was allocated to each game.

The termmobile (𝑛=36) comprises games that workwith portable
hardware and thus can be played almost everywhere: Seas the
Day [174] only requires a mobile VR HMD, so players can run
the game without being bound to one location. Stationary setups
(𝑛=149) cannot be easily moved to other places since they use hard-
ware that is typically fixed to one location. Games in this category
use headsets that are connected to a desktop PC [131], bulky sports
machines [128], or permanently installed and calibrated motion-
tracking hardware [166]. Finally, ten commercial XR exergames
support both mobile/stationary setups, e.g., [87, 145, 240].

6.5.3 Subdimension: Support hardware. The support hardware di-
mension comprises all additional hardware needed in addition to
the regular display setup (e.g., VR HMD with controllers and base
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Figure 11: Our derived taxonomy’s Technologies subdimension: Support Hardware – with a total of seven characteristics.

stations). Since games might require more than one type of sup-
porting hardware, this dimension is not mutually exclusive.

Seventy-six games did not necessarily require any additional
hardware to be played (e.g., [161, 221, 276]). In contrast, haptic
props (𝑛=20) were used by some exergames. For example, [94]
use a physical wakeboard for their exergame. Regarding safety
equipment (𝑛=9), we encountered the use of harnesses (𝑛=3) and
monitoring devices (𝑛=7, e.g., displays [3, 53]). In rare cases, XR
exergames also included assistive technologies (𝑛=4), such as an
exoskeleton (𝑛=3, [89, 201]) or pneumatic gel muscles (𝑛=1, [202]).

Exercise hardware (𝑛=48) includes all balance, strength, and
sports machines. Only two games use balance-exercising hardware:
a robotic balance platform [2] and a balance board [140]. Only
four games feature strength exercising hardware, which targets the
strength development of muscles: weighted straps [56], suspension
bands [94], flywheel ergometer [118], and cable resistance equip-
ment [255]. Finally, sports hardware refers to equipment we use for
training regardless of games, such as bicycle (𝑛=30) [100], elliptical
(𝑛=2) [245], rowing (𝑛=9) [218], and treadmill machines (𝑛=4) [137].

Physiological sensors (𝑛=18) capture the hardware used to inte-
grate physiological measures, such as heart rate (𝑛=11) [224] and
breath (𝑛=8) [127], in gameplay. In [224], heart rate was used to
adjust the speed of a virtual competitor. In Kojić et al. [127]’s game,
players were provided feedback based on their breathing rhythm.

Motion tracking hardware is typically used in conjunction with
the XR technology to track the players’ body parts. In our corpus, 60
games used such hardware; the most often used were Vive Trackers
(𝑛=26, [44, 143, 279]), followed by Kinect (𝑛=20, [40, 102, 239]).

7 DISCUSSION
This section reflects on previous XR exergame research, highlights
future research directions, and provides recommendations for XR
designers and developers. Second, we explain how to use our taxon-
omy: GPEDT. Finally, we provide guiding questions for systematic
reporting of research on XR exergames.

7.1 Reflecting on XR Exergame Research and
Uncovering Research Directions

Continuum of Goals: XR Exergames are Enforcers? The cur-
rent XR exergame landscape has seven distinct goals. Almost all of
them represent serious purposes; for example, promoting physical
activity, providing medical-focused training, or physical training.
But do XR exergames need to have serious goals? Should exergames
force players to perform movements, or instead rely on players’

inherent motivation to exercise [148]? Answering these questions
is complex and requires serious discussion within the exergame re-
search community. However, our taxonomy shows that the current
decision of XR exergame design is on enforcing physical activity.
Nevertheless, rare examples also show the promise of relying on
players’ inherent motivation. In [20], players were provided a cus-
tom grip controller to perform an optional strenuous activity that
triggered virtual performance augmentation; as a result, players
voluntarily performed strenuous activity for a longer period. Yet,
we also note that our results are specific to the XR exergame re-
search. Other movement-based applications (e.g., sports) may offer
new means to interact with sports without enforcing players.

Different User Groups Require Different Tasks and Perhaps
a Different Exergame. Comparing the people dimension to our
study data, only very few studies examined differences between
user groups (𝑛=8). This limited research attention is problematic
since users with different abilities or physiologies play differently
and prefer different tasks; Karaosmanoglu et al. [112] reported that
dementia-specific tasks bored older participants without dementia.
Thus, further user group comparison studies are needed to inform
the feature design of XR exergames to cater to user preferences and
needs. Moreover, every XR application features at least some degree
of movement because of its spatial interactions (e.g., grabbing).
This raises the question of what to consider as exergames. Our
taxonomy answers this question with “it depends”. In our review,
we followed the definition of Mueller et al. [170]: “digital game[s]
where the outcome [...] is predominantly determined by physical
effort”. In our analysis, we saw that Nvidia Fun House [242] and
Carnival Games VR [75] were considered as exergames [6, 30]
despite little physical activity. We believe that the physical effort
required for a digital game depends highly on the user group, and
researchers and developers should pay attention to this aspect.

XR Exergames Knowledge is Limited When it Comes to Age
Groups. Our evaluation showed significant design and evaluation
inconsistencies for the targeted age range. Most games with an
age target focused on older adults. Also, the identified nine HCD
approaches all targeted either older adults or people with demen-
tia. On the other hand, most studies recruited a young audience:
Only 24.10% of studies had a sample with an average age above 40.
This discrepancy between the target user group and evaluation is
problematic: Simply, the effectiveness of the exergame interven-
tion and validity of measured player experience remains unclear.
Furthermore, our results reveal that middle-aged adults [283] are
rarely targeted by design or evaluation. Lastly, since abilities change
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drastically throughout life, we cannot assume that all exergames
work for any age group. In contrast, we could even potentially
harm people while driving for the good. In particular, the different
physiology of children and adolescents requires special care. Hence,
these age groups need more targeted exergame concepts.

Generalizability of XR Exergame Research to Non-Western
Countries. When designing XR exergames, designers should con-
sider people’s cultural background because sociocultural factors
influence how we use and accept technology [269]. Hence, the
unbalanced culture sample identified in our corpus is worrisome.
European and North American studies accounted for 72.31%. The
Global South, Asia, and Oceania are severely underrepresented.
This raises doubts regarding the generalizability and relevance of
XR exergames studies to non-Western cultures [142]. Accordingly,
additional research in non-Western nations is needed to understand
better how sociocultural influences affect XR exergame design.

Targeting Social Interaction and Multiplayer Engagement.
Social interaction and multiplayer support received little attention.
However, social settings are a critical factor in providing motivation
to exercise. We assume this effect can apply to XR exergames, too.
We suspect two primary explanations for the lack of coverage. First,
most games feature single-owned HMD experiences because of
limited hardware access. Here, we believe that asymmetric XR
exergame experiences could be a promising solution [212]. Second,
real-life activities (e.g., video conversations) can satisfy social needs.
Compared to these, XR technologies may not create the same social
experience. Hence, people choose established options. Nonetheless,
a recent work found that “VR (is) almost there” [244] to mimic its
real-world gaming counterpart. Therefore, we believe that future
technology may improve XR exergame participants’ connections.

Further, we see potential in social interactions beyond traditional
multiplayer setups (i.e., multiple users play together), such as the
involvement of people who are not active players. For example, hav-
ing non-player audiences that provide feedback [278], or caregivers
that guide the exergame experience [112] can contribute to the
experience and performance of players. Although these types of so-
cial interaction have been covered in few publications [112, 278], or
commercial games [67], we see the importance of further research
as such interactions play a vital role in traditional training.

Designers and Developers Should Decide the Gameplay Po-
sition of Their Application at an Early Stage. The games in our
corpus are split almost equally between seated and standing game-
play. This spread is beneficial because both roles have crucial use
cases. The standing setting can enable full-body exercises to combat
our current lifestyle of sitting too much. However, many people
may be unable to do this (e.g., because of age or space restrictions).
Interestingly, research [266] showed that seated exergames increase
physiological and perceived exertion. Contrary to common belief,
seated exergames do not inevitably reduce physical activity. To be
inclusive, it is best to support both seated and standing positions.
However, only 6.42% of our games supported this option. Of course,
supporting both options might be difficult since most games must
be designed from the ground up with this goal in mind. Hence, we
advise developers to consider these early in their design process.

Dominance of VR-HMD-based Exergames. In the past, XR ex-
ergames required stationary hardware, limiting their usability in
the general public. New and powerful mobile headsets, such as
Meta Quest or HoloLens, are a prominent step towards mobile and
accessible exergames. However, the drawback of most consumer
hardware is limited motion tracking. Motion tracking of all four
extremities is needed to create exergames that use the entire body.
This is impossible without non-portable tracking devices like Vive
Trackers or Kinect. But, Sony’s Mocopi, HTCs inside-out trackers,
and other future systems make us optimistic that this problem will
be overcome quickly. Accordingly, many of the current stationary
games might become mobile applications in the near future. How-
ever, other support hardware (e.g., rowing machines) still limits
more advanced exergames to dedicated places.

Our review focused on XR exergames, but VR dominated. Only
5.10% of the analyzed games support AR HMDs. We presume the
unavailability of AR HMDs is the primary cause of this lack of
AR-focused research. The primary AR system used by games in
our corpus is the Microsoft HoloLens. Although it advances mobile
and lightweight AR glasses, the HoloLens has a restricted field of
view, gesture-only interactions, and a substantial retail price. These
shortcomings hinder AR development and acceptance, even though,
for specific user groups, AR might be preferable over HMD-based
VR systems. For example, people with neurological conditions like
dementia likely profit from preserving a connection to the real
world [112]. Similar problems also exist for CAVE-based systems.
While they boost proprioception since users can see their bodies,
the major financial and structural restrictions precluded wider use.

Long-Term Effects and Adherence of XR Exergames Remain
Unclear. Exergames may promote physical activity and help pre-
vent sedentary behavior globally. However, it is uncertain if games
provide enough incentives for adherence needed for behavior
change. Also, the long-term effects of XR exergames are poorly
studied—only nine studies evaluated effects over more than two
play sessions. Thus, the practicality of such games beyond game-
play novelty remains unknown. Hence, further research in two
complementary directions is crucial: (i) conducting more long-term
studies and (ii) exploring the raised knowledge gaps to create a
good foundation for designing games with strong adherence.

Transferability of Our Results to General XR &HCI Research.
Our results represent the subsample of XR and HCI research, and
align with previous papers examining a broader area in HCI. For
example, Linxen et al. [142] found that non-Western participants
are underrepresented at CHI. Similarly, the novelty effects of XR
reported by many researchers [113, 199, 213] emphasize the need
for long-term exploration of XR technologies in general.

We see the potential for our results to be applied to broader
HCI research beyond XR exergames. We believe that many of the
guiding questions and taxonomy dimensions can be easily applied
to other XR games or applications. Every XR research application
has a purpose, there are people who will use the system, every XR
application typically involves spatial interaction (even if limited),
every application has a design that matches its research intention,
and is used with certain technologies. However, we also emphasize
that the more exergame-specific dimensions (e.g., exercise dimen-
sion) are not easily transferable. Lastly, given that convenience
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sampling is a common approach to recruit participants (e.g., among
students), we speculate that bias in the representation of certain
age groups may be applicable to broaden HCI research, but further
research is needed to inform this.

7.2 How to Use the Taxonomy of XR Exergames
With our taxonomy, our goal is to create a more standardized and
systematic approach to XR exergame design, research, and com-
munication in the field. For example, exergames aimed at specific
outcomes could be developed through a taxonomical lens presented
within the GPEDT. With a building block approach, researchers and
practitioners can explore how exergame features can effectively
incentivize individuals, for example, to promote social interaction.
Starting with the predetermined factors, they would explore the
taxonomy iteratively to determine the best-fitting characteristic for
every dimension. A populated example of such an exergame could
ultimately look like this:

To improve [social interaction] among

[adolescents] , use [full-body] movements in a

[standing] position to build a [sci-fi] -themed

exergame featuring a

[rhythmic-based] [multiplayer] task using

[mobile AR-HMDs] .

In addition, our taxonomy can act as a gap analysis tool. Re-
searchers can readily find underrepresented areas or untapped
opportunities by mapping XR exergames based on the frequen-
cies reported in each characteristic (see supplementary materials
for each coded game); if the taxonomy reveals that there are few
exergames designed for older adults, that is a clear area for future re-
search. Similarly, if most existing games focus on physical training
but not social interaction, that is another avenue for innovation.

7.3 Reporting Standards in XR Exergames
Research

To promote comprehensibility, reproducibility, and transferability,
academia relies on transparent communication of methodology and
results. Good reporting standards are crucial, especially in highly
interdisciplinary areas or when conducting reviews to structure a
domain. XR exergame research is a young and emerging field that
no reporting consensus exists for every aspect yet. Unsurprisingly,
individual explanation styles caused some challenges during our
data collection and coding process. Next, we provide some examples
of incomplete, inconclusive, or problematic reporting types:
(1) Many papers do not report their XR exergame’s goals (𝑛=66).

Similarly, 144 of 195 games do not mention their target audience.
But, we cannot use the same games for the same goal or expect
every exergame to be playable by or be harmless to everyone.

(2) We created our taxonomy by finding common patterns. How-
ever, while coding the exergames’ movement data, we could
not distinguish a pattern. The rationale was the reporting level
of the XR exergame movements (please refer to the affinity
mapping activity in the supplementary material to see the
movement codes). Some XR exergames descriptions explain the

movements from a higher level; for example, players have to
perform leg and arm movements, dancing movements, or dodg-
ing movements, but what these movements feature is unclear.

(3) Similar to previous concerns, it was unclear if exergames were
intended to be played seated or standing.We had to consult addi-
tional resources (e.g., figures, supplementary materials, videos)
to track down the missing information.

(4) We also used additional resources when the retrieved data did
not report the display used for gameplay (e.g., figures, supple-
mentary materials, gameplay videos).
The only way to fix diverging reporting is to develop a shared

understanding and common reporting patterns. As a first step to-
wards a more systematic approach, we close this paper with guiding
questions for researchers, designers, and developers to answer and
communicate (see Table 2). Similar to other efforts [77], we em-
phasize the value of providing audiovisual supporting materials—
videos showing gameplay sequences to illustrate how the move-
ments translate into the game or executable of developed games to
provide clear communication about the featured gameplay.

7.4 Limitations
In this section, we address the limitations of our methodology as
well as the limitations of the corpus.

7.4.1 Limitations of the Methodology. We consulted prior XR and
exergames publications, and conducted multiple informal searches
to decide on our search query, but like every review, we cannot
claim completeness. Despite our best efforts, our query might not
have covered all terms. For example, different fields (e.g., movement
science vs. HCI) may use different terms to refer to exergames, such
as “active video games” and “active games” (e.g., [152]). Additionally,
our query might have missed articles that used only the name of
a sport (e.g., virtual rowing) instead of an exergame-related term.
Since it is impossible to account for all sports in a query, we urge
researchers to use at least one of the exergame terms (e.g., move-
ment games) to ensure that their research is included in relevant
literature reviews. Nevertheless, we believe that with our included
search terms (23 keywords) (see Table 3), we give a comprehensive
overview of the research and design of XR exergames.

Aligning with Nickerson et al. [180]’s methodology, our taxon-
omy can be easily expanded given the rapidly growing field. For
example, while this article was under review, Kontio et al. [129]’s
paper on non-standing locomotion techniques (potentially useful
for VR exergames) has been published, providing opportunities for
further extension of the position subdimension (e.g., lying). Accord-
ingly, we emphasize that taxonomies are rarely static constructs
but will grow over time to include new research directions.

Lastly, we elaborate on the reflexivity further [22, 179]. The
authors of this paper work on the intersection of the XR and ex-
ergames and have published on those topics for several years. How-
ever, none of them has in-depth knowledge of movement science
or physiology. Although we believe their expertise contributes to
understanding the XR exergame landscape, we acknowledge that
an in-depth focus on movement science is not in this review.

7.4.2 Limitations of the Corpus. HCI and medical areas use dif-
ferent terminologies. For example, in HCI literature, VR refers to
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Table 2: The list of guiding questions to follow when reporting details of implemented/used XR exergames.

No GuidingQuestions

● Goals
#1 What is the purpose of the XR exergame?

● People
#1 Which age group does the XR exergame target?
#2 For which clinical group was the XR exergame designed or is it safe for everyone to play it? Why?

● Exercises
#1 Which movements do players perform in the XR exergame?
#2 How do players precisely perform the featured movements in the XR exergame?
#3 Which body parts are targeted by the XR exergame?
#4 In which position can/should the XR exergame be played? Why?

● Design
#1 Which game tasks does the XR exergame feature?
#2 Is there any adaptation applied in the game to match the game tasks to the players’ game skill, physiological state, or condition

If so, in which form is this adaptation applied?
#3 How are the game tasks completed (e.g., performing a throwing action using the arms)?
#4 What is the design theme of the XR exergame? Why?
#5 How many players can play the game at once?

● Technologies
#1 Which technology is used to display immersive XR environment? Why (e.g., advantages)?
#2 Is any additonal hardware necesssary to play the XR exergame?
#3 Which type of setup is used for the XR exergame? Mobile or stationary?

immersive digital worlds, whereas several medical papers use VR to
refer to non-immersive digital worlds (e.g., games that are played
on a TV). Another example was the description of hardware: HCI
typically uses the term Vive trackers to refer to HTC Vive mo-
tion tracking hardware. However, a medical paper referred to this
equipment as “pucks” [205]. While every research field has its own
established terms, we believe in the importance of having shared
terminologies. The absence of mutual understanding limits commu-
nication and information flow between these fields. We hope that
our work will be a first step towards finding shared terminologies,
thereby supporting the growth of this interdisciplinary field.

Finally, we saw that medical literature describes performedmove-
ments in detail (e.g., shoulder flexion, abduction), while for HCI liter-
ature, the explanation is typically limited to the general action (e.g.,
arm movements, throwing). Moreover, for some articles, it was not
clear which specific movement (e.g., which arm movement [114])
was used, how certain exercises were accomplished (e.g., squatting
while sitting [205]), or which movements were performed for the
specific action (e.g., dodging in the Fishing Master [187]). When we
did not see how these movements translated to the gameplay, we
omitted them from our frequency reporting. Hence, we do not claim
that we provide the complete list of movements performed in XR
exergames but provide an approximation in our best capabilities.

8 CONCLUSION
Motivation is a central requirement for preserving one’s engage-
ment in physical activity. XR exergames can support this by offering

immersive virtual worlds with enjoyable gameplay. The increased
public attention on this timely topic, paired with recent advances
in XR technology, has led to a surge of research focusing on XR
exergames. The rapidly expanding field calls for a comprehensive
organization to steer the community’s efforts toward unexplored
but promising topics. Therefore, we conducted a scoping review of
the current state of XR exergame research.Based on analysis of 186
papers, we give a quantitative and qualitative summary of XR ex-
ergame research. Further, we provide a taxonomy with five central
dimensions that map the design space of XR exergames. Finally, we
conclude with nine research directions and guiding questions to
guide future research and reporting in the XR exergame field.
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A SUPPLEMENTARY TABLES

Table 3: The final search queries in the syntax of each database. The final search was conducted on 11 August 2023.

Database Query

The ACM Guide to
Computing Literature

Title:(("immersive" OR "VR" OR "AR" OR "AV" OR "MR" OR "XR" OR "virtual realit*" OR "augmented
realit*" OR "extended realit*" OR "mixed realit*" OR "augmented virtualit*" OR "virtual environment*")
AND ("exergame*" OR "exercise game*" OR "physical game*" OR "movement game*" OR "motion game*" OR
"motion-based game*" OR "movement-based game*" OR "training game*" OR "exertion game*" OR "sport game*"
OR "sports game*")) OR Abstract:(("immersive" OR "VR" OR "AR" OR "AV" OR "MR" OR "XR" OR "virtual
realit*" OR "augmented realit*" OR "extended realit*" OR "mixed realit*" OR "augmented virtualit*" OR
"virtual environment*") AND ("exergame*" OR "exercise game*" OR "physical game*" OR "movement game*"
OR "motion game*" OR "motion-based game*" OR "movement-based game*" OR "training game*" OR "exertion
game*" OR "sport game*" OR "sports game*")) OR Keyword:(("immersive" OR "VR" OR "AR" OR "AV" OR "MR" OR
"XR" OR "virtual realit*" OR "augmented realit*" OR "extended realit*" OR "mixed realit*" OR "augmented
virtualit*" OR "virtual environment*") AND ("exergame*" OR "exercise game*" OR "physical game*" OR
"movement game*" OR "motion game*" OR "motion-based game*" OR "movement-based game*" OR "training
game*" OR "exertion game*" OR "sport game*" OR "sports game*"))

Scopus TITLE-ABS-KEY (("immersive" OR "VR" OR "AR" OR "AV" OR "MR" OR "XR" OR "virtual realit*" OR "augmented
realit*" OR "extended realit*" OR "mixed realit*" OR "augmented virtualit*" OR "virtual environment*")
AND ("exergame*" OR "exercise game*" OR "physical game*" OR "movement game*" OR "motion game*" OR
"motion-based game*" OR "movement-based game*" OR "training game*" OR "exertion game*" OR "sport game*"
OR "sports game*"))

PubMed (("immersive"[Title/Abstract] OR "VR"[Title/Abstract] OR "AR"[Title/Abstract] OR "AV"[Title/Abstract]
OR "MR"[Title/Abstract] OR "XR"[Title/Abstract] OR "virtual realit*"[Title/Abstract] OR "augmented
realit*"[Title/Abstract] OR "extended realit*"[Title/Abstract] OR "mixed realit*"[Title/Abstract]
OR "augmented virtualit*"[Title/Abstract] OR "virtual environment*"[Title/Abstract]) AND
("exergame*"[Title/Abstract] OR "exercise game*"[Title/Abstract] OR "physical game*"[Title/Abstract]
OR "movement game*"[Title/Abstract] OR "motion game*"[Title/Abstract] OR "motion-based
game*"[Title/Abstract] OR "movement-based game*"[Title/Abstract] OR "training game*"[Title/Abstract] OR
"sport game*"[Title/Abstract] OR "sports game*"[Title/Abstract] OR "exertion game*"[Title/Abstract]))

Table 4: The list of used commercial games in XR exergames research.

No Name Papers No Name Papers

#1 Audio Trip [241] [42, 43] #11 HoloPoint [5] [236]
#2 Beat Saber [74] [4, 57, 76, 84, 124, 147, 236, 246, 269] #12 NVIDIA VR Fun House [242] [30]
#3 Black Box VR [255] [167] #13 QuiVr [14] [124]
#4 BoxVR [66] [27, 29, 30] #14 Snow Games VR [146] [169]
#5 Carnival Games VR [75] [6] #15 Sports Scramble [240] [76, 86]
#6 Dance Central [87] [269] #16 SyncSense [245] [97]
#7 First Steps [183] [76] #17 Thrill of the Fight [144] [262]
#8 FitXR [67] [28, 182, 265, 269] #18 VirZoom [252] [155, 217]
#9 Fruit Ninja VR [145] [95, 236] #19 VRSports Challenge [216] [275]
#10 HoloFit [93] [219] #20 VZFit [253] [134]
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Table 5: The list of papers included in the taxonomy development (N=186).

No Authors & Papers No Authors & Papers

#1 Hong et al. [94] #2 Moan et al. [166]
#3 Li [135] #4 Lund et al. [148]
#5 Stranick and Lopez [238] #6 Bovim et al. [21]
#7 Cmentowski et al. [44] #8 Zamani et al. [280]
#9 Katsigiannis et al. [115] #10 Farič et al. [59]
#11 Xie et al. [264] #12 Xu et al. [268]
#13 Shaw et al. [226] #14 Huber et al. [96]
#15 Eisapour et al. [52] #16 Ishii et al. [105]
#17 Thomos et al. [248] #18 Xu et al. [266]
#19 Elor et al. [55] #20 Born et al. [19]
#21 Benim et al. [11] #22 Born et al. [20]
#23 Chen et al. [34] #24 Shoib et al. [228]
#25 Franzo et al. [70] #26 Ou et al. [187]
#27 Michael and Lutteroth [158] #28 Heng and Albert [88]
#29 Yun et al. [279] #30 Zhang et al. [281]
#31 Karaosmanoglu et al. [112] #32 Dulau et al. [50]
#33 Al-Mfarej et al. [3] #34 Kojic et al. [126]
#35 Stamm et al. [233] #36 Born et al. [17]
#37 Abril et al. [2] #38 Chen et al. [37]
#39 Sadek et al. [215] #40 Yoo and Kay [277]
#41 Mishra and Folmer [164] #42 Palaniappan and Duerstock [190]
#43 Xu et al. [272] #44 Barathi et al. [8]
#45 Li [137] #46 Kojic et al. [125]
#47 Yu et al. [278] #48 Kojić et al. [127]
#49 Koulouris et al. [130] #50 Mondellini et al. [168]
#51 Goumopoulos et al. [81] #52 Keesing et al. [116]
#53 Høeg et al. [98] #54 Kojić et al. [128]
#55 Stamm et al. [235] #56 Trombetta et al. [250]
#57 Ring and Masuch [207] #58 Wang et al. [257]
#59 Ashok et al. [7] #60 Jacob et al. [106]
#61 Kalaitzidou et al. [109] #62 Barathi et al. [9]
#63 Chung et al. [40] #64 Eisapour et al. [54]
#65 Wang et al. [256] #66 Schmidt et al. [218]
#67 Fan et al. [58] #68 Stamm and Dahms [232]
#69 Kruse et al. [132] #70 Neira-Tovar and Elizondo Elizondo [177]
#71 Stranick and Lopez [237] #72 Eisapour et al. [53]
#73 Mendez et al. [156] #74 Finlayson et al. [64]
#75 Kirsch et al. [123] #76 Xu et al. [267]
#77 Elor et al. [56] #78 Shaw et al. [224]
#79 Yang et al. [273] #80 Born et al. [18]
#81 Patibanda et al. [195] #82 Eckert et al. [51]
#83 Liepa et al. [140] #84 Chessa et al. [38]
#85 Caserman et al. [32] #86 Ijaz et al. [101]
#87 Ijaz et al. [100] #88 Vogel et al. [254]
#89 Goumopoulos et al. [80] #90 Ioannou et al. [104]
#91 Mugisha et al. [172] #92 Mihajlovic et al. [161]
#93 Yin et al. [274] #94 Finkelstein et al. [60]
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Table 6: Table 5 continued: The list of papers included in the taxonomy development (N=186).

No Authors & Papers No Authors & Papers

#95 Mambu et al. [150] #96 Shaw et al. [225]
#97 Shah et al. [221] #98 Finkelstein et al. [61]
#99 Shah et al. [220] #100 Finkelstein et al. [63]
#101 Chu et al. [39] #102 Ohshima et al. [185]
#103 Pérez et al. [201] #104 Bolton et al. [15]
#105 Franzo’ et al. [69] #106 Reilly et al. [205]
#107 Muñoz et al. [174] #108 Yoo et al. [276]
#109 Stranick and Lopez [239] #110 Ciążyńska and Maciaszek [43]
#111 Shaw and Lubetzky [223] #112 Keller et al. [118]
#113 Liang et al. [139] #114 de Souza et al. [48]
#115 Chung et al. [41] #116 Park et al. [193]
#117 Finley et al. [65] #118 Ramasamy et al. [202]
#119 Buchem et al. [24] #120 Goutsu and Inamura [82]
#121 Kruse et al. [131] #122 Aan et al. [1]
#123 Rings et al. [209] #124 Buckers et al. [25]
#125 Wang et al. [258] #126 Chen et al. [35]
#127 Rings et al. [210] #128 Kegeleers et al. [117]
#129 Liu et al. [143] #130 Ciążyńska et al. [42]
#131 Rings et al. [211] #132 Lu et al. [147]
#133 Xu et al. [271] #134 Albert et al. [4]
#135 Li and Chen [138] #136 Grosprêtre et al. [84]
#137 Rings et al. [208] #138 Xu et al. [269]
#139 She et al. [227] #140 García-Muñoz et al. [76]
#141 Haller et al. [85] #142 Szpak et al. [246]
#143 Varela-Aldás et al. [251] #144 Eng et al. [57]
#145 Palaniappan et al. [191] #146 Kivela et al. [124]
#147 Palaniappan et al. [192] #148 Stewart et al. [236]
#149 Stamm and Vorwerg [234] #150 Mologne et al. [167]
#151 Campbell and Fraser [26] #152 Campo-Prieto et al. [29]
#153 Shaw et al. [222] #154 Campo-Prieto et al. [27]
#155 Khundam and Nöel [122] #156 Campo-Prieto et al. [30]
#157 Nehrujee et al. [176] #158 Amprasi et al. [6]
#159 Xu et al. [270] #160 Xu et al. [269]
#161 Ijaz et al. [99] #162 Ochi et al. [182]
#163 Karaosmanoglu et al. [111] #164 Campo-Prieto et al. [28]
#165 Zhang et al. [282] #166 Xu et al. [265]
#167 Ijaz et al. [102] #168 Huang [95]
#169 Palacios-Alonso et al. [189] #170 Montoya et al. [169]
#171 Hernandez et al. [89] #172 Hanifah et al. [86]
#173 Palacios-Alonso et al. [188] #174 Høeg et al. [97]
#175 Song et al. [230] #176 Wouda et al. [262]
#177 Karkar et al. [114] #178 Sauchelli and Brunstrom [217]
#179 Finkelstein et al. [62] #180 McMahon et al. [155]
#181 Wünsche et al. [263] #182 Yoo et al. [275]
#183 Cao et al. [31] #184 Lee and Jin [134]
#185 Cesco et al. [33] #186 Schrempf et al. [219]
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Figure 1: Demonstration of a VR-based full-body training with our exergame JumpExTra VR: In the first three levels (from left
to right), players perform various movements, including taps, hops, and jumps, that train lower body coordination, stability,
and endurance. Finally, the right figure shows a player who trains maximal vertical jumps.

ABSTRACT
Virtual Reality (VR) exergames can increase engagement in and
motivation for physical activities. Most VR exergames focus on the
upper body because many VR setups only track the users’ heads
and hands. To become a serious alternative to existing exercise pro-
grams, VR exergames must provide a balanced workout and train
the lower limbs, too. To address this issue, we built a VR exergame
focused on vertical jump training to explore full-body exercise
applications. To create a safe and effective training, nine domain
experts participated in our prototype design. Our mixed-methods
study confirms that the jump-centered exercises provided a worthy
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challenge and positive player experience, indicating long-term re-
tention. Based on our findings, we present five design implications
to guide future work: avoid an unintended forward drift, consider
technical constraints, address safety concerns in full-body VR ex-
ergames, incorporate rhythmic elements with fluent movement
patterns, adapt difficulty to players’ fitness progression status.
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1 INTRODUCTION
Regular physical exercise is vital for our bodily and mental well-
being. Athletic activities not only increase our overall fitness but can
also delay the natural aging process [43] and even benefit the brain’s
cognitive functions [114]. However—because physical activity is
strenuous on our bodies—many people hesitate to transition toward
an active lifestyle and to create lasting exercise habits if they do not
receive incentives [30, 49]. Apart from popular approaches, such
as peer-support or fitness trackers, exergames—“digital game[s]
where the outcome [...] is predominantly determined by physical
effort” [108]—promise to motivate users by providing an engaging
experience. In the virtual reality (VR) domain, fitness games are
among the highest-grossing titles and a crucial reason for headset
purchases [51]. The advantages are apparent: Affordable mobile
VR headsets with handheld controllers allow players to combine
enjoyable gaming activities with healthy physical exercise while
staying in the comfort of their homes.

Exergames like Beat Saber1 [52] or FitXR [47] mainly use head
and hand movements for their gameplay while featuring some
lower-body movements. Although there are also VR applications
that target full-body exercises (e.g., OhShape [83] and VRWork-
out [139]), the majority only use lower body movements indirectly,
such as when ducking under obstacles. Such exercises are easily
possible with the default VR setup, i.e., headset and controller track-
ing, without requiring additional hardware, such as Vive trackers.
Consequently, the training effect of these exergames mainly targets
cardiovascular improvements and upper body fitness. As a result,
players do not get the full benefits of balanced full-body activities,
such as improved coordination, stability, and balance [5, 115, 123].
Also, training only individual muscle groups can ultimately lead to
muscular imbalances promoting bad posture [20, 75] and increasing
the risk for injuries [36, 124]. Lastly, lower body exercises and physi-
cal activities like walking, running, or jumping are vitally important
in our society because an average person spends most of their day
sitting and moving insufficiently [138]. To make VR exergames
more valuable as exercise environments, their traditional hand-
focused gameplay must be adapted to incorporate activities for the
lower body. While we currently do not know if VR exergames are
as effective as gym classes or personal training, we know from
short-time studies that exergames provide great motivation for ex-
ercising [15, 46, 93, 97]. However, we note that long-term exergame
studies present mixed results on users’ adherence [121, 130].

Unfortunately, using lower body or full-body movement in VR
exergames introduces many challenges. These exercises have a
higher risk of swift or unstable movements which might lead to
dangerous collisions. Explosive movements, such as running or
jumping, can suffer from poor tracking stability [67, 142], which
negatively affects player experience. Full-body movements require
expert knowledge for safe training because they are more complex
1We note that Beat Saber is a VR rhythm game. However, some users can use this
game for exercise purposes, and this game has been the subject of research as an
exergame [4, 125].

than simple arm swings in Beat Saber [52] and bear a greater risk
of injury or wrong execution. Limitingly, existing design guide-
lines and best practices primarily target physical exercises and
movements for non-VR exergames [96, 106, 107].

Our research fills this knowledge gap by following the feedback
from domain experts to create a full-body VR exergame.We focus on
one particular use case: training people’s vertical jump performance
using a VR exergame. We chose the vertical jump exercise as our
full-body movement because of the following reasons: Jumping is a
fundamental human movement that is not only required for many
sports, such as basketball [37] or volleyball [119], but is also used to
assess general fitness [55], body composition [17], and functional
performance [100]. Vertical jumps are a perfect, yet challenging,
core movement for our research. They also work inside the tracking
areas of current VR headsets. At the same time, vertical jumps are
a highly explosive movement that challenges tracking stability.
Finally, jumps can be improved through many training modalities
and combined with other movements to achieve a diverse exercise
experience.

We focus primarily on improving general fitness and motivation
through training. For this, we conducted a semi-structured inter-
view with experts from different domains (e.g., sports research or
physical therapy). We discuss the potential benefits and challenges
of VR-based jump training identified in our thematic analysis and
provide guidelines for structuring gamified training routines. We
developed a VR exergame to train the vertical jump based on these
insights. In our design process, we closely follow the recommenda-
tions of experts. In particular, our exergame is composed of four
levels of increasing difficulty to prevent injuries and foster the
learning process (see Figure 1).

In the second phase of our work, we investigate how users per-
ceive our exergame prototype and what implications can be drawn
for future designs and research projects. As our first step, we con-
ducted an exploratory study with 25 participants to evaluate how
users perceive this new training experience. The results confirm
that our jump-centered exercises provided a worthy challenge and
led to a positive player experience. Our study also revealed the
technical limitations of current VR systems, and the participants
provided substantial suggestions for improving the training ex-
perience. Subsequently, we condensed these insights into design
implications and lessons learned.

In the design implications, we first discuss potential safety issues.
In our case, frequent jumps on one spot often led to an unnoticed
forward movement—the unintended forward drift—which even-
tually leads to players leaving the intended play area. Hence, we
recommend particular care to avoid dangerous collisions, especially
when non-stationary movements, such as forward jumps, are used.

Next, we examine the design implications arising from technical
limitations of current VR systems. Slipping hardware trackers and
insufficient tracking accuracy challenged the precision of our indi-
vidualized jump feedback. Therefore, we recommend empowering
users towards self-correction (e.g., by visualizing a replay of their
movements) and supporting this process with automated feedback.

Finally, we talk about the design implications based our efforts
to provide a pleasant game experience and increase replayability.
Above all, the participants praised using our exergame JumpExTra
VR for jump training. We discuss lessons learned for enabling a
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natural and fluent movement sequence, such as the suitability of dif-
ferent patterns (e.g., the “walking style”) or incorporating frequent
resting periods. We emphasize the importance of aligning the diffi-
culty with the players’ capabilities and improvements. In particular,
beginners profit from adapting the difficulty automatically.

The main contributions of this research are:
(1) Identifying the benefits and requirements of VR jump train-

ing through semi-structured interviews with domain experts,
(2) Designing and developing a VR exergame prototype for train-

ing the vertical jump: JumpExTra VR,
(3) Conducting an exploratory study to evaluate the feasibility

of our exergame as a training tool, and
(4) Deriving a set of design guidelines and lessons learned for

developing full-body VR exergames.
Our explorative exergame study and the resulting five design

guidelines (unintended forward drift fix, technical constraints con-
sideration, safety concern mitigation, rhythmic elements using
fluent movement patterns, difficulty adaptation to players’ fitness
level) constitute a first step to the creation of safer and more engag-
ing exergame VR training environments. Our findings help players
train effectively and without the risk of injury in small spaces us-
ing immersive technology. We believe this represents one possible
future of technology-augmented sports exercises.

2 RELATEDWORK
Our exergame design builds on two domain knowledge sources:
prior research and expert interviews. Therefore, we introduce VR-
based training, the relevant biomechanical foundations of the verti-
cal jump and provide an overview of the related research on jump
training, jumping in VR, and exergames in general.

2.1 VR Training
Using immersive experiences for training offers unique benefits and
allows users to assess and improve their individual performance
effectively [23, 131]. Especially when physical training at the target
location is difficult or dangerous, like for pilots [57] or firefight-
ers [122], VR applications can provide an accessible alternative [69].
In recent years, VR-based training has been successfully applied to
many domains, including healthcare [95], medicine [3], and naviga-
tion [99]. In sports, VR has been used in research projects to analyze
athletic performances [11, 34] and understand motor and percep-
tual skills [29, 35, 44, 143]. Furthermore, VR works well for training
movement patterns, like golf swings [73] or dance moves [42],
and improving hand-eye coordination (e.g., for table tennis [103],
darts [127], or juggling [84]). Similarly, VR training can also support
rehabilitation for stroke or cerebral palsy patients [31, 77, 105].

Besides boosting motivation, virtual experiences also have ben-
efits for sports training. VR improves observational learning by
displaying correct action patterns immersively compared to tradi-
tional computer applications [126]. Especially for sports, stereo-
scopic information is essential to trigger the correct motor re-
sponses [89, 141]. Additionally, mobile headsets also provide an
easy way of monitoring the own performance [110]. For availability,
VR applications can—to some degree—eliminate the need for spe-
cialized sporting equipment, dedicated training environments, or

workout partners [103]. Adaptive training routines [41] and person-
alized feedback increase the individual gain and can complement
professional trainers [76]. Despite these benefits, the effectiveness
of VR applications for sports training remains an open research
field. While studies have shown a positive impact on the execution
of a particular exercise, the transferability to actual activities is not
guaranteed [7, 85]. VR training can improve real-world skills for
some use cases [13, 25, 102], but others cannot profit in the same
way [79] and might even suffer from reduced performance [128].

2.2 Jumping
Jumping is a fundamental motor skill humans learn at an early age
and improve upon throughout their lives. While most people do not
jump regularly in their day-to-day lives, jumping is used in sports,
fitness, and rehabilitation. In particular, jumps are a good indicator
of a person’s general fitness level [55], functional performance [100],
and muscle composition [17]. Apart from being required for typical
jumping-intensive sports, such as basketball [37],jumps are used in
rehabilitation to measure changes in pathology [58, 59] and predict
the individual risk for injuries [27]. Aside from the positive effects
on athletic performance [22, 118], jump training can also benefit
daily activities and occupational tasks [9, 80].

2.2.1 Composition and Execution of the Vertical Jump. Jumping is
a “complex polyarticular dynamic movement requiring intermus-
cular coordination” [116] with typical execution times of less than
4 seconds [132]. The literature differentiates between various types
of jumps [14], including squat jumps, drop jumps [66], or counter-
movement jumps. In the scope of this paper, we focus on the last
type. It is typically initiated from an upright standing position [21],
followed by a brief downward phase before the upward impulse
is generated by extending the body explosively and swinging the
arms in a forward-upward arc [62].

Jumping can exert high loads on the lower body’s joints and
tissues, increasing the risk of injury (e.g., ruptures of the anterior
cruciate ligaments (ACL) [117] caused by hard or incorrect landings
that lead to high vertical ground reaction forces (vGRF) [60]). Proper
instructions can help athletes reduce the vGRF immediately [101,
120]. Other risk factors, such as the athletes’ joint stiffness [39] and
maturity [86], cannot be eliminated as easily with proper form.

2.2.2 Jump Tests. Measuring a person’s jump height is not a trivial
task. Professional athletes and researchers often rely on motion-
capturing systems [8, 10, 87] or dedicated vertical jump tests [78].
One of the oldest techniques is to jump next to a wall and mark
the highest reachable points while standing and jumping. Then,
one can calculate the effective jump height from the difference
between both points [68]. Whereas this jump and reach test follows
a simple principle, it also splits the athlete’s attention and limits arm
movement, which easily reduces performance. Another approach
is to jump on force platforms and calculate the jump height from
the athlete’s airtime [17]. However, athletes can easily distort the
result by flexing their legs to delay ground contact [78]. Instead,
the most precise results are achieved by measuring the vertical
displacement of the athlete’s center of mass [132]. Consequently,
our VR application can easily and comfortably measure the precise
jump height by using a hardware tracker attached to the user’s hip.
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2.2.3 Jump Training. Critical for improving jump height is increas-
ing an athlete’s take-off velocity. Training usually concentrates
on improving the extensor muscles’ forces and contraction veloc-
ity [82] because the maximal dynamic force of the lower extremities
and the rate of force development (RFD) directly correspond to the
final jump height [12, 135]. A well-timed arm swing [24], good
neuromuscular control to initiate joint extension with minimal de-
lay [65], and a countermovement with the optimal squat depth [53]
have all been shown to improve jump height significantly.

Various training modalities have been found useful in achieving
lasting training results. Firstly, plyometric exercises [2], such as
drop jumps or alternate-leg bounding [48], improve the muscles’
stretch-shortening cycle (SSC) and are primarily beneficial activities
that involve rapid concentric contractions and high-intensity ec-
centric contractions [94]. The positive effect on jump performance
has been extensively researched [14, 91] and varies between 5%
and 35% depending on the athletes’ proficiency [116]. Alternatively,
athletes may conduct weight training [136] with heavy loads to
increase the maximal dynamic strength [50] or light loads for ex-
plosive movements [92]. For jump training, the best results were
reported using light loads and high speeds and range from 2% to
25% [116]. Some muscles, such as the hip joint extensors, are used
only maximally in maximal jumps.Performance should be trained
using maximal jumps to achieve the best training results [87].

2.3 Jumping in VR and Exergames
Jumping in virtual and mixed reality has also been the subject of
other research projects. Prior literature has approached jumping in
the context of locomotion [56, 90, 137], exergames [45, 67, 70, 88] or
training [32]. Wolf et al. [137] presented an augmented locomotion
technique where users performed physical vertical jumps, which
translated into hyper-realistic forward jumps in VR. Their findings
indicated that hyper-realistic jumps can enhance some factors of
user experience (e.g., immersion). A recent work [32] presented a
prototype of a VR jump training where players jumped and received
feedback on their performance.

VR exergames are one of the most popular types of games in the
VR gaming community (e.g., Beat Saber [52]) and have been shown
to elicit a higher level of motivation compared to their non-VR head-
set exergame counterparts [15]. Despite the potential drawbacks
associated with the use of VR exergames (e.g., cybersickness [125]),
we see these games as an opportunity because they offer fun, phys-
ical activity, and accessibility to training regardless of location or
health condition [72, 81]. Although prior research also covered ex-
ergames featuring full-body training [67, 70, 98] and investigated
full-body movement recognition [26], many papers focus specifi-
cally on upper-body exercises [16, 71, 72]. Whereas this focus may
be even preferable in some cases (e.g., due to safety [72]), full-body
training could benefit more muscle structures, and has not been
widely explored yet [98].

Many papers explored the design space for exergames and pro-
vided implications for designers, developers, and researchers [96,
106, 107]. However, to our knowledge, these design guidelines have
not been specifically focused on VR exergames. Márquez Segura
et al. [96] considered technological, social, and physical factors in
designing “body games”. In their approach, they primarily focus on

understanding the social and physical factors around a game and
accordingly support the users with the technology. Furthermore,
Mueller and Isbister [106] provided ten comprehensive guidelines
for movement-based games, such as (i) using tracking inaccura-
cies, (ii) rhythmic elements, and (iii) utilizing risk reasonably as
elements in movement-based gameplay. Similarly, Mueller et al.
[107] presented five design recommendations for exertion games,
or exergames: (i) providing an easy start, (ii) presenting short-term
achievable goals for long-term motivation, (iii) considering individ-
ual skill levels of players, (iv) giving feedback on the performance,
and (v) employing social play to promote motivation.Whereas these
guidelines are helpful for movement-based games in general, full-
body VR exergames may present additional advantages (e.g., higher
motivation in VR exergames [15]) or challenges (e.g., wearing a
headset) that require attention.

Several researchers have used jumping in their games. Finkel-
stein et al. [45] designed an CAVE-based exergame,AstroJumper, for
children with autism. In the game, the players performed jumping
movements to avoid objects, and the initial findings with neuro-
typical players indicated positive experiences. Kajastila et al. [70]
examined the impact of three conditions on players’ learning tram-
poline skills. The authors showed that the players were more en-
gaged in the gaming conditions (a trampoline-based mixed reality
game with and without exaggerated jumps) compared to the self-
training condition, but their performance improved regardless of
the conditions. Similarly, another study [88] designed and tested
a multiplayer mixed reality trampoline game in a field study. The
results indicated positive player experiences (e.g., autonomy and
physical activity enjoyment). Many jump-based exergames have
focused on player experience rather than providing a structured
physical training for jumping using VR exergames. This paper ex-
tends the previous work [32] by designing and testing a detailed
jump training VR exergame, JumpExTra VR, and involving the
domain experts in the process.

3 THEMATIC ANALYSIS OF EXPERT
INTERVIEWS

Unlike the prior literature, our research was not only on profes-
sional athletes and their sports performance training but we focus
on the motivation of players to exercise. We gathered information
from experts in the sports andmedical field through semi-structured
interviews to design and implement JumpExTra VR (see Figure 2).
After internal discussion, the first authors created the interview
questions and selected areas of expertise for interviewees, such as
sports physicians and trainers. Based on these decisions, they se-
lected several experts and invited them to this study via email. Nine
experts from different domains (i.e., sports research, physiotherapy,
and training) were recruited for the interviews. Given the variety
of domains, the first authors roughly followed the initial interview
guidelines (listed in the supplemental materials), but occasionally
deviated from these questions to account for the experts’ specialties.
The interviews were conducted using a video conference tool in
German and took 42.4 minutes on average.

To prepare the interview data for analysis, we used the Dove-
tail [40] software for transcription. One of the first authors checked
these transcriptions to correct and cut unnecessary details. Then,
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Figure 2: The design process followed in this research project: We reviewed the literature, conducted semi-structured interviews
with multiple experts, analyzed the requirements of our VR jump training application, designed and implemented the VR
exergame, and conducted a user study to test JumpExTra VR.

these texts were translated into English using DeepL Pro [38] and
then checked again for any errors. To analyze the interview data,
we used characteristics of both reflexive and codebook approaches
of thematic analysis [18, 19]. Before the analysis, the first authors
identified deductive categories related to the research questions:
execution, importance of jumping, safety in jumping, and jump train-
ing. Then, these two authors independently and inductively coded
the interview in groups, using descriptive codes (e.g., “correct exe-
cution of a counter-movement jump with arms”, “landing is a major
source for injuries”, and “few short term improvements”) under
these categories. The groups consisted of two interviews in each
and three interviews in the last one. After each group, the first
authors met to discuss discrepancies between their coding and each
author’s understanding of the data. This process led to the creation,
refinement, combination or exclusion of codes. Following the last
group of interviews, the first two authors developed initial themes
by creating a affinity map from those codes. Finally, they discussed
and reshaped the affinity map and these themes in several meetings,
which led to the formation of the following four themes.

3.1 Theme 1: Jumps are mainly used in sports
and have numerous benefits for general
health.

Both in everyday life and sports activities, we jump. However, the
actual form depends on the particular context, as “[...] we don’t
jump that often when we go shopping in the supermarket, we proba-
bly walk more. But of course you also have situations in which you
might jump down in everyday life”(E3). Instead, jumps are mostly
integrated into compoundmovements. For example, they might
be combined with forward or side movements to dodge obstacles.
Especially in sports, jumps are mostly incorporated into bigger
movement patterns, such as block jumps in volleyball.

We perform jumps because they have several benefits for general
health. The jump movement activates multiple muscle structures
and allows us to exercise all of them at once. Moreover, it can help
to improve fundamental human skills like coordination. A good
execution requires the jumper to “[...] coordinate the impulse from
the arms with the impulse on the legs [...]”(E2). A physiotherapist
emphasized the importance of jumps for injury prevention and
gave an example of why it can help us: “If I am an untrained person
and I trip over a curb I could twist my ankle. But if I have trained [to
jump] and [thereby] manage to activate my muscles quickly, I might
be able to stabilize my body in time so that this accident doesn’t hap-
pen”(E6). Despite this potential for injury prevention, jump training
rarely finds applications in rehabilitation because health insurance
often covers “only the bare necessities”(E6). By jumping, the risk
of some physical health conditions, such as “osteoporosis”(E2), can

be decreased. Interestingly, jumping, in fact, might be a helpful
tool to trigger the regrowth of bones for older adults with reduced
bone density. However, it might also be dangerous as “maybe they
don’t have the stability yet to catch themselves and break away”(E5).
Therefore, most experts indicated that jump training is generally
not favorable for older adults. In particular, one expert pointed out
that alternatives should be considered to reach similar benefits: “Do
jumps then make much sense or don’t you achieve that rather, for
example, with more strength training equipment?”(E2).

In general, we mainly use jumps for testing, training, and in
sports games. First, jumps are a good instrument to test people’s
performance, and can lay down a foundation to understand “[...] the
rate of force development, i.e., how quickly can I generate force, which
is well represented by jumps”(E1). However, the primary application
of jumps lies in the actual gameplay. Especially in certain sports
such as basketball and volleyball, jumping can be a decisive part of
the game. For instance, an interviewed basketball trainer noted that
a good jump performance could be a game-changing advantage
for some players: “Jumping power itself is particularly relevant in
basketball because you can compensate for your physical size a bit, if
necessary”(E7). Finally, using jumps in training, e.g., for volleyball,
can be beneficial to improve the fatigue capacity: “Someone who
practices a lot and is well trained in jumping can hold the jump height
much longer with a lot of jumps before it gets less”(E1).

3.2 Theme 2: Jump training combines reactive
and strength exercises. Incorrect executions
of maximal jumps leads to injuries.

Domain experts frequently gave the obvious answer to how to
best train for better jumps: “by jumping”(E1). However, apart from
this conspicious statement, it is essential to frame individual exer-
cise goals: increasing the jump power requires different training
concepts from working on the jump technique.

Jump power is mainly determined by the muscles’ rate of force
development. Hence, it can be improved through various training
modalities. In particular, explosive movements and speed-based
exercises are especially effective. An interviewed basketball trainer
described a typical reactive training they regularly performs: “We
put several [boxes] in a row behind each other and did bounce train-
ing there with our legs closed. Always both feet on a box and then
further, up, down, up, down and so moved through the hall”(E7). Ad-
ditionally, exercises that target the muscles’ lift capabilities, e.g.,
traditional strength training, also improve the overall jump height.
Also, the experts recommended combining jump training with
other physical exercises and including “different variations”(E2)
as jumps are usually not performed in isolation. Unfortunately,
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short-term improvements are not to be expected as changes in mus-
cle mass and composition typically take many weeks: “It usually
takes 4 to 8 weeks minimum, until you can really prove something
muscular or microscopically”(E5).

Even though small hops are generally unproblematic, most ex-
perts agreed that the maximal vertical jump is a highly complex and
error-prone movement. Thus, the foremost goal of maximal jump
training should be correct execution. Given the variety of used
jump techniques, we explicitly asked the experts about the correct
execution of a countermovement jump with an arm swing. This
movement is typically executed by starting in an upright shoulder-
wide stance. After a quick downwardmovement, the athlete extends
their body explosively. The arms swing in an upward arc and are
stopped roughly at chest height before the feet lose contact with
the ground: “If I want to jump to the maximum, I actually have to
slow the arms down at shoulder height and at the right moment”(E2).
Despite this general routine, the individual body shape and the
sports context can lead to differences in the execution, e.g., athletes
cannot reach lower squat depths if the gluteal muscles are too weak.

Most experts deemed landing after a jump the major source
of injuries. A particular pain point is the knee movement. The
knees should always remain in one line between the ankle and the
hip. However, high-impact forces can cause the knees to collapse
medially. This knock-knee position is perilous and puts extreme
pressure on the knee and the surrounding ligaments. Apart from
a weakly developed musculature, gender differences contribute to
this condition as females are generally more prone to having knock-
knees: “There are also anatomical reasons, it’s a little bit due to the hip
position of women”(E2). Lastly, preinjuries can increase the risk of
further accidents while jumping. Apart from an incorrect landing,
the experts mainly attributed the exercise environment as an
important injury factor and suggested using a mat as a protective
measure. In contrast to the muscular changes, improvements in
jump execution are quickly achievable but hard to quantify. One
expert proposed measuring the knee deviation during landing as a
possible improvement.

3.3 Theme 3: Jump training should increase
gradually and account for individual
differences, goals, and improvements.

In contrast to general physical activity, training is always goal-
oriented and consists of exercises that exert a sufficient stimulus
to trigger progression, such as muscle growth. However, our inter-
viewed experts underlined the importance of carefully weighing
training intensity, repetition count, and recovery time to maximize
improvements and avoid injuries. Special attention should be placed
on beginners who are not regularly exercising. For instance, “if they
are not used to it, [their knees and ankles] are very susceptible to
evasive movements”(E5).

As the risk of injury depends primarily on the range of motion,
training should start with simple exercises, such as mini hops,
before gradually increasing the difficulty. Doing so also has another
advantage: many experts agreed that small jumps are generally safe
and do not require a prior warmup. In contrast, intensive or longer
training sessions should be preceded with warmup movements,
such as small hops, to prevent muscle strains. One expert whose

research focuses on people with special needs proposed to even
start with simple steps to make the application accessible for users
with coordination and balance problems: “So before it’s even about
doing a jump. To first step over an obstacle, sometimes with the right,
sometimes with the left, in order to promote balance”(E9).

Apart from adapting the training difficulty according to the
users’ abilities and fitness level, experts also emphasized the im-
portance of providing proper feedback. Guiding the users and
building competence is vital for sustainable training results. One
interviewed sports didact reported the benefits of recording the
users’ movements “so that [they] can see their own jump to create a
movement image of themselves”(E3). Combining this intrinsic learn-
ing with extrinsic feedback is particularly useful for continuous
improvements. Additionally, the experts recommended focusing
primarily on repetitive situations that permit users to incorporate
their insights in the subsequent execution.

3.4 Theme 4: VR jump training can provide
real-time feedback and boost motivation.
Yet, safety might be an issue with VR.

In general, all experts saw potential benefits and challenges in
using VR for jump training. Firstly, a major advantage of VR and
AR is the ability to provide directly applicable real-time feedback.
Also, whereas some experts recommended using mirrors or video
recordings to show the users their movements, many people do not
like seeing themselves. In this case, seeing a replay of their own
jump might be even counterproductive: “Of course, it’s not helpful
at all to then replay a video of the own moves that aren’t working
out”(E3). VR can help avoid such potential alienizing effects by
introducing an additional abstraction layer. For example, users
could see a generic avatar performing a replay of their jump.

Furthermore, VR exergames could benefit mental well-being by
improving mood, reducing stress, and increasing the users’moti-
vation to train. In particular, one expert suggested that gamified
exercising might provide similar strong incentives like peer support
and outperform wearables, as “just a fitness tracker [...] can only
change something, if so, in the very short term”(E4). However, as we
have seen with popular augmented reality (AR) exergames, such as
Pokemon Go [112], the users’ interest can decrease over time.

Finally, the experts raised concerns regarding the safety of VR-
based jump training. For instance, a mismatch between the feedback
from the virtual world and the physical movement likely causes
cybersickness and could even lead to dangerous situations. There-
fore, it is necessary to consider potential issues early in the design
pipeline because “if [...] the risk of falling or somehow feeling unwell
is greater than the benefit I generate, then it’s immediately a prob-
lem”(E1). Lastly, one expert expressed doubts about whether VR
should be used to measure the jump height, as there are likely more
affordable and precise approaches.

4 EXERGAME: JUMPEXTRA VR
Based on the insights from our expert interviews, we designed a
VR exergame with the Unity game engine [129] to train the vertical
jump. Our primary focus was on motivating players to exercise in a
gameful way (i.e., using the motivational pull of games). However,
we also wanted to avoid any injuries (i.e., injuries that can be seen
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Figure 3: Our exergame JumpExTra VR features four sequential levels. In the first level, players tap on colored tiles with their
feet. The second level features a hopscotch game. In the third level, players avoid obstacles. In the last level, players train their
maximal vertical jump and receive personalized feedback.

during the gameplay, such as hurting a body part due to falling) or
frustration by aligning the gameplay with the players’ capabilities
and giving feedback to assist them in improving their jump.

The first challenge for implementing a jumping-based exergame
is tracking the entire body’s movements because most VR systems
use only an HMD and tracked controllers. We experimented with
various approaches throughout our design process, such as using a
Kinect 2 for Windows [104]. However, the high latency and inferior
tracking quality when jumping made markerless motion capturing
an undesirable choice for our use case. Instead, we opted for using a
Vive Pro [63] and attaching Vive Trackers [64] to the players’ shins
and waist. Even though tracking players’ feet was our initial first
choice, our pilot tests revealed that placing the trackers on the shins
drastically improves tracking accuracy and comfortability. Together
with the controllers and headset, we used a total of six tracking
points to animate a virtual avatar using inverse kinematics.

4.1 Rhythmic Levels
Many experts emphasized the importance of raising the difficulty
gradually by starting with small hops before attempting higher
jumps. This design not only prepares players for more intensive
sections but can also serve as a warmup. In contrast to maximal
jumps, small hops have a negligible risk of injury. One expert, who

focuses on user groups with special needs, raised the concern that
some players might not be ready for hops at all since the frequency
someone uses jumps mainly depends on their exercise practice.
Instead, the expert proposed starting with steps and balancing
exercises before continuing with hops and larger jumps. As our
goal was to design an engaging experience for everyone regardless
of prior experience, we structured our game into four sequential
levels, starting with tapping before increasing the intensity with
hops, small jumps, and finally, maximal vertical jumps (see Figure 3).

The first three levels are structured similarly and tie the play-
ers’ actions to the beats of a song. Such rhythmic movements are
suggested by the literature [106] and have been used with great suc-
cess in some of the most famous VR games, such as Beat Saber [52]
or Ragnaröck [133]. Whereas all levels in our application feature
a different song, the length is always roughly two minutes with
128 beats per minute. Before starting the action, players receive a
short introduction to every level and must perform each relevant
movement correctly. During the level, a screen in the background
displays the song progression and the players’ performance, mea-
sured in successful hits and a derived score. Also, the game provides
motivational feedback in the resting break between the levels.
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To account for individual differences and fitness levels, we imple-
mented three difficulty levels differing in the number and complex-
ity of necessary movements. Starting at the lowest difficulty, the
game automatically and unnoticeably switches to a higher level if
players achieve a precision of at least 90% or to a lower level if they
miss more than 40% of the last notes. With this design decision, we
want to ensure that the game challenges all players without caus-
ing frustration. In particular, the game should ensure that players
experience a feeling of success by performing at least half of the
movements successfully. Conversely, it should raise the difficulty
if players are not challenged and succeed in most interactions. Ul-
timately, we aimed for an average hit rate between 60% and 90%.
With this adaptive difficulty, we ensured that most players would
achieve a high score boosting their motivation and confidence.

Level 1: Tap to the Beat. In the first level (duration 01:54 min), yellow
and purple tiles approach the players on four adjacent lanes. As
the tiles reach the front line, players must tap on them with the
correct foot — yellow tiles require the left foot, whereas purple
tiles map to the right foot. After tapping, players must retract
their feet as they must not enter the playing field with both feet
simultaneously. In the course of the song, the movement patterns
become more complex and require players to switch feet quickly or
tap crosswise. On the easiest difficulty, the game confronts players
with 110 tiles, as opposed to 135 tiles on the hardest difficulty. This
level is mainly intended as a warmup and trains the players’ lower
body coordination, stability, and reaction time.

Level 2: Hopscotch. The second level (duration 01:56 min) advances
on the first one by incorporating small hops. Similar to the child’s
game hopscotch, players have to hop with their left, right, or both
feet on the correct tile. However, these hops are performed in place
as the approaching tiles reach the players’ position. The tiles move
on five overlapping lanes, of which either one or two light up in
yellow or purple to indicate the correct feet. Players must remain
in the last pose between two hops, e.g., standing on one leg un-
til another tile reaches them. Throughout our design phase, we
learned that longer phases on one leg and fast switches between
two and one leg are highly challenging and often do not fit the mu-
sic. Instead, we mainly used slower two-legged jumping patterns
or faster one-legged “walking-style” patterns. As before, the move-
ment becomes more complex with time and incorporates the outer
lanes more to force players to move from side to side. Depending
on the difficulty level, players must perform between 108 and 129
hops. This second level builds on the already trained balance and
stability. Also, players must time their hop correctly to land on the
tile when it lights up. This feature further trains coordination and
neuromuscular control.

Level 3: Obstacle Course. The last song-based level (duration: 02:08
min) follows a different principle than the first two. This time,
obstacles approach the players at every first beat of a bar. To gain
points, players must avoid touching these impediments with their
bodies. The most common obstacle is a low wall forcing players
to jump at medium height. As our domain experts emphasized
the importance of diversified training and dynamic exercises, we
interleave the jump-over obstacles with lateral walls to both sides
and barriers hanging from the ceiling. These force players to move

sideways and duck down before jumping again. In total, this level
features 65 obstacles, of which 24 are jump hurdles. As personal
size differences could pose an unfair disadvantage due to height
differences, we scale the lower and upper walls according to the
players’ height during calibration. Also, the three difficulty levels
affect only the obstacle size, not their frequency. Consequently,
players must jump higher with increasing difficulty. This third level
mainly focuses on muscle strength and endurance while preparing
the players for the last level featuring maximal vertical jumps.

4.2 Maximal Vertical Jumps
After training the prerequisites for a good jump — general fitness,
balance, and coordination — our last level focuses on teaching
players a proper jump technique. In the beginning, players see an
exemplary jump execution as part of a short introduction to the
level. Next, players have to perform maximal vertical jumps and
receive personalized feedback on their performance based on the
four criteria below. The game continuously records the players’
movements. After detecting a jump, this data is analyzed with
regards to four criteria of a safe and efficient jump that the domain
experts mentioned:

(1) jump and land with both feet simultaneously
(2) land softly (forefeet touch the ground first) and absorb the

impact with the entire body
(3) especially while landing, keep the knees in one line between

feet and hips and do not cave them inward
(4) swing arms synchronously in a forward-upward arc until

about chest height
Analyzing most of these criteria, such as arm and leg synchronic-

ity, is easily achieved by comparing positional differences to pre-
calibrated thresholds. However, determining the players’ landing
style is more challenging since we do not track players’ feet directly.
Since the landing happens in only a split second, it is too fast for
the precise infrared sync of the tracking system. Instead, the Vive
trackers have to rely on their less-precise accelerometer. We use
this tracking limits of the Vive system to our advantage; if players
land hard without catching their impact through feet and legs, the
measured position of the shin trackers descends for a brief time
well below floor level. This vertical displacement directly correlates
with the landing impact - a softer landing leads to less displace-
ment and vice versa. So, our algorithm can use this tracking error
as an indicator of the players’ landing quality. Furthermore, we
implemented offset values until a violation of the above factors is
considered insignificant to account for tracking imprecisions. After
performing a jump, players see their performance in the four cate-
gories on one screen and receive a personalized message on another.
This message summarizes their improvement from the previous
jump, their worst-performing criterion in this jump, and practical
instructions on how to improve on it in the next turn. Additionally,
we visualize the last jump as a looping replay in front of the play-
ers, which allows them to study their movements. Multiple experts
deemed combining extrinsic instructions with the opportunity for
intrinsic feedback through jump visualizations highly valuable.

Apart from providing personalized instructions, we also calculate
a jump score from the technical criteria and the effective jump
height to reflect the performance. Together with the jump height,
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this value is listed on a highscore board, informing players of their
improvements from jump to jump. In total, players perform five
consecutive jumps and try to incorporate the feedback from the
previous execution. After the last jump, the game ends.

5 EVALUATION
After designing our exergame JumpExTra VR, we conducted an
exploratory user study to explore how users perceive our novel
training experience. Our primary research goal for our study was to
confirm that our prototype provides an enjoyable user experience
without causing unwellness or endangering players. Since play-
ers constantly remain in one spot through the experience, we are
confident that the application is not likely to induce cybersickness.
Additionally, we are interested in how the game’s usability, appeal,
and feedback contribute to the players’ overall game experience.

Apart from these perceptional factors, we want to explore our
exergame’s motivational and physical effects on the players. Firstly,
following our experts’ feedback, we assume it improves the players’
mood. Also, we hope that the players find the game’s physical
exercises challenging without frustrating or overly tiring them.
Consequently, we are interested in how players perform in the
various levels and where they see the future potential of such an
exergame-based jump training. Considering these motivations for
our exploratory study, we employed various methods, including pre-
and post-questionnaires, game performance data, and qualitative
feedback, to answer our research questions:
• RQ1: How does our exergame affect cybersickness symptoms of
players?

• RQ2: How does our exergame affect the players’ mood?
• RQ3: How do players evaluate the player experience of our ex-
ergame and its usability as a training tool?

• RQ4: How do players perceive the physical activity and perform
in our exergame?

5.1 Pre-Post Questionnaires
These questionnaires were administered before and after the game-
play. To answer RQ1, we administered the simulator sickness ques-
tionnaire (SSQ) [74] in German [61]. It measures three sub-categories,
i.e., nausea, oculomotor disturbance, and disorientation, through
16 items on a 4-point scale. For RQ2, we assessed the players’ mood
with the energetic and valence sub-categories of the German ver-
sion of the Multidimensional Mood Questionnaire (MMQ) [134],
consisting of four bipolar items on a 7-point Likert Scale (ranging
from 0 to 6).

5.2 Post-Questionnaires
To measure the general game experience to answer RQ3, we used
multiple sub-categories of the German version of the Player Expe-
rience Inventory [1, 54]: mastery, immersion, progress feedback,
audiovisual appeal, challenge, ease of control, clarity of goals, and
enjoyment (7-point Likert scale, ranging from -3 to 3). Additionally,
we used the physical activity enjoyment scale (PACES-8) [109] for
RQ4, which includes eight bipolar items on a 7-point Likert scale
(ranging from 1 to 7). The German item translation of PACES-8 was
provided by one of the researchers, who used this scale in another
research project.

5.3 Game Performance Measures
As we were interested in how players perform in our exergame
to answer RQ4, we logged the necessary performance data for all
participants. For each of the three rhythmic levels, we recorded the
dynamic difficulty development and the hit ratio, i.e., how many
steps, hops, and jumps over obstacles were successfully performed.
Additionally, we collected the jump height and the performance in
the four jump criteria for each jump in the final level.

5.4 Qualitative Feedback
We gathered qualitative feedback from the players through open-
ended questions to understand their experience with JumpExTra VR.
In these questions, we particularly focused on four topics: risks and
benefits, safety and usability, long-term participation, and improve-
ments. We used the following open-ended questions to capture the
perspectives of the players on these aspects:

• “In your opinion, what are the risks and benefits of this VR game
for you? Why?”

• “Have you encountered any issues that affected your safety and
usability during the VR gameplay? Why?”

• “If you could continue to use this VR game, how do you think that
this would affect your long-term participation in jump training?
Why?”2

• “Considering the VR game you played, what aspects would you like
to change, and what aspects would you like to keep as they are?
Why?”

6 RESULTS
Twenty five participants (15 female, 10 male, M=24, SD=6.01 years)
were recruited for our study. Twenty of them had prior VR ex-
perience. However, only two reported using VR frequently (1-2
times per month). Of the rest, twelve participants rarely used VR
devices (1-2 times per year), and the remaining had only one to two
prior sessions. Asked for their exercising habits, only two partici-
pants stated not to be exercising. Among the rest, ten participants
exercised one or two times per month at most. Eleven reported
exercising at least once per week, and two trained daily. Addition-
ally, the participants generally rated physical exercise enjoyment
slightly positive (M=1.24, SD=1.45, range -3 to 3).

After learning about our research objectives and signing in-
formed consent, participants completed the first part of the question-
naire, assessing demographics, pre-SSQ, and mood. Upon comple-
tion, we introduced the participants to the Vive Pro VR headset [63]
and assisted them in attaching the Vive Trackers [64] to their shins
and waist. After starting the game, the participants received an
introduction to the controls and calibrated their avatar before play-
ing the four levels. After the playthrough, they completed the post
experience questionnaires and answered the open-ended questions.
The duration of the study was 35 minutes on average.

2This question is aimed at understanding participants’ attitudes toward using this
exergame in the long term, but we note that this cannot be taken as evidence that
people would actually continue playing this game.
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Table 1: The table shows the descriptive and the results of statistical tests of pre-post SSQ and MMQ (* indicates significance).

Questionnaires Pre-Que. Post-Que. Statistical 𝑃 Effect Confidence
Mean SD Mean SD Test Value Size Interval (.95)

SSQ Total 15.41 13.41 21.09 14.76 t(24)=-1.71 0.100 d = -0.34 [-12.533, 1.163]
SSQ-nau. 15.26 11.02 33.58 17.44 V=4.5 <0.001* r = -0.55 [-28.620, -14.310]

SSQ-ocu. dis. 15.77 16.80 11.82 14.19 V=72.5 0.220 r = -0.17 [-7.580, 22.740]
SSQ-dis. 6.12 12.76 7.80 13.38 V=11 0.170 r = -0.19 [-13.920, 13.920]
MMQ-ene. 3.6 1.35 4.1 1.61 t(24)=-1.50 0.146 d = -0.30 [-1.187, 0.187]
MMQ-val. 4.6 1.24 4.2 1.55 V=112 0.092 r = -0.24 [-0.000, 1.250]

Table 2: The table shows the descriptive values of the PXI and PACES-8 questionnaires: The player experience and physical
activity enjoyment of players were generally high.

PXI-enj. PXI-mas. PXI-imm. PXI-pro. fee. PXI-aud. app. PXI-cha. PXI-eas. PXI-cla. Paces-8
Mean SD Mean SD Mean SD Mean SD Mean SD Mean SD Mean SD Mean SD Mean SD

1.95 0.79 0.93 1.19 2.03 0.75 1.6 0.88 1.33 0.98 1.71 0.80 1.99 0.84 2.2 0.93 5.44 0.91
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Figure 4: Although the participants’ Total SSQ ratings were
not significantly different between pre- and post-time points,
post-SSQ-Nausea scores were significantly higher compared
to the pre-SSQ-Nausea scores.

6.1 Pre-Post Questionnaires
We conducted Shapiro-Wilk tests to check the normality assump-
tion of the data. When the data was normally distributed, we used
paired t-tests and reported the effect size with Cohen’s d. In the case
of non-normally distributed data, we used Wilcoxon-signed rank
tests and reported r, Pearson’s correlation coefficient, as the effect
size measure. We followed Cohen [33]’s recommendations to in-
tepret these effect sizes. Table 1 lists the results of statistical tests as
well as descriptives of each questionnaire and their sub-categories.

A wilcoxon-signed rank test indicated that participant’s post-
nausea scores were significantly higher than pre-scores, V=4.5,
p<0.001, Figure 4b. However, Total SSQ scores and the other sub-
categories of SSQ did not indicate significant differences between
pre- and post-values.

Due to the nature of exercise, people tend to sweat. Whereas
sweating can be a symptom of cybersickness, in our case, it is more
likely an effect of the physical effort during training [6]. Therefore,

we also performed the SSQ analysis while excluding the sweating
item. Since this item is considered only in the calculation of Total
SSQ and SSQ-Nausea categories, we report only their analysis. Total
SSQ scores were not significantly different between pre- (M=12.42,
SD=13.30) and post-time points (M=12.42, SD=13.73), t(24)=0, p=1,
𝑑=0. Similarly, the players’ nausea ratings did not significantly differ
between pre- (M=7.63, SD=9.54) and post-measurements (M=11.45,
SD=13.49), t(24)=-1.29, p=0.211, 𝑑=-0.26.

Neither the energetic nor the valence sub-scale of the MMQ
showed significant differences between before and after scores of
playing the game.

6.2 Post-Questionnaires
We report the descriptive values of the questionnaires administered
as only post-game measures in Table 2. The findings indicate that
all measures were rated with a positive tendency. Whereas most
constructs highlight a highly positive experience, the PXI-mastery
sub-category indicates that the players did not feel a particularly
high mastery in the game.

6.3 Game Performance
For the first three levels, we logged the participants’ hit ratio as the
main performance measure. By adding the dynamic difficulty adap-
tion in our game design process, we aimed for an overall success
rate between 60% and 90%. This goal was achieved for all three levels
Tap to the Beat (M=78.4%, SD=15.8), Hopscotch (M=69.6%, SD=15.4),
and Obstacle Course (M=85.1%, SD=8.6). On average, participants
spent 41.77% of the time in the medium difficulty (SD=23.63), fol-
lowed by the hardest difficulty (M=35.33%, SD=25.11) and the easiest
difficulty (M=22.88%, SD=19.33).

The participants mainly did not improve their jump height in
the final level over the five jumps. The average height remained
roughly the same from 38.28cm (SD=9.12) in the first round to
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37.66cm (SD=9.10) in the last execution. However, participants im-
proved their technique score slightly over the five jumps, starting
from an average rating of 71.45% (SD=17.18) and ending at 75.45%
(SD=15.30).

Lastly, we also logged how often the game provided feedback
to the players. Although this data is purely descriptive, it gives
a good impression of how our system responded to the players’
movements. Generally, the game advised participants for 62% of
the jumps to pay attention to the correct knee movement during
the landing. This criterion was followed by a too-hard landing, an
issue in 26% of the cases. Lastly, the arm swing was too high for 20%
of the jumps and not fully parallel for 8% of the jumps. In contrast,
asynchronous feet movements during the lift-off and landing were
not an issue.

6.4 Qualitative Feedback
We collected qualitative data in the form of open-ended questions.
Before the analysis, the data was translated into English using
DeepL Pro [38] and was checked by one of the first authors for
inaccurries. After this, we used Dovetail tool to code the data [40].

One of the first authors analyzed this data using a reflexive the-
matic analysis approach [18, 19]. Before the analysis, the author
decided on four deductive categories: risks and benefits, safety and
usability, participation, and improvements. The author coded the in-
terview data using inductive codes (e.g., “injury risk”, “accessibility
of exercise opportunities”, “standing zone should be improved”) un-
der these categories. Following this step, they performed an affinity
mapping activity and based on this, they created following themes.

Theme 1: The main advantages of JumpExTra VR are acces-
sibility and enjoyment, however, participants also reported
injury concerns. The participants mainly attributed the advan-
tages of this game to two factors. The first factor is the accessibility
of physical exercise opportunities: “[...] you don‘t need to go to the
gym since you can easily exercise at home”(P4). Secondly, they em-
phasized the enjoyment aspect of JumpExTra VR: “More fun while
exercising”(P9). Interestingly, one participant reported both the
pros and cons of immersion in this game: “Forgetting the real world
is a disadvantage and being completely immersed in the world is an
advantage”(P6). Another player highlighted the positive side of this
game by comparing it to another commercial alternative: “More
movement for players than in other VR games like Beat Saber”(P16).

JumpExTra VR was found to be associated with some draw-
backs. Some players reported the possibility of losing physical-
world awareness while playing this game: “A disadvantage would
be that you might get too "infatuated" with the virtual world and ne-
glect real life”(P4). Additionally, many participants were concerned
about the potential injury risks. These were attributed to various
causes, but mostly to falling: “I found it risky to fall down”(P14).
The risk of physical collisions were also pointed out: “You might
bump into objects in the real environment”(P8). Referring to the
technical feedback in the last level, one participant stressed the
need for similar training instructions for the more gameful levels,
too, “because, if [they] do the tasks wrong, injuries could follow”(P3).
Keeping the balance was mentioned as an issue for a few: “It’s kinda
hard to keep balance sometimes, the risk is that you can fall on the
ground”(P7).

Theme 2: Overall JumpExTra VR did not cause serious safety
and usability issues. Yet, there were some instances reported
by players. Even though participants had no severe issues regard-
ing safety and usability, a few had difficulties understanding where
they were physically located: “I couldn’t remember where I was in the
room”(P2). Some echoed the safety issues related to having accident,
falling down, and losing balance. The difficulty of staying in the
standing zone of JumpExTra VR was also noted: “I had trouble stay-
ing within the designated play area. I got too far ahead in places, and
so I couldn’t get the triggers to work properly on the first play”(P5).
Notably, the players reported on some usability problems due to
the technical VR setup: first, “Problems with sharp vision, which
strained the eyes a lot”(P23). Second, “Tracking did not work per-
fectly”(P16). Third, “The cable on [their] back was disturbing”(P8).
Nevertheless, only one participant encountered issues with the
leg trackers not staying in position, and another participant had
experienced usability problem due to color blindness.

Theme 3: For most players, JumpExTra VR would positively
impact participation in jump training. Most participants agreed
that the chance of using JumpExTra VR would positively affect their
long-term participation in jump training. Some commented that
“it would be good for [their] fitness”(P6). According to one player,
especially over time, one would get better at performing jumps
and at the evaluated aspects, which “increases the average jumping
power and also reduces the risk of injury”(P3). The feedback feature
of the game was particularly appreciated by some participants and
mentioned as a reason for long-term use: “My jump will probably
improve through feedback”(P10). For a few participants, the moti-
vating or fun nature of JumpExTra VR played a role: “The design
and the atmosphere is very pleasant. It would motivate me”(P19). In
particular, one player emphasized the advantage of using games for
physical exercises: “[...] during the games you don’t really notice how
you practice your jumps and therefore it is not so monotonous”(P24).

However, some participants would not continue using JumpEx-
Tra VR. For a few, this was due to safety and comfort issues that
can occur when jumping in VR: “I didn’t feel safe enough to jump
with full power. The headset wobbled too much for that and I was
afraid of not landing properly or damaging the headset.”(P5). Track-
ing imprecision was also pointed out as a reason: “I also found the
jump training segment to be too inaccurate from a tracking stand-
point”(P25). Additionally, there were other reasons reported by the
players, such as a general dislike for VR games, loss of interest after
a while, or difficulties in maintaining habits.

Theme 4: Players suggest improvements for JumpExTra VR
about the game world, feedback, standing zone, and varition
of game levels. Overall, we received a lot of feedback for our
game design. A few participants would even “change nothing”(P13).
Others emphasized the parts they liked the most, like “[...] definitely
keep the music and tutorials”(P6). Still, we received many ideas of
how to improve JumpExTra VR. Some players proposed improve-
ments to the game world, such as “mak[ing] the game environment
more colorful, beautiful, lively”(P8), and “a more accurate virtual
body would be desirable to play better”(P14). A few wished to have
more feedback: “What I would change is the feedback. A sound or
buzzer was missing if the jump or obstacle evasion were successful
or not.”(P20). A part of the players did not like constantly looking
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down in the gameplay and improving the standing zone was rec-
ommended: “I wished for an alert once you are outside the designated
play zone”(P3). More variety was also suggested for jump train-
ing exercises: “Combine the three levels for more variety (tap, jump,
dodge)”(P10).

7 DISCUSSION
The main goal of this research project was to provide playful and
safe VR-based jump exergame. Therefore, we considered both prior
literature and the findings of expert interviews to design JumpEx-
Tra VR. As the final step, we evaluated our prototype in a mixed-
methods user study (𝑁=25). In the following section, we discuss
the findings by focusing on the hypothesis and research questions
and provide design implications that can help researchers and prac-
titioners to expand on full-body exertion experiences.

7.1 RQ1: How does our exergame affect
cybersickness symptoms of players?

Our results show that the players reported higher SSQ-nausea
scores after playing the game. This finding supports previous re-
search [125] showing that VR exergames can cause symptoms of
cybersickness. However, we did not observe increased ratings for
the remaining categories of SSQ: oculomotor disturbance, disori-
entation, and the total score. We suspect the increased sickness
scores were due to the sweating item of SSQ. The effect of physical
training on sweating has been shown in the literature [6]. Our ad-
ditional SSQ analysis, excluding the sweating item, supports this
assumption; the results show no significant effect between pre-
and post-measurements. As suggested by [125], we also emphasize
the potential overlap between cybersickness and physical activ-
ity symptoms. Our results underline that high-intensity full-body
exercises can be safely performed in VR without risking discomfort.

7.2 RQ2: How does our exergame affect the
players’ mood?

Feedback from our domain experts and literature [28] suggests
that the physical activity in our exergame is likely to improve the
players’ mood. To explore this potential effect, we assessed the
players’ energetic arousal and valence. Our results from the MMQ
show that neither of the two subscales revealed any significant
difference. We explain this outcome two-fold. In case of the en-
ergetic arousal subcategory, most players stated being physically
exhausted and sweaty after playing the game. They explicitly attrib-
uted their state to two external reasons: summer heat and headset
fit. Unfortunately, the study coincided with an extreme summer
drought with high temperatures. Also, COVID-19 measures forced
us to use easily cleanable headset foams which accumulated extra
heat. Both factors added to the expected exhaustion and potentially
caused players to feel tired rather than stimulated. Still, as players
generally appreciated the physical challenge, we are confident that
such full-body exergames can benefit the players’ physical and
mental well-being in the long run.

In contrast, the slight decrease in valence scores might be con-
nected to the low scores on the PXI’s mastery dimension, indicating
that participants did not feel particularly good at playing the game.
Due to the time constraints of the study, we could let participants

try the game only once. However, such fast and timed movements
are always hard when attempting them for the first time. Therefore,
we speculate that players would feel more relaxed and capable with
further repetitions. In turn, a feeling of success that was missing in
this first run might also positively impact participants’ valence.

7.3 RQ3: How do players evaluate the player
experience of our exergame and its usability
as a training tool?

JumpExTra VR was implemented based on prior literature and
expert interviews. Therefore, we see the high ratings of PXI as a
result of the detailed design process of our game. Aligning with
previous studies [45, 67, 88], we show that jump-based exergames
can lead to positive player experiences. With this, we extend the
results of these studies into the training realm of jumping in VR.

Overall, the players highly enjoyed playing this game and found
it immersive and appealing. The high PXI progress feedback scores
show that the game provided comprehensive feedback regarding
players’ progress. This finding is further supported with qualita-
tive data as the players appreciated the game’s feedback feature:
“feedback will probably improve my jump”(P10). We believe that the
instructions given before each level (clarity of goals), interactive
tutorials (ease of control), and dynamic difficulty (challenge) are
reflected in the high scores in the respective PXI sub-categories.
However, players criticized the need to look down at their feet
constantly. This pose is uncomfortable and could potentially lead to
postural degradation. Instead, visual and audio feedback informing
players upon a hit or miss could reduce the urge to check on their
own movements.

Even though most players stated they would continue using
JumpExTra VR, we cannot take this feedback as evidence for long-
term retention. Instead, we emphasize the need for longer, fo-
cussed studies. Furthermore, players requested visual improve-
ments, namely a more lively world and a better-matching avatar.
Also, they proposed combining the levels for more variety in game-
play. Especially this last point is vital for the long-term success of
future full-body exergames. To secure retention, developers should
focus on varied gameplay with high replayability. Rhythmic ele-
ments used in our game or famous titles like Beat Saber can be
easily extended by adding new songs and mappings. The repeti-
tive technical jump training in our last level bears a much greater
challenge and will likely suffer from decreasing interest. Hence, it
remains an open research question on how to enhance retention
for advanced training routines as well.

7.4 RQ4: How do players perceive the physical
activity and perform in our exergame?

Overall, all participants performed well in our exergame. In partic-
ular, our results reveal that the individual success rates for all levels
are well within our anticipated window of 60% to 90%. Hence, we
can assume that our dynamic difficulty adaptation worked well in
aligning the exergame’s challenge to the players’ individual abilities.
Within our sample, the participants were also able to increase their
personal technique score in the final level by 5.60 % on average. In
contrast, we did not see any improvements in jump height. These
observations match the domain experts’ feedback that muscular
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changes take multiple weeks, whereas technical improvements are
quickly realizable. However, we note that our results are purely
descriptive. Determining the system’s accuracy would require an
additional evaluation in a professional movement analysis lab. In
terms of perceptual effects, the high values in the challenge sub-
category of the PXI show that the participants were positively
challenged without feeling overly taxed. Additionally, the PACES-8
results highlight that the participants enjoyed the physical activity
in JumpExTra VR. Lastly, we observed improvements in the players’
skills. Initially, many participants had immense difficulties with
coordination, used the wrong foot, or could not follow the song’s
rhythm. As their performance improved throughout the course of
the game, we believe that further sessions would positively influ-
ence players’ body control and neuromuscular coordination.

7.5 Design Implications
Avoid the Unintended Forward Drift (UFD). In our study, the frequent
tapping and jumping on the spot led to small, unnoticed forward
movements that required the players to monitor their position to
prevent leaving the play area. This effect is similar to the unintended
positional drift (UPD) [113] that is observed for walking-in-place
locomotion techniques. In an analogy, we name our observed effect
unintended forward drift (UFD). Unfortunately, we do not see an
easy solution except for integrating awarning and pausing the game
when players leave the designated area (matches with guidelines
of Xu et al. [140]). Forcing players to remain precisely in one spot
would increase the necessary mental effort and potentially spoil the
game experience. An option would be to integrate omnidirectional
gameplay where players jump in all directions and not just forward.
However, such game design is challenging because it adds events
behind the players’ backs.

Consider Technical Constraints. Currently available VR hardware
was not designed for tracking explosive full-body movements. Its
limitations manifest in the need for additional hardware (e.g., Vive
trackers) and the likeliness of tracking errors. Although these tech-
nical limitations limit the practical applicability for today’s com-
mercial games, we are confident that they are resolvable with fu-
ture generations of VR headsets. Instead, we share the lessons we
have learned by using the current state of technology to achieve a
jump-centered exergame. In our pilot tests, we experimented with
different approaches to attaching the trackers to the players’ legs.
In the end, we decided on the shins. Compared to typical shoe
adapters, trackers are more stable, more comfortable to wear, and
easier to attach in this position. However, during the study, we
sometimes noticed that trackers slipped slightly, especially if par-
ticipants wore slick pants. Even if trackers remain in place, Vive
lighthouse tracking is not accurate enough for fast leg movements
despite being one of the most precise VR systems. Consequently,
we noticed considerable jittering during the game. This problem
is not severe in the rhythmic levels and was not noticed. However,
when using the tracking data to display a replay of the vertical
jump, users see this suboptimal tracking quality. Consequently, we
recommend applying a slight low-pass filter to remove artifacts in
cases where players see their own movements, like in our replay.

Besides visual artifacts, the tracking-related inaccuracies also
influence the quality of the jump-technique feedback. Paired with a

variety of body types and postures, these technical constraints can
increase the false-positive rate of mistake detections, such as prob-
lematic knee movement. To avoid wrong corrections manifesting in
the players’ jump technique, automated feedback should be a tool
only to support their own critical reflection on their movements. In
this context, we noticed that players often did not recall what the
optimal jump, shown in the tutorial, looked like and could not draw
proper conclusions for their jump. Hence, we recommend tying
visualizations of the “optimal performance” with the replay and
complementing both with the less-precise automatic feedback. This
combination further improves the players’ critical view of their
performance and may lead to lasting technical improvements.

Account for Safety Concerns in Fully-Body VR Exergames. We ex-
tend the work of Mueller and Isbister [106] by providing safety
implications specifically for full-body VR exergames. As we have
seen with the UFD, performing full-body movements in VR has
safety concerns that must be accounted for early in the game design
pipeline. In particular, one of the main reasons we initially chose
to focus on the vertical jump is its compatibility with normal-sized
tracking areas. Other movements, such as forward jumps, transport
users quickly to the play space’s borders or beyond. This consid-
eration is particularly important for game developers who must
account for the varying consumer play spaces that often do not
have the generous size of a 16𝑚2 VR lab.

Another critical concern is the potential risk when using a cable-
bound VR headset, such as the Vive Pro. In our case, players mostly
did not move enough in the tracking area to encounter cable-related
issues. However, one of the authors was always present to monitor
the participants’ behavior. Of course, this approach is no solution
for commercial applications. Lastly, we noticed that participants
generally had more problems with balance than in real life. Since
accidental tripping in smaller tracking areas could easily lead to
collisions, developers should consider this observation.

Incorporate Rhythmic Elements with Fluent Movement Patterns. Sim-
ilar to other successful exergames like Beat Saber, we aligned the
players’ movements in the first three levels to the beats of a song.
This game design was widely appreciated by the participants who
asked us to “[...] definitely keep the music and tutorials”(P6). How-
ever, it is essential to limit the length of each level, as fast jumping
and hopping exercises are exhausting. In our case, we used only
two-minute songs. Also, we incorporated frequent “resting pas-
sages” featuring fewer and slower interactions to allow players to
regain their breath.

In our game design process, we experimented with various move-
ment patterns and learned which worked well or harmed the game
experience. First, frequent switches between single-leg and double-
leg movements are highly challenging and require excellent coordi-
nation and balance. Also, the rhythm of steps and jumps should be
mostly regular and seldom change. For instance, patterns on every,
every second, or every fourth beat work perfectly fine. However,
repeated transitions between these intervals interrupt the play-
ers’ flow and cause frustration due to missed notes. For single-leg
tapping and hopping, we found that a “walking-like” pattern, i.e.,
switching the feet between every note, works well. A good equiva-
lent for two-legged moves is repeatedly jumping into a narrow and
a wide stance.
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Adapt the Difficulty According to Players’ Fitness Level and Improve-
ments. Similar to prior exergame studies [107, 140], we emphasize
the importance of using a dynamic difficulty adaptation—a key fea-
ture in ensuring a satisfying game experience for all players. Our
game constantly monitors the players’ performance and switches
to another difficulty level on demand. This functionality allows
us to challenge every player regardless of their fitness level and
ability without overtaxing beginners. Our analysis of the game’s
performance measures revealed that the participants spent most of
the time in the medium and hard difficulties. In contrast, the easiest
difficulty was rarely used. Hence, we see potential in better balanc-
ing the difficulty levels and improving the transition parameters.
However, estimating the effective difficulty of a particular song
mapping is not easy. For instance, we explained in the previous
design implication that fewer interactions do not automatically
translate into an easy gameplay. In general, our three difficulty
levels provided an optimal challenge for most players. However,
our logged performance metrics revealed that few players still un-
derperformed with the easiest difficulty, whereas others were not
even challenged by the hardest level. Hence, we recommend adding
more difficulty levels to fit every fitness level.

7.6 Limitations
We used a Vive Pro headset with Vive Trackers in our study. This
decision was mainly motivated by the improved tracking quality
compared to alternatives, such as the Kinect. However, the use
of a cable-bound system also led to usability and safety concerns.
Whereas we are confident that active monitoring during the ex-
ergame prevented any dangerous situations, we accept that par-
ticipants might have felt more insecure or disturbed by the VR
system. Additionally, we only conducted an exploratory user study
to understand how players experience our exergame. Consequently,
we cannot make conclusive statements about the accuracy of the
automated feedback suggestions in the last level. Overall, we also
note that the use of additional hardware limits access to this ex-
ergame, and we hope that future technological advancements will
open up new possibilities for tracking full-body movements in VR.

For the qualitative data in our research, we reflect on our back-
ground and potential research interests that might have impacted
the analyzing process [19, 111]. One of the first authors involved in
the expert interview analysis has a computer science background
and has published on VR, locomotion, and games research before.
The other first author, who conducted both qualitative data anal-
yses, has research experience in VR and exergames for varying
user groups and a background in psychology and cognitive systems.
Hence, they may have introduced bias into the analysis due to their
interests and background. However, we also consider that the com-
bination of these different specialties and perspectives enriches the
data processing step.

8 CONCLUSION
VR exergames can provide a great motivation to pursue a more
active lifestyle and exercise regularly at home. However, most avail-
able games track and focus primarily only hand movements in their
routines, which leaves the lower body, already weakened by all-day

sitting, severely undertrained and untargeted. In this work, we ex-
plored the potential of full-body VR exergames using the example
of vertical jump training. Therefore, we interviewed nine domain
experts and combined their feedback with insights from prior re-
search into our exergame prototype JumpExTra VR. In the first
three levels, the game trains lower body coordination, stability, and
endurance, before providing technical feedback on the execution
of maximal vertical jumps.

Additionally, we conducted an exploratory user study to evalu-
ate how players perceive the training experience with JumpExTra
VR. Our results reveal that the participants appreciated the physi-
cal challenge and enjoyed our jump-centered exergame. Based on
the participants’ feedback, we provided a set of design implica-
tions that can guide future work on full-body VR exergames and
help developers design engaging experiences. In future work, we
want to extend our research by evaluating the long-term effects of
our exergame and compare the training effects of this game with
supervised training.
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Fig. 1. Illustration of the gameplay with continuous cues: A player performs the featured pose on the
approaching in-game wall and receives a visual cue (green lines) indicating that the execution was successful.

Immersive virtual reality (VR) exergames blend playful environments with physical activities. In such games,
providing continuous cues, i.e., real-time indications of how the movements are being performed, can guide
players and improve the execution of movements. However, research about how continuous cues impact player
performance and experience in VR exergames remains sparse. To this end, we conducted a within-participants
study (𝑁=32) with four conditions: (i) no, (ii) audio, (iii) visual, and (iv) audiovisual cueing. The results show
that both unimodal and bimodal cueing improve the player experience without causing cybersickness, while
bimodal cueing improves pose accuracy. We provide three main design implications for VR exergames: (i)
considering the granularity of cues, (ii) exploring different continuous cue designs, and (iii) underlining the
use of continuous cues in other immersive experiences.
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1 Introduction
Physical activity improves well-being and greatly reduces the risk of severe common illnesses
like dementia or cancer [71]. Despite these benefits, a report by the World Health Organization
(WHO) [70] reveals that many people do not meet the recommendations for daily physical activity.
However, sedentary behavior has profound effects on many aspects of our lives: it not only harms
people’s health but also has a significant impact on the economies and health systems of countries.
This report suggests that insufficient physical activity is one of the most urgent problems in our
society. To motivate people to exercise regularly, we need novel measures that provide “affordable,
enjoyable, and inclusive opportunities for all people to be active where they live, work and play” [70].

Exergames incorporate physical effort as a fundamental aspect of gameplay and require players to
play the games by moving [53]. These games are one way to help combat the problem of sedentary
behavior. They offer a fun experience and motivate players to engage in physical activity. VR
exergames, in particular, have unique features to motivate users to exercise [8]: they are immersive
and captivating and typically build on spatial interactions using the VR system’s six degrees of
freedom (DOF) tracking capability [29]. Moreover, VR exergames are among the most played
VR games in the commercial market (e.g., Beat Saber [19], OhShape [40]) and reach diverse user
groups [12, 30, 31, 38]. Since these games aim to not only fulfill users’ need for enjoyment but also
deliver exerting workouts, they should incorporate informative feedback that motivates players to
perform the movements optimally.

Delivering feedback (i.e., a response to one’s actions [48]) is central to every interactive system
used by humans and comes in various forms, serving a multitude of use cases. Our research
focused on a specific form of feedback, which we refer to as cues. While the terms “feedback” and
“cues” are sometimes used interchangeably in research [21, 41] and even referred to as “feedback
cues” [47], we follow the common definitions [55, 58] and understand cues mainly as a type of
feedback that provides players with low-complex and easily digestible information to initiate or
continue to perform a movement. The use of cues for physical well-being is shown as a promising
approach [55, 58]. A major use case of such cues is to guide users on how they need to adapt
their actions. Typically, users receive cues based on their performance during individual tasks,
giving them insights about the action they are performing. In exergames, providing immediate
cues can potentially make players aware of their movement quality and thereby help them improve
their exercise performance and avoid harmful situations. Accordingly, Mueller and Isbister [52]
recommend providing moment-to-moment feedback on the players’ movements but, at the same
time, strongly emphasize the need to avoid giving excessive, overwhelmingly too much feedback.
This highlights that balancing feedback and player experience is crucial but also challenging. To
tackle this issue, Mueller and Isbister [52] suggest designers to allow players to self-reflect on their
movements and learn from the provided feedback independently.
Research explored if and in which form exergames should provide feedback to users [60] (the

authors did not consider visual feedback) and how different biofeedback visualizations benefit
users [35]. Nevertheless, exploration of continuous cues, which we define as real-time indications
of how movements are being performed, is limited. However, we believe continuous cues possess
great potential for VR exergames by providing players with informative feedback. Delivering
this information throughout the exercise in a continuous form (as opposed to a binary success /

Proc. ACM Hum.-Comput. Interact., Vol. 8, No. CHI PLAY, Article 326. Publication date: October 2024.



Move, React, Repeat! The Role of Continuous Cues in Immersive Exergames 326:3

failure experience) allows players to monitor and adapt their performance constantly (meeting
the guidelines of Mueller and Isbister [52]). To our knowledge, there is no research on how to
design these cues, which modality to use, and whether they are perceived as useful or distracting.
Therefore, this paper answers two essential questions in VR exergame research:

RQ1: How does having continuous cues affect player experience and performance in VR ex-
ergames?

RQ2: How do different continuous cue modalities affect player experience and performance in
VR exergames?

By answering these questions, we aim to understand how to improve the players’ game experience
as well as their performance. In our study, we focus on simple auditory and visual cues because
those elements can be easily integrated into any VR exergame, and good audiovisual appeal is
essential to the player experience [1]. As cues, we manipulated the color of an in-game visual
element and the frequency of a repeatedly played sound. Both cues can be continuously changed in
a controlled manner (similar to [3]). For our investigation, we implemented a VR exergame in which
users performed a series of yoga-inspired static poses (similar to other games [8, 40], see Figure 1).
In our game, the designed cues were presented to players during their movement execution (not
after), guiding them to perform the pose of the currently approaching obstacle. Depending on
the condition, players experienced no cues (NO-CUE), an audio cue (AU-CUE), a visual cue (VI-
CUE), or a combination of audio and visual cues (AV-CUE) reflecting their moment-to-moment
performance. We conducted a within-participants study (𝑁=32) and assessed how continuous cues
influenced player experience and performance. Our results indicate that continuous cues, regardless
of modality, enhance player experience without causing cybersickness, and the combination of
audio and visual cues improves pose accuracy. We discuss the potential of using continuous cueing
and provide three main implications for future work: considering the granularity of cues, exploring
different continuous cue designs, and underlining generalizability and relevance of continuous
cues to other immersive experiences.
Overall, we summarize our contributions as follows:
• design and implementation of continuous cues in VR exergames,
• a first exploration of if and how different continuous cue modalities impact player experience
and performance in VR exergames,

• design implications for VR exergame designers, developers, and researchers.

2 Related Work
This section summarizes prior research on feedback and cues in games, the benefits of VR exergames,
and the limited exploration of continuous cues in VR exergames.

2.1 Games & Feedback
Feedback is a crucial element that gives meaning to every gameplay [18, 66]. In simple terms,
feedback can be defined as a response to one’s actions [48]. Inspired by education research [2],
this concept can be divided into two types: summative (or outcome feedback [27]) and formative
(or elaborative feedback [27]). The former concept concerns the post-assessment of performance,
while the latter is related to real-time assessment. These concepts are translated into game research
as well [20, 27]. In games, summative feedback is provided after completing certain tasks or
overall gameplay (e.g., badges or leaderboards). This type of feedback provides an overall concrete
assessment of the players’ performance. On the other hand, formative feedback is given during the
game in real-time. Such feedback allows players to adjust and improve their performance. Notable
examples of this type of feedback include verbal narration or cues. While both types of feedback
are valuable, formative feedback is particularly interesting as it can continuously inform players
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and allow them to make adjustments instantly. Especially, cues are subject to game [28, 41] and
physical health research [55, 58] and generally have shown much promise.
Visual cues are a frequently used feature in non-VR [15] and VR games [41], as well as in its

tutorials [28]. These cues can serve numerous purposes (e.g., guiding players or highlighting special
objects) [15]. To help understand how visual cues are used to provide information to users, Dillman
et al. [15] analyzed the use of visual interaction cues (i.e., guiding players’ attention to specific
interactive elements of the virtual world) in 49 video games and created a framework. Whereas
Dillman et al. [15] only focus on visual interaction cues rather than audiovisual feedback cues,
we, similar to others [41], can still use this closest-fitting framework to contextualize our cues
within the larger design space. Overall, this framework categorizes visual cues according to task
(i.e., purpose), markedness (i.e., design of the cue), and trigger (i.e., criteria to display the cue).
Accordingly, we see our designed cues to fall into the following subcategories: Since our cues aim
to help players by guiding their movements, we consider our cues to partially belong to the “go”
subcategory of the task dimension. Thereby, we extend the original definition, focusing mainly on
path navigation in video games, to indicating movement patterns and paths in exergames. In terms
of markedness, our cues fall into the “integrated” subcategory of the markedness dimension, as
they are additional virtual objects that can only be seen by players but are not part of the game
world. Finally, our cues aim to provide consistent information about the player’s movement and
are therefore always visible to players (i.e., the “persistent” subcategory of the trigger dimension).

2.2 Exergames & Feedback
Motivation is one of the key challenges when performing regular training [51, 56]. Exergames [53]
hold great potential to overcome this challenge by combining engaging experiences with simulta-
neous physical activity. Prior work indicated that exergames support psychological and physical
well-being [23, 25, 39] among other benefits [36]. In particular, VR exergames offer immersive
experiences and natural interactions to players. Players dive into computer-generated worlds and
perform 6-DOFmovements. Research showed that VR exergames are more motivating and engaging
than non-immersive versions [8] and that VR exergame training can be used as an effective method
(e.g., to improve table tennis performance [43]).

Like in real-world physical activities, feedback is at the heart of exergames [14, 45, 52]. There are
many forms and purposes of feedback [45, 63]. For example, Stach and Graham [63] explored haptic
feedback in non-immersive exergames for various purposes, such as balancing gameplay between
people with asymmetric fitness levels or providing non-harmful interaction with a game. In a
narrative review, Lyons [45] suggested that feedback has the potential to make exergames enjoyable
and provide a sense of empowerment. However, feedback in exergames should be designed in a
way that does not impose a high workload on players [45, 52]. To keep the cognitive load low, Clark
and Mayer [11] recommend following the coherence principle, which refers to avoiding additional
material that could be counterproductive to an instructional goal. The interference with learning
can happen in three ways: distraction (i.e., taking attention away from the actual task), disruption
(i.e., blocking the learning process for the actual task), or seduction (i.e., priming unrelated existing
information). Following this principle, we keep our cues simple and make them responsive to the
instructional goal of our game. Adhering to the recommendations of Mueller and Isbister [52] and
Lyons [45] on the timing of cues, we focus on featuring moment-to-moment feedback, providing
players with continuous information on their movement quality without overloading them with too
much feedback [52]. With this approach, we hope to support players’ experience and performance,
thereby empowering them [45].
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2.3 Feedback in VR
Incorporating feedback in virtual environments is an ongoing area of interest for the VR research
community [6, 32]. However, most previous studies focused on fundamental interactions in VR,
such as object selection [3, 4] or manipulation [9].

Canales and Jörg [9] reported that users preferred audio feedback (i.e., playing a sound when the
task is completed) over visual feedback (i.e., changing an object’s opacity) in a VR grasping task.
At the same time, the audio feedback led to a decreased grabbing performance. Another study [4]
found that applying adaptive audio feedback (i.e., adaptive pitch) based on the users’ error rate
benefits performance in an “as fast as possible” target pointing task in VR. Hu et al. [24] investigated
the influence of the purposes (i.e., travel, selection, and manipulation) and timing of VR interaction
cues on learning outcomes. For each purpose, the authors used different representations (e.g., boots,
icons, controller models) with a semi-transparent green color continuously interpolated between
the current and target state of the interaction (i.e., continuous cues). Their results indicate that
immediately-provided cues promote faster learning and retention than those given with a delay.
Similarly, Ariza et al. [3] investigated the impact of using auditory (i.e., frequency), visual (i.e., color),
and haptic (i.e., intensity) forms of proximity-based feedback on user performance in a VR target
selection task. The authors found that users preferred bimodal feedback to unimodal feedback and
that binary feedback yielded better performance than continuous feedback. However, we argue that
binary (discrete) feedback is not well suited for applications requiring continuous exertion because
physical movements typically cannot be rated as good or bad with a binary decision. While the
use of discrete feedback (e.g., red color for mistakes or point-based rewards for completing a task
correctly) can provide high-level information about players’ performance, it provides only a limited
opportunity for players to self-reflect on their actions and does not guide them to improve their
execution during the game. We believe continuous feedback is important when guiding players
during the gameplay to improve their movements (aligning with the recommendations of Mueller
and Isbister [52]). Therefore, we use continuous cueing in our research and inform the design of
our cues (e.g., visual cue = color change) using the principles of Ariza et al. [3].

2.4 Feedback in VR Exergames
Movement science experts highlight the unique advantage of VR exergames: in these games, users
can receive real-time feedback while feeling immersed in 3D worlds [12]. The unique possibilities of
VR (e.g., immersion, full control) allow designers, developers, and researchers to integrate feedback
into VR exergames in various forms, designs, and purposes.

For example, feedback can be used as a motivational tool. Xu et al. [72] used non-player audiences
who cheered for players and opponents based on their performance; they found that this kind
of feedback improved player performance, experience, and exertion. Similarly, Haller et al. [22]
reported that using virtual spectator encouragement (i.e., rhythmic clapping) in a VR exergame
based on high-intensity interval training can improve players’ cycling speed and physical exertion.
In line with research, some commercial VR games, such as FitXR [16], feature virtual trainers that
guide and encourage players to perform better. Another way to use feedback is to create realistic
experiences in VR exergames. In DeceptiBike, the authors used haptic cues (i.e., fan-based air stream)
to create a realistic speed deception experience in a VR biking exergame [44].
Most importantly, feedback can be used to indicate whether players are performing well in

a game. Yin et al. [73] used an environmental visual cue to show players’ performance; the VR
environment became darker if players’ cycling speed did not match the music tempo. But, the
authors did not evaluate this cue’s effect on the player experience and performance. Shaw et al. [60]
evaluated various forms of feedback in a VR cycling exergame; audio feedback (e.g., sounds if players
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failed to avoid an obstacle) outperformed wind and resistance feedback in terms of motivation and
immersion, but the multimodal version yielded better results than any unimodal feedback. In a VR
rowing exergame [35], players found different visualizations of constant biofeedback (e.g., lung
animation) more helpful than not receiving feedback. However, these visualizations also led to a
reduction in the correct respiration rate. She et al. [61] presented the VR rowing game HIITCopter,
which provided players with a visual cue in three different colors (blue, green, red) to indicate
when players are overexerting. They found that the game was successful at inducing high-intensity
interval training; however, they did not evaluate the particular effect of the visual cue. Unlike
prior research, we focus not only on providing information on players’ performance through our
implemented cues but also on offering guidance to improve players’ execution of movements.

3 Virtual Reality Exergame
To answer our research questions, we created a VR exergame in Unity (v.2021.3.22f1) [65] and used
models created in Blender [57]. Following the recommendations of Karaosmanoglu et al. [29], we
report our VR game based on five factors: goals, people, exercises, design, and technologies. Our
game aims to promote physical activity and provide physical training for younger adults. We drew
inspiration from commercial and research-based VR games to design our single-player game (see
below for more details). In the game, players perform static full-body poses that can be performed
in a standing position, shown on 3D cut-out walls that approach them. Overall, the game has a
sci-fi theme and features obstacle-based tasks that require players to fit into moving planes (see
Figure 1). The game is adapted to the players’ arm’s length and reach. To experience our game, the
players were equipped with a standalone headset and controllers (i.e., Meta Quest 2 [50]).

3.1 Poses
Our game features static body poses that players need to perform.We decided on this theme because
such mechanics are used both in commercial games (e.g., OhShape [40]) and in research [8, 74]. For
example, Zhang et al. [74] presented an approach to generate levels based on players’ movement
goals and validated their approach using a pose-based exergame. Our chosen style of gameplay
focuses more on movement accuracy and isometric strength and less on high-intensity endurance
training. Since our research mainly focuses on player experience and movement guidance, we deem
this type of game more suitable for measuring the effectiveness of continuous cues.

We used various sources [40, 46, 54, 68] to decide on the selected in-game poses and incorporated
movement patterns from established physical practices such as Tai Chi and yoga. Considering the
limitations of the Meta Quest 2 (e.g., no leg tracking), we decided to use only movements that are
detectable using the headset and controllers’ positions. Specifically, our game features the following
poses, which are repeated 2–5 times in a fixed, balanced order in the game (Figure 2): crescent moon
(x4), five-pointed star with raised hands (x4), goddess pose (x4), mountain pose (x5), overhead squat
(x4), sinking pose (x2), squat (x4), and five-pointed star (x3).

3.2 Walls
To indicate which pose players have to perform, they are confronted with 3D cut-out walls approach-
ing them at a constant speed (see Figure 2 and Figure 1). We decided on this constant speed based
on playtesting; each wall took six seconds to reach the player position. To account for individual
differences of players, each wall is designed for a standardized size and scaled individually for each
player before the game. The arms of the body poses in the walls were implemented considering
that a person’s arm span is close to their height [26]; each arm has 50% of the measured height.
For the head, we performed informal playtests and decided on 28% of the body height as a head
diameter measure.
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Fig. 2. The featured body poses in our game: a) crescent moon left, b) crescent moon right, c) five pointed
star with raised hands, d) goddess pose, e) mountain pose, f) overhead squat, g) sinking pose, h) squat, and i)
five pointed star.

3.3 Cues
We used two modalities to represent in-game cues in our game (see Table 1): auditory and visual.
Our primary motivation behind this choice was the central importance of audio and visual effects
for games. Additionally, the chosen cues are easy to integrate into almost every VR exergame.
In contrast, providing haptic feedback in a VR exergame might have less external validity when
applied to other VR exergames: Some games feature intense training and movement, and players
might not feel the haptic feedback. Lastly, we also decided to focus only on two modalities to avoid
fatigue and carryover effects. Please refer to our supplementary materials to see the sample of the
used auditory cue, and a video of the gameplay.

Auditory Cue. The audio cue was designed as repeatedly playing sound guiding players to
perform the pose of the currently approaching obstacle. If players did not match this pose at all, the
sound would play at the minimal frequency of 0.87 Hz (every 1.15 seconds). Conversely, if players
matched the required movement perfectly, the sound would play with a maximal frequency of
6.66 Hz (every 0.15 seconds). Depending on the players’ performance, the frequency with which the
sound is played gradually changes between those two extreme points (see Table 1). This approach
is inspired by Ariza et al. [3]’s proximity-based feedback in VR. We also note that humans can
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Fig. 3. VR in-game view of the visual cue presented in the game: a) The player waits for a wall to appear.
b) The player sees the wall appear, and the visual cue (red) indicates that the movement has not yet been
performed correctly. c) The player performs the movement, and the visual cue gradually changes color from
red to green (orange). d) The player achieves the correct body posture shown in the game and receives a
green visual cue that they are performing well.

Modality Change Minumum Maximum

Auditory Cue Frequency 1 per 1.15 seconds 1 per 0.15 seconds
Visual Cue Color

Table 1. Players received cues while performing each pose. The color and frequency of these cues gradually
changed from minimum to maximum presentation values depending on the players’ performance. The
frequency refers to how often the sound was played.

distinguish differences in tempo between two repeating sounds as little as 8% [67]. Accordingly,
our chosen frequency range could result in roughly 27 distinguishable levels; however, this value is
based on a controlled lab experiment and likely does not fully transfer to a VR exergame session.

Visual Cue. Players experienced a visual cue in the form of two lines on the platform path.
Similarly to the auditory cue, the lines’ color changes depending on how accurately the player
matches the pose of the approaching wall. If a player performs the movement with 0% percent
success, the lines are colored in bright red (RGB = (255,0,0) — (minimum)). On the opposite, the
lines are colored in green to indicate 100% success (RGB = (0,255,0) — (maximum)). Depending on
the performance, the color of the two lines is interpolated between red and green (see Figure 3
and Table 1). Like in the AU-CUE condition, this approach was also informed by the work of Ariza
et al. [3]. One disadvantage of the chosen scale is the limited number of distinguishable values
and the limited contrast between different levels [62]. Alternative color maps, such as a rainbow
scale or a linearized optimal color scale [42], would resolve this issue. However, users typically
have more problems identifying the inherent ordering of such color maps [7, 62], and it might not
be intuitively clear how the colors represent players’ performance. Accordingly, we decided to
prioritize understanding over level of detail. Interestingly, research on just-noticeable differences
in colors with varying luminances [13] showed that humans can distinguish between 85 to 134
variances of each of the three primary colors on a standard display—more levels than with our
auditory cue. But, these values are again theoretical and likely do not transfer to a physically and
visually intense, immersive exergame, and exposure to visually intense systems with additional
visual information may lead to a high cognitive workload [49] that may affect overall perception.

3.4 Movement Evaluation & Pilot Studies
Since we developed our game for the mobile Meta Quest 2, we could only rely on the headset and
controllers’ position to evaluate how players performed the different poses. While it is easy to
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Table 2. List of which body parts are used to detect each body pose, provide cues, and calculate scores.

Poses Head Arms
Crescent Moon (Figure 2a,b) no yes
Five Pointed Star with Raised Hands (Figure 2c) yes yes
Goddess Pose (Figure 2d) yes yes
Mountain Pose (Figure 2e) no yes
Overhead Squat (Figure 2f) yes yes
Sinking Pose (Figure 2g) no yes
Squat (Figure 2h) yes no
Five Pointed Star (Figure 2i) yes yes

determine the arm movements based on the controller motions, the torso and lower body require
some estimation. Therefore, we first sampled the headset’s vertical position to calibrate an estimate
of the player’s height. Then, we categorized the poses into four categories and determined how
the head height changes for these types of poses. The first category encompasses standing poses,
i.e., crescent moon (Figure 2a,b), mountain pose (Figure 2e), and sinking pose (Figure 2g), and
requires players to stand fully upright. For the remaining categories, the legs are bent or spread,
leading to a lower head height: squats (Figure 2f,h), goddess pose (Figure 2d), and spread leg body
poses (Figure 2c,i). To understand how the head position changes for these poses, we conducted an
informal pilot study (𝑁=4, 2 women, 2 men) and asked them to perform these poses. Based on the
evaluation, we determined the height changes for the body poses as follows: standing positions (no
change), squat positions (-23.56%), goddess position (-13.63%), and spread legs positions (-7.12%).
Since the featured poses require a change in the positions of either the head, the hands, or a

combination of both, we calculated the score and provided cues about players’ performance based
on how these involved body parts matched the target position (see Table 2). For example, in the
mountain pose (Figure 2e), we only consider arm position changes, as players need to stay in their
standing position and raise their arms. Moreover, we observed that linear mapping between the
performed pose accuracy and the provided cue is affected by tracking errors. To minimize the noise
in the tracking data, we decided to filter the raw data with an activation function. We tested the
applicability of two different functions (easeOutSine and easeOutQuad)1 in an informal study with
5 participants (3 women, 2 men). After evaluating the players’ responses (7-point Likert item) on
how their movement matched the provided cues, we decided to use the easeOutSine function.

3.5 Tutorial
To ensure that players can perceive and get familiar with the designed cues, we created an interactive
VR tutorial that presents the cues and body poses featured in the game. First, participants calibrated
their height and arm length (by performing T-pose and arm raise pose). Then, they were introduced
to the featured poses and given text descriptions of how to perform these poses. Also, they were
given a text explanation of the cue representations, shown both cue types at maximum andminimum
success levels, and given the chance to perform the poses to see the changes in the cues.

3.6 Gameplay
The gameplay for each condition was 3 minutes long (like other research [8] featuring a similar
game) to avoid fatigue effects. At the same time, it allowed players to experience all the featured
cues (four conditions). In total, players experienced 30 walls per condition, each taking six seconds

1https://easings.net/
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to reach them after spawning. Players were tasked with performing the movements featured on
the walls and passing through them.

4 Method
To understand the impact of having performance cues on the players’ experience and performance,
we conducted a 2 (auditory cue: on vs. off) x 2 (visual cue: on vs. off) within-participants study.

4.1 Sample Characteristics
We recruited a total of 32 participants (9 women, 23 men). The mean age of participants was 25.81
years (SD=8.12). The majority of players were not regular VR HMD users: Only nine of them used
VR 1–2 or more times per month. However, many reported exercising (at least 20 minutes) at
least 1-2 times per month (𝑛=28). The enjoyment of physical activity was rated as slightly positive
(M=1.66, SD=1.29, range from -3 to 3).

4.2 Conditions
We used the following four conditions in our study:
• NO-CUE - No Cueing: Players performed featured body poses without receiving any cues.
• AU-CUE - Audio Cueing: Players experienced an audio cue guiding them to perform the featured
in-game movements.

• VI-CUE - Visual Cueing: Players received a visual cue that guides them to perform the featured
in-game movements.

• AV-CUE - Audiovisual Cueing: In this variant, both audio and visual cues were experienced.

4.3 Measures
Pre-Game Measures. We used a demographic questionnaire to gather information about the

sample characteristics (e.g., age, gender). Additionally, we administered the Simulator Sickness
Questionnaire (SSQ) [34] before the VR game to understand the severity of participants’ latent
cybersickness symptoms. This questionnaire consists of 16 items on a 4-point scale (none/0 —
severe/3) and leads to Total SSQ, nausea, oculomotor disturbance, and disorientation scores.

Post-Game Measures. To assess the player experience, we used the Player Experience Inventory
(PXI) [1]. It contains a total of 30 items in 10 subcategories, such as immersion and mastery. In our
study, we also used the additional enjoyment subcategory of the PXI. Players rated their experience
on a 7-point Likert scale (strongly disagree/-3 — strongly agree/3).

We measured the enjoyment of physical activity using the short version of the Physical Activity
Enjoyment Scale (PACES-S) [10, 17]. It includes four items on a 5-point Likert Scale (strongly
disagree/1 — strongly agree/5).
Lastly, we created additional custom questions to better understand the nuances of providing

cues. To assess physical workload, players rated the single item “I found this version of the game to
be physically demanding” on a 7-point Likert scale (strongly disagree/-3 — strongly agree/3). Similarly,
we used the question “I found this version of the game to be cognitively demanding” (7-point Likert
scale, strongly disagree/-3 — strongly agree/3) to measure the cognitive workload. With our third
custom item, we asked for the perceived improvement: “I found this version of the game helpful in
improving my performance” (7-point Likert scale, strongly disagree/-3 — strongly agree/3).

Final Measures. After participants completed all conditions, we asked a question to understand
players’ preferences regarding the used cues: “Which version of the game did you like best?”. Fi-
nally, participants were presented with an open-ended question (i.e., “Do you have any additional
comments?”) where they could provide additional comments.
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Fig. 4. We followed a within-participants design and primarily assessed questionnaire and performance data.

Game Performance. During the game, we collected the in-game performance by logging the
matching accuracy and wall crashes for each pose. The pose accuracy captures the players’ success
in matching the required pose for each movement (i.e., headset height and controller position).
After filtering tracking errors with the chosen activation function, we logged this accuracy at the
time point at which players pass through the wall in the form of a percentage ranging from 0 to
100 (e.g., 72% successful performance). Additionally, a wall crash is registered whenever players fail
to pass through the 3D hole in the wall. Given that our testbed game primarily features isometric
strength exercises, we did not measure physiological measures, like heart rate, since these would
likely not differ significantly. Instead, we focused exclusively on movement precision (targeted by
our cue design) and player experience.

4.4 Procedure
We used a convenience sampling method to announce our study on various channels (e.g., university
emailing lists, university recruiting system). Only participants with a minimum age of 18 were
eligible. Additionally, they had to be able to perform full-body movements (e.g., squatting) with no
uncorrected visual impairments.
Prior to the study, the participants filled out an informed consent form, followed by the demo-

graphic and pre-game questionnaire. Afterward, they were introduced to the Meta Quest 2 setup
and performed the interactive tutorial.

Participants started with the tutorial and then played each condition for 3 minutes in a counter-
balanced order (using a balanced Latin Square design). After each gameplay, they filled out the
post-game questionnaires. Upon finishing all four conditions, players completed the final question-
naires. If applicable, participants received a confirmation (i.e., credit), which they need to collect
during their studies. Completing the entire study (e.g., including an introduction to VR and signing
the consent form) for each participant took approximately 90 minutes.

5 Analysis & Results
Our study included four conditions, featuring 2 (auditory cue: on vs. off) x 2 (visual cue: on vs. off)
within-participants design. We confirmed the normality assumption with Shapiro-Wilk tests. If the
normality was not violated, we used two-way repeated-measures ANOVAs (factors: auditory and
visual) and paired t-tests for pairwise comparisons. Otherwise, we used non-parametric two-way
repeated-measures ANOVAs2 (factors: auditory and visual) based on Aligned Rank Transform [33,
69] (ART3) and Wilcoxon-signed rank tests for pairwise comparisons. Additionally, to analyze
pre- and post-comparisons of SSQ scores, we conducted Friedman’s ANOVAs and treated the
measurement points as time sequences with five levels (pre, post-NO-CUE, post-AU-CUE, post-VI-
CUE, and post-AV-CUE). Finally, we used an exact multinomial test to see the preference over game
variants and exact binomial tests for pairwise comparisons.

2Using R’s repeated measures model (aov)
3We use the subscript F𝑎 to indicate the tests run based on this method.
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Table 3. The table shows the descriptive values of the PXI, PACES-S, and SSQ subcategories.

Condition PXI-mea. PXI-cur. PXI-mas. PXI-aut. PXI-imm. PXI-pro. PXI-aud. PXI-cha.
Mean (SD) Mean (SD) Mean (SD) Mean (SD) Mean (SD) Mean (SD) Mean (SD) Mean (SD)

NO-CUE -0.21 ( 1.47 ) 0.11 ( 1.35 ) 0.72 ( 1.08 ) -0.30 ( 1.51 ) 0.91 ( 1.30 ) -2.02 ( 0.93 ) 1.31 ( 1.10 ) 0.68 ( 1.14 )
AU-CUE 0.55 ( 1.40 ) 0.95 ( 1.42 ) 1.28 ( 1.02 ) -0.54 ( 1.48 ) 1.69 ( 0.92 ) 0.94 ( 1.43 ) 1.65 ( 0.93 ) 1.07 ( 1.05 )
VI-CUE 0.49 ( 1.27 ) 0.66 ( 1.30 ) 1.47 ( 1.03 ) -0.30 ( 1.56 ) 1.51 ( 0.93 ) 0.80 ( 1.47 ) 1.67 ( 1.12 ) 0.70 ( 1.24 )
AV-CUE 0.46 ( 1.45 ) 0.64 ( 1.24 ) 1.29 ( 1.08 ) -0.63 ( 1.49 ) 1.80 ( 0.96 ) 1.16 ( 1.51 ) 1.58 ( 1.07 ) 1.17 ( 1.07 )
Condition PXI-eas. PXI-cla. PXI-enj. PACES-S. Total SSQ Nausea Oculomotor Disorientation

Mean (SD) Mean (SD) Mean (SD) Mean (SD) Mean (SD) Mean (SD) Mean (SD) Mean (SD)

Pre — — — — 13.32 ( 15.08 ) 12.52 ( 14.83 ) 10.42 ( 12.73 ) 12.18 ( 22.85 )
NO-CUE 1.40 ( 1.28 ) 1.47 ( 1.39 ) 0.78 ( 1.26 ) 3.25 ( 0.83 ) 19.52 ( 22.51 ) 20.57 ( 17.82 ) 14.92 ( 19.59 ) 15.23 ( 30.69 )
AU-CUE 1.72 ( 1.01 ) 2.07 ( 0.88 ) 1.50 ( 1.15 ) 3.53 ( 0.99 ) 17.53 ( 19.78 ) 19.68 ( 18.44 ) 12.55 ( 15.60 ) 13.49 ( 27.04 )
VI-CUE 2.19 ( 0.76 ) 2.05 ( 1.09 ) 1.44 ( 0.97 ) 3.51 ( 0.95 ) 16.71 ( 18.07 ) 19.38 ( 16.52 ) 12.08 ( 14.90) 11.75 ( 27.41 )
AV-CUE 2.08 ( 0.88 ) 1.93 ( 1.33 ) 1.63 ( 0.99 ) 3.59 ( 0.86 ) 18.82 ( 21.06 ) 19.68 ( 18.92 ) 14.21 ( 16.08 ) 15.23 ( 28.80 )

Below, we report all pairwise tests with the Bonferroni correction method (i.e., p values are
adjusted). Table 3 and 4 provide descriptive values of our measures. Example code snippets of our
R analysis are provided in the supplementary materials.

5.1 Cybersickness
We did not observe a significant effect of time points on SSQ’s categories: Total SSQ: 𝜒2(4)=4.759,
p=0.313, Kendall’s W=0.037; SSQ-Nausea 𝜒2(4)=8.860, p=0.065, Kendall’s W=0.069; SSQ-Ocu: 𝜒2(4)=
4.462, p=0.347, Kendall’s W=0.035; SSQ-Dis: 𝜒2(4)=3.399, p=0.493, Kendall’s W=0.027.

5.2 Player Experience
Meaning. We found a significant main effect of having an auditory cue, F𝑎(1,31)=7.749, p=0.009,

𝜂2𝑃 =0.200. Similarly, there was a significant effect of having a visual cue, F𝑎(1,31)=10.130, p=0.003,
𝜂2𝑃 =0.246. There was also an interaction effect of both independent variables on the meaning
ratings, F𝑎(1,31)=12.767, p=0.001, 𝜂2𝑃 =0.292. Pairwise comparisons indicate that participants found
NO-CUE less meaningful compared to AU-CUE (V=14, p=0.001), VI-CUE (V=26.5, p=0.003), and
AV-CUE (V=37, p=0.002).

Curiosity. Having an auditory cue had a statistically significant effect on the curiosity scores,
F (1,31)=7.860, p=0.009, 𝜂2𝑃 =0.202. Nevertheless, we found no significant effect of having a visual
cue, F (1,31)=0.514, p=0.479, 𝜂2𝑃 =0.016. We observed an interaction effect between auditory and
visual cues on the curiosity scores, F (1,31)=7.774, p=0.009, 𝜂2𝑃 =0.201. Post-hoc tests indicated that
only NO-CUE led to lower curiosity compared to AU-CUE (t(31)=-3.281, p=0.015).

Mastery. While the analysis of the mastery scores did not reveal any significant effect of having
auditory cues, F𝑎(1,31)=2.360, p=0.135, 𝜂2𝑃 =0.070, there was a significant effect of having visual
cues, F𝑎(1,31)=12.698, p=0.001, 𝜂2𝑃 =0.291. Similarly, we also observed an interaction effect between
both independent variables, F𝑎(1,31)=11.744, p=0.002, 𝜂2𝑃 =0.275. Pairwise comparisons showed
that participants’ feeling of mastery was higher for VI-CUE compared to NO-CUE, (V=62, p=0.005).

Autonomy. The autonomy scores did not differ significantly, regardless of the presence of auditory
(F𝑎(1,31)=1.599, p=0.215, 𝜂2𝑃 =0.049) or visual cues (F𝑎(1,31)=0.074, p=0.787, 𝜂2𝑃 =0.002), nor did we
observe an interaction effect (F𝑎(1,31)=0.145, p=0.706, 𝜂2𝑃 =0.005).

Immersion. We found significant main effects on the immersion scores for the auditory cueing,
F𝑎(1,31)=13.055, p=0.001, 𝜂2𝑃 =0.296, and the visual cueing, F𝑎(1,31)=26.524, p<0.001, 𝜂2𝑃 =0.461.
Likewise, there was a significant interaction effect, F𝑎(1,31)=5.128, p=0.031, 𝜂2𝑃 =0.142. Post-hoc
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tests revealed that all conditions had higher immersion scores compared to the NO-CUE condition:
AU-CUE (V=48.5, p=0.008), VI-CUE (V=25.5, p=0.001), and AV-CUE (V=14, p<0.001).

Progressive Feedback. Unsurprisingly, the main effect of having auditory cues (F𝑎(1,31)=70.103,
p<0.001, 𝜂2𝑃 =0.693) and visual cues (F𝑎(1,31)=73.523, p<0.001, 𝜂2𝑃 =0.703) was significant regard-
ing the progressive feedback scores. Similarly, we also observed a significant interaction effect,
F𝑎(1,31)=56.611, p<0.001, 𝜂2𝑃 =0.646. Pairwise tests showed that NO-CUE was rated lower compared
to AU-CUE (V=1, p<0.001), VI-CUE (V=6.5, p<0.001), and AV-CUE (V=0, p<0.001) conditions.

Audiovisual Appeal. While there was no significant effect of having auditory cues on the audio-
visual appeal (F𝑎(1,31)=2.839, p=0.102, 𝜂2𝑃 =0.084), we found a significant effect of the visual cues
(F𝑎(1,31)=4.660, p=0.039, 𝜂2𝑃 =0.131). There was also a significant interaction effect, F𝑎(1,31)=8.229,
p=0.007, 𝜂2𝑃 =0.210. Post-hoc comparisons showed that NO-CUE was found to be less audiovisually
appealing than AU-CUE (V=31, p=0.021).

Challenge. There was a significant main effect of having auditory cues on the challenge scores,
F𝑎(1,31)=9.158, p=0.005, 𝜂2𝑃 =0.228. Neither the main effect of having visual cues (F𝑎(1,31)=0.166,
p=0.687, 𝜂2𝑃 =0.005) nor the interaction effect (F𝑎(1,31)=0.006, p=0.938, 𝜂2𝑃 =0.000) were significant.
Post-hoc tests indicate that VI-CUE was less challenging than AV-CUE (V=76, p=0.040).

Ease of Control. Regarding the perceived ease of control, we found no significant effect of the
auditory cues (F𝑎(1,31)=0.367, p=0.549, 𝜂2𝑃 =0.011) or the interaction effect (F𝑎(1,31)=2.418, p=0.130,
𝜂2𝑃 =0.072). However, having visual cues had a significant effect (F𝑎(1,31)=41.535, p<0.001,𝜂2𝑃 =0.573).
Post-hoc tests revealed that NO-CUE had lower ease of control scores compared to VI-CUE (V=30.5,
p=0.001) and AV-CUE (V=53, p=0.004). Similarly, AU-CUE had lower ease of control scores ratings
than AV-CUE (V=41, p=0.020).

Clarity of Goals. Significant main effects of both the auditory (F𝑎(1,31)=7.768, p=0.009, 𝜂2𝑃 =0.200)
and visual cues were found (F𝑎(1,31)=5.972, p=0.020, 𝜂2𝑃 =0.162). Likewise, there was a significant
interaction effect, F𝑎(1,31)=11.977, p=0.002, 𝜂2𝑃 =0.279. Post-hoc tests showed that NO-CUE led to
lower clarity of goal scores compared to AU-CUE (V=19, p=0.001) and VI-CUE (V=36.5, p=0.022).

Enjoyment. Similar to other subcategories, we found a significant main effect of having auditory
cues (F𝑎(1,31)=10.630, p=0.003, 𝜂2𝑃 =0.255) and visual cues (F𝑎(1,31)=10.334, p=0.003, 𝜂2𝑃 =0.250), as
well as an interaction effect (F𝑎(1,31)=5.409, p=0.027, 𝜂2𝑃 =0.149) regarding the enjoyment scores.
Post-hoc tests indicated that NO-CUE led to lower enjoyment when compared to AU-CUE (V=54,
p=0.022), VI-CUE (V=85, p=0.044), and AV-CUE (V=39, p=0.003).

5.3 Physical Activity Enjoyment
We found a significantmain effect of having auditory cues on physical activity enjoyment, F (1,31)=5.483,
p=0.026,𝜂2𝑃 =0.150. However, therewas neither a significant effect of having visual cues (F (1,31)=2.739,
p=0.108, 𝜂2𝑃 =0.081) nor an interaction effect (F (1,31)=1.224, p=0.277, 𝜂2𝑃 =0.038) on the PACES-S
scores. Post-hoc tests showed no significant difference between conditions.

5.4 Physical & Cognitive Workload
There was a significant main effect of having auditory cues on the physical workload scores,
F𝑎(1,31)=12.627, p=0.001, 𝜂2𝑃 =0.289. Neither the main effect of the visual cues (F𝑎(1,31)=0.105,
p=0.748, 𝜂2𝑃 =0.003) nor the interaction effect (F𝑎(1,31)=0.292, p=0.593, 𝜂2𝑃 =0.009) were significant.
Pairwise tests revealed that only AU-CUE led to higher physical workload scores compared to
NO-CUE (V=5, p=0.022).
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Table 4. The table shows the descriptives of physical and cognitive workload, perceived improvement,
participants’ game variant preferences, as well as, in-game performance metrics (pose accuracy and the
number of crashes)

Condition Phy. Workload Cog. Workload Per. Imp. Game Ver. Pref. Pose Accuracy (%) # of Crashes
Mean (SD) Mean (SD) Mean (SD) (# Players) Mean (SD) Mean (SD)

NO-CUE 0.06 ( 1.52 ) -0.91 ( 1.65 ) -1.47 ( 1.24 ) 0 89.39 ( 4.04 ) 9.34 ( 3.75 )
AU-CUE 0.63 ( 1.52 ) -0.50 ( 1.59 ) 1.47 ( 1.11 ) 6 91.19 ( 3.87 ) 8.94 ( 4.99 )
VI-CUE 0.13 ( 1.50 ) -0.94 ( 1.50 ) 0.72 ( 1.49 ) 6 90.22 ( 3.94 ) 8.81 ( 4.22 )
AV-CUE 0.56 ( 1.41 ) -0.69 ( 1.60 ) 1.69 ( 1.51 ) 20 91.58 ( 3.77 ) 8.16 ( 3.05 )

We found no significant effect of having auditory (F𝑎(1,31)=2.573, p=0.119, 𝜂2𝑃 =0.077) or visual
cues (F𝑎(1,31)=0.126, p=0.725, 𝜂2𝑃 =0.004), nor their interaction (F𝑎(1,31)=0.292, p=0.593, 𝜂2𝑃 =0.009)
on cognitive workload.

5.5 Perceived Improvement
We found a significant effect of the auditory cues (F𝑎(1,31)=75.234, p<0.001, 𝜂2𝑃 =0.708), the visual
cues (F𝑎(1,31)=30.172, p<0.001, 𝜂2𝑃 =0.493), as well as an interaction effect (F𝑎(1,31)=43.935, p<0.001,
𝜂2𝑃 =0.586) regarding the perceived improvement scores. Pairwise tests showed that participants
experienced a lower perceived improvement in NO-CUE compared to AU-CUE (V=0, p<0.001),
VI-CUE (V=0, p<0.001), and AV-CUE (V=2, p<0.001). Moreover, VI-CUE led to lower perceived
improvement scores compared to AV-CUE (V=49.5, p=0.012).

5.6 Preference for the Game Variants
Overall, the majority of the participants preferred AV-CUE (𝑛 = 20) compared to the other game
variants (NO-CUE =0, AU-CUE =6, VI-CUE =6). An exact multinomial test revealed that the pro-
portions of the condition preference were significantly different from chance, p<0.001. Pairwise
exact binomial test comparisons with Bonferroni correction indicated that proportions of AV-CUE
preference differed significantly compared to NO-CUE (p<0.001).

5.7 Gameplay Metrics
Having auditory cues had a significant effect on the pose accuracy, F𝑎(1,31)=13.850, p=0.001,
𝜂2𝑃 =0.309. But, there was neither a significant effect of having visual cues (F𝑎(1,31)=3.233, p=0.082,
𝜂2𝑃 =0.094) nor an interaction effect. (F𝑎(1,31)=2.381, p=0.133, 𝜂2𝑃 =0.071). Only AV-CUE led to
significantly higher pose accuracy compared to NO-CUE (V=92, p=0.005).

Having auditory cues (F (1,31)=1.425, p=0.242, 𝜂2𝑃 =0.044) or visual cues (F (1,31)=1.324, p=0.259,
𝜂2𝑃 =0.041) did not have a significant effect on the number of wall crashes. Also, the interaction effect
was not significant (F (1,31)=0.077, p=0.784, 𝜂2𝑃 =0.002). To better understand how the conditions
influenced the player performance, we plotted the cumulative wall crashes for the four conditions in
Figure 5. The linear increase over time indicates that there was no learning effect. At the same time,
the conditions involving cues show a flatter slope, which might hint towards a positive effect on
game performance compared to NO-CUE, although the difference was not statistically significant.

5.8 Qualitative Feedback
Only 13 participants provided qualitative feedback. From those, four praised the designed audio-only
cue: “audio cues left a more impactful feeling on my performance”-𝑃3. One participant highlighted
the pros and cons of visual and audio cues, stating that “audio cueing seemed to help me to immerse
myself in the game, while visual cueing was better at informing me about my performance”-𝑃26.
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Fig. 5. Number of cumulative wall crashes by pose index across conditions.

Similarly, another player found the VI-CUE to provide a feeling of mastery: “only visual cueing I
felt more successful and confident in regards to being good at the game”-𝑃16. But at the same time,
they indicated that “I feel like the version with both cueing and audio guidance is more successful in
indicating what the perfect technique of the performance is”. Interestingly, two participants reported
that “the auditory cue and the visual cue sometimes felt contradictory because at some point it was
probably no longer possible to perceive a greener green. However, a faster auditory signal would be
possible”-𝑃29. Finally, two participants wished for additional tips on how to better improve their
movement execution.

6 Discussion
This section discusses our findings and provides a summary of our results with respect to our
research questions. Based on the results, we then provide implications for including cues (i.e.,
formative feedback) when designing VR exergames.

6.1 No cybersickness.
Our findings show that players did not experience increased cybersickness symptoms after exposure
to the VR exergame. Compared to prior studies on VR gaming in general [59] and on exergames in
specific [12], our measured scores indicate that players did not experience notable cybersickness
symptoms. This confirms that our designed game and the integrated cues can be used without
negatively affecting participant’s well-being. However, we also note the general criticism of using
the SSQ to measure cybersickness in exergames, as there might be overlapping items between
cybersickness symptoms or exercising outcomes (e.g., sweating) [12, 64].

6.2 Cues mostly do not influence workload.
In our study, adding cues did not lead to significantly higher cognitive workload. We attribute
this to our adherence to the coherence principle (i.e., avoiding additional material) [11] in the
design of our cues—our cues had a simple design. However, interestingly, audio cueing led to a
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higher physical workload compared to not receiving any cues. This might be due to players’ higher
enjoyment (thereby higher engagement) in AU-CUE, which may have encouraged them to move
more. Alternatively, the repeatedly playing sound (i.e., audio cue) may have created a sense of
urgency and pressure, which again may have resulted in more movement, leading players to feel a
higher physical workload.

6.3 Cueing improves meaningfulness and clarity and provides progress information in
VR exergames.

In terms of player experience, we observed that NO-CUE was found to be significantly less mean-
ingful than all other conditions. Also, the quality of progress feedback was rated significantly
higher for the conditions with cues compared to NO-CUE. These findings match our reasoning for
providing cues to make the game respond to the players’ movements and give them immediate
feedback, thereby emphasizing the importance of correct movements.
Interestingly, the game’s goal was perceived clearer when only unimodal cues (AU-CUE and

VI-CUE) were provided. While this seems to contradict our finding that multimodal cues enhanced
the progress feedback, qualitative feedback might hint towards a likely explanation. Two partici-
pants commented that the audio and visual feedback do not match perfectly with each other. In
consequence, players might receive clearer instructions from individual cues, whereas the combina-
tion provides generally richer feedback. Given the limited knowledge of how different modalities
influence each other, we emphasize the need for further research on this interplay.
Furthermore, we see that the meaningfulness and progress feedback scores were only slightly

positive across conditions. Looking at the qualitative data, we speculate that this is due to our cues
providing mainly high-level information; in the case of VI-CUE, players experienced a red color
when they did not perform the movement correctly. But, they did not get additional information
about which part of the body they should move differently to reach the green color. Hence, we
recommend further exploration of using cues to provide detailed information.

6.4 Cueing adds to the immersion and enjoyment of VR exergames.
We see similar effects for immersion and enjoyment: Players found all conditions with cues more
enjoyable and immersive than NO-CUE. We believe that adding new game elements (i.e., continuous
cues) that react to the player makes the game more lively and, hence, more enjoyable and immersive.
Interestingly, only the audio cues improved the game’s audiovisual appeal significantly over the
NO-CUE condition, although tendencies in the data hint towards the positive effect of all cueing
conditions. The benefits towards immersion, enjoyment, and appeal match with Beaton et al. [5]’s
lens of juiciness; providing continuous feedback (i.e., juicy feedback) supports player experience.
However, contrary to the common belief that more cues are better, our results highlight that

users see no significant difference between unimodal and bimodal cues regarding immersion and
enjoyment. Nevertheless, similar to previous studies in VR exergames [35], players perceive greater
improvements in their performance when cues are used, particularly while playing the bimodal
version. This observation is closely linked to the clear preference of the audiovisual round as the
favorite condition (matching prior work [3]).

6.5 Unimodal cues have different effects on curiosity and mastery.
We observed contradictory findings for the players’ feelings of curiosity and mastery. While only
audio cueing made players significantly more curious compared to not receiving cues, for mastery,
players rated having only a visual cue higher. For curiosity, this higher score for the audio condition
can be explained twofold: (i) To understand the continuous change in audio, players must pay
attention and figure out the mapping, which might stimulate curiosity. (ii) The visual cue is a more
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familiar concept from our daily lives (e.g., traffic lights) and, therefore, might trigger less curiosity.
On the other hand, the lack of novelty of the visual cue likely contributed to gaining a sense of
mastery in the game since it was easier to understand when performing well or poorly.

6.6 Bimodal cueing improves pose accuracy.
Players’ pose accuracy was significantly better in AV-CUE compared to not receiving any cues.
We conclude that bimodal cues are helpful for guiding players to perform correct movements.
However, we see that while there was a tendency that cues helped players to reduce their number of
crashes, this effect was not significant (see Figure 5). Therefore, we cannot make strong conclusions
regarding performance improvements. We speculate that our game might have been too easy to
detect significant differences across the game variants. Accordingly, we suggest further research
with games involving dynamic difficulty adjustment to learn how cues might benefit players when
performing individually tailored routines.

6.7 Takeaways
RQ1: How does having continuous cues affect player experience and performance in
VR exergames? Overall, continuous cues (regardless of their modality) mostly improve player
experience in VR exergames. In our study, players experienced more immersion and enjoyment
when playing the conditions with cues and also felt the game was more meaningful and delivered
better feedback. These benefits are also reflected in the participants’ responses on the preferred
game variant; no participant preferred not to have continuous cues. However, in terms of player
performance, the effects of continuous cues are not apparent. Whereas cues did not have adverse
effects (i.e., no cybersickness and similar physical activity enjoyment), only bimodal cueing improves
pose accuracy significantly compared to no cueing. Additionally, purely descriptive differences
in wall crashes and pose accuracies might hint towards the presence of a potential, undetected
effect. However, in contrast to the positive influence on player experience, we cannot make definite
conclusions regarding the effect of continuous cues on performance in exergames.

RQ2: How do different continuous cue modalities affect player experience and perfor-
mance in VR exergames? The results reveal mixed effects; different modalities affect specific
player experience constructs. For example, while audio cueing leads to higher curiosity compared
to not receiving any cues, this is not the case for visual cueing. Conversely, players felt a higher
mastery with the visual cues. Also, only combining both led to significantly improved player perfor-
mance. A possible explanation lies within the players’ prior experiences and sensorial differences
between both modalities. Audio cues are less common, requiring players to learn the mapping,
whereas visual cues are basic elements in many games, making them easier to grasp. At the same
time, visual cues might diverge players’ attention from other features in the virtual world (e.g., the
obstacles). Together, the combination of both cues might help players learn and incorporate the
feedback gained through both cues into their movements. Accordingly, our study confirms the
importance of multimodality of exergame feedback.

6.8 Design Implications
Overall, our results support the idea that feedback is at the heart of games [14, 45, 52]. Based on
our results, we provide three main implications and directions for future work when designing
cues in VR exergames.

Consider Granularity of Cues. One of the main shortcomings of our visual cue is the possible
granularity of feedback. Whereas it is relatively easy to notice changes in the sound’s frequency,
players had more difficulty distinguishing between two color variations. Our qualitative results hint
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that this may be related to the human perception of differentiating color changes, as interpolating
between two colors (e.g., red and green) is naturally limited by these two extreme points—at some
point, the green cannot become greener. Whereas our frequency-based audio cue offers a much
lower range of feedback, according to controlled lab research on human perception [13, 67], we
emphasize that the findings of these lab studies might not be directly applicable to VR exergames
as they are physically and visually intensive. Accordingly, we call for future work to explore
comparable cue modalities in VR exergames. Further, we emphasize choosing the optimal cue
design for the intended feedback granularity in general. For a low to medium number of levels,
visual color-coded elements offer the advantage of not requiring prior learning. Lastly, auditory
cues could offer more fine-graded feedback —even with lower distinguishable levels— without
cluttering the visual field of view.

Exploration of Different Continuous Cue Designs. For our game, we followed the implementation
principles of Ariza et al. [3] to decide on the presented cues, i.e., using color and time of frequency
as our visual and auditory modalities. To present these cues, we used two line representations
(visual cue, colors) and constantly played medium-pitched sounds (auditory cue, time-frequency).
We preferred this simple design as it could be easily integrated into many VR exergames. However,
for some games, other designs could be more feasible and preferred. For example, in Yin et al. [73]’s
game, darkening the environment is a better choice for an indirect cue since the environment
already features a colorful race track. Similarly, games differ in the use of different channels. In
games relying heavily on visual elements, visual cues force players to split their attention, whereas
in rhythmic games, audio cues might be drowned out by the background music. Therefore, we
suggest future work to explore the feasibility of different visual and auditory cue designs and their
impact on player experience and performance.

Generalizability & Relevance to Other Immersive Experiences. Whereas our study focused on
enhancing player experience and performance in VR exergames, our findings also apply to other
types of immersive experiences. Almost every application provides at least limited cues to inform
users of their performance. While our results might be transferable to other immersive applications,
we note that compared to other types of applications, exergames naturally feature a higher task
demand since players have to invest both physical and cognitive resources to succeed in the
games. Accordingly, the requirements towards effective cues that do not overwhelm players with
information are higher in this genre. Consequently, we believe that our central findings—that
continuous audio cues complement the visual-centric gameplay with fine-graded feedback, whereas
visual elements excel at easy learnability and that the combination of both is most effective at guiding
players and preferred by users—confirm and extend best practices of general VR research [3, 60].

Furthermore, our results show that continuous cues can positively impact player experience and
pose accuracy, indicating that cues can influence cognitive processing of performed movements
in VR— supporting embodied cognition. Moreover, the use of continuous cues did not cause
significantly higher cybersickness symptoms compared to not receiving any cues. This suggests
that it is still possible to provide a comfortable experience for users while improving the player
experience. Our results also align with rehabilitation research [55, 58] that emphasizes the potential
and benefits of using cues in physical therapy. We confirm and extend their results, showing the
benefits of using cues in the VR exergames realm. Accordingly, we recommend VR exergames
targeting medical-focused training [29] to integrate cues to guide players in performing movements.
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6.9 Limitations
In our game, we chose one of the most commonly used VR headsets (Meta Quest 2). While this
choice has advantages (e.g., external validity), it also introduces drawbacks. In particular, the limited
full-body tracking created an additional challenge for realizing our game featuring yoga-inspired
poses. To ensure a good game experience, we conducted pilot tests to estimate the height changes
for those poses and used these values for our user study. However, we cannot guarantee that minor
differences in the personal physiology did not affect the individual game experience.

In terms of genre, our game featured a slow-paced VR exergame and did not require fast adjust-
ments to the game tasks. Accordingly, we note that fast-paced exergames (e.g., Beat Saber [19]) and
different game tasks [37] might yield different results regarding player experience and performance.
Similarly, we note that the representation of cues and the design of the game can also impact the
findings. As we stated in our implications, there are many ways to design cues, such as providing
visual cues as a line or as the game’s full background. Additionally, some games may include
background music that may interfere with the provided audio cue. Hence, future studies should
investigate the transferability of the results to other VR exergame genres, considering the interplay
of different cue representations and the overall game design.
Our game focused on auditory and visual effects because (i) these modalities are crucial for

games, (ii) the cues are easy to integrate into almost every VR exergame, and (iii) we aimed to avoid
fatigue effects (duration of study was ca. 90 minutes). However, we encourage further exploration of
other modalities (e.g., haptic feedback [60]) to enhance our understanding of the interplay between
player experience, performance, and the modality of cues.

7 Conclusion
VR exergames have become widely used due to their fun and physical activity features. However,
there is limited research on how to contribute to players’ understanding of theirmovement execution
and improvement. We investigated if and how providing continuous cues based on the in-game
performance influences player experience and performance in VR exergames. We conducted a
2 (auditory: on vs. off) x 2 (visual: on vs. off) within-participants study (𝑁=32) to investigate
the effects of using continuous cues in a VR exergame. Our findings show that continuous cues,
regardless of modality, enhance player experience, such as immersion and enjoyment, and bimodal
cues increase pose accuracy. We provide three main design implications for using continuous cues
in VR exergames, covering: (i) the granularity of cues, (ii) different continuous cue designs, and (iii)
the generalizability of continuous cues to other immersive experiences.
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Figure 1: The impressions from the VR exergame Beat Saber (The images are retrieved from Steam Store; credit: Beat Games [5]).

Abstract
Virtual reality (VR) exergames provide enjoyable, immersive work-
outs, yet there is still a lack of knowledge about how to design these
games effectively to unlock their potential. This paper investigates
(i) which game elements (basic mechanics of games) contribute to
player inspiration (a state-related form of motivation) and (ii) how
inspiration influences players’ long-term use. To answer these ques-
tions, we followed a mixed-methods design. In Study 1, we used an
iterative approach to identify the most important VR exergames
and their relevant game elements. Based on these findings, in Study
2, we created a survey that we sent to Beat Saber players (N=256).
The results showed that nine game elements influence inspired by
playing Beat Saber, and inspired to do physical exercise partially
mediates the relationship between inspired by playing Beat Saber
and long-term use. We conclude with implications that can inform
future development in this field.
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1 Introduction
Physical activity offers numerous health benefits, covering aspects
of both physical health [2], psychological well-being [53], and ag-
ing [13]. However, we are currently facing the worldwide growing
sedentary epidemic—people move less and less [72]. To combat
insufficient physical activity, human-computer interaction (HCI)
research is increasingly investigating and developing immersive
virtual reality (VR) game artifacts, so-called VR exergames. These
games have great potential to keep humans physically active while
also offering enjoyable, immersive experiences.

VR exergames are booming [35]. They have gained traction
both in academic research (e.g., [34, 36, 37, 73]) and digital gam-
ing platforms (e.g., [5, 21, 33, 42, 52]). Recent research highlights a
significant increase in the number of VR exergames; in a scoping
review, Karaosmanoglu et al. [35] identified 186 VR exergames with
distinct characteristics and gameplay. Additionally, commercial VR
exergames tend to receive high praise from users on digital plat-
forms. Notably, some VR exergames stand out more prominently
than others, such as Beat Saber [5]1. However, it remains a challeng-
ing question what makes well-selling exergames like Beat Saber so
successful.

The central goal of every exergame is to motivate players to
engage in physical exercise. Research indicates that immersive VR
versions of exergames present even more motivating options for
1We note that Beat Saber requires players to perform rhythmic movements and has
been explored as an exergame in many academic publications [35, 63, 74].
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physical activity over traditional ones [8]. Similarly, players move
more in VR exergames compared to two-dimensional setups [75].
However, it remains unclear what is particularly so motivating
about these games. Also, motivation alone is not sufficient to holis-
tically explain exergame play. To address the lack of physical activ-
ity, VR exergames have to motivate users over a longer period of
time because without a commitment to regular exercise, individuals
cannot fully experience the benefits. This long-term retention is a
sought-after but rare achievement of most commercial exergames,
with a few notable exceptions, such as Beat Saber which retain a
large and vivid player community. Nevertheless, research [35] indi-
cates a significant lack of exploration regarding the long-term use
of VR exergames. Accordingly, we must understand which aspects
of these successful exergames (i) motivate users in the first place
and (ii) how they contribute to sustained long-term use.

VR exergames are complex systems; they include various design
elements beyond mere gameplay mechanics, such as leaderboards
and points. A large body of work in games research explores how
game elements can be utilized to motivate users in non-gaming
contexts—a concept known as gamification [16], motivational affor-
dances [43], and game elements [45]. Since in our work we focus
on exergaming environments, we refer to these design elements
as game elements [16, 29]. Despite the growing success of certain
VR exergames and the significant increase in the number of VR
exergames, there is currently no comprehensive guidance on which
game elements are crucial for enhancing playermotivation or which
elements developers and designers should incorporate to achieve
long-term use in VR exergames.

To explore player motivation, we turn to inspiration theory—
an approach that frames motivation as a state-based phenomenon
rather than an innate mechanism [64, 65]. Unlike established moti-
vational theories inHCI gaming research, such as self-determination
theory (SDT) [58], inspiration theory focuses on external stimuli
to evoke motivation. Given our specific interest in the influence of
game elements in VR exergames (i.e., external stimuli) on player
motivation, rather than the intrinsic desire that individuals might
possess for playing these games, we use inspiration theory to inves-
tigate motivation (similar to other HCI works [44]). In simple terms,
this theory suggests two components, positing that individuals can
be inspired by external triggers—in our case a VR exergame—and
inspired to take action—in our case to do physical exercise. Building
on these components, our focus is to identify (i) which game ele-
ments of VR exergames can inspire players and (ii) how inspiration
might impact their long-term to use of VR exergames. Therefore,
we formulate our research questions as follows:

• RQ1: Which game elements influence inspiration in VR
exergames?

• RQ2: How does inspiration in VR exergames influence long-
term use?

To answer our research questions, we employed a mixed-design
approach [14] and conducted two sequential studies. In Study 1,
we aimed to identify relevant VR exergames and their elements.
We did this in three steps: (i) creating a portfolio of VR exergames
and game elements based on literature [35, 43] and available online
sources [68], (ii) an expert online survey (𝑁=5) to identify avail-
able and important game elements of VR exergames, and (iii) an

expert interview session (𝑁=2) to refine and provide example for
each game element. The experts identified the most played VR ex-
ergame and gameplay elements, revealing a collective, anonymous
consensus: Beat Saber .

In Study 2, building on the findings of Study 1, we carried out
an online survey (𝑁=256) about the most played (decided by our
experts) and researched VR exergame [35]: Beat Saber [5]. In this
survey, we asked players how specific game elements of Beat Saber
influence their inspiration and long-term use of this game. Our
results indicate that nine game elements significantly influence
inspired by playing Beat Saber . Additionally, inspired to do physical
exercise partially mediates the relationship between inspired by
playing Beat Saber and intention of long-term use. These empirical
insights suggest that certain game elements inspire players and,
consequently, encourage them to do physical exercise. Moreover,
this contributes to long-term use of VR exergames. We summarize
our contributions as follows:

(1) identification of available and relevant game elements used
in VR exergames,

(2) derivation of insights into how these game elements con-
tribute to player inspiration in VR exergames,

(3) examination of insights into how player inspiration impacts
the long-term intention of using a VR exergame,

(4) design implications for developers, designers, and researchers,
such as which game elements to incorporate to enhance in-
spiration, physical activity, and long-term use.

(5) theoretical implications for researchers, such as the external
validity of the theory of inspiration.

Our research enhances the understanding of how to design im-
mersive VR exergames—games that encourage physical activity.
We offer an initial exploration of how the fundamental components
of VR exergames (i.e., game elements) influence player inspiration
and their intent to use the games over the long term. Our findings
can inform the development of more effective VR exergames that
promote physical exercise and tackle the urgent problem of the
sedentary lifestyle pandemic.

2 Related Work
This section provides a summary of research on the benefits of
VR exergames and existing game elements, and highlights the im-
portance of motivation and long-term use in the context of VR
exergames.

2.1 Virtual Reality Exergames
With an aging population and increasingly sedentary lifestyles, the
importance of physical activity in society has grown significantly
over the last decades [72]. Research in HCI has focused on devel-
oping innovative solutions to promote physical activity [35, 47].
Among others, research investigated non-immersive [11, 25, 67]
and immersive versions of exergames [8, 49, 73], which have shown
promising effects. Due to their enjoyable and immersive qualities,
VR exergames have emerged as one of the most popular genres in
the VR gaming market (e.g., Beat Saber [5]) [62]. Since they do not
require additional exercise equipment and offer a variety of work-
out options, ranging from dancing (e.g., [21]) to boxing (e.g., [52]),
they became alternative, accessible options for exercising [36, 37].



The Role of Game Elements on Player Motivation and Intention of Long-Term Use in Virtual Reality Exergames Conference’17, July 2017, Washington, DC, USA

These games actively engage players in physical activities while
delivering enjoyable gameplay experiences [51]. Research shows
that playing exergames through immersive (i.e., VR) head-mounted
displays (HMDs) results in higher levels of motivation [8] and better
game performance [73] compared to playing on TV displays.

VR offers endless possibilities for boosting motivation during
physical workouts. For example, Michael and Lutteroth [49] lever-
aged players’ past performances in a VR cycling exergame by de-
picting their previous and projected performances as ghost cyclists
competing against their current efforts. Their longitudinal study
findings indicated that this method not only enhanced players’
physical performance but also increased their motivation. Another
instance involves exaggerating players’ virtual abilities [9, 34]. In
the study of Born et al. [9], participants used a modified controller
with a hand gripper to punch approaching characters.When players
experienced a virtual augmentation (i.e., exaggeration of players’
stroke impact through visuals), they engaged in strenuous activity
for a longer duration.

Overall, these advantages have contributed to a growing interest
in exergame research in the HCI field [35]. VR exergames have
become motivational boosters to provide effective workouts for
physical exercise—encouraging people tomovemore. Consequently,
these games have emerged as alternative fitness tools for people of
all ages [8, 12, 36–38, 73].

2.2 Game Elements
While general guidelines exist on what to consider when design-
ing exergames—such as dual flow [61] and considering cognitive
load [50]—the field lacks a comprehensive bottom-up approach.
Therefore, we focus on the game elements (e.g., leaderboards, lev-
els), which are building blocks of games; they shape the overall
gaming experience. However, there is no definitive list of the exist-
ing game elements [16, 70].

In terms of identifying game elements, the majority of exist-
ing research has focused on their use in non-game contexts (e.g.,
[29, 30, 43]. For example, Hamari et al. [30] reviewed explored the
effects of motivational affordances on psychological and outcomes.
The authors identified 11 game elements, such as rewards and
progress. In a scoping review, Hallifax et al. [29] found 15 game
elements utilized in gamification research (e.g., social, feedback).
Similarly, Koivisto and Hamari [43] conducted a review that pro-
vided an overview of empirical gamification studies, resulting in the
identification of 46 game elements. Since not all games incorporate
the same elements, certain components may be present in one game
but absent in another [16]. As a result, the list of game elements
could expand further depending on the specific applications or
games being examined.

Games are complex systems composed of multiple elements.
Research frequently assesses games as a whole rather than con-
centrating on individual game elements (e.g., [12, 37]). Although
this holistic approach might be beneficial depending on the re-
search objectives, it hinders the ability to determine the effects of
specific game elements [15, 48] on outcomes. Understanding the
influence of specific game elements on player experiences, however,
can greatly enhance the design process for practitioners and re-
searchers. Ultimately, this can lead to the creation of more effective

VR exergames, rather than simply producing artifacts that do not
target a specific goal.

2.3 Inspiration: A Motivational State
A large body of work in HCI has focused on understanding the
role of motivation in games [58, 66]. Predominantly, game research
studies draw on SDT to study the motivation of players [58, 66]. Ac-
cording to this theory, satisfying the three basic human needs (i.e.,
autonomy, competence, and relatedness) can contribute to intrinsic
motivation— things that inherently interesting or enjoyable—and
well-being [55, 58]. Specifically, autonomy refers to one feeling in
control of one’s choices, competence can be described as a feeling
of mastery in a task, and relatedness considers the sense of connec-
tion with another being or group [58]. Although SDT is the most
widely used theory in game research [66], its use in the field as a
sole theory for addressing motivation-related research questions
has been called into question recently [55]. Particularly, Poeller and
Phillips [55] urges game scholars to engage in additional motiva-
tional theories that may be more suitable for their specific research
questions.

Since we are specifically interested in the impact of VR ex-
ergames’ game elements on player motivation, rather than the
inherent motivation that individuals may have for playing these
games, we used inspiration theory [64]. This theory views inspira-
tion as a more state-based, situational form of motivation, in con-
trast to STD, which regards it as a trait-based, inherent construct. In
simple terms, inspiration can be defined as a strong impulse—a mo-
tivational state—that occurs in response to a stimulus (i.e., trigger)
and drives people to take action (i.e., target) [64, 65].

According to Thrash and Elliot [65], inspiration consists of three
key characteristics: transcendence, evocation, and motivation. Tran-
scendence involves becoming aware of new possibilities as a result
of inspiration. Evocation means that inspiration is not initiated
or controlled by the individual. Lastly, motivation pertains to the
impulse to express or act upon a newly acquired idea or concept
inspired by this experience. Inspiration can be classified into two
components: inspired by and inspired to. The former concept per-
tains to the appreciation of the external trigger, while the latter
encompasses the motivation to engage in actions and behaviors
as a result of that evocative object [65]. Therefore, inspired by is
considered as the antecedents of inspired to.

Overall, inspiration theory has been applied in research across
various fields, including marketing [41], games [44], sports [20],
and fitness contexts [60]. Kordyaka et al. [44] showed that games
can serve as a source of inspiration, while Sandercock et al. [60]
found that inspiration can result in increased levels of physical
activity. Although previous research showed that several factors in
VR exergames (e.g., emotional characters [26], augmentation [9])
can encourage more physical activity, there remains a gap in un-
derstanding whether the inspiration gained from playing VR ex-
ergames (i.e., inspired by) inspires people to do physical exercise
(inspired to), and how this motivation subsequently influences
users’ long-term intentions to continue using VR exergames.
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2.4 Long-Term Intention to Use
The World Health Organization (WHO) recommends that adults
to engage in regular physical activity [71]; this can have positively
affect physical and mental health [72]. For example, regular exer-
cise can significantly reduce the likelihood of developing serious
health conditions, including cardiovascular diseases [71, 72] and
obesity [54, 69].

One of the primary goals of VR exergames is to provide bene-
fits, such as improving physical training performance (e.g., [12]),
or providing relaxation training (e.g., [3]). However, in line with
WHO recommendations, these benefits are only possible through
constant, long-term engagement. Since motivation can support
long-term engagement in physical activity [59], VR exergames, due
to their motivational nature, are believed to foster long-term en-
gagement. To understand players’ long-term intention to use VR
exergames, several studies have asked participants about their long-
term usage intentions regarding the games studied (e.g., [12, 74]).
Specifically, Xu et al. [74] examined the acceptance of commercial
VR exergames among older Chinese adults and identified several
factors, such as perceived usefulness and enjoyment, that influence
their intention to use these systems. However, to our knowledge,
there has been no research investigating how the motivational
nature of VR exergames may impact long-term usage intentions.

Overall, so far, there has been insufficient attention to the long-
term use of VR exergames [35]. However, understanding long-term
use intention is crucial for achieving the health objectives associated
with VR exergames. Without insights into which game elements af-
fect psychological constructs (i.e., inspiration) and their subsequent
long-term use, we cannot effectively design VR exergames that pro-
vide benefits to players. Therefore, we echo the concerns expressed
by Kayali et al. [40], who emphasizes the lack of clear guidelines
for designing health-focused games for long-term use. While the
authors provide considerations (e.g., relating to everyday habits
and daily routines) using a research-through-design approach [40],
we use a more quantitative lens and investigate how game elements
and player inspiration influence the long-term intention to use VR
exergames.

3 Research Focus & Mixed-Methods Design
VR exergaming offers opportunities for physical exercise and is rec-
ognized for its motivational appeal [8]. However, it remains unclear
how specific game elements in these experiences impact player
motivation, specifically regarding being inspired by playing a VR
exergame and inspired to do physical exercise. Moreover, long-term
regular use (like in every physical activity [71, 72] is crucial to have
benefits from these games, yet we do not know if being inspired by
playing a VR exergame and inspired to do physical exercise affects
the long-term intention of use. Investigating these questions can lead
to a more purposeful design of VR exergames and offer guidelines
for developers and researchers alike to create effective games that
target specific outcomes. For this, we hypothesize positive rela-
tionships between all three constructs that already were shown in
previous work for another context [44]. Consequently, we outline
our hypotheses in this research as follows:
H1: Inspired by playing Beat Saber is positively connected with

long-term intention of use.

H2: Inspired by playing Beat Saber is positively connected with
inspired to do physical exercise.

H3: Inspired to do physical exercise Beat Saber is positively con-
nected with long-term intention of use.

To investigate our research questions and hypothesis, we used
an exploratory sequential orientation of a mixed-methods study
design [14]. This approach involves the collection of both quali-
tative and quantitative data, with qualitative data being gathered
first for exploration to develop an instrument or identify variables,
followed by quantitative data collection to test these instruments
and variables. Our research consisted of two studies: (i) Study 1:
identifying relevant VR exergames andmeaningful game elements—
qualitative—and Study 2: administering an online survey aimed at
general users of the selected game from 110 VR exergame titles by
experts in Study 1, Beat Saber—quantitative—. Overall, we illustrate
our employed mixed-methods design approach for this study in
Figure 2.

4 Study 1: Identification of VR Exergames &
Game Elements

VR games offer inherently spatial interactions, meaning that most of
them necessitate some degree of movement to play. According to a
recent review [35], exergames can target different levels of physical
activity, for example, based on the target user group. Similarly,
there is no definitive list for game elements [16, 70], especially not
for VR exergames. Moreover, every game contains certain types
of gameplay elements [16]. Therefore, our goal in Study 1 was to
identify relevant VR exergames available in the commercial market
along with their game design elements.

4.1 Method
In the following sections, we describe our data analysis and proce-
dures, outline the data collection and measurements, and present
the sample characteristics of our Study 1.

4.1.1 Data Analysis & Procedure. We approached our Study 1’s
goal through three sequential steps: (i) creating a portfolio of VR
exergames and game elements, (ii) conducting an expert survey
and (ii) an expert interview session. Overall, we illustrate our steps
of Study 1 in Figure 3.

In the first step, we conducted searches to identify a list of VR
exergames and game elements (Step 1). Next, in Step 2, we employed
the identified lists of VR exergames and game elements, and invited
experts to assess the availability and importance of each game
element. Based on their evaluations, we streamlined our both lists
and focused on a single game—selected by all of our experts—to
evaluate its game elements: Beat Saber . Finally, in Step 3, we held
an expert interview session to refine the game elements list (e.g., by
incorporating examples for each element) from the previous step,
resulting in a finalized collection of game elements.

4.1.2 Data Collection & Measurements. In the first step, we identi-
fied a large portfolio of VR exergames and game elements (Step 1)
through literature and online database searches.

In Step 2, we recruited five experts via convenience sampling
method and invited them to participate in an online survey. In the
survey, we used identified VR exergames and design elements in
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Study 1
Identification of VR Exergames and Game Elements

1. Portfolio of VR Exergames and Game Elements
2. Expert Survey

3. Expert Interview

Study 2
Player Inspiration & Long-Term Intention of Use

1. Impact of Game Design Elements on Inspiration
2. Confirmation Testing

Figure 2: The mixed-methods design approach followed for this research.

Step 1
Portfolio of VR exergames

and game elements

110 VR exergames [35, 68]
and 46 game elements [43]

Step 2
Expert Survey

Beat Saber and 26 game elements

Step 3
Expert Interview

Beat Saber and 24 game
elements with examples

Figure 3: The upper part illustrates each step in Study 1, while the lower part presents the results obtained from each step.

Step 1, and asked experts to select their most played VR exergame
and its available important elements (rating options: important, not
important, not sure, not applicable). Since every game has unique
design elements [16], we kept this question to be game-specific.
Consequently, the participant selected only one game and answered
the game elements questions related to this game. To ensure that
we captured all relevant design elements specific to VR exergames,
we also had an open-ended question for experts, asking them to
note any important game design elements that were not included
in our list.

In Step 3, we presented the lists of game elements from the
previous step (i.e., Step 2) to the participants who are VR exergame
researchers. They were prompted to discuss the identified elements,
exclude or add elements, and provide examples for each element.

4.1.3 Sample Characteristics. Here, we describe our sample char-
acteristics for the empirical parts of Study 1: Step 2 and Step 3.
For Step 2, we recruited experts who have access to VR hardware
and play/have played exergames. In total, we reached out to five
experts (3 women, 2 men) who work in the area of VR and play
exergames. These experts had either a master’s (n=4) or a higher
degree (n=1), and their mean age was 31.40 (SD=1.82) years. On
average, they reported having 8.4 (SD=2.61) years of contact with
VR (Min-Max=4–10). Referring to this, they described their role
in interacting with VR applications at various levels: user (n=1),
player (n=4), developer (n=5), and designer (n=2). In Step 3, we re-
cruited two experts; one from the research team and another from
outside the team. Overall, this group comprised VR exergame re-
searchers (1 woman, 1 man,M=30 years) who identified themselves
as VR exergame developers, designers, and players (M=8 years of
VR experience). They reported playing VR exergames on a weekly
basis.

4.2 Results
In the following, we present the results of three steps of Study 1.

4.2.1 Step 1: Portfolio of VR Exergames andGame Elements. Mueller
et al. [51] defines exergames as “as a digital game[s] where the out-
come of the game is predominantly determined by physical effort”.
Since every VR game inherently includes spatial interaction, and
thereby movement [35], it is challenging to decide what qualifies
as an exergame and what does not. Therefore, to identify the most
played VR exergames, we compiled a comprehensive list of 110 VR
games that are considered as an exergame in research (in the scop-
ing review of Karaosmanoglu et al. [35]) or in online sources [68].
The full list of VR exergames can be found in Table 4.

Games are complex and include a multitude of game elements.
To generate a comprehensive list of design elements, we used the ex-
tensive list of Koivisto and Hamari [43] (similar to other works [44])
that includes 46 game design elements—the authors refer to them as
affordances—identified in a literature review. Koivisto and Hamari
[43] categorizes these design elements based on five categories, with
each category having several game design elements: (i) achieve-
ment / progression (ten features (e.g., points, score, XP)), (ii) social
(seven features (e.g, competition)), (iii) immersion (five features (e.g.,
avatar, character, virtual identity)), (iv) non-digital elements (eight
features (e.g., real world / financial reward)), and (v) miscellaneous
(sixteen features (e.g., warnings)).

4.2.2 Step 2: Expert Survey. All experts reported Beat Saber [5] as
their most played VR exergame; we had one clear champion. Overall,
24 game design elements from our list were rated as important by at
least one expert. As a result of this step, we excluded the 22 features:
quizzes, social networking features, cooperation, collective voting,
avatar, narrative, role play, real world / financial reward, check-
ins, physical cards, physical cards, physical playboard, real world
interactive objects, physical objects as game resources, physical dice,
virtual currency, reminders, game slogans, funny movies, virtual
pets, trading, making suggestions, and virtual objects as augmented
reality. Additionally, experts reported the following game design
elements that were not part of the initial list as important: music
/ rhythm (𝑛=2) and pop-cultural integration (e.g., known songs)
(𝑛=1). As a result, this step of the analysis identified a total of 26
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Table 1: List, examples, and sources of design elements remaining after Study 1; expert survey (ES) and interview (EI).

Design Elements Examples

Achievement/progression [43]
Points, score, XP points based on cuts of cubes
Challenges, quests, missions, tasks, clear goals cutting cubes of certain colors with certain colored beams
Badges, achievements, medals, trophies badges like precision master
Leaderboards, rankings rank A, rank B
Levels expert level
Performance stats, performance feedback text telling missed cubes, precision points
Progress, status bars, skill trees campaign mode with certain missions to complete
Timer, speed song duration, adjusting the speed
Increasing difficulty modifiers, varying number of cubes at each difficulty level
Social [43]
Competition player vs. player competition
Customization, personalization color customization of sabers
Multiplayer playing with friends
Immersion [43]
Virtual world, 3D world, game world every song pack has a unique environment, dynamic environment
In-game rewards combos
Non-digital elements [43]
Motion tracking playing with VR controllers
Miscellaneous [43]
Assistance, virtual helpers accessibility options, removing visual effects
Retries, health, health points missing the cubes decreases health
Onboarding, benefits for beginners tutorial, practice mode
Warnings visual effects for collisions with blocks that must be avoided
Penalties when you cut the wrong cube, the combo resets
Additional elements (ES & EI)
Music / rhythm gameplay accompanied with songs
Audiovisual congruence visual elements match and change with music change
Downloadable contents / regular additions music packs
Juicy effects and cues visual embellishments, haptic feedback

game design elements and led us to focus exclusively on Beat Saber
in the following steps.

4.2.3 Step 3: Expert Interview. Based on a discussion, the partici-
pants who are VR exergame researchers (one outside of the research
team and one not) decided to exclude five game elements (e.g., full-
game, game rounds) from Step 2’s game element list. For example,
full-gamewas excluded because it does not describe a game element.
However, considering Beat Saber , the participants also recognized
the need to enhance the game elements list by incorporating new
elements that could be important: juicy effects and cues, audiovisual
congruence, and downloadable contents / regular additions. The
resulting final list including a total of 24 game design elements and
their examples can be found Table 1.

5 Study 2: Player Inspiration & Intention of
Long-Term Use

Study 1 narrowed down the list of VR exergames to a single title,
Beat Saber [5], confirming the popularity of this game in the com-
mercial market [62] as well as VR exergame research [35]. Similarly,
our experts in Study 1 refined the game elements list of Koivisto and
Hamari [43] to adapt it to the VR exergame context. After deter-
mining our VR exergame and game elements through a data-driven
approach, we advanced to our Study 2. The objective of Study 2 was
to investigate two key aspects: (i) the specific game elements in
Beat Saber that significantly contribute to inspired by from playing

Beat Saber , and (ii) the extent to which this inspiration influences
the long-term intention of use.

5.1 Method
In the following sections, we describe our stimuli, present our data
analysis and procedure, outline the data collection and measure-
ments, and detail the sample characteristics of our Study 2.

5.1.1 Stimuli. Beat Saber is a VR exergame developed by Beat
Games and released in 2019 [5]. This music and rhythm-based game
features a stylized, abstract theme with cubes and rectangles. Play-
ers are tasked with slicing through approaching items using sabers
in each hand. Additionally, the game includes bombs and rectangles
that must be avoided. Overall, Beat Saber receives high praise from
users [5] and is considered one of the best-selling VR exergames
available [62]. In addition to its commercial success, Beat Saber
has been the focus of several academic studies—most researched
commercial VR exergame [35]—due to its popularity [4, 27, 46, 63].
Researchers are exploring various aspects of the game, including
the aftereffects of gameplay [63] and the effect of gameplay on
cognitive performance [27].

5.1.2 Data Analysis & Procedure. To test our hypotheses in Study 2,
we conducted an online cross-sectional survey to gather responses
from Beat Saber players. We conducted all our analyses using R2.
In summary, our data analysis involved two main steps: (i) testing

2https://www.r-project.org/
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Table 2: The descriptive values of each game element in Study 2; expert survey (ES) and interview (EI).

Design Elements N Min Max Mean SD
Achievement/progression [43]
Points, score, XP 256 1 5 4.04 0.94
Challenges, quests, missions, tasks, clear goals 256 1 5 4.05 1.06
Badges, achievements, medals, trophies 256 1 5 3.75 1.14
Leaderboards, rankings 256 1 5 3.68 1.20
Levels 256 1 5 4.36 0.77
Performance stats, performance feedback 256 1 5 4.19 0.83
Progress, status bars, skill trees 256 1 5 3.82 1.13
Timer, speed 256 1 5 3.91 1.01
Increasing difficulty 256 1 5 4.14 0.79
Social [43]
Competition 256 1 5 3.73 1.21
Customization, personalization 256 1 5 3.68 1.10
Multiplayer 256 1 5 3.73 1.30
Immersion [43]
Virtual world, 3D world, game world 256 1 5 4.10 0.94
In-game rewards 256 1 5 4.04 0.92
Non-digital elements [43]
Motion tracking 256 2 5 4.44 0.79
Miscellaneous [43]
Assistance, virtual helpers 256 1 5 3.48 1.22
Retries, health, health points 256 1 5 3.91 0.94
Onboarding, benefits for beginners 256 1 5 3.87 1.09
Warnings 256 1 5 3.93 1.03
Penalties 256 1 5 3.56 1.05
Additional elements (ES & EI)
Music / rhythm 256 2 5 4.45 0.82
Audiovisual congruence 256 1 5 4.25 0.86
Downloadable contents / regular additions 256 1 5 3.93 1.05
Juicy effects and cues 256 1 5 3.99 0.91

the exploratory potential of the identified relevant game elements
on inspired by and (ii) examining a mediation model concerning
the relationship between long-term use and inspiration.

For the exploratory testing, we specifically utilized the stats [56],
lm.beta [6], lmtest [76], and car [23] packages to carry out stepwise
backward multiple regression analysis and to evaluate the associ-
ated assumptions [19]. We chose the stepwise backward multiple
regression analysis due to two reasons: (i) the presence of a large
number of predictors (i.e., game elements) and (ii) the consideration
of new design elements in our survey beyond those previously
proposed in the literature by Koivisto and Hamari [43]. The back-
ward approach of this regression model begins by considering all
potential predictors in the model and iteratively refines it by remov-
ing predictors that do not significantly contribute to the model’s
explanatory power. The backward approach is recommended as it
allows for the consideration of potential interactions among pre-
dictors while minimizing the risk of having a Type II error [19].

To test the mediation effect of inspired to do physical exercise
on the relationship between inspired by playing Beat Saber and
intention of long-term use (i.e., hypothesis testing), we used Hayes
[31]’s PROCESS macro mediation model3.

Sample codes for our analysis can be found in Appendix C.

3https://www.processmacro.org/download.html

5.1.3 Data Collection &Measurements. To reach out to people who
are playing Beat Saber , we used the participant recruitment plat-
form Prolific4. This platform was selected because in this platform,
participants provide high-quality data [17, 18] and it has been used
in previous HCI research [32, 44]. Additionally, it complies with
the data privacy regulations established by the authors’ university.

Following the best practices, we searched papers and identi-
fied studies that measured the same constructs relevant to our
research [10, 22, 39, 43, 44, 64]. Using these findings, we developed
an online survey incorporating empirically validated scales and
items. All items used in the survey with the exact phrasings can be
found Table 5.

Overall, our survey started with a brief introduction outlining
the study’s objectives and included an informed consent form. Fol-
lowing that, participants answered demographic questions about
age, gender, education level, and usage of VR headsets and VR
exergames. Then, participants rated 24 game elements with their
examples relating to their importance on a 5-point Likert scale
(from not important at all/1 to very important/5). These elements
were selected based on findings from Study 1 (adapted from [43]).
However, we did not present the broad categories of each game ele-
ments to participants. Afterwards, participants responded to items

4https://www.prolific.com/
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Table 3: Stepwise backward multiple linear regression analysis; significant results for inspired by playing Beat Saber.

Design Elements B SE t 𝛽 p

Achievement/progression [43]
Points, score, XP 0.18 0.08 2.346 0.129 0.020
Badges, achievements, medals, trophies 0.27 0.07 3.539 0.226 <0.001
Levels 0.22 0.09 2.333 0.124 0.020
Performance stats, performance feedback -0.20 0.10 -2.073 -0.123 0.039
Progress, status bars, skill trees -0.14 0.07 -2.024 -0.122 0.044
Social [43]
Competition 0.21 0.06 3.326 0.191 0.001
Customization, personalization 0.21 0.07 3.118 0.176 0.002
Immersion [43]
Virtual world, 3D world, game world 0.20 0.08 2.584 0.138 0.010
Miscellaneous [43]
Assistance, virtual helpers 0.18 0.06 2.796 0.161 0.006
B = unstandardized regression coefficient, SE = Standard Error, t = t-value, 𝛽= standardized regression coefficient, p = p-value.

𝑅2= 0.17
Inspired to do physical exercise

Inspired by
playing Beat Saber

𝑅2= 0.28
Intention of Long-Term Use

0.302, 𝑝 < 0.0010.416, 𝑝 < 0.001

0.328, 𝑝 < 0.001

Figure 4: Mediation model describing the relationships between inspired by, inspired to, and intention of long-term use.

measuring the constructs inspired by Beat Saber (e.g., “While play-
ing Beat Saber, my imagination was stimulated” ; 𝛼= 0.91, M=5.06,
SD=1.34) and inspired to do physical exercise (e.g., “After playing
Beat Saber, I was inspired to do physical exercise” ; 𝛼= 0.96, M=5.21,
SD=1.48). These ten items were designed based on [10, 44, 64] and
were rated on a 7-point Likert scale (strongly disagree/1 — strongly
agree/7 ). Finally, participants rated four items related to their long-
term intention to use Beat Saber (e.g., I intend to play Beat Saber in
the future; 𝛼= 0.87, M=6.20, SD=0.85), also using a 7-point Likert
scale (strongly disagree/1 — strongly agree/7 ); these items were from
[22, 39].

5.1.4 Sample Characteristics. Overall, we received a total of 310
complete responses. However, after filtering out nonsensical re-
sponses (e.g., using Apple Vision Pro to play Beat Saber), spending
unconsiderate time on the survey (i.e., less than four minutes), and
those failing attention checks [28], we were left with 256 valid re-
sponses for our subsequent analysis. All participants received 1£ as
compensation for their participation in the study.

Out of 256 participants, 97 reported their gender as women, 158
as men, and one as non-binary. The mean age was 31.51 years
(SD=9.78). The majority of participants reported having completed
a Bachelor’s degree (𝑛=126): followed by a high school (𝑛=59), a
Master’s degree (𝑛=56), a degree higher than a Master’s (𝑛=8), and
middle school (𝑛=7). Overall, participants reported playing Beat
Saber for an average of 1.84 years (SD=1.50). Regarding frequency

of play, the majority of participants (𝑛=139) indicated that they
played Beat Saber frequently (1-2 times per month), followed by
often (1-2 times per week, 𝑛=66), rarely (1-2 times per year, 𝑛=26),
every day (𝑛=15), seldom (1-2 times total, 𝑛=10). To play Beat Saber ,
they have used the following headsets: Meta Quest headsets (𝑛=204),
PlayStation VR variants (𝑛=107), HTC Vive headsets (𝑛=23), Valve
index (𝑛=7), HP Reverb G2 (𝑛=2), and Samsung HMD Odyssey
(Mixed Reality) (𝑛=1).

5.2 Results
In this section, we present our results regarding (i) the exploratory
analysis of the identified 24 game elements’ impact on inspired by,
and (ii) the hypothesis testing related to our dependent variable,
long-term use. Table 2 lists the descriptive statistics for each game
design element.

5.2.1 Impact of Game Design Elements on Inspiration. According
to Thrash and Elliot [64, 65], the state of inspired by serves as the
antecedent to inspired to. In simpler terms, individuals get inspired
by an evocative object, which then prompts them to take action as
a result (i.e., inspired to). Therefore, we analyze the influence of
game elements on inspired by in the following.

To analyze the impact of the identified game design elements
(i.e., independent variables) on the inspired by construct (i.e., de-
pendent variable), we initially examined the assumptions necessary
for conducting a parametric multiple linear regression analysis.
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Specifically, we verified the linearity with scatter plots (i.e., Q-Q
residuals), checked for autocorrelation with the Durbin-Watson test
(𝐷𝑊 =2.074, p=0.728), and evaluated the multi-collinearity using
variance inflation factors (all ≤ 1.896).

After confirming the assumptions, we ran a stepwise backward
regression to identify significant predictors [19]. The final model
(𝐹 (13, 242)= 17.026, p<0.001) explained 45% of the variance of the de-
pendent variable inspired by playing Beat Saber (adjusted 𝑅2=0.449).
It contained nine significant predictor weights: Points, score, XP
(𝛽=0.129, p=0.020), Badges, achievements, medals, trophies (𝛽=0.226,
p<0.001), Levels (𝛽=0.124 , p=0.020), Performance stats, performance
feedback (𝛽=-0.123, p=0.039), Progress, status bars, skill trees (𝛽=-
0.122, p=0.044), Competition (𝛽=0.191, p=0.001), Customization, per-
sonalization (𝛽=0.176, p=0.002), Virtual world, 3D world, game world
(𝛽=0.138, p=0.010), andAssistance, virtual helpers (𝛽=0.161, p=0.006).
However, all other five predictor weights did not reach to a signifi-
cance: all 𝑝 values ≥ 0.10. For readability reasons, we report all the
significant results with their additional descriptives in Table 3.

5.2.2 Hypothesis Testing. To analyze the mediation effect of in-
spired to do physical exercise on the relationship between inspired by
playing Beat Saber and intention of long-term use, we first tested the
assumptions of conducting PROCESS macro mediation model [31].
Specifically, we confirmed the normality with scatter plots, and
tested autocorrelation (𝐷𝑊 =2.12, p=0.838) and multicollinearity (≤
1.210).

Following the confirmation of assumptions, we conducted the
mediation analysis. There was a significant direct effect of in-
spired by playing Beat Saber on intention of long-term use (𝛽=0.328,
p<0.001). Additionally, inspired by playing Beat Saber positively
predicted inspired to do physical exercise, 𝛽=0.416, p<0.001. Simi-
larly, inspired to do physical exercise positively predicted intention
of long-term use, 𝛽=0.302, p<0.001. The significance of the indirect
effect was assessed using bootstrapping with 5000 samples. The
completely standardized indirect effect of inspired to do physical ex-
ercise on intention of long-term use was between 0.06 and 0.20 (95%
CI). According to Hayes [31], this interval must not include zero.
Therefore, our results indicate that inspired to do physical exercise
significantly mediated the relationship between inspired by playing
Beat Saber and intention of long-term use. These findings support
our hypotheses, which proposed a positive relationship between
inspired by playing Beat Saber , inspired to engage in physical exercise,
and intention of long-term use (refer to the hypotheses in section 3).

6 Discussion
In our research, we used a bottom-up approach and disassembled
a VR exergame into its building blocks. Accordingly, we exam-
ined the game elements that motivate—i.e., inspire—players in VR
exergames, and consequently influence physical activity and long-
term use. To achieve this, we conducted two sequential studies:
Study 1 focused on identifying VR exergames and their respective
game elements, while Study 2 quantitatively assessed the impact of
these game elements on inspiration and long-term use. Here, we
discuss our results by focusing on our research questions. Based on
the insights we gathered, we provide implications for VR exergame
researchers, designers, and developers to lay a groundwork for the
purposeful design of VR exergames.

6.1 Which game elements influence inspiration
in VR exergames?

In our Study 1, we identified 24 relevant game elements that seem
particularly relevant in VR exergames. These game elements were
identified as a result of three consecutive steps involving experts.
Since we asked players about the importance of design elements
without making a reference to inspiration, this list of game ele-
ments can be used by designers and developers alike to encourage
VR exergame players to achieve their desired target states. Par-
ticularly, using these elements, researchers can investigate how
they can various desired target states (e.g., physical exertion [7],
several experiential outcomes of VR exergames through validated
scales [1]).

Our findings in Study 2 reveal that not all game elements signifi-
cantly influence players’ inspiration while playing Beat Saber . In
particular, our results emphasize the prominence of the achieve-
ment / progression category over other categories identified by
Koivisto and Hamari [43]. The achievement / progression category
contributes five elements to the model, while the social category
adds two and the immersion and miscellaneous categories con-
tribute just one element each. However, we also highlight that in
Koivisto and Hamari [43]’s list of game elements, the achievement /
progression category contains more items than the other categories.
Thus, this difference may have provided more nuanced insights for
this category.

Furthermore, our identified nine significant game elements (Points,
score, XP , Badges, achievements, medals, trophies, Levels, Performance
stats, performance feedback, Progress, status bars, skill trees, Com-
petition, Customization, personalization, Virtual world, 3D world,
game world, Assistance, virtual helpers), as independent variables to
explain inspired by playing Beat Saber in our Study 2, offer valuable
insights for VR exergames. On a level of content, we find a nuanced
picture showing that while two game elements (Performance stats,
performance feedback and Progress, status bars, skill trees) negatively
influence inspired by playing Beat Saber , the remaining seven el-
ements (Points, score, XP , Badges, achievements, medals, trophies,
Levels, Competition, Customization, personalization, Virtual world,
3D world, game world, Assistance, virtual helpers) affect this con-
struct positively. Accordingly, we recommend considering these
elements when implementing VR exergames to target player inspi-
ration.

6.2 How does inspiration in VR exergames
influence long-term use?

Our confirmatory hypothesis test showed that inspired to do physi-
cal exercise partially mediated the relationship between inspired by
playing Beat Saber and long-term use. Specifically, we find empirical
support for all of our hypotheses by showing that all variables are
positively connected with each other. This result suggests that in-
spiration from playing Beat Saber may lead to a greater willingness
to engage in physical activity and to use Beat Saber repeatedly over
time.

In general terms, with our results, we show the external validity
of the inspiration theory and transfer the results of other contexts
(e.g., location-based games [44] and watching Olympics games
[60]) to the VR exergames realm. Therefore, our results open up
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the possibility of using inspiration as a measure to investigate
motivation in the context of the evocative object VR exergames.

Our mediation analysis revealed (H1) inspired by playing Beat
Saber is positively connected with long-term intention of use. This
relation suggests fostering inspiration through playing Beat Saber
ensures players’ engagement with a repeated play of the game.
Moreover, our results support our (H2): Inspired by playing Beat
Saber is positively connected with inspired to do physical exercise.
This validates the inspiration theory [64, 65] and shows that in-
spired by behaves like a predictor of inspired to. In simpler terms, if
people got inspired by playing Beat Saber , they also got inspired
to perform physical exercise. This aligns with the core goal of ex-
ergame research: promote physical activity [35]. Finally, we confirm
our last hypothesis: (H3) Inspired to do physical exercise Beat Saber
is positively connected with long-term intention of use. This implies
that players who feel inspired to engage in physical exercise are
also more likely to intend to use related resources—in our case
Beat Saber–over the long term. Our confirmatory analysis provides
an additional layer to existing approaches that identify predictors
of long-term use of VR exergames, such as with Chinese older
adults [74]. Our results strengthen the external validity of research
efforts, particularly given that the majority of VR exergame users
are young adults like in our sample.

In summary, our findings contribute to the ongoing development
of innovative solutions addressing the challenges of insufficient
physical activity and sedentary lifestyles [72]. These findings repre-
sent valuable information for developers and designers and suggest
that integrating the specific game elements that inspire players
could effectively address the problem of insufficient physical activ-
ity in today’s society. Simply, we demonstrate that VR exergames
have the potential to inspire players, making them an effective
tool for tackling significant societal issues, which challenges the
common assumption that games are solely for entertainment.

6.3 Implications for Design & Theory
Here, we present five implications for both design and theory to
inform the development of future VR exergames.

6.3.1 Enhance player competence and minimize frustration. In our
Study 2, the identified game elements such as points, badges, and
levels help players feel accomplished and celebrate their successes.
However, the negative influence of game elements Performance
stats, performance feedback and Progress, status bars, skill trees may
be explained by the feeling of potential frustration. For example,
since Performance stats, performance feedback and Progress, status
bars, skill trees emphasize the quantitative measurement of success
or failure, players may fear poor performance and feel anxious.
In Beat Saber , players particularly receive immediate feedback on
the precision of their cuts of cubes. If their performance does not
meet their expectations, seeing their low precision scores can lead
to disappointment. Rather than encouraging inspiration, this can
cause anxiety or stress. This focus on performance can distract
from creative, exploratory or emotional engagement, that is often
the source of inspiration [64, 65].

6.3.2 Employ competition. Competition is a fundamental aspect
of numerous games across various genres (e.g., [57]), as well as a

key element in most sports and exercise activities (e.g., swimming,
football). This is also reflected in VR exergames. In the context of
Beat Saber , competition can take various forms, including player vs.
environment, player vs. player, and multilateral competition [24].
Our analysis indicates that the Competition element positively in-
fluences inspiration. However, we cannot fully conclude whether
all specific forms of competition exert this effect. Therefore, we
encourage further research to investigate how different types of
competition affect inspiration.

6.3.3 Create or provide adjustment possibilities for the game en-
vironment. Audiovisual appeal plays a crucial in shaping player
experiences [1]. Both Customization, personalization and Assistance,
virtual helpers positively inspire players. Beat Saber offers a vari-
ety of features, including accessibility options and diverse color
schemes for game objects. We believe that these customization
options contribute to an appealing environment and satisfaction
for players. Similarly, Virtual world, 3D world, game world inspired
participants as well, which we attribute to Beat Saber’s abstract
theme and vibrant neon color combinations, complemented by spa-
tial visual effects. Therefore, we recommend developing visually
appealing VR exergames (considering specific game element im-
plementations of Beat Saber , such as dynamic environment) and
providing customization options (e.g., color customization for game
objects in Beat Saber) to accommodate players’ personal prefer-
ences.

6.3.4 Develop a comprehensive list of game elements. We see our
results as an indication that the original list of game elements used
by Koivisto and Hamari [43] shows room for improvement, as we
identified four additional elements (i.e.,Music / rhythm, Audiovisual
congruence, Downloadable contents / regular additions, and Juicy
effects and cues) as a result of our expert survey and interview ses-
sion that are relevant in the context of VR exergames. However,
we note that the list of Koivisto and Hamari [43]’s game elements
covers the gamification context, not games in particular. Conse-
quently, we recommend that future work should strive to derive a
comprehensive list of design features so that none of the elements
are overlooked in empirical studies. On the other hand, none of
the additional elements identified by experts showed a significant
effect on inspired by in our confirmatory analyses. We think that
this ambivalence happens because inspiration describes a state
that goes beyond the gameplay experience (e.g., players get new
ideas) [64, 65], and that the importance of a design element (e.g.,
Music / rhythm, Audiovisual congruence) stays within the game.

6.3.5 Understand why. Our primarily quantitative research identi-
fies specific game elements that positively and negatively influence
inspiration. Additionally, it demonstrates the connection between
inspiration and long-term reuse. However, like many studies fo-
cused on quantitative methods, it falls short of explaining the un-
derlying reasons for these findings. For instance, while we know
that Badges, achievements, medals, trophies significantly enhances
inspiration, we do not know for sure why this is the case. Is it
because players enjoy earning badges, and/or because they like
feeling competent? To address this gap, we advocate for future re-
search that explores the reasons behind our quantitative results. We
recommend employing qualitative methodologies to gain a more
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in-depth understanding of player inspiration and long-term usage
patterns.

6.4 Limitations
In our Study 2, we employed Beat Saber to examine how specific
game elements influence player inspiration and long-term use.
While using a single commercial or self-implemented VR exergame
for investigation (like in numerous other studies [36, 63]) limits
the generalizability of the results, it also reduces the likelihood of
creating confounds, since every game might have different, distinct
game elements [16]. Still, this decision was guided by expert rec-
ommendations and the recognition that Beat Saber is one of the
most successful commercial exergames [35, 62] and was played
the most by all experts in Step 2 of our Study 1. However, we also
acknowledge that there are other successful VR exergames, such
as Fit XR [21]. As with any game, these alternatives feature addi-
tional types of game elements. Consequently, our research may
have overlooked certain game elements that are important in other
games.

For data collection, we used Prolific. Although there are concerns
about data quality associated with crowdsourcing platforms, nu-
merous studies suggest that participants on Prolific tend to provide
high-quality responses [17, 18]. Nonetheless, to further enhance
data quality in our study, we implemented attention checks, set
thresholds for the time spent on the survey, and excluded ambigu-
ous responses. We also recommend that future research replicate
this study using samples recruited through alternative methods.

7 Conclusion
VR exergames offer an innovative approach to physical exercise.
However, our understanding of how to design them remains limited.
In our paper, we addressed this issue by employing a bottom-up ap-
proach and conducted mixed-design two studies. We investigated (i)
how specific game elements foster inspiration in the first place and
(ii) how inspiration contributes to long-term use of VR exergames.
In Study 1, we identified the most important VR exergames and their
game elements through a three-step process: developing a portfolio
of VR exergames and game elements, conducting an expert survey,
and conducting an interview session with experts. At the end of
this study, we identified 24 relevant design elements. Based on our
findings, in Study 2, we designed and distributed a survey to Beat
Saber players (𝑁 = 256). Our findings indicate that while seven
game elements positively influence inspired by playing Beat Saber ,
two elements have a negative influence on this construct. Moreover,
we found that inspired to do physical exercise partially mediates the
relationship between inspired by playing Beat Saber and long-term
use, providing empirical support for inspiration theory and paths
to long-term use.
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A VR Exergames List

Table 4: The list of VR exergames used in the expert survey. This list was created based on [35] and [68].

No Game No Game

1 Audio Trip 2 Beat Saber
3 Black Box VR 4 Box VR
5 Carnival Games VR 6 Dance Central
7 First Steps 8 FitXR
9 Fruit Ninja VR 10 HoloFit
11 HoloPoint 12 NVIDIA VR Fun House
13 QuiVr 14 Snow Games VR
15 Sports Scramble 16 SyncSense
17 Thrill of the Fight 18 VirZoom
19 VRSports Challenge 20 VZFit
21 Supernatural 22 Until you Fall
23 Orc Hunter 24 Late For Work
25 ThunderGod 26 Animal Force
27 Music Escape 28 Mace and Grace
29 Flappy Flappy VR 30 Bardo
31 Singularity 5 32 Conveyor VR
33 Pavlov VR 34 Ninja Legends
35 Hellsplit: Arena 36 Holoception
37 DrumBeats VR 38 Synth Riders
39 Pistol Whip 40 Wave Circles
41 Hotel Transylvania Popstic 42 Blade and Sorcery
43 Hot Squat 2: New Glory 44 Dance Collider
45 Deus Vult 46 Big Breezy Boat
47 Everyday Golf VR 48 Flappy Arms
49 PowerBeatsVR 50 Song Beater: Quite My Tempo!
51 HoloBall 52 Chop It
53 Gates of Nowhere 54 Vector Velocity
55 Space Channel 5 56 SpaceFrog VR
57 To the Top 58 Blasters of the Universe
59 Audica 60 Windlands 2
61 Sweet Escape VR 62 Crystal Reign
63 Gorn 64 CYCOM: Cybernet Combat
65 Undead Development 66 Eclipse Cinequest
67 Smashbox Arena 68 Racket Fury: Table Tennis VR
69 Electronauts 70 Cricket Club
71 Cross Country Skiing VR 72 Final Soccer VR
73 Katana X 74 Dungeons & Treasure VR
75 Nightstar: Starfighter 76 Loco Dojo
77 Dash Dash Run! 78 The IOTA Project
79 OrbusVR 80 Detached
81 Acan’s Call: Act 1 82 Karnage Chronicles
83 Sairento VR 84 The Wizards
85 VR Regatta 86 Soundboxing
87 Creed: Rise to Glory 88 Eleven Table Tennis
89 Audioshield 90 Sprint Vector
91 Vindicta 92 Goalie VR
93 Omni Arena 94 Fastest Fist
95 Knockout League 96 Drunkn Bar Fight
97 Raw Data 98 Rec Room
99 Superhot VR 100 Vanishing Realms
101 Tiltbrush 102 Job Simulator
103 Climbey 104 Racket: Nx
105 Arcade Saga 106 Space Pirate Trainer
107 Bitslap 108 Sword Master
109 GoalkeepVR 110 Hot Squat
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B Study 2: Survey Items

Table 5: The list of used questionnaire items and their sources.

Construct # Items Refs

Design Elements Please rate the importance of interacting with the design features listed below while
playing Beat Saber on a scale ranging from 1 (not important at all) to 5 (very important).

1 Points, score, XP [43]
2 Challenges, quests, missions, tasks, clear goals [43]
3 Badges, achievements, medals, trophies [43]
4 Leaderboards, rankings [43]
5 Levels [43]
6 Performance stats, performance feedback [43]
7 Progress, status bars, skill trees [43]
8 Timer, speed [43]
9 Increasing difficulty [43]
10 Competition [43]
11 Customization, personalization [43]
12 Multiplayer [43]
13 Virtual world, 3D world, game world [43]
14 In-game rewards [43]
15 Motion tracking [43]
16 Assistance, virtual helpers [43]
17 Retries, health, health points [43]
18 Onboarding, benefits for beginners [43]
19 Warnings [43]
20 Penalties [43]
21 Music / rhythm ES & EI
22 Audiovisual congruence EI
23 Downloadable contents / regular additions EI
24 Juicy effects and cues EI

Inspired by Please indicate your answer on a scale ranging from 1 (strongly disagree) to 7 (strongly agree).
Please think about your regular Beat Saber gameplay. While playing Beat Saber ...

25 ...my imagination was stimulated [10, 44, 64]
26 ...I was intrigued by a new idea [10, 44, 64]
27 ...I unexpectedly and spontaneously got new ideas [10, 44, 64]
28 ...my horizon was broadened [10, 44, 64]
29 ...I discovered something new [10, 44, 64]

Inspired to Please indicate your answer on a scale ranging from 1 (strongly disagree) to 7 (strongly agree).
Please think about your regular Beat Saber gameplay. After playing Beat Saber ...

30 ...I was inspired to do physical exercise [10, 44, 64]
31 ...I felt a desire to do physical exercise [10, 44, 64]
32 ...my interest to do physical exercise increased [10, 44, 64]
33 ...I was motivated to do physical exercise [10, 44, 64]
34 ...I felt an urge to do physical exercise [10, 44, 64]

Long-Term Use Please rate the following items on a scale ranging from 1 (strongly disagree) to 7 (strongly agree).
35 I intend to play Beat Saber in the future [22, 39]
36 I plan to play Beat Saber in the future [22, 39]
37 I am likely to play Beat Saber in the future [39]
38 I will always try to play Beat Saber in the future [39]
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C R Code Snippets
We report example R code snippets used to analyze quantitative data.
library(tidyverse)

library(tidyr)

library(dplyr)

library(lmtest)

library ("lm.beta")

library(car)

options(scipen = 999)

options(digits = 16)

#linear regression

model <- stats ::lm(Inspiration.by.Mean ~ . , data = data)

summary(model)

#stepwise regression

step.model <- stats::step(model , direction = "backward ")

step.model

summary(step.model)

#Linearity

par(mfrow= c(2,2))

plot(step.model)

#Autocorrelation - Dubrin -Watson test

dw_test <- dwtest(step.model)

print(dw_test)

#Multi -collinearity - Variance Inflation Factors

vif_values <- car::vif(step.model)

max(vif_values)

#Standardized regression coefficient

standardized_coefs <- lm.beta(step.model)

print(standardized_coefs)

#Mediation Anaylsis

process(data = data , y = "Longterm.Intention", x = "Inspiration.by",

m =" Inspiration.to", model = 4, stand =1, seed = 1)
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Figure 1: The figure shows the last version of Canoe VR: a) The game environment. b) Players calibrate their arm reach by
pushing balloons away. c) Players pop soap bubbles with a higher number. d) An older adult plays the game.

ABSTRACT
Cognitive and physical exercises are important factors to support a
healthy life, especially considering demographics change. Virtual
reality (VR) exergames have great potential to support these ac-
tivities in a more motivating way. However, regular usage of VR
exergames by the older population is still limited. To address this
issue, we designed and implemented a VR exergame: Canoe VR.
We applied several prototyping sessions with older players and
also report the results from interviews with physiotherapists. The
results suggest that Canoe VR was very well received and can be
used by older players as an additional fitness tool. We discuss the
implications of extending a fitness routine with a VR exergame and
using the game with players of different abilities.
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1 INTRODUCTION
Given that the world population is aging [34], performing cogni-
tive [35] and physical [8] exercises holds major importance for
maintaining a healthy life. These exercises can help to reduce age-
related decline in abilities [8, 21] and support well-being [7, 27].
Despite these benefits, having no interest, lack of opportunities for
physical exercises, or COVID-19 restrictions can negatively affect
participating in these activities [24, 29].

Immersive virtual reality (VR) systems are becoming commer-
cially available and increasingly affordable for consumers (e.g., Meta
Quest 2 [23]). In recent years, several VR exergames [37] (such as
Beat Saber [13], OhShape [19], BoxVR [11]) have been introduced
that incorporate physical exercises with cognitive aspects. Such
training games can motivate users to exercise and continue training
over longer periods. Especially given the effects of COVID-19, these
systems allow exercising at home without contact with others or
to reach exercise services without traveling. Nevertheless, VR tech-
nology is still novel and can expose some difficulties for users such
as usability problems [1], cybersickness [20] or ergonomics [15]. At
the same time, designing these games for older generations requires
attention to the game design, age-related changes, and movements
employed in the game.

In this paper, we implemented Canoe VR following a human-
centered design (HCD) approach [12]. Older adults, fitness experts,
and a health professional were involved in the process. We con-
ducted eight prototyping sessions that considered nuances in the
older population, such as older adults with and without dementia.
The game was also tested in a gym with older adults and fitness
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Figure 2: The figure shows a) an artificial agent playing the game together with the user. b) Two older adults in themultiplayer
version. c) The representation of the two players in the multiplayer version. d) A physiotherapist testing the game.

experts. Based on the gathered feedback of play-testings and in-
terviews, Canoe VR has been iteratively improved. We report the
results of these sessions and lessons learned, which can guide future
work on VR exergames.

The contribution of this paper are:
• Demonstration of a VR exergame designed for older users
by considering nuances in the population as well as their
training needs,

• Use of this VR exergame in the regular training sessions of
older adults as an additional fitness tool.

2 RELATEDWORK
Previous work showed that cognitive [35] and physical [8] activities
are beneficial for healthy aging. For example, they can support cog-
nitive functions [35] and reduce the effects of aging in the brain [8].
It is suggested that the combination of both interventions can lead
to better outcomes [10], and in particular simultaneous training,
can benefit cognitive functions of older population [32].

The World Health Organization recommends that older adults
should be physically active (at least 150-300 minutes of moder-
ate activity per week) [39]. However, COVID-19 imposed some
challenges to obtain these activities due to necessary lockdown
policies. While prior work identified some obstacles to physical
activities (e.g., poor health conditions and missing company) [24]
for older adults, the impacts of COVID-19 on physical activity is
inevitable [29, 40]. Relating to our paper, we argue that exergames
can offer simultaneous cognitive and physical training possibilities,
in particular, during the COVID-19 pandemic. Thus, they can be a
supportive tool for exercise routines of older adults.

The use of immersive VR is increasing [2] and it is becoming
common for several applications ranging from business to gaming
industry. VR supports unique experiences such as a potentially
intense sense of presence [30], multisensory sensations [31], and
natural interactions. For instance, in VR, older adults can experience
outdoor world which might be limited due to COVID-19 and their
health condition [17].

With VR exergames, players can benefit from both physical and
cognitive stimulation while enjoying the game experience. In recent
years, VR exergames were also explored for older adults with [16]
and without dementia [18]. In an HCD process, Karaosmanoglu
et al. [16] designed a VR exergame (Memory Journalist VR) for older
players with dementia that included multiple stakeholders in the
process, indicating positive player experiences for users. Similarly, a
recent work [25] presented a VR exergame (Seas the Day) designed
with input from various stakeholders for people with dementia.

Kruse et al. [18] compared a VR exergame (Maestro Game VR) to
a video-guided exercises in older adults. The findings suggested
that both training options were comparably similar in terms of
enjoyment and attention, and VR exergames can be a good addition
for training. A recent study [6] indicated positive outcomes (e.g.,
usability, positive experiences) for the use of commercial VR games
(e.g., BoxVR [11]) with four older adults during the pandemic.

In our work, we consider varying user groups (i.e., with and
without dementia) in a single game and design for these groups,
and use this VR exergame as an additional fitness tool. In this
regard, users’ needs, age-related changes, and health conditions
should be considered [12, 14, 16]. Thus, in this paper, we used the
HCD process [12] that considers needs and preferences of users by
involving end-users as well as other stakeholders.

3 CANOE VR
In this section, we describe the technical properties and the last
version of the game design. The changes applied to the game over
the prototyping sessions can be found in Table 2.

The game was implemented in Unity (v. 2019.4.18f1) with the
Universal Render Pipeline [33]. Since we used the Valve Index [36]
in the early sessions, the game was run with an i9-9900K CPU and
a GeForce RTX2080 Ti graphics card. Later, we used the Meta Quest
2 [23] as it is a standalone device and allows to conducting field
studies without being bound to a computer. With this device, we
were able to easily integrate hand tracking into our game.

The game play takes place on a tropical island scene (see Fig-
ure 1a), adapted from BoatAttack [22, 28]. Players are positioned
inside a canoe that moves down a river. The game starts with a
calibration phase. First, players perform a thumbs up gesture with
both hands or they can press a button on both of their controllers
to calibrate their seating position and comfortable view direction.
Then, to obtain the maximum arm range of motion (ROM), the
players need to touch four balloons (left, right, left up, right up)
and push them away as far as possible (see Figure 1b).

After this calibration, users can select their game level. The game
currently offers 22 levels with varying cognitive and physical tasks
(see Table 1). Moreover, players can adjust the difficulty, length, and
the number of game levels.

When the player presses a start button, the game provides writ-
ten and audio instructions describing the level. Also as a reminder,
a hot air balloon floats in the air in front of the players and dis-
plays the game level task in text form (see Figure 1c). Meanwhile,
based on the ROM of each player, soap bubbles or other objects
are spawned over the river. Using the ROM points, we create a 2D
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Table 1: This table lists the game levels in Canoe VR. The asterisk indicates levels that can only be played inmultiplayer mode.

Game Levels Description Game Levels Description

(1) All Good Touch as many bubbles as possible. (12) Hand Change Collect the bubbles by changing hands.
(2) Only Colored Touch all the bubbles except the black ones. (13) Fruit Collect all fruits.
(3) Only Red Collect only red bubbles. (14) Music Collect the bubbles with accompanying music.
(4) Two Simultaneously Collect two bubbles at the same time. (15) Dividable by 7 Collect all the bubbles showing a number dividable by seven.
(5) Color Change Collect a red bubble and then a yellow bubble alternately. (16) Lower Number Collect the bubble with the lower number.
(6) Higher Number Collect the bubble with the higher number. (17) Vowels Collect the bubbles showing a vowel.
(7) Maximum 5 Yellow Collect a maximum of 5 yellow bubbles, but all red bubbles. (18) Letters in Word Collect all the bubbles showing letters contained in the word "canoe".
(8) Balloons Dodge Avoid the balloons and collect all bubbles. (19) Letter & Number Collect a bubble with a letter and one with a number alternately.
(9) Butterflies Free all the butterflies from the bubbles. (20) Even Numbers Collect the bubbles with even numbers.
(10) Colors for Hands Collect the red and yellow bubbles with the corresponding

red and yellow colored hand.
(21) Own Colors* The front player collects all the yellow bubbles, the back player only

collects the green bubbles.
(11) Cross Over Collect the red and yellow bubbles with the corresponding

red and yellow colored hand. This level includes cross over
movements.

(22) Alternate Collect* Always take turns collecting a bubble. One bubble by the back player,
one by the front player, etc.

polygon between these outer limits and the canoe object to define
possible spawn locations. We choose random, evenly distributed
points inside the polygon to make sure that all generated points
are within the player’s reach. We can now dynamically modify the
difficulty of a level by tuning multiple parameters, depending on
the player’s success. Different reach difficulty can be achieved by
down-scaling the polygon and changing the distance between each
of the generated bubbles in the direction the canoe travels. This
enables easier, slow-paced, as well as harder levels that require
fast decision-making. In the cross over level, we can additionally
increase the percentage of bubbles that spawn on the opposite side
of the hand that has to collect it.

Depending on the chosen level, different tasks are presented.
For example, in the higher number level, players collect the soap
bubble with a higher number relative to the bubble partner (see
Figure 1c). While traveling along the river, players also pass through
caves, which have several vines (see Figure 2c). To finish a level,
players perform the following physical movements: torso, reaching,
stretching, and leaning (see Figure 1d). At the end of the game,
players get a scoreboard where they can see their score and compare
it to other players.

4 RESULTS: PROTOTYPING SESSIONS &
INTERVIEWS

We used different methods (e.g., observation and field notes, semi-
structured interviews) to obtain data in our project. The full list of
(translated) questions can be found in the supplementary material.
For the game versions and changes used in each session, please see
Table 2. All participants are inhabitants from the same local senior
living facility. For sessions between I - IV, a healthcare professional
was also present.

For the sessions that included interviews, the first author used
a thematic analysis method (reflexive orientation) [3–5]. The re-
searcher decided on deductive categories for each session1. Then
inductively and iteratively coded the interviews under these cate-
gories and finally created themes. For the scope of this paper, we

1Session IV: physical activities, games, VR and VR games, andCanoe VR. The interviews
with physiotherapists: games and VR, physical activities, and Canoe VR. Session VI:
calibration phase, usability, agents and avatars, multiplayer, and Canoe VR.

only present themes related to Canoe VR. We report quotes of the
participants based on their specialty in the respective session2.

Session I. We aimed to decide on an initial concept of an ex-
ergame. Two exergame ideas were implemented as early prototypes:
Canoe VR and Flower VR. Two players tested both games (M=76
years, SD=0, female=2).

Canoe VR was found rich in terms of movement patterns. On a
scale from 1 (not at all) to 7 (very much so), the mean enjoyment and
exhaustion scores of the players were 6 (SD=0) and 1 (SD=0). The
players and the healthcare professional liked the following aspects:
“left and right, recognizing color, head retraction, vines, upper body ro-
tation, movement, points”-𝐻𝑃 , “much more movement”-𝑃1, and “the
overall picture of landscapes”-𝑃2. One player experienced some tech-
nical problems due to accidentally pressing a button, which rotated
their seating position. At the same time, the health professional
reported concerns regarding the risk of falling. They suggested to
improve the animal part of the game and add apples of different
heights. They rated the enjoyment, presence, and exhaustion of the
players as 6, 1, and 1 respectively. The health professional found
Flower VR unsuitable for fit older adults, because the game flow in-
cluded too many steps to remember easily. We decided to continue
with Canoe VR, as it was well received by both the players and the
health professional and offers more opportunities to create varying
cognitive and physical exercises.

Session II. This session was conducted with two older adults
(M=82.5 years, SD=7.78, female=2), who played Canoe VR.

The mean enjoyment, presence, and exhaustion scores of players
were assessed as 7 (SD=0), 6 (SD=1.41), and 1 (SD=0), respectively.
Both players enjoyed the game experience and accompanyingmusic.
They liked the following about the game: “the whole game”-𝑃1 and
“that you do something and that it also succeeds and the music was
also good. The surroundings also look good, it was so nicely bright”-
𝑃2. They also reported some negative details: “apples left and right
sometimes hung too close, hard to tell which apples are in front and
back”-𝑃1. While for 𝑃2, the instructions for feeding animals was too
fast and not readable, for 𝑃1, the feeding part was irritating because
the basket was transferred to the land and the player stayed in the
canoe.
2𝑃𝐻 , 𝑃𝑇 , 𝐻𝑃 , 𝑃1 represent a physiotherapist, trainer, and health professional and
first player in a session, respectively.
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Table 2: This table presents the changes and played game levels in each prototyping session.

Sessions Game Version

Session I In the first version of Canoe VR, the players were placed in a canoe on a river. Their task was to collect all red apples, and avoid the black apples
and vines in tunnels (2 minutes). This was explained to them in a short tutorial. There was another level where they could collect fishes jumping
out of the river, which had a duration of 45 seconds. At the end, they were asked to feed some animals with the collected food, by throwing the
food towards them. The whole game took at least 200 seconds, including the tutorial. Background music accompanied the players.
In Flower VR, players were placed in a garden scene. The task was to recreate a certain bouquet with different kinds of flowers that was shown to
them. They had to pick the correct seeds, plant them in a flowerpot, water them, and afterwards place them in a vase.

Session II We increased the length of the game to 220 meters (240 including the tutorial) and excluded the fishing part. At the end, the food was automatically
given to the animals and did not have to be thrown anymore.

Session III We introduced yellow and green apples in addition to red ones. The ending concept was changed to having a picnic with the collected apples. In
three different levels, the players’ task was to collect i) only red apples (60 seconds), ii) all red apples and 2-5 (fixed random number) yellow and 2-5
(fixed random number) green apples (90 seconds), and iii) the apple with a higher number (60 seconds).

Session IV We made the second level easier by removing the green apples. The player played the levels i) only red apples, ii) all red and 2-5 (fixed random
number) yellow apples, iii) the apple with the higher number, iv) alternatingly colored apples, and v) a level with soap bubbles. Each level was
played for 60 seconds and the total game time was at least 280 seconds, including a tutorial.

Session V This session featured Canoe VR on the Meta Quest 2 for the first time, with a new scene (see Figure 1a) and hand tracking instead of controllers.
ROM calibration was added where the players sat straight and had to stretch their arms to the front as far as possible. The apple trees were
exchanged for freely floating soap bubbles of different colors to enable more flexible positioning of the objects. Three levels were presented, with
a length of 120 seconds each: all good, butterflies, and collecting red and yellow bubbles alternately. At the end of the level, a scoreboard was
presented that showed how many bubbles were collected and how many vines were touched.

Session VI Two game versions were presented: A single player version with a virtual agent as a second player, and a multiplayer version where two users
could play together. The second player/agent was represented with two different avatars (changed during the game play) which had either i)
only trunk and hands (see Figure 2a), or ii) full body (see Figure 2c). In the agent version, an agent was sitting in the canoe in front of the player,
performing the tasks with them (see Figure 2a). The calibration was changed to a more playful solution, where the users had to push four balloons
(two for each hand, one above them and one on the side) as far away as possible (see Figure 1b). Each balloon had to be touched at least once to
finish the calibration. The following four levels were played for 60 seconds with a spawn distance of 1 meter between objects: fruits, butterflies,
dodge balloons, and colors for hands. In the multiplayer version, the two players were sitting behind each other in the canoe (see Figure 2b,c). The
played levels were fruit, own colors, alternate collect, all bubbles.

Session VII The agent was removed in this version. The following four levels were played, with a duration of 60 seconds each, and a start distance of 1.5 m
between collectible items: butterflies, colors for hands, cross over, and fruit. The distance between bubbles was evaluated every 10 bubbles and
adjusted automatically by 0.2 m if more than 80 % of bubbles were correct or more than 40 % were wrong.

Session VIII A remote was used to control the game flow. At the start, a tutorial asked the players to collect three bubbles while the canoe was still stationary to
help them understand the task. We switched back from hand tracking to using controllers because of a more stable tracking. The game featured six
levels, which were played in a random order and with different start distances between bubbles, 60 seconds each: all good (distance = 2 m), music
(distance = 2 m), even numbers (distance = 1.2 m), letter and number (distance = 2 m), cross over (distance = 1.2 m), higher number (distance = 1.2
m). Distance between bubbles was evaluated every 5 meters and adjusted by 0.3 m if more than 80 % were correct or more than 20 % were wrong.
The high score presented the top 10 scores and always included the players’ score.

Session III. This session was conducted with older adults with
dementia (𝑁=3, M=81.33 years, SD=10.79, female=3).

Two players answered the enjoyment question with the follow-
ing words: “flawless” and“nice”. For presence, the answers were:
“yes” and “yes sure”, and “no”. For exhaustion, a player answered
with “a little”, and the other with “no”. Two players liked the task
of collecting apples. The other player indicated that they liked the
diversity with apples. Overall, the game level with all red, and a
fixed amount of yellow and green apples was found too difficult.
The health expert reported: for the enjoyment (“well liked 5-6 [as
a score]”) and exhaustion (“no”). They indicated that players had
difficulties to understand and hear the instructions. They suggested
to make the tutorial slower, avoid giving too much information,
and to highlight the vines under the bridges more clearly or to use
spiderwebs instead.

Session IV. Six older adults (M=78.83 years, SD=3.06, female=5,
male=1) were recruited. We aimed to gain a deeper understanding

about our user group, and, therefore, conducted semi-structured
interviews with them.

Theme:Canoe VR is very well received, but the preferences of
players for game objects and levels varied.Most players enjoyed
the game: “Yes, I like it very much”-𝑃5. The cognitive and physical
value of the game was appreciated by some players: “That you just
always keep moving and always have to pay attention, then duck,
again pay attention to the apples etc. [...] I thought it was very nice,
very interesting”-𝑃1. But also: “That really challenged me [smirks]”-
𝑃4. All players found the length of the overall game appropriate,
however, 𝑃2 player commented on having shorter individual levels
and quick changes between them. Some players mentioned that
they liked the apples more compared to soap bubbles, while only
one reported a reason: “Yeah, was more representational somehow”-
𝑃3. We speculate that the preference for apples could be due to the
variety in apple tasks. There was subjectivity for the best task: all
red and exactly [2-5] yellow apples, the higher number, combination
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of all these different things, and collecting red and yellow apples
alternately. All players were positive to play the game regularly
with some task variations: “Yes, I can imagine that”-𝑃3.

Interview with Physiotherapists. After the positive feedback in
the last session, we decided to present the game to physiothera-
pists. This semi-structured interview was conducted in a video call
attended by two experts (M=46 years, SD=7.07, female=1, male=1).
During the interview, we presented a video from the last prototyp-
ing session with an older adult playing the game and showed them
some concept pictures.

Theme: Canoe VR features rich movements and can offer
valuable options (beingmobile and social value), but it should
be realistic and familiar. Both therapists found the featured
movements very good: “That you can also lower the arm and work
with the trunk, raise the arm again, that I also have pause phases
in between and not constantly a tension, a contraction of a muscle
group. Because that is much too strenuous in the long run. [...] a game
like that is really super”-𝑃𝐻2. The idea of having the game portable
is found interesting because users can easily try out the game. A
multiplayer mode to facilitate social interaction was also well re-
ceived (“when we interact as a team. [...] There comes then also again
an added value to it”-𝑃𝐻2). Both experts strongly emphasized the
need for graphical realism, in particular, consistency with the real
world: “Not that the graphics have to be designed in a great way, but
I wouldn’t keep it abstract. [...] But I wouldn’t overburden [...] the par-
ticipants with disturbing things [...] where everything is unrealistic.
Or where the apple is not red and yellow, but blue and purple... So I
would go very close to reality, especially with the graphics”-𝑃𝐻2.

Session V. This session was conducted in the gym of the facility
with an attendance of a physiotherapist and a trainer (𝑁=2,M=41.5
years, SD=0.71, female=1, male=1). We asked the older adults (𝑁=7,
M=83.71 years, SD=3.25, female=6,male=1) in the gym if they would
like to play Canoe VR. The experts also played the game to give
more precise feedback.

Canoe VR was found enjoyable by the players (M=3.81, SD=0.50,
KIM [38] enjoyment/interest sub-scale, not at all true/0 — very
true/4). The players felt low levels of exhaustion (M=1.57, SD=0.98,
a single custom item, not exhausted at all/1 — very exhausted/5).
Most players also gave positive comments: “overall, an interesting,
movement-intensive game”-𝑃6. However, 𝑃4 reported technical is-
sues such as the font becoming blurry and quickly disappearing.
Also, for 𝑃7, the game was not something they would play every
day. For the experts, the use of VR for older adults’ exercises is
considered positive: “very good approach to apply digital movement
offers in training therapy, diversified, innovative, motivating for all
difficulty levels”-𝑃𝐻 . Both also rated the enjoyment of the players
positively (M=4.5, SD=0.71, a single custom item, very bad/1 — very
good/5). The trainer reported that the VR headset “[...] size partly
too big”, however, for the therapist the usability of the system was
“very good, [...] could be individualized if necessary, otherwise good
flow, smooth gameplay, pleasant design ambiance”. The movements
(M=4, SD=0) and their daily functionality for older adults (M=4,
SD=0) were rated high (a single custom item, very bad/1 — very
good/5). While the trainer found the bubbles a bit too fast for the
players, the physiotherapist suggested to have “shorter sequences,
lower movements [...], dynamic, sitting “actively” at the front of the

chair, cross-over movements (of the hands oriented to the center of the
body)”.

Session VI. In this session, we focused on the social value of
the game. We tested a version with older adults (M=78.75 years,
SD=4.71, female=6,male=2) playing with a virtual agent (𝑁=4), and
a multiplayer version with two players playing together (𝑁=4). We
took observation, field notes, and interviewed the players in groups
of one, three, and four players.

Theme: The sitting configuration and the agent were not re-
ceived well, but overall players reported positive player expe-
rience with consideration of some aspects. All players playing
with the agent noticed the agent, however, it faded out after some
time: “I only saw them for a short moment and then I didn’t see them
anymore”-𝑃3. 𝑃1 explicitly described the changes in the appearance
of the avatars, however, most of these players did not see a need for
an agent: “actually, they can go away”-𝑃2. Similarly, 𝑃4 also realized
the changes, but they focused more on the task: “At the beginning I
saw that, but then I was so concentrated on [task] what concerns me
[...]”-𝑃4. In the multiplayer mode, players mostly indicated that they
enjoyed to play in pairs, while a player, who played with the agent
negatively, commented about playing with a real person “[...] you
would concentrate on that person and [...] would be too distracted”-𝑃2.
However, a front player felt like they played alone: “I did not notice
my [partner]”-𝑃7.

Overall, many players indicated positive player experience: “Some-
how you had the feeling that you were sitting in the boat. Then the
waves moved. So I thought that was actually quite nicely done”𝑃6
and “You couldn’t just sit there and watch, but it was a challenge to
[perform the tasks]. So I found that quite good”-𝑃4. Many players
preferred the avatar with the full body representation while for 𝑃4,
it did not matter as the task was more important. Regarding the
design, a few players had difficulties to see the butterflies, required
some time to understand the thumbs up gesture, or had issues with
the behavior of the calibration balloons: “So I had the impression,
the balloons do not really react when you push them away”-𝑃8. Some
players suggested to increase the length of the gameplay.

Session VII. This session was held in the same gym as Session
V, and with the same fitness experts. Three older adults (M=84.33
years, SD=1.53, female=2,male=1) and the experts played Canoe VR
(see Figure 2d).

The players rated their enjoyment of the game as high (M=3.89,
SD=0.19, KIM). However, their exhaustion was low (M=1, SD=0).
For 𝑃3, “overall, the game is interesting, challenging, concentration
and movement enhancing”. While 𝑃1 suggested to have the texts
visible for a longer time, 𝑃2 suggested to improve the calibration
sequence: “Slightly change the setting at the start so that the balloons
do not fly so far (away)”. According to the experts, the older players
enjoyed the game (M=4.5, SD=0.71). For usability, the physiothera-
pist commented on a safety issue: “possibly too wide cross movements
(inclinations to fall)”. The evaluation of the movements patterns
(M=4.5, SD=0.71) and their functionality (M=4.5, SD=0.71) for daily
life of older adults were high. The butterfly level caused a little chal-
lenge: “visibility of the “butterflies” sometimes a bit difficult”-𝑃𝐻 ,
as also mentioned by 𝑃1. Both experts found the game valuable:
“variety is good, timing is ideal, cross movements is extremely valuable
therapeutically, good trunk activity (rotation/trunk extension)”-𝑃𝐻 .
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For further improvements, they suggested: “more stretching move-
ments of the torso (arms stretching upwards)”-𝑃𝐻 , “reduce the range
of motion of insecure people if necessary [...], fun of movements in
the game is given, if necessary sound as confirmation of the achieved
movement”-𝑃𝐻 , and “Bonus round! “Special effect” if you made the
quest (e.g., fireworks or a lovely melody), optional music”-𝑃𝑇 .

Session VIII. We conducted this session with people with demen-
tia (𝑁=5, M=81.2 years, SD=8.58, female=4, male=1). We focused
on three points: interaction with the game after the improvements,
understanding how challenging the game is, and finding a suitable
starting difficulty. To determine the difficulty, we adjusted the dis-
tance between bubbles using a modified version of the staircase
method [9]. The levels started with either 1.2 meters or 2 meters
distance between bubbles and adjusted itself every 5 meters by 0.3
meters, depending on game performance within this section.

The players played an average of 3.8 (SD=1.79, Min-Max=1 — 6)
levels, based on their ownwishes. During the game, some difficulties
were observed. For example, 𝑃1 had challenges to complete the
tutorial. Since we did not implement a way to skip the tutorial on
the remote control, it was turned off for the other four players. Also,
none of the participants was able to finish the calibration sequence.
When they had tried their best and did not make any more progress,
we skipped the calibration on the remote control, playing with
the default values. With varying physical and cognitive abilities,
their success in the game also changed from person to person,
e.g., for 𝑃5, the game worked quite smoothly while 𝑃1 had some
difficulties. With the dynamic difficulty, we found that the mean
distance between bubbles (mean of all data points) approached 2.38
meters (SD=0.91). We note that players played different levels with
varying cognitive and physical tasks and a different amount of
levels, therefore, the average distance serves as a reference start
point for the future, not for comparison purposes.

5 DISCUSSION & CONCLUSION
In this work, we presented and evaluated Canoe VR, which enables
cognitive and physical training for older adults. We considered
cognitive variances as well as physical needs of older adults. In an
HCD process [12], we gathered feedback from older adults with and
without dementia, a health professional, and fitness experts. We
iteratively improved the game to provide positive player experience
and offer both cognitive and physical training opportunities.

We used various methods in this study for data collection. Al-
though, this can be seen as a limitation in terms of not obtaining
homogeneous findings, it also offers rich results. Our sample size is
low and the results should be interpreted with this in mind. Also,
the reflexive orientation of thematic analysis requires the deep en-
gagement of the researcher with data, therefore does not require
more than one coder [3–5]. Following qualitative research prac-
tices [26], we report on reflexivity that might have led to bias in the
analysis, such as the main author’s prior research experience with
older adults, VR game experience, and a background in psychology
and cognitive systems. Yet, these also stands as a strong ground to
understand and interpret the data.

Overall, the results indicate that the game was very well re-
ceived by users and the movements were found rich by the experts.

Although participants suggested improvements or pointed to unsuc-
cessful points as well, they generally expressed positive experiences.
Our results, aligning with prior work [6], show that older adults’ VR
exergame experiences were positive, in particular during COVID-
19. For this specific game scenario, the used virtual agent was not
found to be helpful. In contrast, a multiplayer mode was a good
addition, but the front players also desired more interactions with
their partner, leaving a gap for improvement.

Canoe VR was developed through a design process with multiple
stakeholders and several prototyping sessions. We also showed
that this game can be used in regular gym sessions of older adults.
By building on previous work [18], we show that a VR exergame
can be suitable as an additional fitness tool for this user group,
yet further scientific explorations are required to generalize this
result. Although the game features a variety of cognitive tasks and
movements, more research is needed to examine the cognitive and
physical benefits (e.g., using subjective and objective measures) of
this designed game.

In terms of varying abilities in the population, our findings indi-
cate that Canoe VR offers opportunities for both, players with and
without dementia. The game settings provide options to change
the game tasks, elements, length, and difficulty. Further, dynamic
difficulty integration allowed the players with varying abilities to
experience the game and exercise. Therefore, based on the sessions
with players with dementia, we argue that this game also matches
their abilities. The importance of this is also emphasized in [16].
However, we particularly plan to explore this game in more detail
with both groups in our future work. We plan to test this game with
older players with and without dementia in a long-term study to
understand which aspects of the game are suitable for which group
and how these affect the game and their cognitive abilities.
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Cognitive-physical exercises can reduce the progression of dementia. However, traditional methods often
induce problems (e.g., lack of motivation), whereas the success of recent virtual reality (VR) exergames such as
Beat Saber may provide a playful, motivational, and immersive alternative. Yet, until now, it remains unclear
which game mechanics, concepts, and designs work best for people with dementia, and how to implement
exergames for and with this user group. In this paper, we adapted a human-centered design approach to address
the specifics of developing VR exergames for people with dementia. This includes semi-structured interviews
with stakeholders and contextual inquiries to better analyze the user requirements. Based on our analysis,
we present Memory Journalist VR - a novel VR exergame specifically designed for people with dementia in
a participatory design process. We report the qualitative evaluation based on the feedback gathered in five
focus group sessions. Finally, we discuss the lessons learned, which provide important insights for the design
of future VR exergames for people with dementia: (i) creating social gaming activities with a focus on shared
aspects, (ii) support of an inverse game flow channel addressing decline and variance in cognitive-physical
abilities, and (iii) ensuring a safe VR exergame experience.
CCS Concepts: •Human-centered computing→Accessibility; •Applied computing→ Life and med-
ical sciences; • Software and its engineering→ Interactive games.
Additional Key Words and Phrases: serious games; VR exergames; people with dementia; human-centered
design approach; health
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1 INTRODUCTION
According to theWorldHealth Organization (WHO), the number of peoplewith dementia worldwide
has increased to more than 50 million. Due to demographic change, the figure continues to increase
substantially every year [93]. Dementia causes extreme changes in someone’s cognitive-physical
abilities [7, 22] and impacts the economic and social resources of families, health systems, and
governments [13, 94]. Although there is no cure for dementia yet [7], previous work has shown
that cognitive and physical exercises can reduce the risk and progression of dementia [38, 95]. The
combined interventions highlighted more positive effects compared to separate use [21, 60]. These
Authors’ addresses: Sukran Karaosmanoglu, Human-Computer Interaction, Universität Hamburg, Hamburg, Germany,
sukran.karaosmanoglu@uni-hamburg.de; Sebastian Rings, Human-Computer Interaction, Universität Hamburg, Hamburg,
Germany, sebastian.rings@uni-hamburg.de; Lucie Kruse, Human-Computer Interaction, Universität Hamburg, Hamburg,
Germany, lucie.kruse@uni-hamburg.de; Christian Stein, gamelab.berlin, Humboldt Universität zu Berlin, Berlin, Germany,
christian.stein@hu-berlin.de; Frank Steinicke, Human-Computer Interaction, Universität Hamburg, Hamburg, Germany,
frank.steinicke@uni-hamburg.de.

© 2021 Copyright held by the owner/author(s). Publication rights licensed to ACM.
This is the author’s version of the work. It is posted here for your personal use. Not for redistribution. The definitive Version
of Record was published in Proceedings of the ACM on Human-Computer Interaction, https://doi.org/10.1145/3474679.

Proc. ACM Hum.-Comput. Interact., Vol. 5, No. CHI PLAY, Article 252. Publication date: September 2021.



252:2 Sukran Karaosmanoglu et al.

traditional exercise methods contain some challenges (e.g., lack of motivation, distraction from
external stimuli, and missing supervision [72]). Innovative technology in the area of serious games
has the potential to overcome these challenges.

Virtual reality (VR) can address some of the mentioned limitations. The current VR technology
such as head-mounted displays (HMDs) is used in many areas ranging from entertainment, educa-
tion, and training to health. VR systems can provide fully-immersive environments, which stimulate
multiple human sensory channels [28, 78]; thus it can minimize the distraction from actual tasks.
The possibility to display virtual content everywhere around the user enables full body motions
while ensuring that users still see instructions or information on the HMD. Also, VR allows for
customization of virtual environments (VEs) [28], which can help to serve the specific needs of user
groups; for example, enabling worlds that are no longer accessible for people with dementia living
in psychiatric hospitals [83]. However, this technology also exposes some disadvantages, such as a
limited spatial range of movement, ergonomics, and nausea [39, 79]. Especially for people with
dementia, the use of VR requires special attention to avoid unethical and undesirable effects (e.g.,
emotional stress) because VR can be realistic and create a sense of presence [75, 76]. Nevertheless,
prior work showed that VR experiences can be engaging and hold promise for future exploration,
especially when the interests of this user group are considered [40].
Serious games that combine physical exercises with cognitive stimulation [89] can motivate

people, in particular people with dementia [17], to perform physical exercises due to their playful
nature. VR exergames have enormous potential as a training tool when designed around their
effectiveness and attractiveness [73]. These games can adapt VEs and game tasks to individuals’
ability levels and create safety-controlled exercises. While previous works showed the significant
potential of VEs [40, 83] and themotivational aspects of VR exergames for people with dementia [17],
a comprehensive understanding of their needs when designing VR exergames remains sparse.
Particularly, it is largely unknown, which game mechanics, concepts, and designs work best for
people with dementia, and how to implement exergames for and with this user group.
While there are several established methods for developing interactive systems/games in a

human-centered design (HCD) approach to ensure effective, efficient, and satisfactory usage [24],
these standard procedures might not be appropriate for people with dementia [31]. This is due to
the fact that people with dementia are characterized by very individual, often daily form-dependent
manifestations of dementia, which limits their cognitive-physical capabilities, and also sometimes
hinders their ability to express feelings or thoughts [49, 93]. Hence, it is absolutely necessary that
caregivers and people who have close relationships with people with dementia (significant others)
are taken into account as well as the routines of care activities and the living conditions of this
user group. To address these limitations of current VR exergames and HCD approaches, our work
is driven by the following research questions:

• RQ1: “Does the designed VR exergame provide positive and good player experiences, usability,
and accessibility for people with dementia?”

• RQ2: “Which aspects of the HCD approach should be adapted in the context of VR exergames for
people with dementia?”

Therefore, we introduce an HCD approach for developing VR exergames adapted to the special
requirements and context of dementia. In particular, this approach contains (i) semi-structured
interviews with stakeholders as well as contextual inquiries to analyze the user requirements of
people with dementia. Furthermore, we report about the remaining iterative steps of the HCD
apporach [24]: (ii) conceptual design of the VR exergame, (iii) implementation of the prototype, and
(iv) evaluation of the prototype. In Step 1, we interviewed clinical professionals, a physiotherapist,
technical experts, and significant others. Following that, we conducted contextual inquiry sessions
with older adults with and without dementia. We employed thematic analysis on the contextual
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inquiry sessions and interview data to extract user requirements, which we applied to our ex-
ergame. In Step 2, based on the findings, we designed a VR exergame prototype to gain a better
understanding of varying preferences and needs of people with dementia, which was implemented
in Step 3. In Step 4, we evaluated this VR exergame with five focus group sessions by creating
an iterative design circle, which allowed us to improve and adapt the game to the needs of people
with dementia.

The contributions of this work can be summarized as follows:
• an adaptation of the HCD approach to design VR exergames for people with dementia:
semi-structured interviews with stakeholders and contextual inquiry sessions.

• conceptual design and iterative development of a VR exergame based on the findings from
the user requirement analysis: Memory Journalist VR,

• qualitative evaluation of the VR exergame prototype across five focus groups,
• provision of design implications of VR exergames for people with dementia to allow novel
insights for game designers and developers.

2 RELATEDWORK
Previous studies have shown the positive effects of physical-cognitive training on people with
dementia. While there are prior works indicating exergames can create positive experiences,
immersive games for them have rarely been studied yet. Moreover, a detailed exploration of the
needs and requirements of this user group as well as the question on how an HCD approach should
be undertaken with them remains sparse in this context.

2.1 Physical & Cognitive Activities
Neurodegenerative conditions such as dementia can cause a decline in people’s cognitive and
physical abilities [93], significantly impacting their daily life. Thus, non-pharmacological research
focuses on physical [16, 69] or cognitive intervention techniques [71, 77] to reduce and prevent
dementia.
Cognitive activities (e.g., reading books and solving puzzles) have been shown to serve as a

technique to reduce the risk of dementia [71], as they increase cognitive reserve through stimulation
in the brain [80, 81]. Spector et al. [77] showed an improvement in quality of life scores for people
with dementia who received cognitive stimulation therapy (questions related to reminiscence,
money, and games) compared to a control group. Drawing from these studies, the human-computer
interaction (HCI) area also employed elements of reminiscence therapy in their technologies [33, 48].
The findings of physical activity studies also highlighted a decreased risk of dementia [16, 69]

and improved cognitive and physical well-being [38, 96]. Rolland et al. [68] reported that physical
exercises can help to reduce the progression of people with dementia’s performance decline in
everyday activities such as walking. Moreover, prior work [96] reported an increase in cognitive
functions (e.g., attention, visual memory, and working memory) of users who completed 6 weeks of
exercise training compared to a control group; thus, prompting us to explore this in our research.

To increase both interventions’ benefits, research investigated the effects of combined cognitive-
physical training with older adults; the findings indicated higher cognitive [21] and lowered
depression scores [60]. Similarly, the combined interventions improved the cognitive functions,
daily living activities, andmood of people with dementia [47]. These findingsmotivated us to explore
the combination of cognitive-physical activities in our immersive game, as VR offers a medium to
create simultaneous cognitive-physical exercises by serving multiple sensory channels [28, 78] and
exergames support mental and physical stimulation [45].
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2.2 Exergames
Games have a great potential to increase older adults’ enjoyment and motivation [26, 29]; this also
applies for people with dementia [17]. Exergames can help to overcome some of the difficulties of
traditional exercisemethods such as loss ofmotivation and time constraints of caregivers/players [72,
89]. However, the decline in cognitive-physical abilities of older adults –especially for people
with dementia– requires consideration to make games accessible to these users. Gerling et al. [30]
suggested designing exergames for older adults, taking into account the changing cognitive-physical
abilities of players due to aging.

Research has explored exergaming for dementia in many contexts. Padala et al. [61] reported an
improved balance and reduced fear of falling for people with dementia in a home-based caregiver
supervisedWii-Fit [58] program. Concerning social well-being, Unbehaun et al. [86] investigated
the social potential of video game-based exergames on people with dementia, their formal/family
caregivers; their findings indicated an improved social interaction for this user group and their
relatives. To our knowledge, however, there are no studies or recommendations on how to design
or make exergames accessible for this user group. However, it can be assumed that the design
requirements of people with dementia will differ from those without dementia.
Due to its fully-immersive nature allowing people to dive with their full body and mind into a

virtual world [78], VR provides an interesting medium for exergames. It serves multiple sensory
channels and thereby supports physical actions and cognitive stimulation. By evoking the feeling
of presence [76], VR can increase attention to tasks and reduce external cues which might distract
from the actual task. Moreover, VR offers the opportunity to customize the entire 3D VEs and
tasks [28], allowing people with dementia to visit places they cannot visit in the real world [83]
and to have enriching experiences [40]. These customizable features of VR can help cater to
users’ varying abilities by tailoring physical movement patterns to their needs and provide them a
better representation in 3D; leading to the use of VR as a training and evaluation tool in various
studies [59, 66]. Although VR technology is promising and used in many areas, this technology
also presents many drawbacks such as limited physical tracking space [79] and cybersickness [52].
Exposure to VR can lead to some adverse effects on humans such as nausea, disorientation, eye
strain, and neck pain [39, 54]. In particular, major conflicts between visual and vestibular senses
and discrepancies between users’ head movements and visual VR scene movements were shown
as common causes of these symptoms [52, 54]. Thus, we decided to avoid creating such scenarios
(e.g., big discrepancies between senses) to reduce the potential negative effects of VR on our users.

VR exergames are becoming increasingly popular in the commercial market for entertainment
and exercise purposes (e.g., Beat Saber [27], OhShape [51], Ragnaröck [92]). This trend also took
place in academic research. Unlike the commercial market, research has also focused on the potential
of VR exergames for people with dementia [17, 18]. For instance, Eisapour et al. [17] designed a VR
exergame program to promote physical exercise, resulting in an enjoyable experience. Similarly,
a recent work [62] reported preliminary results of a VR exergame study, in which people with
dementia played the role of a conductor. Their findings indicated that VR exergames can be seen as
a motivator for performing physical activities. Eisapour et al. [18] compared a VR exergame-based
program with traditional exercises guided by a therapist. They found comparable results on the
values of enjoyment, comfort, and difficulty. With respect to reduced physical abilities due to
aging, Rings et al. [65] presented seated VR exergame exercises designed with the participation of
physiotherapists.
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While there is little research showing the effectiveness and motivational aspects of VR ex-
ergames [17, 18, 62] for people with dementia, previous work has neither focused on their require-
ments in VR exergames nor on the actual HCD approach, which could guide the development of
future immersive applications for this user group.

2.3 Human-Centered Design Approach
The HCD aims to ensure high accessibility, usability, and user experience by providing methods to
understand users’ needs, capabilities, and limitations. This approach prioritizes the users and offers
opportunities to engage with them and stakeholders throughout the entire design process [24]. It
has been used in the context of health [37] and games [56, 90]. For instance, Harte et al. [37] applied
a three-step HCD methodology to design a fall prevention system for older adults, including end-
users and experts. Dementia affects everyone differently and with varying severity [93]. Therefore,
familiarization with this user group, observation of their interactions with the designed systems,
and gaining perspective of stakeholders holds major importance.
The HCI field is increasingly exploring dementia in design, for example in the context of art

therapy [53], everyday sound [42], and VR [40]. While standard HCD approaches suggest including
end-users and stakeholders, designing for people with dementia poses often some challenges that
cannot be addressed with a typical HCD approach. For example, the decline in cognitive-physical
abilities might limit their capabilities of expression and reasoning skills [49]. Yet, the changes in
their abilities should not be seen as a constraint to the design, but as an opportunity to create new
and meaningful experiences by focusing on their current capabilities [23, 53, 91]. Therefore, people
with dementia must undoubtedly be included in the process, but stakeholders such as significant
others or caregivers could provide insight on behalf of or together with the end user group as they
are the ones who know best about people with dementia’s daily routines and behavior patterns.
Furthermore, the design of VR exergames for people with dementia requires the expertise and

the input of people from various fields. As the field covers health, physical activities, VR, and game
research, it is important to include different experts who can enrich the design process and inform
other parties (e.g., about health conditions). For example, health professionals might simply not be
aware of technological advancements while game researchers might have difficulties understanding
the abilities –and thereby requirements– of people with dementia to create appropriate game
mechanics. The lack of empathy by mostly young product developers is often mentioned as a
possible problem [19, 25]. Exergames should also be designed considering the effectiveness of the
physical activities [73]; thus making the involvement of physiotherapists inevitable. Therefore,
it is important to first get a better understanding of the needs and requirements of people with
dementia from stakeholders.

Another issue that should be considered is how the developed systems are used and what purpose
they serve; we hope to support people with dementia in clinical settings by first demonstrating
the feasibility of VR exergames for them. Many studies are showing that long-term training is
required to achieve these outcomes [68, 77]. Regarding this, systems should be easy to use for
caregivers/significant others, as they often motivate people with dementia to use the technology,
especially in long-term use [67]. From another angle, this feature can also help to reduce the
workload for caregivers and increase social interaction [86]. Therefore, many studies have involved
caregivers, physiotherapists, and hospital staff to serve these purposes when designing systems for
people with dementia [17, 55, 86, 91].
To develop a VR exergame, which provides high usability, player experience, and accessibility,

we formed a research team consisting of a motion scientist, game designers, developers, and a
health professional to serve the entire design process. In addition, we enriched this research with
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additional stakeholders (e.g., clinical experts, physiotherapist, technicians, significant others) to
better understand the people with dementia’s needs.

3 STEP 1: UNDERSTANDING THE NEEDS AND REQUIREMENTS OF PEOPLE WITH
DEMENTIA

The main purpose of the study was to understand the needs and requirements of people with
dementia and to apply this knowledge in the context of VR exergames, thereby providing engaging
experiences. As a secondary goal, we were interested in adapting the HCD approach in this context.
To extract the user requirements, our research team conducted semi-structured interviews [2] and
contextual inquiry sessions [6]. We chose these methods to understand the needs and experience
(for which there are no validated questionnaires) of the participating older adults, which were from
the same senior living facility (Hospital zum Heiligen Geist Hamburg1). The participants of our
study were recruited mainly with the help of the senior living facility. The overall study procedure
is illustrated in Figure 1.

In order to consider ethical implications, we conducted an ethics workshop at the first phase of
our large project prior to the described study in this paper and invited an ethics expert (female,
age=57, ethics in IT) to observe our process. We applied the lessons learned to our study (e.g.,
termination of experience in case of any psychological or physical stress) and closely collaborated
with the senior living facility (e.g., preparation of suitable questions and presence of a caregiver
during each session).

Semi-structured Interviews
with StakeholdersPlan the HCD process Contextual Inquiry

Sessions

User Requirements
Analysis

Step 1

Conceptual Design
of the VR exergame

Step 2

Implementation
& Prototyping

Step 3

Evaluation (with fo-
cus groups in a par-
ticipatory process)

Step 4

Clinical Trials

iterations

Fig. 1. In Step 1, we conducted semi-structured interviews with stakeholders and the contextual inquiry
sessions with people with dementia to analyze the user requirements. We further followed the remaining
steps of the HCD approach [24]: conceptual design of a VR exergame (Step 2), implementation of the VR
exergame (Step 3), and evaluation the VR exergame with five focus group sessions (Step 4). We iterated the
findings over requirements, design, and implementation steps.

3.1 Semi-structured Interviews with Stakeholders
We conducted semi-structured interviews with the stakeholders to explore their attitudes towards
VR technology, conditions and needs of people with dementia, the possible physical movements, and
1https://www.hzhg.de/
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game scenarios that can be implemented in VR. As game researchers/developers, the project was
our first experience with this user group, and, therefore, we placed importance on understanding
them and how to interact with them before our first face-to-face encounter. The full list of interview
questions can be found in the supplementary materials.

Participants. The interviews were conducted with 11 stakeholders: three significant others (n=3
female, age: M=61.33, SD=2.89 years), five clinical dementia experts2 (n=4 female, n=1 male, age:
M=43.6, SD=10.55 years), a physiotherapist (male, age: 39 years), and two technicians (n=2 male,
age: M=50, SD=15.56 years).

Procedure. While we followed our interview guideline with pre-determined questions, we ad-
dressed follow-up questions to our participants. All interviews were performed separately with
each stakeholder. The interviews were audio-recorded, except for two participants due to privacy
concerns. In addition to audio-recordings, field notes were taken by the researchers.

3.2 Contextual Inquiry Sessions
In these sessions, the research team aimed to observe people with dementia’s cognitive-physical
conditions, interactions, and attitudes from a first-person perspective (see Figure 2a,b). The followed
guideline for this step can be found in the supplementary materials.

Participants. We included both people with and without dementia to observe a wider interaction
of this age group with the gameplay in VR. While the design requirements of individuals with
dementia are different from those without dementia, they may show some commonalities due
to shared culture, similar age range, and shared aesthetic values. The sessions were conducted
separately for groups of people with and without dementia. We recruited eight participants (7
female, 1 male; n=3 mild dementia, n=5 people without dementia) with an average of 81 years
(SD=6.05). A health professional from the research team (female, age: 51, 26 years of experience
working with people with dementia) also accompanied the players in these sessions.

Procedure. Following the contextual inquiry method, we have enriched the familiar social space
used by older adults for reading, board, or video games (i.e., Kinect games) with VR hardware. We
audio-recorded all sessions.

First, the participants were introduced to the purpose of our project and gave their consent (and
legal representatives for people with dementia) to participate in our study. This document included
information on the planned project, what the player will experience in VR, and the symptoms of
cybersickness. Following that, we observed their experience while they played Kinect games, which
is part of their usual daily routine in this senior living facility. Before the VR session, all participants
were verbally informed about their upcoming experience, warned of possible negative symptoms of
VR, and asked to tell us if they feel uncomfortable or experience any difficulties. The research team
members observed the whole experience to terminate in case of any problems. The participants
first experienced the SteamVR [87] home environment, which shows a large terrace with a view of
mountains, trees, and birds. After some time of familiarization (ca. 5 minutes for each participant),
we used the VR game Tilt Brush [32] to provide a more interactive gaming experience. We observed
their interaction with the controllers in VR while decorating a snowman. We then used the NVIDIA
VR arcade application [82] only for people without dementia (due to time constraints of people
with dementia and the health professional in their daily routine) to see a larger variety in types of
interaction.
2All clinical experts had different specialties: E1 Responsible expert for working with people with dementia, E2 Head of
inpatient and short-term care at a senior living facility, E3 Responsible person for social care at a senior living facility, E4
Head of a senior living facility, E5 Head of nursing at a senior living facility.
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a) b) c) d)

Fig. 2. Impressions from the HCD approach in which we introduced VR technology to people with dementia
(a) and created a social environment between people with dementia, spectators, and caregivers (b). We further
designed a VR exergame for people with dementia using a 3D printed camera controller (c) and included
people with dementia with varying cognitive-physical abilities in these experiences (d).

3.3 Data Analysis & Results
To analyze qualitative data, we transcribed the audio recordings of the contextual inquiry sessions
and the interviews (a total of 13:06 hours). Afterwards, the first author applied the reflexive approach
of inductive thematic analysis, which does not require multiple coders [9–11]; the reflexive approach
of thematic analysis involves deep engagement of researchers and their interpretations on data [10].
Our approach consisted of the steps introduced by Braun and Clarke [10]: familiarization of data,
inductive coding of data, creation of initial themes, iteratively reviewing and shaping the themes,
and final theme generation phase.
We identified four themes through our inductive coding, which serve to determine the user

requirements. We report quotes based on the participants’ specialty, and number: people with
(PPW D ) and without dementia (PPW ), the health professional from the research team (PHP ), clinical
experts (PE ), technicians (PT ), physiotherapist (PPH ), and significant others (PS ); for example,
PPW D1 represents the quotes from the first player with dementia in the contextual inquiry session.

Theme 1: Novelty effects of VR technology. Only one player reported having prior VR experi-
ence, which resulted in a negative one: “I had to leave the [place] because I got sick”-PPW2 . For the
rest VR was unknown, yielding conversations between the research team and players: “[...] iPad, I
play a lot with it, and that is already VR [laughs]”-PPW1 . This unfamiliarity created some hesitation
to play VR games for older adults without dementia (e.g., “I don’t even know if I can play it, because I
have a fear of heights and am prone to balance disorder”-PPW2 ), while people with dementia warmly
welcomed the new technology. Yet, after trying VR games, the majority of participants reported
highly positive experiences: “Oh, how beautiful!”-PPW D1 and “exhausted from the excitement, but it
was positive excitement”-PPW3 . Especially after the players experienced and were informed about the
possibilities of VR, they reported two environmental themes they wished to see in VR exergames:
exposure to nature (e.g., beach, sea) and sports activities (e.g., skiing, swimming). Moreover, these
themes were always associated with the players’ memories and outside environments: “I was a
passionate swimmer, was also in the swimming club. [...] We always went to the North Sea”-PPW D1 .

Theme 2: The role and requirements of social gaming activities. The results indicated a trend
towards designing social environment-based VR exergames with the involvement of spectators and
caregivers. Generally, the participants saw VR exergaming activities as a potential to create a social
environment among all parties, which can improve psychological well-being (e.g., “These [social
activities] can help to prevent frustration and reactivate skills [...] from the past”-PE5 ). The experts
reported the group dynamics that emerged from other game activities (e.g., board games, Kinect
games) and how supportive they were to improve the psychological health of older adults: “when
the older adults say that they would like to be better and are on the last places again, the group can
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normally catch them well and cheer them up”-PE3 and “In a game, where all people with dementia can
participate, they are always integrated”-PE2 . We also observed these social interactions during our
contextual inquiry sessions: spectators to a player with some vision problems: “But you were great
today!” PPW D1 : “Really? Well, that’s how it is, you develop tricks to compensate and that you can see
again”.
However, the stakeholders found shared cognitive-physical conditions, interests, hobbies, and

biographies essential to create positive experiences for people with dementia in a social setting:
“biography work has to be done beforehand to understand which game would be the most suitable one”-
PE1 , and “we need [...] to look at what the residents liked to do, right?”-PE2 . Otherwise, these aspects
can turn out to be a potential danger, which can impact players’ motivation and psychological
well-being: “You have to make sure that the characters fit together and also the severity of dementia,
because if there are people who can still do it [an exercise] really well and others need a long time
and guidance, then the others may get impatient or make a comment that is not so constructive to
the group mood”-PE3 . As a notable challenge, the stakeholders reported reduced social interest of
people with dementia in interacting with family members (e.g., “she is rather apathetic, does not
take part in conversation and is just sitting there”-PS3 ) and with peers (e.g., “I don’t think she has
contact with others”-PS2 ).

Theme 3: Challenges due to reduced cognitive-physical abilities. All stakeholders pointed
out how dementia affects cognitive abilities in an increasing way: “she [person with dementia]
always asks the same about relatives. They are all dead [...]. Always the same things and that repeats
every five to seven minutes. [...] at the start, it was 10-15 minutes, but now it gets shorter”-PS2 . This
also impacts how people with dementia perceive and react to communication (e.g., “they [people
with dementia] need a moment to understand it, and then it might be better to talk in slow motion. For
them, it is normal tempo”-PE3 ). These challenges were also observed during the contextual inquiry
sessions. Particularly, we identified differences between people with and without dementia in their
interactions with controllers, the need to give detailed game instructions, and to repeat tasks due
to forgetfulness. We had to remove the HMD for a moment to create an association between real
and virtual hands for people with dementia in VR. Further, we repeated the game details multiple
times for them compared to people without dementia: “Here? [showing the controllers] (Research
team: Yes, there! Just up there, yes? Do you see that?) No.”-PPW D3 . However, people with dementia
also showed differences within the group in terms of guidance needed in VR (e.g., instructing them
and turning their chairs to look in different directions in the VEs).

The reduced cognitive abilities affected people with dementia’s physical skills: “the problem here is
the cognitive limitations, because movement always means that I have to instruct someone, right?”-PE1 .
However, the conditions of people with dementia can differ within the group: “there are people
who already have problems performing movements. Everyone makes a movement differently [...] and
has their own movement patterns”-PPH . Thus, the physiotherapist explicitly suggested employing
different levels of difficulty (e.g, “I would always do these [exercises] from easy to difficult because
even someone with problems can do an easy exercise well at first, then [...] have the feeling that [they]
can do it well”-PPH .) and seated exercises (e.g., “I [referring to people with dementia] do not have to
use the torso. I can also use my arm while sitting, my body center of gravity shifts”-PPH .) In this way, a
feeling of accomplishment should be given to motivate people with dementia: “If I [physiotherapist]
show them [people with dementia] a little bit of success, that would be an unbelievable psychological
component”-PPH . Yet, one should at first consider the everyday effectiveness “[...] to maintain their
[people with dementia] independence and autonomy and all the things that affect everyday life”-PPH .
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Theme 4: The Priority of Safety. All participants always prioritized the safety of people with
dementia. This important issue was further specified in terms of the technical setup, feeling safe in
company, and psychological well-being.

Regarding the technical setup, the main outcome was to provide a safe environment while players
were performing physical movements in VR: “Fixed installations are preferred”-PT2 and “I would
never use tripods here”-PT1 . Particularly, the majority of the participants mentioned the risk of VR
to be an isolating experience due to immersion and thereby losing the association between the real
and virtual world for players: “they wouldn’t realize if a fire breaks out or something else happens
while people with dementia wear the VR headset”-PT2 . The safety of the physical world was further
discussed by taking into account the changing cognitive-physical abilities of people with dementia:
“the height of any fixtures, so people with wheeled walkers do not collide with it”-PT1 . Wearing an
HMD was discussed on many occasions with the consideration of people with dementia’s reaction
to it (e.g.,“the head is one of our most intimate areas”-PE1 ), which can potentially create danger.
Nevertheless, we did not encounter any complaints about wearing an HMD from our players in the
contextual inquiry sessions.

Another notable topic was sharing VR exergame play between player and caregiver, which was
partially attributed to a social factor but most importantly to control the gaming experience to
ensure the safety of players: “See, if she [person with dementia] is selecting the game, the program
does not react how she expects and is confused and thinks she is doing something wrong”-PHP and
“they [all participants] can then share what they have experienced or achieved”-PPH . Also, being
alone created some hesitance for the players to play VR exergames: “As long as someone is there,
everything is good! Yes, it gives me support and says: So you stand right or you can not fall down
anywhere. [...] You can’t practically play it alone at home”-PPW2 . These concerns were amplified for
people with dementia: “it could happen that they suddenly want to run and get lost in the truest sense
of the word because they have forgotten that they are wearing their glasses”-PPW1 .

Finally, a main safety characteristic was preserving the psychological well-being of our partici-
pants. VR holds enormous potentials for creating many VR exergaming activities, but not every
game is suitable for the well-being of people with dementia: for example, rejuvenation effects
(e.g.,“Even though people with dementia often think they are around 30 years old, it would cause a
crisis if they saw themselves young while in a phase of clarity and in knowledge of their real age”-PE1 .),
creating completely new encounters (e.g., “That is what is in their everyday life anyway, they always
see something new. With the VR glasses, we would only intensify this”-PE1 .), creating unrealistic
experiences (“you have to expect that the person who is in the forest [...] wants to pick up a stone”-PE1 .),
and enclosed environments (“[...] in a forest, the path is a natural boundary, but you can still see
into the distance. Also at the beach, [...] a dock should not invite you to step on it [because it could be
dangerous] and rather only be in the distance”-PE1 ). Likewise, the health professional of the research
team explicitly suggested that “the people with dementia’s experience [exergame and the time before
and after] should follow a predictable procedure when possible, so that the people with dementia keep
a sense of security”-PHP .

3.4 User Requirements Analysis
We discuss below the results of the user requirements analysis and summarize the recommendations
for the VR exergames.

Create social gaming environments with the consideration of shared aspects. Our findings highlight
the need to create a group-based VR exergame experience with the participation of spectators
and caregivers. Most of the participants attributed this mainly to its potential to create social
interaction between and among the parties. This feature was further observed in our contextual
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inquiry sessions as a source of motivation to encourage players. Nevertheless, our results also
indicate the importance of shared cognitive-physical conditions, hobbies, interests, and biographies
among older adults with dementia. This was associated with becoming more insecure and frail
in behavior and loss of interest. Therefore, game designers/developers avoid these potentially
discouraging factors to motivate people with dementia to play exergames.

Support of an inverse game flow channel addressing decline and variance in cognitive-physical
abilities. Our evaluation shows that dementia has an extreme impact on the cognitive-physical
abilities of older adults, which must be addressed when developing game mechanics and concepts.
All players with dementia had difficulty understanding the use of VR controllers. This showcases
that people with dementia have difficulties learning new interaction techniques. This requires
designers consider providing intuitive techniques for this user group to interact with the virtual
world. Second, people with dementia required multiple and detailed instructions to complete
their gameplays due to forgetfulness. Hence, the designers should introduce continuous hints,
explanations, reminders, or narratives into the gameplay.

Dementia can lead to varying cognitive-physical effects on older adults: requiringmore repetitions
of instructions or more physical support. Beyond this, every person with dementia can show this
variance in their abilities over time [93]. We suggest game designers to consider the possibility of
creating an inverse game flow channel to support the decline and variance in cognitive-physical
abilities: for example, by creating different levels of difficulty or adaptivity in exergames. These can
help a wide range of people with dementia to become a part of the VR exergame and to provide a
sense of accomplishment.

Provision of a safe VR exergame experience. The results emphasize the importance of creating a
safe VR exergaming play for people with dementia. First, developers must install fixed VR systems
to avoid any physical injury, taking into account the effects of dementia. Second, caregivers should
be part of the users’ VR exergame experience to support them with their possible cognitive-physical
and psychological difficulties; for example, by reacting to situations with empathy in a timely
manner (might be challenging for young developers [19, 25]). Also, for most players, the presence
of the caregiver was the connection to the physical world; they expressed their concerns about
falling while wearing an HMD and performing movements without a caregiver. This indicates the
need for a caregiver and to reduce the risk of falls in VR exergames for people with dementia. Third,
game designers must pay attention to the details of in-game scenarios to preserve the psychological
well-being of people with dementia and avoid creating scenarios that might cause emotional stress
for this user group.

4 STEP 2: CONCEPTUAL DESIGN OF THE VR EXERGAME
Based on the findings of the user requirements analysis, we designed a VR exergame: Memory
Journalist VR. In the early stage of this research, the implementation of the exergame was presented
in [63, 64]. We note that the immersive exergame was designed in the HCD approach as a result
of the iterative design process; we incorporated our focus group findings into the game design.
The improvements and changes applied to the VR exergame prototype through five focus group
sessions can be seen in Figure 5. Below, we report the final conceptual design of the VR exergame.
Prior work showed that VEs have the potential to create reminiscence effects on people with

dementia [83]. We were inspired by this finding and hoped to invoke the past memories of people
with dementia while they were playing the VR exergame: providing both cognitive and physical
stimulation. Therefore, we created Memory Journalist VR in which the player explores a 360◦ 3D
recording of famous landmarks and their surroundings in a VE. The 3D recordings presented
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a) b) c)

Fig. 3. The player explores the game environment with a 3D printed camera (a), communicates with a health
professional to find a landmark in the scene (b), and takes a correct picture of the landmark which is shown
in a newspaper (c).

the capital and city of residence of the older adults to provide a meaningful experience [34] (see
Figure 3).
We aimed to provide an intuitive way for this user group to interact with the virtual world

without them having to learn and repeat how to use new interaction devices. Thus, we chose to
design a 3D printed camera device and mapped this physical version of the device to a virtual
replica in the game.
We enabled the option of playing the exergame as a seated experience to reduce the risk of

falling [65] and to reach more target users with varying cognitive-physical abilities. We created
the recordings with the consideration of the eye level of participants in a sitting position. We also
avoided creating scenarios that could conflict between the participants’ visual and vestibular senses
(e.g., by not including forward movement in the seated VR exergame) [54] or cause emotional
stress (e.g., unrealistic experiences). The players mainly performed torso, arm, stretching, and head
movements that could assist in some of their daily life tasks: grabbing objects, reaching something,
and following someone with their head while holding conversations (see Figure 2d).

To ensure the safety and well-being of the participants, we gave control of the VR exergame to
the health professional/caregivers by building a browser-based application. In addition, we shared
the VR exergame experience of HMD players with the spectators (both older adults and health
professionals) on the TV screen, providing them with the opportunity to communicate and interact
with each other in a social environment (see Figure 2b).

5 STEP 3: IMPLEMENTATION OF THE VR EXERGAME
In this section, we describe the technical equipment used and the final implementation of the
game. The changes applied to the VR exergame prototype through the HCD process can be seen in
Figure 5.

5.1 Technical Setup
Memory Journalist VR was implemented using C# in Unity (v.2018.4.18f1) [84]. To ensure high visual
fidelity, the game was run using an i9-9900 CPU and an Nvidia RTX 2080 Ti graphics card. The
players were equipped with a HMD (HTC Vive Pro Eye [43] or Valve Index [88]: depending on the
availability) and a custom 3D-printed camera to interact withMemory Journalist VR. We created the
3D device based on the size and visuals of a Leica M4 camera [20], which was likely to be known
by the target users. For this, we built a 3D model in Maya [3] and combined it with a universal
Vive tracker and a button (see Figure 2c) to give a realistic feeling of an actual camera.

Furthermore, we used an Insta360 Pro device [44] together with a tripod at 120 cm height to create
360◦ 3D scenes for Memory Journalist VR. Moreover, an application, Remote App, was implemented
on top of an express (v4) [41] web server running on NodeJS (v8.9.4) [15] (see Figure 4b). We chose
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Fig. 4. The playermeets with the virtual guide (parrot) at the beginning of the game (a). The health professional
uses the Remote App which is shown on a mobile phone (b) and sends a hint using the Remote App (c).

to employ a safety-first approach: therefore, instead of using a tripod, we fixed the VR system’s
lighthouses to the wall and concealed all unnecessary cables.

5.2 Memory Journalist VR
The player has the role of a reporter, who takes photographs of landmarks (see Figure 3). The
game provides an audio-visual interactive introduction of the player role and tasks considering
varying cognitive-physical abilities of the target users (e.g., reduced hearing and seeing abilities).
Afterwards, participants are introduced to the 3D-printed camera controller and are given time to
get accustomed.
At the same time, the Remote App shows eight buttons that allow the health professional to

control the VR exergame experience: Start Scene, Switch Preview, Next Scene, Help Player, Next
Mission (easy), and Next Mission (hard) and two red buttons (soft or hard) to terminate the game
due to urgency (see Figure 4b). Next Mission (easy) focuses on popular landmarks that can be
detected easily by performing head movements, while Next Mission (hard) additionally requires
zooming with the camera by performing arm movements (i.e., stretching out and retracting), or the
rotation of the camera to get an upright photo. This enables to control the difficulty level of the
VR exergame. For example, when players are given the task of photographing a landmark on their
left side, they perform arm, head, torso, and stretching movements to complete the task. While we
note that this game is not a typical exertion heavy exercise game, we focused on physical activities
that people with dementia can perform [53] and tried to tailor the technology to their current
interaction abilities.
After the player is introduced to the game mechanics, the health professional can activate the

missions. Accordingly, the game guides the player by using a parrot as a virtual guide explaining the
missions via a short story (see Figure 4a). Once the explanation is finished, the player is presented
with a yellow sticky note attached to the camera and a text above the view frame of the camera
to remind them of the current mission (see Figure 3b). At the same time, the target locations are
highlighted by using sparkles to make people with dementia pay more attention to the given task.
Additionally, if the player cannot find a landmark or does not know it, the health professional can
send a hint with the parrot using the help button in the Remote App (see Figure 4b). When the
camera is triggered while pointing at the requested landmark, a newspaper article with the image
appears in front of the player to provide feedback on the accomplished mission (see Figure 4c).
However, if the player takes photographs of other areas, the taken pictures will appear without a
newspaper in their view to provide constructive feedback. Further, the health professional can offer
bonus scenes to give the players the possibility of exploration without asking for the completion of
any task. At the end of the VR exergame play, the players and health professionals can review the
photographs taken in each session on the Remote App to share the feeling of success together.
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I The research team provides verbal instructions on what to photograph in what format (i.e. landscape, portrait).

II In this version, we created a virtual guide that explains tasks (parrot), texts which show all objectives, smooth vir-
tual camera movement, and a floating frame which shows the field of view of the camera.

III
The player is introduced to the reporter narrative. Also, the missions are shown as sticky-notes with large text al-
ways in view and are given individually by following after each other. The hints are represented 30 and 60 seconds
after the missions start.

IV
The Remote App is introduced to control mission succession and hints. The missions can contain zooming tasks.
The virtual camera turns transparent when it is close to the player’s face to encourage players to stop searching
for a location through the lens. We further added bonus scenes that show more of the world without adding tasks.

V
In the game, the objectives are highlighted with sparkles to foster more attention. We randomized the order of the
missions. The zooming tasks are adapted to the players’ arm reach. The RemoteApp shows the fictive newspaper
after the game finishes.

Fig. 5. The design and implementation changes/improvements applied in Memory Journalist VR through five
focus group sessions.

6 STEP 4: EVALUATION OF THE VR EXERGAME WITH FOCUS GROUPS
We created an iterative design circle for Memory Journalist VR. This demonstrates a robust design
process to present the validity of the VR exergame. Here, we aimed to better observe and address
the needs of people with dementia while they were playing the exergame. Therefore, we tested it
with five focus group sessions to ensure the best player experience.

6.1 Participants
We conducted focus group sessions on five different dates, for which a total of 11 people with (n=10
mild dementia, n=1 moderate dementia; n=8 female, n=3 male, age: M=85.82, SD=9.02 years) and
6 without dementia (n=6 female, age: M=82.67, SD=4.46 years) were recruited. Some participants
took part in multiple sessions. People with dementia and those without did not participate in the
same focus group sessions (but some on the same dates). None of the participants in our focus
groups reported any previous VR experience before our study. The demographic information of
the players can be seen in Table 1.

Based on our findings, we involved a health professional (female, age: 51, 26 years of experience
working with people with dementia) in all sessions (except the last one) as a part of the research
team. The health professional helped by guiding the players through the sessions. In the last session,
three caregivers (n=2 female, n=1 male, age: M=54.3, SD=4.73 years, experience working with
people with dementia: M=12, SD=3 years) were observed in a gameplay with people with dementia.

6.2 Procedure
We chose to test the VR exergame with people with and without dementia (only in the early
sessions) to enrich the data collection due to their shared values. Further, we note that it was not
always possible to recruit large numbers of participants with dementia, due to their established daily
routines (e.g., exercise activities, and doctor appointments). The given feedback from each session
was integrated into Memory Journalist VR. We performed focus groups separately (people with
and without dementia) to ensure group harmony (based on the findings of the user requirements
analysis). Each focus group took place approximately one month after each other. During the
sessions, we made observations and took field notes.
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Focus Group Sessions
Dementia Status Gender Age Duration of Stay Number of Players
With/Without Female Male Mean SD Mean SD Participated Before

Focus Group Session I with dementia 3 1 82 10.23 1.82 1.25 0
without dementia 6 0 82.67 4.46 3.72 3.06 0

Focus Group Session II with dementia 1 1 74.5 9.19 1.83 2.14 2
without dementia 2 0 78.5 4.95 5.28 4.59 2

Focus Group Session III with dementia 1 1 91.5 0.71 1.56 0.50 0
without dementia 2 0 78.5 4.95 5.19 4.60 2

Focus Group Session IV with dementia 4 1 86.2 9.36 0.97 0.89 1
Focus Group Session V with dementia 3 0 77.3 13.65 1.58 1.83 2

Table 1. The demographic information of the players across five focus groups: status of dementia, gender,
age, and duration of stay at the senior living facility in years. The last column depicts the amount of people
that participated in prior focus groups.

In Focus Groups I-II-III-IV, we started the sessions by creating a relaxed atmosphere and inviting
the players to a table with tea and cake. First, the players were introduced to the HMD and game
concept. They and their legal representatives were asked to sign an informed consent form which
included information on the planned project, what the player will experience in VR, and the
symptoms of cybersickness. Also, all participants were verbally briefed about their upcoming
experience and warned of possible negative symptoms of VR. There was no fixed order in which the
participants played. While one player was playing the exergame, the health professional was at their
side and working with them to complete the objectives. One researcher was taking notes of their
activity, while the second researcher was taking notes and talking with the remaining participants
at the table. The last researcher was responsible for the game experience and instructions The
spectators could follow the gameplay on a large TV screen behind the HMD player. When a
participant removed the HMD, they were able to talk about their experience in a brief interview.
The questions were about the overall gaming experience, enjoyment, scenes in VR, and causes of
discomfort. The overall duration of the study was approximately 30 minutes for each participant,
20 minutes in VR.
In Focus Group V, we aimed to finalize the evaluation of the exergame with the additional

involvement of different caregivers to see the generalizability of the design process and the exergame.
We wanted to observe the usability of the VR exergames for the case of long-term use without
the help of the research team. We observed the interaction between caregivers and people with
dementia while they played the VR exergame together, led for the first time by the caregivers. We
presented an extensive instruction sheet to the caregivers to explain the Remote App, the game
mechanics, and the usage of the HMD3. For each pair, we prepared the caregiver by reading out
the instructions and answering open questions. We also gave them a printed copy to assist the
caregivers during the session. Afterwards, the caregivers were instructed to start and lead a gaming
session with the people with dementia up to completion. The pairs played the VR exergame one
after the other without the other pairs’ presence. During this process, we stayed in the room to
observe the interactions of people with dementia and caregivers. The overall duration of the study
was approximately 60 minutes for each participant, 20-30 minutes in VR.

6.3 Data Analysis & Results
To analyze qualitative data, we gathered field and observation notes taken by the members of the
research team. Here again, the first author employed the reflexive orientation of inductive thematic
3The instruction sheet explained the following points: mounting the HMD, devices in the room, the reason for using the VR
exergame, game flow, Remote App, difficulty level between the missions, and exit strategies.
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analysis [9–11] by following the same steps as stated in subsection 3.3. We derived four themes
through inductive coding. We report quotes based on the participants’ group and number: focus
group players with (FPW D ) and without dementia (FPW ), the health professional (FHP ), and focus
group caregivers (FC ). For example, F5C1 represents the quotes from the first caregiver in the fifth
session.

Theme 1: Player experience in Memory Journalist VR. This theme captures the players’
experience of people with and without dementia using the designed VR exergame. For people
without dementia, while VR and the game initially showed novelty effects, in the long-run, the
game was found to be repetitive: “I liked the recognition value in the scenes, but it gets boring very
quickly”-F2PW1 . Particularly, in the third focus group, one of the older adults without dementia
performed the game tasks without waiting for the explanation of the parrot because “it [the
exergame] is boring”-F3PW1 . This trend was also observed among the other spectators. Hence, F3PW2
preferred to not play Memory Journalist VR after watching the HMD player; leading us to conclude
the focus groups with people without dementia.

For people with dementia, Memory Journalist VR provided a positive player experience (e.g.,
“Can’t find words right now. It was beautiful”-F4PW D3 and “I enjoy it, all the time”-F4PW D2 ). Most
players with dementia perceived Memory Journalist VR as an immersive and realistic game play.
For example, people with dementia made attempts to talk with pedestrians and to touch objects
in the scene: “I felt right in the middle of it”-F5PW D3 . Particularly, for one player with dementia,
F4PW D5 , we observed the plausibility effect of VR; he tried touch the soap bubbles in the VE with
his tongue. These positive experiences were mainly attributed to the opportunity to explore an
outdoor environment in VR. These opportunities were often difficult to reach for people with
dementia: “I found it nice to discover so much, especially the buildings [...] I used to go for walks there.
Since I have been in care here, that does not work so well anymore”-F4PW D3 . The players took their
time to discover the buildings and the objects in the scene, which is further supported with adding
bonus scenes to our exergame (e.g., “I like both, special tasks [missions] and the possibility to discover
for myself ”-F4PW D4 ). However, in some cases, the feeling of autonomy through exploration led
the players to ignore the virtual guide (the parrot) or be angry at it for interrupting the game by
explaining tasks: “Ugly bird, I don’t like him [...]. I don’t want to hear that [the hint]! I don’t need a
helper”-F3PW D4 . This led us to switch hints from the automatic time-based version to the need-based
caregiver controlled version, which was found useful for both, the players and caregivers (e.g., “The
parrot was good for help”-F5C1 ).

Theme 2: Emerging social dynamics. This theme focuses on instances of social interactions
created by Memory Journalist VR. For the majority of people with dementia, the exergame elicited
a variety of social interactions between players and caregivers/the health professional. The effects
of the game were observed both during and after the focus groups.

During gameplays, communications were raised due to familiarity with VEs and the desire to
completeMemory Journalist VR successfully. Since the game includes VEs that the participants often
recognized from their real lives, we observed situations where both the players and the caregivers
benefit from each other’s knowledge (e.g., “girl [the health professional], help me out!”-F4PW D2 ).
While our game design holds a challenge in case that both, the caregiver and the player, do not
know the landmarks, the Remote App helped both sides by providing hints through the parrot: “Do
you see the arcades? Let’s take a picture of them!”-F5C2 . The players shared –when they remembered–
their memories of the places they visited in Memory Journalist VR with the research team, the
spectators, and the caregivers: “I hate that building, way too expensive!”-F4PW D2 . Particularly, this
enabled long conversations between parties.
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Furthermore, the need for a sense of accomplishment was observed. After their sessions, most
of the players asked the research team and caregivers how well they completed their tasks. They
shared their success in the application by viewing the photographs they took together: “the shots
are quite good”-F5C1 . The players were instantly happy when they received positive feedback. After
the game sessions, some players shared their experiences about Memory Journalist VR with their
relatives, which can be seen as an indicator of the game that enables communication: “The player
proudly told her daughter all the things she had experienced today, that she had been out in town”-F5C1 .

Theme 3: Impact of cognitive-physical abilities on the VR exergame. This theme addresses
how the VR exergame and the cognitive-physical abilities of the participants interact with each
other. For people without dementia, the exergame’s tasks were not found to be cognitively
challenging; all the players completed their missions and used the 3D camera without requiring
explanation. Physically, they all preferred to play the game while standing.

For people with dementia, every focus group session showed signs of further improvement in
the game mechanics and design. We encountered two cognitive factors, which required special
attention: forgetfulness and problem-solving. The players’ level of forgetfulness varied. Some
players could not remember the game in the end (e.g., “I took photos?”-F3PW D1 ), while some recalled
the missions and features of Memory Journalist VR after almost one month (e.g., “Here I am again,
ah parrot!”-F4PW D2 . To serve these varying levels of forgetfulness, we created (i) sticky notes fixed
to the camera as a reminder of current tasks (a familiar concept from daily life), (ii) 3D sparkles to
highlight the tasks, and (iii) random sequencing of tasks to avoid repetition.

The players also presented differing degrees in problem-solving skills, with the majority showing
a deficiency. For example, when some received a mission, they could not comprehend the instruc-
tions to find the target (e.g., turning left and right to follow the parrot). Another notable example
was regarding the use of the 3D camera. While we only expected that players would understand
the placement and the use of the button, the affordance of this old timely device prompted the
players to hold the device right to their face, expecting a viewfinder, which was not present. As a
result, players could not see anything and we initially had to ask them to move the camera away
from their eyes. This shows that people with dementia expected all the usual means of interacting
with the device, not only some of the provided affordances with the camera model. To facilitate the
problem-solving process, we introduced (i) the reporting theme gives the player a purpose and to
present the missions in an easily understandable context, (ii) a transparent 3D camera when the
camera is close to the players’ head, and (iii) a Remote App to show hints depending on the needs
of players.
In particular, the Remote App helped the caregivers to easily guide the players without any

interruption from outside. This allowed caregivers to control the game flow dynamically to match
the needs of people with dementia (e.g., frequency of sending help and easy or hard missions). This
also helped the caregivers to enjoyMemory Journalist VR because it was “a good mix of conversation
and guided play in my opinion”-F5C2 . As a result, we observed that Memory Journalist VR was
helpful to cognitively stimulate long-term memories of people with dementia: “it was nice by the
water, in the cafe down there”-F5PW D2 .

Regarding physical abilities, the players with dementia always chose to play the exergame in
a sitting position. In the beginning, we held our sessions with a fixed chair. However, dementia
showed some impact on the physical abilities of the players. While most basic arm movements
were performed by the players, for torso movements, the research team members had to physically
assist players to turn left and right. Hence, we decided to use a fixable swivel chair. The use of a
swivel chair enabled even people with low physical abilities to explore the 360◦ VEs. The zoom
feature was explicitly wished from a player who used to be a professional photographer: “I want
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to get closer!”-F3PW D2 . The creation of a level of physical difficulty in this intuitive task was well
conveyed to the other participants. All players intuitively performed stretching out and retracting
movements without a need for instructions. Especially with an adaptation to their individual arm
reach, the players became competent and motivated to perform the zooming tasks: “she makes a
physical effort for zoom”-F5C1 .

Theme 4: Encountered barriers for the use of VR and the VR exergame. This theme outlines
the potential challenges observed in the use of VR and Memory Journalist VR for people with
dementia and their caregivers.

Regarding technical aspects, some caregivers reported concerns about the HMD’s weight, but we
encountered only one occasion where the HMD caused neck pain for the player (F4PW D2 ), leading
us to terminate the experience immediately. Despite using a fixed swivel chair, we did not observe
any safety issues other than stretching the HMD cable, which was controlled by the research team.
For caregivers of people with dementia, the usability of the system was “overwhelming at the
beginning but later quite interesting”-F5C2 . The reasons were explained as the required time to
become familiar with the VR technology (e.g., placing the HMD, sharpening the view of the players
in VR) and understanding how the players interact with Memory Journalist VR (e.g., sending the
parrot for help). Nevertheless, all caregivers were able to complete the exergame without requiring
any help from the research team.
Although Memory Journalist VR was found to be an immersive experience, this sometimes led

to isolation from the real world. A player accidentally touched the foot of the caregiver who was
around the player since the beginning of the experience, but the player got irritated (“who’s on my
foot”-F4PW D2 ). Using the 3D camera as an intuitive way to interact with Memory Journalist VR was
well received by our players. People with dementia did not require an explanation on the purpose
of the device or how the 3D camera would be used to photograph landmarks. However, in a few
cases, some players had difficulties finding the camera button to take pictures, creating a feeling of
insecurity for them.

7 OVERALL DISCUSSION
We first discuss our findings by focusing on our research questions. Then, we refine our preliminary
implications described in subsection 3.4 based on the emerged nuances in the focus group sessions.

7.1 RQ1: Does the designed VR exergame provide positive and good player
experiences, usability, and accessibility for people with dementia?

Overall, the findings show that it is feasible to develop VR exergames for people with dementia
and integrate them into their daily life and routines. The VR exergames can provide positive and
good player experiences, usability, and accessibility when game mechanics, aspects, and concepts
are specifically targeted to the needs and abilities of this user group. This is in line with studies
that emphasize the importance of understanding the abilities of this user group and how they
interact with the designed systems, rather than seeing dementia as a barrier to interacting with
technology [23, 53, 91].

In terms of player experience, our results highlight how changes in cognitive-physical abilities
of older adults can affect the needs and requirements of VR exergame design. First of all, Memory
Journalist VR was no interesting experience for adults without dementia, whereas it was highly
enjoyable for people with dementia even after multiple sessions. We attribute this mainly to the
exergame not offering a good game flow for older adults without dementia [14]; the game tasks
simply were too easy and their skill level was too high. Inversely, the exergame provided a good
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game flow for people with dementia by offering them a concrete clear goal (i.e., photographing),
which matches their cognitive-physical abilities (e.g., arm, head, and torso movements) [4].

We further observed novelty effects of VR. This positively affected the experience of both player
groups. Although the exergame became repetitive for the players without dementia, interestingly
the novelty effects did not disappear for the majority of people with dementia; they were always
excited to play. VR game designers should consider the power and implications of this effect and
explore this while creating novel VR experiences/games for people with dementia.

The enjoyment of people with dementia was associated with the possibilities of exploration of
outdoor environments. Our results reflect on Tabbaa et al. [83]’s work on the use of outdoor VEs
for people with dementia living in psychiatric hospitals. Further, we build on their work by creating
a 360◦ VEs-based exergame and supporting this with a meaningful experience (e.g., focusing on
reminiscence) [34]. This exploration concept of the game demonstrated that this user group still
holds the need for autonomy [70] and when violated this can lead to frustration. Therefore, game
designers should ensure that the player feels autonomy to avoid a potential conflict of people with
dementia with the designed games.

While Memory Journalist VR did not explicitly require any communication between both parties,
the game elicited a variety of very well received social interactions between people with dementia
and their caregivers/the health professional; they helped each other and shared their long-term
memories, relating to people with dementia’s need for relatedness [70]. We attribute these to our
design choice to integrate the shared biographies of our end-users and even caregivers into a
VR exergame. Despite the risk that players and caregivers might not know these landmarks, this
became an opportunity for further discussion and exploration, as it offers common ground for
both sides. Thus, it might be in the interest of game researchers to explore social potentials of VR
exergames (similar to exploration of social potentials in video-based exergames [85, 86]).
People with dementia showed several signs that Memory Journalist VR was a realistic and

immersive gameplay due to the high visual fidelity achieved through the 3D 360◦ videos. The
players showed both place and plausibility illusion effects of VR [75] by trying to interact with
people, and touch and taste objects. Interestingly, on some occasions, this user group was immersed
in VR so much that they lost their connection to the physical world (in contrast to typical users [75]).
While it may be considered a good aspect of the game, VR researchers should keep in mind that
illusions of place and plausibility can lead to potential ethical concerns and dangers in the experience
of people with dementia. For example, places should not show the past (e.g. their hometown in
their 20s) but reflect the present, and any depiction of the individuals using the device should
reflect reality. If a mirror is used in VR, it should show the user exactly as they are, not younger
or in different attire since this could disrupt the sense of reality for the people with dementia. In
particular, seeing a false reality of something they may have experienced before can have negative
psychological consequences (e.g., anxiety), thus it can be unethical.
With respect to usability and accessibility, wearing an HMD was not physically demanding

for people with dementia except for one player in the short-term exposure. VR controllers were
simply too complex to use; the layout of the buttons on the controllers and the instructions on
how to use them were cognitively too demanding. We argue that it is difficult to teach new game
interaction techniques in VR exergames to people with dementia due to their decline in cognitive
abilities. Our results indicate that with the use of the 3D-printed camera, the participants were able
to interact in the game without requiring high cognitive demand yet they expected all affordances
of the camera (i.e., viewfinder). We recommend using or creating interaction devices that they are
familiar with from real-life use. Also, game designers should consider providing all the affordances
of the device or offer solutions to overcome familiarities that people with dementia may not find
on the device (e.g., by making the camera transparent).
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We had to use a fixed swivel chair to increase the accessibility of the exergame. This allowed the
game to be explored with a wider user group, whereas reducing the intensity and effectiveness of
body movements. The accessibility of VR games is also related to the usability of the system by
caregivers. In this regard, our results are the first step (to our knowledge) towards understanding
the possibility of caregivers using VR exergames for people with dementia in hospitals without
any help from the game development team. The caregivers’ experience highlights that novelty
effects [50] of VR may occur due to the first use of the new technology, which can be overwhelming.
Nevertheless, the results indicate that caregivers can use the VR exergame in their daily routine
without support if given proper instructions.

7.2 RQ2:Which aspects of the HCD approach should be adapted in the context of VR
exergames for people with dementia?

Our findings demonstrate that standard HCD approaches [24] should be adapted to the specific
situation of developing novel innovative technology for people with neurological diseases, which
limit their cognitive as well as physical abilities.
Classical HCD approaches emphasize the benefits of including end-users and other stakehold-

ers [24, 37]. However, for developing VR exergames for people with dementia in a clinical setting it
is essential to include a variety of stakeholders. First of all, while the players must be included in
the HCD approach, they could be limited in expressing their thoughts, needs, and feelings [49]. Our
results support this assumption by showing that they cannot always explain the rationale behind
their reactions. For example, some players did not like the parrot without being able to specify the
reason for it. Thus, making it crucial to include stakeholders, who can add comments, and translate
thoughts and feelings of people with dementia.
Considering our experience throughout the design process, we as game designers/developers

realized how little we knew about the effects of dementia, and the daily life and routines of people
affected by it. In fact, based on the stakeholders’ involvement with semi-structured interviews,
we had to change some of the traditional tools for the game design; for example, we always
provided positive feedback and did not implement unpredictability and challenges involving
cognitive-physical mechanics [8]. Thus, we suggest including stakeholders such as significant
others, clinical dementia experts with different specialties, physiotherapists, and technicians to
gain a better understanding of this specific user group.
Furthermore, people with dementia in clinical settings pose significant challenges for the suc-

cessful development of VR exergames. Especially, conducting contextual inquiries is of major
importance because they as well as the involved stakeholders typically follow strict routines to
organize their daily work and life. For example, we could not complete the planned gameplays
in the contextual inquiry due to time constraints of people with dementia and caregivers in daily
work. However, a successful setup into the daily life of people with dementia requires (i) caregivers,
who play exergames together with this user group, (ii) technicians that install and maintain the VR
technology, and (iii) physicians who organize the physical training program with consideration
of the amount and intensity of the VR exergames. Therefore, to identify the potential constraints
(e.g., daily routine, ethical, and legal issues), we recommend game designers conduct contextual
inquiries.

Our focus group findings show the importance of involving a caregiver in VR exergames to avoid
potential safety issues. For example, reacting in a timely manner when players are faced with the
psychological consequences of VR games: feeling insecure due to the inability to perform tasks or
loss of connection with the physical world. Similarly, when players encounter problems that could
threaten their physical health (e.g., cable problems due to the use of a swivel chair). Yet not only for
those but also for positive effects: to give a feeling of competence to the players by supporting them
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with positive feedback [70] and help to transfer their thoughts to young game developers who
might have a lack of empathy to understand older adults easily [19, 25]. Therefore, stakeholders
must be involved in the user requirements analysis step. However, even after the initial analysis,
especially formal or informal caregivers must also be incorporated in the remaining iteration steps.
We argue that the inclusion of stakeholders and contextual inquiries are not optional aspects of the
HCD, but should be mandatory for the development of VR exergames for people with dementia.

7.3 Revisiting the Initial Implications for Design
Here, we visit our initial implications and discuss them by lensing through the results of focus
groups.

Create social gaming environments with the consideration of shared aspects. The findings partially
support this initial implication. The VR exergame can create a social environment for people
with dementia with their caregivers/the health professional, but we did not observe any increased
social interaction among older adults with dementia. We speculate that this might be due to the
feeling of insecurity to initiate conversations and the loss of interest in socially interacting with
peers [74]. However, future research should explore whether and how all people with dementia
can be integrated with each other in such a play environment. For example, positive results are
increasingly reported for creating multiplayer games and employing asymmetries to promote
communication between players [35, 46]. While creating interdependent asymmetric games can
be considered promising (among players with dementia or between these users and caregivers),
this research may also face some challenges in providing positive experiences for all users due to
differing abilities.

Support of an inverse game flow channel addressing decline and variance in cognitive-physical
abilities. Contrary to traditional games, one cannot always expect an improvement or learning
effects during the phase of gameplay, when people with dementia are involved, especially in
such short-term games. In fact, we observed reoccurring novelty effects during the process. Also,
researchers should not forget the progressive nature of dementia, which over time further affects
abilities [93]. These can impose some changes to known elements of the game design (e.g., challenge
and introducing new concepts with the progress), which are often based on game flow concepts in
which the difficulty of the game increases over time when users improve their skills [4, 14]. We
recommend that the cognitive-physical difficulty of VR exergames (like other games involving
people with dementia) should be adaptable to the abilities of this user group, which declines over
time so that the games are still playable and enjoyable for them. The findings emphasize that
we supported the inverse game flow in our exergame by introducing the Remote App; caregivers
were able to control the game’s tasks at certain difficulty levels to tailor the exergame to the needs
of players. For short-term use, this helped caregivers to address the decline and variance in the
cognitive-physical abilities of the users. However, this leaves a research gap for future studies
to explore dynamic inverse game flow adaptivity in VR exergames for people with dementia, in
particular for long-term use.

Provision of a safe VR exergame experience. Our study strongly emphasizes the importance of
safety in VR exergames. While we always preferred the safety-first approach (e.g., using wall-
mounted systems and involving a health professional in the entire design process), we also faced
some difficulties related mainly to the technical setup to ensure the safety of the participants. For
example, we used a fixed swivel chair and this did not cause serious problems, but we speculate that
it could happen. Yet, following the concerns of our caregivers about the weight of HMDs, we chose
not to use wireless HMD systems for people with dementia. However, we also observed a player
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having neck pain due to the weight of the VR-HMD. This was also shown as one of the discomfort
factors of using VR technology in a recent study [39]. We recommend that experimenters and
relevant healthcare professionals observe players during the experience and immediately terminate
the experience if they encounter or suspect any problems (e.g., physical and psychological). Future
VR research should test the possible use of wireless HMD systems and commercial companies
should consider providing accessible VR hardware solutions for this user group.

7.4 Limitations
We performed our study with a small number of participants (n=11). While our results serve as the
first attempt to understand the needs of people with dementia in VR exergames, future work should
test, verify, and demonstrate the long-term results of this using a higher sample size. However, one
should be aware that the possibilities of reaching such user groups with specific needs (e.g., due to
legal, ethical, and social issues) is limited in overall accessibility research.

We were only able to reach participants in the same senior living facility. Also, these participants
had previous experience with Kinect games. We speculate that these could bias the findings in two
ways: (i) enabling more social interaction among players and (ii) having positive attitudes towards
the use of emerging technology.
While our focus was on the process and design of VR exergames for people with dementia, we

also note that we did not compare this designed game across different technologies. Future work
should consider evaluating and comparing the applicability of different technologies with this user
group (e.g., augmented reality).

In our research, we did not use surveys to evaluate player experiences and usability. This may be
considered as a limitation, however, prior work [31] suggests that using common testing approaches
might not be suitable for people with dementia. Also, there is currently no validation of the use
of these questionnaires (e.g., Player Experience Inventory [1], Nasa-TLX [36], System Usability
Scale [12]) for this user group. Finally, we note on the reflexivity [5, 57] of qualitative findings; the
main researcher has a background in psychology, cognitive systems, and VR gaming experience,
which might introduce bias into interpretation of the results.

8 CONCLUSION
This work explored the feasibility of an immersive exergame for people with dementia following
an HCD approach consisting of four steps. First, we conducted (i) semi-structured interviews with
several stakeholders and contextual inquiries with people with dementia. Based on the analysis of
user requirements, we (ii) conceptually designed, (iii) implemented Memory Journalist VR, and (iv)
evaluated this exergame with five focus group sessions involving our research team members (i.e.,
a motion scientist, game designers/developers, and a health professional) through the processes.

The results indicate that VR exergames can provide positive and good player experiences (e.g., en-
joyment, presence, and social interaction), usability, and accessibility for this user group, especially
when the interests and abilities of people with dementia are considered. The lessons learned also
strongly emphasize the necessity to adapt the standard HCD approach to design VR exergames for
this specific user group by including the stakeholders and contextual inquires. Finally, we provide
design implications for future work: (i) creating social gaming environments with the consideration
of shared aspects, (ii) the support of an inverse game flow to address the decline and variance
in cognitive-physical abilities, and (iii) offering a safe VR exergame experience. Thus, this work
provides important insights for game designers by demonstrating a solid design process in the
development of VR exergames for people with dementia.
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Evaluating Augmented Locomotion and Range of
Reachable Objects for Older Adults in a Virtual

Reality Exergame
Sukran Karaosmanoglu , Sebastian Finnern , Frank Steinicke , Katja Rogers

Abstract—Virtual reality (VR) exergames are increasingly used
to support user motivation and retention. Similarly, virtual
augmentation—virtually adjusting players’ abilities in virtual
environments—of user abilities can elicit motivation and em-
powerment. However, research on augmented VR interaction
with older adults is limited. We designed an exergame for
older adults with augmented interaction, specifically augmented
locomotion and augmented reachable range for object manip-
ulation. In two user studies, we explored how augmentation
affects player experience and performance with younger adults
(aged 18–35 years, N=29) and older adults (aged 69–89 years,
N=24), respectively. Our study with younger adults indicates that
augmentation (primarily locomotion) significantly contributed
to intrinsic motivation, physical activity enjoyment, and game
performance without increasing cybersickness or diminishing
physical activity. However, augmentation did not yield the same
effects for older adults, and even decreased physical activity.
Our work suggests exploration of different augmented interaction
types and carefully considering age group differences when
implementing augmented interaction in VR exergames.

Index Terms—virtual reality, exergames, older adults, augmen-
tation, locomotion, swimming.

I. INTRODUCTION

Insufficient physical activity is a major problem that threat-
ens public health [1]–[3]. The reasons for not engaging in
physical activities can be various [4], [5]. For example, main-
taining regular physical exercise habits can be challenging for
many. However, exergames, defined as “digital game[s] where
the outcome [...] is predominantly determined by physical
effort” [6], can be motivating to support physical exercise and
psychological well-being [7] among other benefits [8].

People are increasingly using virtual reality (VR) for physi-
cal training. VR exergames are amongst the most popular types
of VR games; they can provide immersive experiences, fulfill
entertainment needs of people, and offer new ways to perform
physical activities. VR’s unique opportunity to mediate realis-
tic experiences holds great and varied potential in different
contexts, such as for people with accessibility needs [9],
[10], for medical training [11], or physical performance [12].
Unrealistic VR experiences even increase the possibilities
of this technology: Exaggerated interaction can be used to
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improve efficiency and accessibility [13], motivation [14], as
well as the user’s feeling of empowerment [15].

Both for games and exercising, motivation plays a cru-
cial role, and exaggerated interactions can be exploited to
increase a user’s motivation. Past studies have used different
terminologies to describe enhanced abilities of users [16]:
“virtual performance augmentation” [14], [17], “mixed reality
empowerment” [18], “exaggeration” [19], “magic interaction
techniques” [16], and “hyper- and super-natural interaction
techniques” [20]. In this paper, similar to prior work [14],
[17], [21], we use the term augmented interaction (i.e., the
ways in which users engage with a virtual environment) to
express the concept of virtually adjusting players’ abilities
and enhancing their capabilities in VR. By augmenting their
abilities, users can fly [22] or overcome great distances with
teleportation or jumping [21], which can also help them
explore virtual worlds more flexibly. Such adjustments to
players’ abilities can positively affect their motivation [14],
[15]. Despite these apparent benefits, investigation of using
these elements in VR exergames [14], [15], [17], [19], [23]
is sparse. Existing work mostly includes participants who
were adults and general population [14], [17], [23]. However,
none of these studies have considered or have been adapted
for older adults in the VR exergames context. Research into
exergames for older adults has shown promising results (e.g.,
improved performance [24] and physical functions [25]), but
also consistently emphasizes the need for adapting factors like
speed (e.g., [26]) and a preference for scenarios familiar from
the real world or everyday life [27]. We thus need empirical
data to learn if augmented interaction in a VR exergame can
positively affect the experience of older adults.

The objective of this work is to understand effects of aug-
mented interaction in a VR exergame for older adults, defined
as aged 65+ years [28]. We also explored effects for younger
adults (defined as aged 18–39 years [29]) to connect with
prior work on augmented interaction with younger people [14],
[17], [23], and to understand the difference and similarities
in augmentation experiences between young and older adults.
To do so, we designed an accessible exergame in which older
adults can perform seated swimming arm movements by using
a mobile VR: ExerSwimVR. We chose this theme because
swimming is a popular activity and a relatively gentle exercise
(especially when approximated in VR) that may be more
inclusive for older adults, and this theme has been used [30]
and requested [9] by older adults in prior VR studies.

0000–0000/00$00.00 © 2021 IEEE
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Augmentation was designed and applied separately in two
ways: how users were able to move—i.e., swim—in the VR
world (augmented locomotion) and how users were able to
interact with virtual objects (augmented object range). We
focused on these two aspects because (i) movement is a
fundamental aspect of exercising and virtual locomotion, and
(ii) objects are the basic elements that we interact with in
VR. Thus, understanding augmentation for these two aspects
can provide higher generalizability to other VR exergames and
applications, since almost all involve movement and/or some
form of interaction with objects.

In this work, we followed a mixed-methods research de-
sign [31] to assess how well augmentation was received by
users in a VR exergame. We conducted two within-participants
studies to investigate the effects of augmentation on player
experience (PX): User Study 1 (N=29) with younger adults
and User Study 2 (N=24) with older adults. In both studies,
we assessed PX on the following constructs: (i) intrinsic moti-
vation, (ii) cybersickness, (iii) immersion, (iv) physical activity
enjoyment, and (v) performance. Our findings show that for
younger adults, primarily augmentation of locomotion led to
significantly higher intrinsic motivation, perceived competence
and choice, and physical activity enjoyment, without causing
cybersickness or less physical activity. However, for older
adults, augmentation of any type of interaction largely did
not significantly affect their experience, but decreased phys-
ical activity. We discuss potentials of augmented interaction
for younger adults as well as older adults, and similarities
and differences in their experience. Finally, we also provide
takeaways to guide the future design of augmented interactions
in VR exergames: highlighting the need to consider augmen-
tation of different interactions and age group differences. We
summarize our contributions as follows:

• a demonstration of an accessible VR exergame with a
swimming theme designed for older adults,

• a first exploration of how older people experience
and perform with augmented interaction for locomotion
and/or object range in a VR exergame,

• an exploration of the same game with younger adults to
connect our results with previous works, and

• a discussion of how the same augmented interaction
differs in effect when experienced by older adults.

II. BACKGROUND

This section provides our rationale on the design choice
for a swimming theme, and considerations on the potential
of enhanced VR interactions, how VR exergames can benefit
from augmentation, and exergame design for older adults.

A. Swimming Theme in VR

The theme of our exergame is swimming—a common
way to exercise [32]. Swimming activates many muscle
structures [33] and positively affects mental and physical
health [34]. It thus hold a positive association for many.
Further, general exposure to aquatic environments can pos-
itively impact mental health [35]. However, we also note
that these advantages might not occur in VR (e.g., no actual

water exposure). Yet, prior VR studies have used underwater
VR worlds as stimuli for relaxation [36], the commercial
market offers swimming themed experiences (e.g., [37]–[39]),
swimming-themed VR has been used to test technology for
older adults [30], and a swimming theme was explicitly
requested by older adults in a prior VR study [9].

Swimming is a challenging activity to represent in VR
due to its water environment and horizontal whole-body
movement. Yet VR research features artifacts with swimming-
themed experiences. A few prototypes can be used under-
water [40], [41], but most work aims to provide a VR
swimming experience without getting into the water. While
a few prototypes were designed with a harness to enable
flexible movement from a recumbent in-air position [42], [43],
most swimming-themed VR applications are experienced from
a standing or seated position [37]–[39]. To our knowledge,
swimming in VR has not yet been tested with a seated user
position for older adults. However, seated VR experiences in
general have shown much promise [44]. We thus draw on
these previous explorations to implement a seated swimming-
themed experience, thus leveraging accessibility and safety for
our target group of older adults [9].

B. Enhancement of User Abilities in VR

Enhancement of users’ abilities can result in improved user
experience and there are various ways to achieve this. For
example, to overcome the spatial boundary limitations of VR,
a large body of locomotion research has explored redirected
walking, which allows users to walk endlessly along a curved
path in virtual environments [45], [46]. Similarly, gesture-
based techniques (e.g., walk-in-place [47], run-in-place [14])
are widely used to provide more natural experiences and
improved presence compared to less natural locomotion tech-
niques (e.g., hand pointing) [47], which inspires us to use a
swim-in-place technique for augmented locomotion.

Various researchers have implemented “superpowers” via
altered interaction options in VR. Some report positive feed-
back from designers/developers [48]. One technique gave users
the ability to navigate large VR environments by switching
between first- and third-person views [49]; while in third-
person view, users could choose the targets from a vantage
point to move their virtual avatar. Another example [21]
demonstrated a VR technique of augmented jump abilities.
Most conditions with augmented jumping ability led to higher
intrinsic motivation compared to the non-augmented one.

Enhanced VR abilities have also been explored to allow
users to interact with distant objects, such as via ray-casting
techniques (a virtual laser beam emanates from users’ hands
for remote object interaction [50]) or stretching avatars’
arms [51]–[53]. Ray-casting can have disadvantages in situ-
ations with high object occlusion [54] or required precision
[52], yet early VR research suggests it may be preferred for
grabbing objects compared to arm-extension techniques [51].
As it is an established technique in VR [55], and well suited to
grabbing objects (thus increasing the chances of success), we
use this to explore virtual augmentation for grabbing objects
in our VR exergame.
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C. VR Exergames and Augmentation in Exergames

VR exergames have been extensively researched re-
cently [56]. Unlike other systems, these games often include
built-in six degrees-of-freedom motion tracking that allows
users to physically interact with spatial worlds. Users expe-
rience these worlds through stereoscopic immersive displays.
Research on VR exergames yields promising results [9], [57]–
[59]. For example, VR exergames support intrinsic motivation
more than their non-VR versions [58]. Similarly, a previous
study [24] showed that players’ exergame performance was
higher in VR than when playing on a large screen. While
VR systems can offer more motivating exergame experiences,
their use also holds challenges, such as cybersickness symp-
toms [60], usability issues [61], or disconnection from the real
world [9]. Thus, VR exergames require careful considerations
in game design, pilot testing, and the involvement of experts,
which we follow in our research.

For some years now, enhancing the virtual abilities of
players has been of interest for exergames research. Though
the literature uses heterogeneous terminology to express the
same concept [16], augmented interactions especially in ex-
ergames share a common goal: to motivate players [14], [15],
[17]. Previous works have supported the link between virtual
augmentation in exergames and motivation [14], [15], and
intrinsic motivation was found to be associated with long-term
exercise adherence [62]; yet no studies considered older adults.

Most research on augmentation in exergames has augmented
players’ ability to move in the game world. Jumping was a
notable topic, with augmentation showing a positive effect
(e.g., motivation, enjoyment, competence) in mixed-reality
trampolining [15], [23], and a jump and run VR game [14].
Moving beyond jumping, Granqvist et al. [19] examined the
effect of VR avatar flexibility on user performance and experi-
ence in three conditions (realistic, moderately exaggerated, and
highly exaggerated). They found that moderate exaggeration
led to better performance and higher competence compared to
the realistic variant. Born et al. [17] found that augmentation
via knock-back effects in VR punching can motivate players
to engage in optional strenuous activity for longer compared to
other motivational conditions (points and no motivator). Nev-
ertheless, research into other types of augmented interaction
in exergames remains limited.

Many exergame studies compare an augmented version of
interaction to a non-augmented version. We note that these
non-augmented versions are of course still not fully realistic.
For instance, Wolf et al. [21] detect players’ vertical jumps us-
ing the VR HMD position, but did not track other body parts or
muscle activity to provide more realistic jump detection. Born
et al. [17] developed a custom hand trainer-turned-controller
that players pressed to punch enemies. Thus while they need
to make a fist, the arm does not need to travel to the target to
perform a punching motion, and one feels no haptic feedback
upon impact. In line with these studies [17], [21], our non-
augmented versions provide an approximation of swimming
arm motions (locomotion) and grasping objects (range); the
augmented versions for these activities (locomotion speed and
reachable range, respectively) augment the user’s abilities.

D. Exergames for Older Adults

For older adults, the use of exergames can reduce depres-
sion [63] and support physical functions [25]. Nevertheless,
many researchers highlight design factors that need to be con-
sidered particularly for older adults. For example, in immersive
VR exergames, researchers emphasize the need to consider
health conditions (e.g., dementia [9]), need for audiovisual
congruence [61], and the use of natural movements [64].
Reviews on using immersive VR for older adults’ physical
health and rehabilitation discuss potential adverse effects (e.g.,
cybersickness [65]), but also benefits [66]. For instance, older
adults found exercising on a treadmill less motivating than
a VR game (i.e., Beat Saber [67]) [64], and preliminary
work [57] reported promising results on an arm-extension VR
exergame. We draw on the lessons learned and guidelines
of designing immersive VR exergames for older adults in
ExerSwimVR: for example, by creating a seated experience,
and requiring only gentle activity through breaststroke arm
movements for locomotion.

So far, research on augmentation in VR exergames has
primarily focused on children [15] and adults in the general
population [14], [17], [23]. There are some indications that age
differences can affect exergame experiences or performances
in general [24], [68], yet there is no empirical data on
how older adults respond to such augmentation approaches.
Understanding the perspectives of older adults on these aspects
holds major importance: the aging world population [28]
may be more likely to use exergames and VR technology,
yet the field’s understanding of older adults’ experience of
VR and games is still limited. Further, previous research on
exergames for older adults has often suggested a preference for
“realistic” [69] scenarios [27]. Thus, it is possible augmented
interaction—by being unrealistic—would not improve older
adults’ experience, prompting a need for empirical data with
older adults that we answer with this paper.

III. RESEARCH QUESTIONS

We contribute to the field’s knowledge by investigating
whether and how certain augmented interaction affects PX
and performance in a VR exergame. We do so in a study
with younger adults to see how our results compare with
previous studies exploring augmented interaction in VR [21]
or exergames with a similar age group [14], [17], [23]. We
then conduct a study with the same stimuli (VR game and
augmented interaction techniques) with older adults. While our
key focus is on older adults, we included a study with younger
adults for three reasons: (i) to reduce the chance that our results
would be specific to our artifact, (ii) to see similarities or
differences in the experience of these user groups using the
same stimuli, and (iii) to replicate the findings of previous
studies with a younger adult population [14], [17], [21], [23].

Building on the outlined research gap, this work focuses
on two main interaction types that are essential to exergames
as well as VR in general: augmenting (i) locomotion and (ii)
the range of reachable objects. Specifically, we augmented the
players’ virtual locomotion speed (i.e., movement manipula-
tion) and/or the range at which they could reach objects (i.e.,
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Fig. 1. In ExerSwimVR, players explore a virtual underwater world in VR. They perform breaststroke arm movements to swim (a) and collect pollution
objects to clean the ocean (b).

object range manipulation). Our research was driven by the
following research questions:
RQ1: How does augmented interaction (i.e., (i) augmented

locomotion and (ii) augmented range of reachable ob-
jects) in a VR exergame affect intrinsic motivation, im-
mersion, physical activity enjoyment, performance, and
cybersickness of players?

RQ2: How does the same augmented interaction differ in
effect on those same PX components and performance
when experienced by older adults?

IV. EXERSWIMVR

To answer our research questions, we designed and imple-
mented ExerSwimVR (see design rationale in the background
and game design sections). We report our VR exergame
following existing guidelines [56]. In this seated single-player
VR exergame (i.e, player mode and exercise position [56]),
players perform physical activities in the form of breaststroke
arm movements (i.e., stretching arms and hands out in front
with hands at a 45-degree outward angle, pulling them slightly
down and outward until shoulder level [70]) and reaching
motions for object collection (i.e., upper-body exercises, and
collecting/catching- and path-based tasks [56]). Our game was
implemented in Unity (v.2019.4.21f1) [71]1. We primarily
used the Meta Quest 2 [75] (and in the first study its predeces-
sor Meta Quest 1 [76] in a few cases when no more Meta Quest
2 devices were available or when participants joined with their
own device) as the VR head-mounted display (HMD) devices,
because they can run the game stand-alone without a computer
(i.e, mobile setup [56]).

A. Game Design and Pilot Testing

ExerSwimVR is a swimming-themed VR game (i.e., theme
with everyday familiarity [56]) in which people experience an
underwater world, as desired by older adults in a previous VR
exergame study [9]. The underwater game scene features sandy
soil, marine plants, corals, anemones and algae, and includes
ambient underwater sounds, as audiovisual congruence in VR
is recommended for older adults [61]. These elements were
used as decoration but sparingly, to not cause distraction or

1In addition, we used: Oculus XR Plugin (v.1.11.2) [72], Oculus Integration
Package (v.29.0) [73], and XR Interaction Toolkit (v.0.10.0.preview.7) [74].

increase players’ cognitive load (see Figure 1). We did not
use any sea animals in the game scene to prevent potential
zoophobia. Canyon rocks delineated the game path that players
should follow. In addition, the game was populated with
rusted red cans (as object targets) along the path; the players
were tasked with cleaning up this pollution by collecting
these objects. All targets (cans) were positioned approximately
7.5 meters from each other (see Figure 2); these positions
were identical in all game variants (with different augmented
interaction). The game was implemented as a seated VR
exergame to account for safety, disability, and age-related
physical conditions. This is in line with prior work [9] on VR
applications for older adults (i.e., target age range [56]) and
also to meet recommendations by a physiotherapist that we
interviewed—see below). With this game, we aim to provide
physical training and promote physical activity [56].

During the design process, we conducted two informal
pilot tests to carefully decide on optimal manipulation values:
one with younger adults (N=5; age: M=28, SD=1.22 years;
1 female, 4 male), and one with older adults (N=4; age:
M=67.25, SD=0.5 years; 2 female, 2 male). Through these,
we gained a preliminary understanding of player perspectives
on different exaggeration variants and magnitudes, i.e., how
much locomotion and object range should be augmented in
the main studies. Based on these informal studies, we chose
the augmentation values on movement and object manipulation
that are described in the next section.

Additionally, we conducted a semi-structured interview with
a physiotherapist with 28 years of work experience to assess
potential benefits and safety aspects of this game (questions
provided in supplementary materials); consulting a physio-
therapist when designing an exergame for older adults is
recommended [9], [77]. The physiotherapist considered the
game design safe for older adults. Based on her recommen-
dations, we made sure to use a stable chair (without wheels)
during gameplay. Further, we chose to use a chair without
back or armrests so that they would not injure themselves
when performing the swimming arm movements. Regarding
the duration of each game session, the expert recommended
to keep it at one minute to avoid fatigue among the older
adults: “I would not do it longer, that’s for sure, not in one
part. [...] I think, If it’s for older people, I would stay in [...] 1
minute. Even less maybe. The first level even less.” Given the
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Fig. 2. The figure illustrates part of the top view of the game environment. The green dot represents the start position of players; the red dots represent the
positions of objects that the players need to pick up, thus forming the path they need to follow.

expert’s strong emphasis on brief game levels for older adults,
we kept the play duration at one minute for each game level as
going against their advice would be unethical. Similar levels
of exposure time have been used in previous VR exergames
studies [78], [79] and other VR works [80], [81], and short
VR exposure times are recommended for older adults [82].
Finally, we implemented an interactive VR tutorial level for
each game variant for both user groups (and softened the time
limit for older adults), to give them enough time to become
familiar with ExerSwimVR.

B. Implementing Approximated Underwater Swimming in VR

In ExerSwimVR, players perform breaststroke arm move-
ments in a seated position to navigate the virtual world. To
implement an approximated swimming experience in VR, we
calculated players’ velocity based on acceleration (thrust) and
deceleration (drag) in relation to their arm motions.

1) Acceleration and Thrust: The acceleration of players
was calculated based on drag and lift forces [83] as well
as additional factors (thrust = (dragForce + liftForce) ·
wingspanFactor · forceDirectionFactor). Effective accel-
eration is created when using the hands with a downward-
outward angle of about 45 degrees [70]. To integrate this
aspect, we multiplied the controllers’ velocity by the hand
orientation of players (dragForce). DragForce was calculated
as the dot product of the 45-degree angle and the orientation of
the controller normalized to range from zero to one. Deviations
from a 45-degree angle result in less force.

Lift is the upward force and behaves perpendicularly to
the drag force [83]. To calculate the liftForce, we multiplied
the angle between the players’ hand orientation and the drag
force direction (horizontal). The hand orientation factor was
obtained by the dot product of a vector perpendicular to the
players’ hand orientation and a global vector pointing up.
Consequently, lift force was maximized when the players’
hands were parallel to the ground.

Further, we took into account how players perform the
arm movements. We measured the players’ wingspan at the
beginning of the game; the players were asked to stretch
their arms out sideways. Based on this, we implemented a
wingspanFactor calculated by dividing the distance between
controller and body center (estimated based on HMD position)
by half of the maximum wingspan. For example, an arm
extended half way (i.e., a quarter of the maximum wingspan)

results in a wingspan factor of 0.5. This ensured that forces
produced at near maximum wingspan (further away from the
players’ center) led to greater thrust; in contrast, moving
their hands closer to their body reduces the distance between
controller and body, and the resulting force is decreased.

For the computation of the composite force, it was ensured
that only force perpendicular to the players’ arm movement
was considered (forceDirectionFactor). To achieve this, we
calculated the dot product of a vector drawn between the
players’ center and the respective controller, and the movement
direction of the controller. Therefore, force was maximized
when swimming movements were performed in circular mo-
tions around the body.

2) Deceleration and Drag: To calculate deceleration, we
considered the drag force and its dependence on players’
velocity (v). Since Unity [71] does not offer drag force calcu-
lation for liquids, we calculated the deceleration forces using
the following formula [84], [85]: drag = 0.5 ·C ·ρ ·A ·v2. For
the drag coefficient (C), we used the value 0.2 (approximated
from [86]). The water density value (ρ=995) based on a
temperature of around 30 degrees Celsius [87] was chosen
due to the tropical look of the underwater environment. The
players’ surface area (A) was computed based on average
height values of the national population [88]. We used the
height values of people aged older than 18 for the User Study
1, and the height values of people older than 65 years for User
Study 2. The surface area of the upper body for the two studies
was then calculated as half of the body height multiplied by
the quarter of the total body height (approximated from [89]),
resulting in 0.37 m2 for User Study 1 and 0.36 m2 for User
Study 2, respectively.

C. Gameplay and Augmented Interaction

ExerSwimVR starts with a user interface that lets players or
experimenters configure the game, e.g., to select an identifica-
tion number (allowing us to run the study in a counterbalanced
fashion), and indicate their hand preference (left or right
handedness). Players calibrate an arm avatar (see Figure 4a)
to match their physical arm size, giving us a measurement of
their wingspan and allowing us to adapt the range of motion
[56] based on players’ arm reach.

Players’ task and main interaction is to clean up the water
by collecting pollutants in the underwater world (see Figure
4). Before each level, players completed a tutorial consisting
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Fig. 3. In the game, when players did not experience locomotion augmentation (NO-AUG and OBJ-AUG), they moved 1.5-2 meters with one arm stroke
in VR and reaching an object approximately took 4-5 strokes. However, when they experienced locomotion augmentation (LOC-AUG and BOTH-AUG), one
arm stroke made them to move 3.5-4 meters in VR and reaching an object approximately took 2-3 strokes. We note that these values are only an estimate
based on trials by one researcher and can be affected by factors considered in the calculation of locomotion (e.g., arm length and angle of hands).

Fig. 4. In the game, the players were tasked to collect pollution objects (a). In NO-AUG and LOC-AUG, the players had to swim close to the objects and
collect them by pressing a grip button of a controller (b). In OBJ-AUG and BOTH-AUG, the players were able to collect objects from three meters away using
a laser beam (c). After grabbing the objects, they put the objects in their basket (d).

of the same world as the actual game level, but with only three
placed pollutants, giving them a chance to try out the relevant
interaction technique. For User Study 1, the tutorial ended
after 30 seconds or upon successful collection of any target.
We applied this time constraint for younger adults because
the User Study 1 was conducted remotely, and we wanted to
prevent users exerting themselves in tutorial levels and testing
the experimental levels with already increased exertion. For
the second study, we wanted to give the older adults sufficient
time to get familiar with the task and VR technology, following
guidelines for exergames for older adults [90]. Hence, we did
not constrain the tutorial duration in User Study 2 and only
used the end criteria of successfully collecting a target, while
the experimenter monitored to interrupt in the case of over-
exertion. This was not necessary; participants’ completed the
successful collection with a median of 30.34 seconds duration.
After the tutorial, players experienced the main game level (in
each respective game variant of the study condition) for a 1-
minute duration as recommended by the physiotherapist.

1) Locomotion: Players performed breaststroke arm move-
ments to reach the objects (see Figure 3). In the game, the
avatar’s hands followed the position of the controllers; the
position and movements of the remaining arm portions were
calculated using inverse kinematics. In the no-augmentation
variant, locomotion was implemented to represent a close-to-
lifelike response to swimming arm motions (see implementa-
tion details above). In the augmented variant, the same arm

movements in real life were translated into virtual movement at
an exaggerated velocity by a factor of six, resulting in further
virtual distance for the same physical movement.

2) Range of Reachable Objects: Once in reaching distance
of the objects, players could collect them and place them inside
a basket positioned either at their side (matching their handed-
ness, see Figure 4d). In the no-augmentation variant, the range
at which objects could be collected resembled natural object
manipulation: Players had to press their controller against the
object and hold the trigger button on the controller to grab
them (see Figure 4b). In the augmented variant, pressing the
controller triggered the emission of a laser pointer from the
player’s virtual hand (see Figure 4c). When targeting an object
at a distance with this laser, the object would be transported to
the player’s hand in a snapping motion. The laser pointer was
set to enable players to target objects located at up to three
meters distance from the center of the avatar hand to the outer
surface of the object (3.4 meters from the center of the avatar
hand to the center of the object).

V. USER STUDIES

We conducted two within-participants user studies to eval-
uate PX of augmented interactions in the VR exergame Exer-
SwimVR. The first was conducted remotely (due to COVID-
19) and recruited young adults in the general population, in
line with prior studies on augmented interaction techniques in
VR [14], [17], [23]. A few months later, we then conducted
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Fig. 5. The studies followed a within-participants design (two factors: augmented locomotion and augmented reachable range for object manipulation) and
assessed questionnaire, performance, and qualitative data.

User Study 2 with older adults as an in-person study at a living
facility2. Ethics assessments were conducted for both studies;
due to the specifics of the user group in User Study 2, we
additionally applied for and received ethics approval by the
local ethics committee of Universität Hamburg (#006/2021).

A. Conditions

Both studies consisted of four conditions, and a video of
these interaction variants can be found in the supplementary:

• NO-AUG - No Augmentation: Players performed swim-
ming motions without any manipulation of their virtual
velocity. They collected targets without any manipulation
of object range (see Figure 4b).

• LOC-AUG - Augmentation of Locomotion: Players’ vir-
tual velocity was increased by a factor of six. However,
the reachable range for object manipulation was identical
to NO-AUG (see Figure 4b).

• OBJ-AUG - Augmentation of Reachable Range of Ob-
jects: Players’ movement was not augmented, but they
were able to grab the target objects from up to three
meters away (see Figure 4c).

• BOTH-AUG - Augmentation of Locomotion and Reach-
able Range of Objects: In this variant, both virtual
locomotion and reachable range of objects (see Figure
4c) were augmented.

B. Participants

User Study 1 had young adults (defined as under 40 [29])
whereas User Study 2 focused on older adults (65 years
or older [28]). As sample characteristics can impact results
(e.g., negative correlations between gaming experience and
cybersickness [91]), we provide further sample details (e.g.,
prior VR and gaming experience) in the supplementary.

a) Sample Characteristics: User Study 1: We initially
recruited 34 remote participants. After excluding two partici-
pants who did not complete all experimental conditions, and
three more who were older than 39 years, our sample consisted
of 29 participants. They were aged between 18 and 35 years
(M=24.69, SD=3.91); 19 identified as female and 10 as male.

b) Sample Characteristics: User Study 2: Twenty-five
participants were recruited with the help of the senior living
facility. One withdrew, leaving a total of 24 older adults
as participants in the study analysis (female: 19; male: 5).
Their average age was 81 (SD=4.85, Min-Max= 69–89). One

2COVID-19 measures were then relaxed and this allowed us to provide
more support to our participants if needed. Older adults assigned a care level
were not recruited, as a further safety precaution due to COVID-19.

player reported a visual impairment (i.e., decreased vision)
and another reported a bone-related impairment that affected
finger movements / touch sensitivity, however neither felt that
it impeded their VR experience severely.

C. Measures

In both studies, we collected data using the same ques-
tionnaires, gameplay metrics, and interview questions. Ques-
tionnaire items and interview questions are provided in the
supplementary materials.

a) Pre-Game Questionnaires: The pre-game demograph-
ics questionnaire captured participants’ age, gender, gam-
ing habits, VR experience, and physical activity. We also
employed the Simulator Sickness Questionnaire (SSQ) [92]
(German version [93]) to assess the intensity of cybersickness
symptoms. It consists of 16 items on a 4-point scale (none/0 —
severe/3), yielding a total SSQ score, and nausea, oculomotor
disturbance, and disorientation sub-categories.

b) Post-Game Questionnaires: After each gameplay, we
employed the SSQ again to assess the effect of gameplay
on cybersickness symptoms. Additionally, we used three sub-
categories of the Kurzskala intrinsischer Motivation (KIM)
questionnaire [94], which is the shorter validated German
version of the Intrinsic Motivation Inventory (IMI) [95].
The interest/enjoyment, perceived competence, and perceived
choice categories of KIM (a total of 12 items) are collected on
a 5-point Likert scale (not at all true/0 — very true/4). Players
rated their immersion on the immersion construct of the Player
Experience Inventory (PXI) [96] (German version [97]) on a 7-
point Likert scale (strongly disagree/-3 — strongly agree/3). To
measure their enjoyment of movements, we used the physical
activity enjoyment scale (PACES-8) [98], which consists of
eight bipolar items rated on a 7-point scale (e.g, It’s no fun
at all; It’s a lot of fun, ranging from 1 to 7). The items
of this scale were translated, discussed, and finalized by
three German speakers. To assess players’ perceived exertion
level, we used a custom-single item on a 7-point Likert scale
(strongly disagree/1 — strongly agree/7): “I found the game
to be physically demanding”.

c) Final Phase: After all conditions, we asked a final
question to understand players’ preference regarding the game
variants: “Which version of the game did you like best?”
Following this, we used five questions to gather qualitative
feedback from participants in the form of open-ended ques-
tions (in User Study 1) and semi-structured interviews (User
Study 2), respectively. In User Study 1, we opted for open-
ended questions instead of interviews to avoid difficulties in
scheduling video calls with remote participants. In User Study



IEEE TRANSACTIONS ON VISUALIZATION AND COMPUTER GRAPHICS, VOL. X, NO. X, JULY 2024 8

2, we conducted semi-structured interviews instead to more
easily capture the older adults’ views on the game variants.
The questions targeted their experience of the augmented
interaction techniques and reasons for their perspective on
them; the questions are listed in the supplementary.

d) Gameplay Metrics: We logged physical activity as
a vector length calculated based on the controller positions3

(using Unity unit metrics). We summed up the values for left
and right hand distance traveled to obtain a total physical
activity metric in each condition. Additionally, the number of
collected targets in each game variant was recorded.

D. Procedure of User Studies

Both studies followed a similar user study procedure as
illustrated in Figure 5; differences are detailed as follows:

a) Procedure of User Study 1: This study took place
in a remote public study week of Universität Hamburg. The
study week was announced using a convenience sampling
method (e.g., student mailing lists). During this study week,
if required, we provided participants with an HMD that they
took home to participate in user studies.

At the beginning of the study, participants were provided
a digital information letter and consent form, a procedure
document that explained the study, and a VR usage document.
After giving their consent, they completed the demographics
and initial SSQ (administered online). Once they wore the
HMD, they were guided to calibrate their virtual wingspan
by matching the size of a virtual arm avatar by stretching
their arms out to the sides in a T shape. Following this, in a
counterbalanced fashion (using a balanced Latin Square [99]),
participants completed a tutorial (30 seconds or until they
collected a target) and then 1 minute of gameplay for each
condition. We note that both in written forms and in the
textual explanation of the tutorials, participants were informed
that they will experience alteration of their virtual movement
or object range aspects. However, we did not use the word
“augmentation” or synonyms to avoid priming effects. After
each condition, the participants filled out the post-game ques-
tionnaires. At the end of the study, participants completed the
final questionnaire about game version preferences and the
additional open-ended questions capturing their experiences
with different augmentation variants. Finally, if applicable,
those participants who were students of Universität Hamburg
received a participation certificate, which they need to collect
to complete their studies. No remuneration was provided
otherwise. We estimated the duration of the entire study
procedure for young adults to have been ˜90 minutes, though
we did not ask them to record the time.

b) Procedure of User Study 2: This study followed a
similar procedure as the first one, but was conducted face-to-
face in a senior living facility. To decrease the risk associated
with COVID-19, we used disinfection wipes and a CleanBox
system [100] to clean the VR HMDs and controllers. The
participants gave their consent and were provided with a
VR usage information document. After this, the players were
given a verbal explanation of their tasks and shown the

3https://docs.unity3d.com/ScriptReference/Vector3-magnitude.html

VR HMD and controllers. Following this, like in the first
study, the participants filled out the demographics and initial
SSQ (administered on paper), calibrated their virtual arms,
completed the four counterbalanced conditions of tutorial and
gameplay, and filled out the post-game questionnaires after
each condition. As a final step, we conducted semi-structured
interviews (instead of open-ended questions) to gain an un-
derstanding of the older adults’ experience of the interaction
variants. Overall, the study took ˜90 minutes.

E. Quantitative Analysis Methods

First, we tested the normality assumption using Shapiro-
Wilk tests. When data were normally distributed, we ran two-
way repeated-measures ANOVAs (factors: locomotion and
object range manipulation) and paired t-tests for pairwise
comparisons. Otherwise, we used non-parametric two-way
repeated-measures ANOVAs4 based on Aligned Rank Trans-
form [101], [102] (ART5) and Wilcoxon-signed rank tests
for pairwise comparisons. Additionally, to analyze pre- and
post-comparisons of SSQ scores, we conducted Friedman’s
ANOVAs and treated the measurement points as time se-
quences with five levels (pre, post-NO-AUG, post-LOC-AUG,
post-OBJ-AUG, and post-BOTH-AUG). We note that in User
Study 2, we had a single missing data point in one of the
SSQ item ratings. For this, we employed a k-nearest neigh-
bour (kNN) imputation method [103], [104] to determine a
replacement value of this single data point considering all SSQ
items (k=3). We performed exact multinomial tests to analyze
players’ preferences for the game variants and exact binomial
tests for pairwise comparisons. All pairwise test values were
adjusted and reported with Bonferroni correction. Example
code snippets of our R analysis scripts are provided in the
supplementary materials.

As our quantitative data were generally non-normally dis-
tributed, we report median (Mdn) and interquartile range (IQR)
of our measures [105] (see Tables I and III). For readability,
we only report the significant results in the text; Table II shows
the statistical results of all dependent variables.

F. Qualitative Analysis Method

The interviews were transcribed using Dovetail [106] and
checked by German speakers against any mistakes. The Ger-
man answers to open-ended questions and interviews were
translated using DeepL Pro Translator [107] into English and
were again rechecked by German speakers.

We chose to use a reflexive orientation of thematic anal-
ysis [108], [109], which requires in-depth engagement of
researchers with the data, and is commonly used in HCI [69],
[110], [111]. Since the purpose of the method is not to reach
consensus between multiple coders (unlike coding reliability
approaches [109]) but to show richness in the data, having one
coder for analysis is valid and “indeed good practice” [112].
The analysis was shaped by the first author’s background
and perspective (positionality) [109], [112]: They have pre-
vious experience with conducting VR user studies with both

4Using R’s repeated measures model (aov)
5We use the subscript Fa to indicate the tests run based on this method.
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Fig. 6. The boxplots illustrate pairwise comparisons in the KIM sub-categories and PACES-8 in User Study 1. Comparisons with significant test results
(Bonferroni correction applied) are indicated via p values.

younger and older generations and work on the intersection
of accessibility, VR, and exergames research. They have a
background in cognitive systems and psychology. We believe
that this background is well suited to understand and analyze
the qualitative data; we discuss potential downsides to this in
the limitations.

Our qualitative analysis consisted of multiple steps. First,
the lead author developed deductive categories based on the
research questions: reasons for preferring a game variant,
impacts of movement augmentation, impacts of object range
augmentation, and general feedback & improvements. They
then iteratively coded the data (with the broad deductive
categories as a guide) using inductive descriptive codes (e.g.,
increased speed feels natural, increased object range is fun).
Afterwards, focusing on the deductive categories relevant to
the research question, the primary author used affinity mapping
to organize the codes and quotes, and derived initial themes.
The researcher iterated on the themes by going over the codes
and quotes from the participants multiple times. After this
step, the first author discussed the created themes with the
last author and finalized them.

In the reporting, dominance of aspects is reported based on
both the frequency and depth of the responses. We report the
quotes of participants in the format PXUY ; e.g., P3U1 refers
to the third participant from the User Study 1.

VI. RESULTS: User Study 1 WITH YOUNGER ADULTS

a) SSQ: Pre- / Post-Comparison: We did not observe
a significant effect of time points on the total SSQ or most
of its categories (with total SSQ: χ2(4)=3.10, p=0.541,
Kendall’s W=0.027; SSQ-Ocu: χ2(4)=8.96, p=0.062,
Kendall’s W=0.077; SSQ-Dis: χ2(4)=3.00, p=0.558,
Kendall’s W=0.026). There was a significant effect of time of
measurement on SSQ-Nausea scores, χ2(4)=10.83, p=0.029,
Kendall’s W=0.093. However, pairwise tests indicated that
there were no significant differences between times of
measurement.

b) Post-Game Questionnaires: We found a significant
main effect of locomotion augmentation on KIM inter-
est/enjoyment values, Fa(1,28)=44.20, p<0.001, η2P =0.612.

Participants enjoyed the LOC-AUG (V=20.5, p=0.004) and
BOTH-AUG (V=36.5, p=0.002) variants more compared to
the NO-AUG. Similarly, they felt significantly higher inter-
est/enjoyment in LOC-AUG (V=338.5, p=0.002) and BOTH-
AUG (V=20.5, p<0.001) compared to the OBJ-AUG condi-
tion. We observed a significant main effect of the locomo-
tion augmentation on KIM perceived competence ratings,
Fa(1,28)=17.05, p<0.001, η2P =0.378. Perceived competence
was rated significantly lower for NO-AUG when compared
to LOC-AUG (V=46, p=0.018) and BOTH-AUG (V=45.5,
p=0.006). Moreover, for the same measure, BOTH-AUG was
rated significantly higher than the OBJ-AUG variant (V=62,
p=0.014). For the KIM perceived choice scores, again a
significant main effect of locomotion augmentation was ob-
served, Fa(1,28)=8.28, p=0.008, η2P =0.228. Perceived choice
was rated significantly higher for BOTH-AUG compared to
NO-AUG, V=47, p=0.020. There was no significant main
effect of independent variables or interaction effect on PXI-
immersion scores. For PACES-8, however, we found a signif-
icant main effect of locomotion augmentation, F(1,28)=15.66,
p<0.001, η2P =0.359. Post-hoc tests showed that partici-
pants’ physical activity enjoyment was higher for BOTH-AUG
when compared to NO-AUG (t(28)=-3.26, p=0.017) and OBJ-
AUG (t(28)=-3.84, p=0.004). The single-item exertion scores
yielded a significant main effect of locomotion augmentation,
F(1,28)=11.37, p=0.002, η2P =0.289—yet post-hoc tests did
not indicate a significant difference between conditions.

c) Gameplay Metrics: There was a significant main
effect of locomotion augmentation (F(1,28)=140.21, p<0.001,
η2P =0.834) on the number of collected targets. The targets
collected were significantly higher in LOC-AUG compared to
NO-AUG (t(28)=-9.56, p<0.001) and OBJ-AUG (t(28)=8.38,
p<0.001). A similar pattern was observed for the same condi-
tions when compared to BOTH-AUG: NO-AUG (t(28)=-10.07,
p<0.001) and OBJ-AUG (t(28)=-11.03, p<0.001). There was
neither a significant main effect nor an interaction effect of
the independent variables on physical activity.

d) Preference of Augmentation Variant: Participants
preferred the conditions with locomotion augmentation ap-
plied: BOTH-AUG (n=16), LOC-AUG (n=11), in comparison
to NO-AUG (n=2) and OBJ-AUG (n=0). An exact multinomial



IEEE TRANSACTIONS ON VISUALIZATION AND COMPUTER GRAPHICS, VOL. X, NO. X, JULY 2024 10

TABLE I
THE TABLE SHOWS THE DESCRIPTIVE VALUES OF THE DEPENDENT VARIABLES IN User Study 1 AND User Study 2.

CONDITIONS
TOTAL SSQ SSQ-NAU. SSQ-OCU. DIS. SSQ-DIS.

Mdn IQR Mdn IQR Mdn IQR Mdn IQR

S
T

U
D

Y
1 PRE 7.48 0 — 18.7 0 0 — 0 15.16 0 — 22.74 0 0 — 13.92

NO-AUG 3.74 3.74 — 18.7 0 0 — 9.54 7.58 0 — 15.16 0 0 — 27.84
LOC-AUG 3.74 0 — 14.96 0 0 — 9.54 7.58 0 — 15.16 0 0 — 13.92
OBJ-AUG 7.48 0 — 18.7 0 0 — 9.54 7.58 0 — 15.16 0 0 — 27.84

BOTH-AUG 7.48 0 — 14.96 0 0 — 9.54 7.58 0 — 15.16 13.92 0 — 27.84

S
T

U
D

Y
2

PRE 11.22 2.81 — 19.64 0 0 — 11.93 7.58 0 — 15.16 6.96 0 — 17.4
NO-AUG 0 0 — 12.16 0 0 — 9.54 0 0 — 3.79 0 0 — 13.92

LOC-AUG 0 0 — 7.48 0 0 — 2.39 0 0 — 0 0 0 — 3.48
OBJ-AUG 1.87 0 — 14.96 0 0 — 2.39 0 0 — 9.48 0 0 — 13.92

BOTH-AUG 0 0 — 11.22 0 0 — 9.54 0 0 — 0 0 0 — 13.92

CONDITIONS
KIM-ENJ. KIM-PER. COM. KIM-PER. CHO. PACES-8

Mdn IQR Mdn IQR Mdn IQR Mdn IQR

S
T

U
D

Y
1 NO-AUG 2.33 1.33 — 3 2.33 2 — 3 2.33 1.67 — 3 5 3.88 — 5.88

LOC-AUG 3 2.33 — 3.33 3 2 — 3.67 3 2.33 — 3.33 5.25 4.63 — 5.88
OBJ-AUG 2.67 1.33 — 3 2.33 2 — 3 2.67 2 — 3.33 5 4 — 5.75

BOTH-AUG 3 2.33 — 4 3 2.33 — 3.67 3 2.67 — 3.67 5.5 4.5 — 6.13

S
T

U
D

Y
2 NO-AUG 4 3 — 4 2.5 1.67 — 3.42 3.17 2.25 — 4 6.56 5.31 — 7

LOC-AUG 3.83 3 — 4 2.33 1.25 — 3.33 3 1.92 — 4 6.69 5.22 — 7
OBJ-AUG 4 2.92 — 4 2.17 1.92 — 3.33 3 2 — 4 6.19 5.28 — 6.56

BOTH-AUG 3.67 3.25 — 4 2.5 1.58 — 3.33 3 2.33 — 4 6.44 5.22 — 7

CONDITIONS
PXI-IMM. EXERTION COLLECTED TARGETS PHYSICAL ACTIVITY

Mdn IQR Mdn IQR Mdn IQR Mdn IQR

S
T

U
D

Y
1 NO-AUG 1.67 1 — 2.67 5 4 — 6 5 4 — 6 212.98 171.76 — 241.16

LOC-AUG 2 1.33 — 2.67 5 3 — 5 10 7 — 12 186.43 157.04 — 210.62
OBJ-AUG 2 1.33 — 2.67 5 4 — 6 6 5 — 7 199.34 170.99 — 221.89

BOTH-AUG 2 1.33 — 2.67 5 3 — 5 11 9 — 13 182.7 153.85 — 209.7

S
T

U
D

Y
2 NO-AUG 2 1.33 — 2.67 1 1 — 3 2 1 — 3 107.96 76.71 — 129.63

LOC-AUG 2 1 — 2.67 1 1 — 2 3 2 — 4 98.79 78.98 — 110.15
OBJ-AUG 2.33 1.33 — 3 1 1 — 2 2 1 — 3 78.87 64.40 — 106.78

BOTH-AUG 2.17 1.33 — 3 1 1 — 2 4 2 — 6 70.53 57.63 — 97.92

test revealed the proportions of preferred conditions were
significantly different from chance, p<0.001. Pairwise com-
parisons with exact binomial tests showed that proportions of
BOTH-AUG preference differed significantly compared to NO-
AUG (p=0.008) and OBJ-AUG (p<0.001). LOC-AUG prefer-
ence differed significantly compared to OBJ-AUG (p=0.006).

e) Theme 1: Augmentation preferences are primarily
based on a sense of achievement and secondarily on
experiential factors: Regarding preferences, our qualitative
findings show a slightly different distribution than the single-
item responses, yet overall the same tendencies: BOTH-AUG
(n=17), LOC-AUG (n=11), and NO-AUG (n=1). Overall, par-
ticipants attributed their preferences for augmentation variants
to several factors. For example, one based their decision
on experiencing nausea in some conditions, and therefore
preferring NO-AUG. For the most part, however, the strongest
underlying factor contributing to a variant preference was how
it supported their sense of achievement. For most players, the
locomotion augmentation (in LOC-AUG and BOTH-AUG) was
preferred and an important feature. This primarily related to
how it supported them in achieving their goal. For example,
they emphasized their resulting “real sense of achievement by
moving faster because [they] got to the trash faster and could
collect more”-P9U1.

No participants solely preferred the object range augmenta-
tion, yet for those that mentioned it positively in the context

of the combined variant, it also related to how it aided their
progress: “I also found steering left and right a bit difficult, so
I was glad for the range extension”-P14U1. However we note
that augmentation aiding progress is not always a unanimously
liked feature. For one participant, object range augmentation
reduced the challenge, making it less favorable: “Having to
row all the way to the cans was also more fun, because you
not only have to move fast, but you also have to navigate more
accurately, and I like the challenge of that more than the lack
of it”-P19U1.

As a second underlying cause for preference, experiential
factors like enjoyment were also common—albeit less so
than achievement (and in one case, through the sense of
achievement: “[it] allows for faster collection, so that was
more fun for me as well”-P5U1). For example, the speed at
which locomotion augmentation allowed participants to move
brought fun to their experience: “I could swim faster and
had more fun”-P25U1. For some, interestingly, their positive
experience of augmentation was because it made “movement
fe[el] the most natural”-P20U1, and “uninhibited”-P21U1.

f) Theme 2: Augmentation increased motivation, but
more so for locomotion augmentation than object range
augmentation: The majority commented that locomotion aug-
mentation positively affected their motivation in several ways.
First, relating to the previous theme, players were motivated
by feeling that they can or could achieve more with this
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TABLE II
THIS TABLE LISTS THE RESULTS OF EMPLOYED STATISTICAL TESTS ON DEPENDENT VARIABLES OF User Study 1 AND User Study 2. THE RESULTS ARE

REPORTED BASED ON THE MAIN EFFECT OF LOCOMOTION (LOC.) AND OBJECT RANGE AUGMENTATION (OBJ.), AND THE INTERACTION EFFECT OF BOTH
INDEPENDENT VARIABLES (INT.). THE BOLD TEXT INDICATES SIGNIFICANT RESULTS.

KIM-ENJ. KIM-PER. COM. KIM-PER. CHO. PACES-8

S
T

U
D

Y
1 Loc. Fa(1,28)=44.20, p<0.001, η2P =0.612 Fa(1,28)=17.05, p<0.001, η2P =0.378 Fa(1,28)=8.28, p=0.008, η2P =0.228 F(1,28)=15.67, p<0.001, η2P =0.359

Obj. Fa(1,28)=1.39, p=0.248, η2P =0.047 Fa(1,28)=0.05, p=0.819, η2P =0.002 Fa(1,28)=3.29, p=0.081, η2P =0.105 F(1,28)=0.22, p=0.646, η2P =0.008
Int. Fa(1,28)=0.51, p=0.481, η2P =0.018 Fa(1,28)=2.12, p=0.157, η2P =0.070 Fa(1,28)=0.50, p=0.486, η2P =0.017 F(1,28)=0.00, p=1.000, η2P =0.000

S
T

U
D

Y
2 Loc. Fa(1,23)=0.02, p=0.881, η2P =0.001 Fa(1,23)=0.32, p=0.578, η2P =0.014 Fa(1,23)=0.01, p=0.905, η2P =0.001 Fa(1,23)=2.89, p=0.102, η2P =0.112

Obj. Fa(1,23)=0.02, p=0.896, η2P =0.001 Fa(1,23)=0.03, p=0.861, η2P =0.001 Fa(1,23)=0.09, p=0.765, η2P =0.004 Fa(1,23)=3.30, p=0.082, η2P =0.125
Int. Fa(1,23)=0.03, p=0.860, η2P =0.001 Fa(1,23)=0.57, p=0.458, η2P =0.024 Fa(1,23)=0.06, p=0.811, η2P =0.003 Fa(1,23)=1.56, p=0.224, η2P =0.063

PXI-IMM. EXERTION COLLECTED TARGETS PHYSICAL ACTIVITY

S
T

U
D

Y
1 Loc. Fa(1,28)=0.94, p=0.341, η2P =0.032 Fa(1,28)=11.37, p=0.002, η2P =0.289 F(1,28)=140.21, p<0.001, η2P =0.834 Fa(1,28)=3.83, p=0.060, η2P =0.120

Obj. Fa(1,28)=1.51, p=0.229, η2P =0.051 Fa(1,28)=1.49, p=0.233, η2P =0.050 F(1,28)=3.18, p=0.085, η2P =0.102 Fa(1,28)=1.30, p=0.265, η2P =0.044
Int. Fa(1,28)=0.76, p=0.389, η2P =0.027 Fa(1,28)=0.04, p=0.840, η2P =0.001 F(1,28)=0.11, p=0.742, η2P =0.004 Fa(1,28)=0.14, p=0.707, η2P =0.005

S
T

U
D

Y
2 Loc. Fa(1,23)=0.29, p=0.597, η2P =0.012 Fa(1,23)=1.43, p=0.243, η2P =0.059 Fa(1,23)=18.07, p<0.001, η2P =0.440 F(1,23)=3.61, p=0.070, η2P =0.136

Obj. Fa(1,23)=2.81, p=0.107, η2P =0.109 Fa(1,23)=2.71, p=0.113, η2P =0.105 Fa(1,23)=4.87, p=0.038, η2P =0.175 F(1,23)=8.61, p=0.007, η2P =0.272
Int. Fa(1,23)=0.26, p=0.613, η2P =0.011 Fa(1,23)=0.93, p=0.345, η2P =0.039 Fa(1,23)=3.22, p=0.086, η2P =0.123 F(1,23)=0.13, p=0.718, η2P =0.006

feature, e.g., “The motivation was increased because I felt I
could do more in less time”-P23U1. Second, they expressed
it as a factor that motivated them to put them more effort:
“Seeing the adjustment of my speed and power reflected in
the movement gave me the impetus to collect more cans
and move faster”-P1U1. Third, their experience of augmented
locomotion as an enjoyable element coincided with greater
motivation: “with the adjustments it was more fun and the
motivation was definitely higher”-P26U1. In contrast, some
players emphasized that without locomotion augmentation,
their experience was negatively impacted because “it felt like
you would never reach your destination”-P22U1.

When asked how object range augmentation affected their
motivation, players also related this to how it aided their
progress and achievement. Object range augmentation offered
opportunities to move strategically in the game: “[it] also
motivated me, as I was able to keep the swum course straight
and did not have to adjust my orientation as often”-P4U1

and “you could take the most efficient routes and no longer
had to zigzag to each can”-P2U1. Participants appreciated this
feature because it helped them in their task, e.g., “it made
me collect more cans [...]”-P29U1. For some, this feature
led to positive experiences (e.g., fun, excitement). However,
a few players found it difficult to estimate at which distance
objects could be collected, causing them to lose time: “I found
it rather hindering, because I never knew exactly whether
I would reach the object with the ”blue beam””-P22U1. A
small number of players pointed out that with this feature
they “didn’t feel like [they] actually “earned” the individual
points”-P21U1 or experienced “no challenge”-P10U1. Further,
a few did not even notice its existence: “I honestly didn’t notice
much in the levels”-P27U1. Overall, most participants gave the
impression that their motivation was more strongly influenced
by augmentation of locomotion than of object range, e.g., “In
fact, the virtual [object] adjustment was less important to me
than the movement adjustment”-P29U1.

TABLE III
THIS TABLE SHOWS THE DESCRIPTIVE VALUES OF TIME SPENT AND

PHYSICAL ACTIVITY IN THE CONDITION TUTORIALS.

CONDITIONS
TIME (IN SECONDS) PHYSICAL ACTIVITY

Mdn IQR Mdn IQR

S
T

U
D

Y
2 NO-AUG 42.72 25.86 — 69.64 48.01 34.05 — 71.28

LOC-AUG 27.92 19.02 — 60.80 31.69 18.48 — 51.38
OBJ-AUG 29.11 18.76 — 39.94 22.06 19.11 — 27.42

BOTH-AUG 18.9 15.63 — 63.27 14.85 10.50 — 30.34
All variants 30.34 18.74 — 61.39 27.43 16.82 — 45.73

VII. RESULTS: User Study 2 WITH OLDER ADULTS

a) Interactive Tutorials: Unlike the younger adults, the
older adults did not have a time limit to complete the inter-
active VR tutorials before each game variant. Although most
older adults reported prior VR experience (n=18), they were
not regular users. By providing tutorials, we gave the older
adults enough time to become familiar with the VR system
and the interaction techniques. Descriptive data on time spent
and physical activity in the tutorials can be found in Table III.

b) SSQ: Pre- and Post-Comparison: We observed a sig-
nificant effect of time points on total SSQ scores, χ2(4)=22.39,
p<0.001, Kendall’s W=0.233. Participants reported signifi-
cantly higher total SSQ in the pre-compared to the post-
LOC-AUG measure (V=140, p=0.027). We found a significant
effect of time points on SSQ-Nausea (χ2(4)=10.69, p=0.030,
Kendall’s W=0.111), SSQ-Ocu (χ2(4)=16.26, p=0.003,
Kendall’s W=0.169), and SSQ-Dis (χ2(4)=9.96, p=0.041,
Kendall’s W=0.104); pairwise tests with Bonferroni correction
did not indicate significant differences between time points.

c) Post-Game Questionnaires: Neither a main effect
of the independent variables nor their interaction effect was
observed on the post-game measures.

d) Gameplay Metrics: There were significant main ef-
fects of locomotion augmentation (Fa(1,23)=18.07, p<0.001,
η2P =0.440) and object range augmentation (Fa(1,23)=4.87,
p=0.038, η2P =0.175) on the number of collected targets.
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Participants collected a significantly higher number of targets
when they were in the BOTH-AUG condition in compari-
son to the NO-AUG (V=14.5, p=0.003) and the OBJ-AUG
playthroughs (V=10, p=0.001).

We observed a significant main effect of object range
augmentation on physical activity of players, F(1,23)=8.61,
p=0.007, η2P =0.272. They performed significantly less phys-
ical activity in the BOTH-AUG condition compared to the NO-
AUG condition (t(23)=3.40, p=0.015).

e) Preference of Game Variants: Most participants
preferred the BOTH-AUG condition (n=12). However, some
preferred the other game variants: LOC-AUG (n=6), NO-AUG
(n=4), OBJ-AUG (n=2). An exact multinomial test indicated
the proportions of preferred conditions were significantly
different from chance, p=0.034. However, pairwise exact
binomial test comparisons with Bonferroni correction did not
indicate significant differences between game variants.

f) Theme 1: Augmentation preferences were primarily
based on a sense of achievement, but also learning effects
and experiential factors: For the older adults, being success-
ful played the most dominant role in choosing a preferred
condition: “because that’s where you see the best success”-
P7U2. This led to a feeling of achievement (e.g., “the sense
of achievement for me was the biggest thing”-P3U2).

Experiential factors like enjoyment were also mentioned as
playing a secondary important role, e.g., “it was fun”-P4U2.
In a few cases, this enjoyment traced back to the sense of
achievement (“you enjoyed that [BOTH-AUG] more because
you accomplished more there”-P14U2); in others, it related to
the enjoyment of moving (“[having] more movement in it”-
P17U2, referring to the LOC-AUG condition).

Another secondary factor unique to this set of interviews
related to the important role of learning effects and under-
standing the mechanics required of them to accomplish their
task. For example: “I understood how to do it [swimming and
grabbing objects]. And then I was happy that I understood it.
And then that was fun for me.”-P18U2.

A few participants attributed their preference of a specific
gameplay variant to feeling that it was more realistic or
tangible, e.g., “I just thought it was better [...] because it was
closer to reality”-P2U2. However, interestingly, answers with
this reasoning occurred referencing all of the different variants.

g) Theme 2: Augmentation was viewed positively but
connected less to motivation: When asked about whether
or how augmentation affected their motivation, older adults
responded with positive feedback. Both locomotion and object
range augmentation were connected positively to motivation.
For example, for locomotion augmentation: “in the game it
motivated me more”-P21U2. In particular, it motivated some
players to collect more objects: “You wanted even more cans
than you achieved”-P10U2 and was seen as a motivating
element “because you also see successes more quickly”-P7U2.
Occasionally, this increased motivation was also talked about
in terms of feeling greater ambition: “the ambition was awak-
ened”-P10U2 and “one had also the ambition to participate
properly”-P17U2. For object range augmentation, this was
similar: “And there is the motivation that I can then also grab
more cans, because I can reach them faster”-P11U2.

However, participants also sometimes evaded the connec-
tion to motivation and responded with feedback that did not
explicitly relate to an effect on motivation: “I don’t know if it
motivated me that much. I just thought it was better without the
laser because it was closer to reality”-P2U2. Further, a number
of players explicitly reported that augmentation did not impact
their motivation, e.g., “it didn’t change my motivation in any
way”-P22U2 and “motivated one way or the other, right? It
didn’t particularly encourage me or anything”-P15U2. For one
player, using the augmented technique (in this instance, object
range augmentation) required more effort, thus leading them
to take longer: “[without the augmentation] I don’t have to
think long and hard about whether I can get it in on the right
or the left”-P18U2. Finally, a few players did not notice that
locomotion augmentation had occurred: “I didn’t really notice
that anything had changed”-P16U2.

VIII. DISCUSSION

Here, we discuss the importance of augmented interaction
for younger vs. older adults in these VR exergame studies,
and differences and similarities between these user groups’
experiences. Based on this, we highlight key takeaways for
HCI researchers as well as developers in the domain of VR
exergames. Finally, we address study limitations.

A. Augmented Interaction for Younger Players: Positive Effect
of Augmented Locomotion

The User Study 1 findings show a positive effect of aug-
mented interaction on younger adults’ experience—one that
was mainly driven by augmented locomotion: Younger players
enjoyed the game experience more when locomotion was
augmented virtually. This aligns with previous work [14],
[15] exploring how virtual augmentation in exergames can
support intrinsic motivation, and extends them by showcasing
how they apply to another type of augmented movement,
i.e., swimming. Perceived competence and choice also follow
a similar trend: like motivation, these were increased with
augmented locomotion or the combination of locomotion and
object range augmentation. This together with the previous
studies lends support to the supposition that augmentation
of locomotion contributes to fulfillment of autonomy and
competence—two of the three basic human needs defined
by self-determination theory [95]. While other theories of
motivation may also explain these positive effects and should
be considered in future work, this theory has been dominant
in games research [113] including work on augmentation
in exergames. Our qualitative results also reflect on these
concepts; participants explained their reasoning for preferring
augmented locomotion with how it supported feelings of
achievement (relating to competence), supporting enjoyment.

The participants also enjoyed physical activity more in
the condition featuring both types of augmented interaction
compared to no augmentation or only object range augmen-
tation. This complements work by Lehtonen et al. [15]—in
which players enjoyed physical activity in a multiplayer mixed
reality trampoline game featuring augmentation—but also pro-
vides a comparison between augmented and non-augmented
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variants. It further shows physical activity enjoyment can be
achieved through augmented interaction in a single-player VR
exergame.

While we implemented ExerSwimVR as a seated experi-
ence to account for accessibility and safety, this did increase
our concerns about potential cybersickness risks due to the
mismatch between players’ real and virtual movements—
particularly so for the augmented locomotion. However, our
findings show that players did not experience a significant in-
crease in their SSQ scores. This matches with prior work [21]
showing that locomotion can be augmented in some cases
without causing cybersickness; our findings transfer these
results to seated VR exergames. This paves the way to using
augmented locomotion in seated VR exergame experiences,
which can reduce injury risk.

The augmented interaction techniques provide advantages
in our exergame tasks: it allows players to cover more virtual
distance and collect objects more easily. This was unsurpris-
ingly reflected in the task performance of our participants;
they collected significantly more targets in the conditions with
augmented locomotion (although not the augmented object
range condition). The greater ease with which participants
were able to complete their task could have led to participants
then overall putting less effort into their physical activity.
However, despite the help of these augmented techniques,
the participants did not perform significantly less physical
activity based on their logged movements. This suggests
that augmented interaction can be used without significantly
decreasing physical activity. However, it also did not increase
physical activity—so virtual augmentation did not work to
induce more movement. This contrasts with Born et al. [17]’s
work, in which virtual augmentation led to more strenuous
activity for a longer duration. Yet we note that nevertheless
greater motivation could lead to better retention long-term.

In contrast to the augmented locomotion, our results for
object range augmentation indicate that it did not significantly
affect participants’ experience. This might be because players
prefer more granular object manipulation over more simplified
or abstract implementations; this would be in line with previ-
ous work making such a comparison with object manipulation
tasks in a more general VR application [114]. Alternatively,
since most players had prior VR experience, they may not
have perceived this feature as an exciting superhuman ability,
but rather something familiar like a teleportation feature that
they might know from other VR applications [115].

B. Augmented Interaction for Older Adults

The primary goal of this research was to understand ex-
periences of older adults with augmented interaction. This
contributes to ongoing research in the HCI field to design VR
games to support older adults’ physical activity [9], [57], [64],
[68]. Exergames designed based on empirical evidence can
hopefully motivate and support our aging world population
to engage in more physical activity, which can benefit their
physical and mental health [3].

Our older adult participants rated all game variants posi-
tively, indicating that overall ExerSwimVR was received very

well. Intrinsic motivation scores of older adults remained
high regardless of type of game variant—even higher than
younger adults for example for interest/enjoyment. This is in
line with the observations of the study conductor who noted
that most participants were quite enthusiastic and happy to
experience all variants. For example, even when told they
could simply grab objects with a single controller, a few
insisted on picking up the objects with both hands. However,
in contrast to the previous study, our quantitative findings
for User Study 2 showed no significant difference between
conditions; augmentation did not significantly increase the
positive experience for this user group.

We look to our qualitative data to better understand why
the effect of augmented interaction may differ for older
adults. For both User Study 1 and User Study 2, participants
reported a sense of achievement as the dominant reason for
preferring a certain game variant. However, unlike the younger
adults in User Study 1, some of the older adults also talked
about learning effects: pointing out that they had felt happy
to have understood the required interaction. They also had
less frequent VR experience. It is possible that learning the
interaction took more effort from these participants, thus
hindering positive effects on their experience. Interestingly,
for a few, preferences for game variants were linked to the
realism or tangibility of the experience, but overall there
was no consensus on what was realistic (echoing general
ambiguity in games research surrounding realism [69]). Given
that preferences for realism crop up in exergame research with
older adults [9], [27], [116], [117], this suggests that more
care should be taken in understanding what older adults mean
when they talk about wanting or liking realistic aspects. They
may have had preconceptions about swimming that our VR
approximation did not meet, yet they gave no such feedback.

Further, fewer older adults seemed to connect augmentation
with their motivation. Whether this is due to a difference
in how augmentation inherently affects motivation for this
user group, or a different contributing factor remains to be
seen. For example, another difference can be observed in the
game metrics, specifically regarding physical activity. While
User Study 1 participants showed no difference in physical
activity across conditions, User Study 2 participants performed
less physical activity when both types of augmentation were
present compared to the no-augmentation condition. Overall,
this could be seen as one kind of augmentation being linked
to decreased physical activity for older adults—i.e., a loss of
effectiveness of the exergame. This will need to be explored
in the future. Nevertheless, we note that physical activity was
overall much higher in User Study 1 than User Study 2.
Matching this, perceived exertion remained moderately high
in User Study 1, and low across all conditions in User Study
2. Considering the difference in physical activity, it is not
surprising that younger adults felt higher exertion compared
to older adults.

Game performance differed between the two studies: while
sometimes augmentation helped both groups to collect more
targets, regardless of conditions, the older adults collected
less targets than the younger adults. This is in line with
previous works that have explored game performance across
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different age groups [24], [118]. However, we also observed
similarities in the experience of both groups: In contrast to
prior work [21], the augmented interaction did not contribute
to higher immersion in either study.

The older adults reported lower total SSQ scores after expe-
riencing the locomotion augmentation (LOC-AUG) compared
to the initial measurement. While this is surprising at first
glance, we speculate that this was due to their excitement in
taking part in the study, which can potentially elicit symptoms
that intersect with the SSQ, such as difficulty focusing, or
concentrating. Overall, however, this suggests that seated VR
exergames may be a useful and safe option for older adults
without unduly increasing cybersickness.

C. Main Takeaways

We provide takeaways for consideration in the design of VR
exergames with augmented interaction.

a) Consider augmentation of different interactions:
Aligning with prior work, our results largely suggest that
augmented locomotion elicited positive experiences. However,
augmentation of the range of object manipulation had less of
an impact on players’ experience compared to augmentation of
locomotion. Exergame research has dominantly explored aug-
mented interaction in movement [14], [15], [23]. As movement
is an essential element in exergames, this is understandable.
However, there are other augmented interaction possibilities
in VR exergames that could be explored. While the object
range augmentation was less successful in increasing motiva-
tion or encouraging more physical activity, other alternative
augmentations (e.g., [17]) may be promising. Therefore, we
recommend greater variety in the augmented interaction types
we explore in VR exergames and their effect on motivation.

b) Consider age group differences: Similar to Xu et
al. [24]’s work on different age groups (younger vs. middle-
aged adults) in VR games, our findings suggest an effect of age
differences (younger vs. older adults) on the player experience:
These age differences can play a role in how augmented
interaction are perceived. While the augmentation was coupled
with positive experiences for younger adults, this largely
was not upheld for older adults. This necessitates care when
considering augmentation in VR exergames: If designing one
for the general population, the addition of virtual augmentation
may be useful to increase motivation. However, when the
user group consists only of older adults, it may not be worth
the effort to implement this. In such a case, while virtual
augmentation may not negatively impact experience, it seems
it can reduce physical activity and thus be counterproductive
to the goal of most exergames. Alternatively, if the game is
multiplayer, designers could consider employing asymmetric
game design (augmented vs. non-augmented) to address dif-
ferences in users’ experiences [110], [119].

D. Limitations

Our target group was older adults, and hence, this game
was designed with their requirements in mind (e.g., seated
experience, not too rapid pace). For example, we limited

the experimental gameplay time to one minute, at the rec-
ommendation of the physiotherapist, thus upholding safety
as a primary design goal for older adults. Yet relying on
our qualitative analysis, we speculate that more exposure
could have resulted in augmentation affecting older adults’
motivation. Future studies may explore safe ways to enable
longer exposure to virtual augmentation with older adults.
Though the design targeted older adults, we also evaluated
the game with younger adults. The requirements that shaped
the exergame’s design to be suitable for older adults could
have affected how well it suited the younger adults. Yet this
effect appears small as the experience was rated highly by the
younger adults; motivation in User Study 1 matched results of
previous studies’ effects of virtual augmentation.

The studies had some differences that could affect com-
parability. We provided an interactive tutorial with no time
limit before each game variant for older adults, as prior work
has emphasized that exergames for older adults should give
them time to become acquainted with interactive systems [90].
While the older adults did not require much more time to
collect one object than the younger ones in User Study 2, it is
still possible that they would have needed more time to become
comfortable with the augmentation techniques, and with VR
itself. Because of COVID-19 regulations, User Study 1 was
conducted remotely, while User Study 2 was performed in-
person. This difference could have affected the comparability
between studies, although research suggests results should
nevertheless be at least similar in task performance [120].
Additionally, the methods used to gain qualitative feedback
from participants differed (open-ended survey questions in
User Study 1 and semi-structured interviews in User Study 2).
This may have affected the level of response detail—although,
unexpectedly, the survey responses were often more detailed
than the interview responses.

In terms of game design, we implemented the object range
augmentation in a way that players were able to grab an object
from up to three meters away. However, if players wanted, they
could still grab the objects only when at a closer distance. We
did this to avoid frustration and not break the flow of the game
by requiring players to precisely estimate the distance to the
object. Nevertheless, this could have led some participants to
not engage in this feature, although we only observed this in
a few remote participants’ logs.

Regarding realism, we again note that our game’s “non-
augmented” version only offers an approximation of a swim-
ming experience (prioritizing the safety of older adult players
via the seated design, but integrating more complex physical
aspects of swimming—like the angle of the hands and the
density of the water to reflect the game’s tropical underwater
scene [87]—where possible).

In line with prior work on augmented interaction [17], [21],
our study design compares augmented interaction variants
with enhanced user abilities to a non-augmented version that
does not enhance user abilities. As technology progresses and
becomes more affordable, we hope that future projects will
compare additional increasingly “realistic” non-augmented
variants (e.g., recumbent swimming position, or an underwater
HMD), even though this may be difficult with older adults.
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Finally, the qualitative analysis was shaped by the re-
searchers’ involvement [109], [121] and our methodological
choices: The lead author has experience designing VR games
for different user groups and playing augmentation-based VR
games. Similarly, the last author, who was involved in the
discussion of themes in the final step, has explored realistic and
augmented interaction in VR games. With these backgrounds,
the analysis may have focused more on the potential connec-
tions with dimensions of realism and virtual augmentation than
other perspectives, e.g., in-depth theories of motivation.

IX. CONCLUSION

In this paper, we implemented an accessible swimming
VR exergame, ExerSwimVR, for older adults. In two user
studies, we investigated how different types of augmented
interaction—(i) augmented locomotion and (ii) augmented
range of object manipulation—impact motivation, immersion,
physical activity enjoyment, performance, and cybersickness
of players. For younger adults, we found that primarily the
augmented locomotion elicits significantly higher intrinsic
motivation, perceived competence and choice, and physical
activity enjoyment without causing cybersickness or less phys-
ical activity. However, for older adults, augmentation (of either
sort) mostly did not induce significant differences, and in
fact augmentation in one case decreased physical exertion.
These findings suggest a need for more nuanced exploration of
augmentation techniques, and to carefully consider age group
differences when designing exergames as takeaways for VR
researchers and designers.
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I. SAMPLE CHARACTERISTICS

We report further sample characteristics of our user studies.

A. User Study 1: Gaming & VR Habits

Participants’ frequency of playing games was varied: for
traditional games (e.g., board games, card games): daily (n=1),
at least once a week (n=4), at least once a month (n=15), at
least once a year (n=6), less frequent (n=1), and never (n=2);
for digital games (e.g, mobile games, PC games, VR games):
daily (n=7), at least once a week (n=10), at least once a month
(n=7), at least once a year (n=3), less frequent (n=1) and never
(n=1). Twenty-seven players reported prior VR experience,
however, 14 of them used VR at least a once year at most.
The remaining reported the following frequency: daily (n=2),
at least once a week (n=10), at least once a month (n=1).

B. User Study 1: Physical Exercise Habits

The participants rated their enjoyment of doing physical
exercises quite positively (M=5.21, SD=1.40 on a scale from
1/strongly disagree to 7/strongly agree). Twenty-seven par-
ticipants reported engaging in weekly physical exercises: 1-2
(n=11), 3-4 (n=12), and 5-7 times (n=4).

C. User Study 2: Gaming & VR Habits

Participants’ frequency of playing games was varied: for
traditional games: at least once a week (n=7), at least once
a month (n=7), at least once a year (n=2), less frequent
(n=4), and never (n=4); for digital games: daily (n=6), at
least once a week (n=6), at least once a month (n=3), less
frequent (n=3), and never (n=6). Eighteen participants had
prior VR experience (n=13 using at least once a year and
n=5 less frequent), yet almost all indicated that this was due
to participation in previous user studies.
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D. User Study 2: Physical Exercise Habits

The participants rated their enjoyment for doing physical
exercises quite positively (M=6, SD=0.93). Almost all par-
ticipated in weekly physical activities: 1-2 times (n=7), 3-4
times (n=12), 5-7 times (n=4); we note that one data point
was missing for this item..

II. QUESTIONNAIRES

We provide the items of the questionnaires used in our both
studies.

A. PXI-Immersion and KIM

The items of the immersion sub-scale of Player Experience
Inventory (PXI) can be found in [1], [2]. The Kurzskala
intrinsischer Motivation (KIM) questionnaire items are listed
in [3].

B. PACES-8

We used the physical activity enjoyment scale (PACES-
8) [4] to measure enjoyment of physical activity. The translated
German items (based on discussion of three native speakers)
are listed in Table I.

C. SSQ

We chose to use SSQ [5] to measure cybersickness symp-
toms of participants. A German version of the SSQ question-
naire [6] was administered in both studies (see Table II).

D. Exertion Custom Single-item

We used a custom single-item to measure exertion scores
of participants (see Table III).

E. User Studies: Younger (User Study 1) and Older Adults
(User Study 2)

This semi-interview/open-ended questions guideline is fol-
lowed during the user studies.
(1) English - Please think back on the version you liked the

most. What were the reasons for it?
(1) German - Erinnern Sie sich bitte an die Version zurück,

die Ihnen am besten gefallen hat. Was waren die Gründe
dafür?

0000–0000/00$00.00 © 2021 IEEE
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TABLE I
THIS TABLE LISTS THE ENGLISH [4] AND GERMAN PACES-8 ITEMS.

# ENGLISH GERMAN

1 I find it pleasurable; I find it unpleasurable Ich genieße es; Ich genieße es nicht
2 It’s no fun at all; It’s a lot fun Es macht überhaupt keinen Spaß; Es macht sehr viel Spaß
3 It’s very pleasant; It’s very unpleasant Es ist sehr angenehm; Es ist sehr unangenehm
4 It’s very invigorating; It’s not at all invigorating Es ist sehr belebend; Es ist nicht sehr belebend
5 It’s very gratifying; It’s not at all gratifying Es gibt mir etwas; Es gibt mir nichts
6 It’s very exhilarating; It’s not at all exhilarating Es ist sehr aufregend; Es ist überhaupt nicht aufregend
7 It’s not at all stimulating; It’s very stimulating Es ist überhaupt nicht interessant; Es ist sehr interessant
8 It’s very refreshing; It’s not at all refreshing Es ist sehr erfrischend; Es ist überhaupt nicht erfrischend

TABLE II
THIS TABLE LISTS THE ENGLISH [5] AND GERMAN [6] SSQ ITEMS. (*) INDICATES ADJUSTMENTS IN THE ITEMS.

# ENGLISH GERMAN

1 General discomfort Allgemeines Unwohlsein
2 Fatigue Müdigkeit
3 Headache Kopfschmerzen
4 Eyestrain Überanstrengung der Augen
5 Difficulty focusing Probleme beim scharf sehen*
6 Increased salivation Erhöhter Speichelfluss
7 Sweating Schwitzen
8 Nausea Übelkeit
9 Difficulty concentrating Konzentrationsschwankungen*
10 Fullness of head Kopfdruck
11 Blurred vision Verschwommenes Sehen
12 Dizzy (eyes open) Schwindel bei offenen Augen
13 Dizzy (eyes closed) Schwindel bei geschlossenen Augen
14 Vertigo Gelichgewichtsstörungen*
15 Stomach awareness Magen macht sich bemerkbar
16 Burping Aufstoßen

TABLE III
THIS TABLE LISTS THE ENGLISH AND GERMAN VERSION OF THE CUSTOM SINGLE-ITEM MEASURE OF EXERTION.

# ENGLISH GERMAN

Exertion I found the game to be physically demanding. Ich habe das Spiel als körperlich anstrengend empfunden.

(2) English - What influence did the virtual alteration of the
movement have on your motivation? Why?

(2) German - Welchen Einfluss hatte die virtuelle Anpassung
der Bewegung auf ihre Motivation? Warum?

(3) English - What influence did the virtual alteration of
object manipulation have on your motivation? Why?

(3) German - Welchen Einfluss hatte die virtuelle Anpassung
der Objektmanipulation auf ihre Motivation? Warum?

(4) English - What aspects of the game would you like to
change, and which would you leave as they are now?

(4) German - Welche Aspekte des Spiels würde Sie gerne
verändern, welche würden Sie so lassen, wie sie jetzt
sind?

(5) English - Do you have any additional comments?
(5) German - Haben Sie zusätzliche Anmerkungen?

F. Semi-structured Interview Guideline: Physiotherapist

This semi-interview guideline is followed during the inter-
view with a physiotherapist.

Thank you for taking part in this interview. In this study,
you played a game that explores different degrees of ex-
aggerated interactions on older adults’ user experience. In
some variations of the game, you experienced exaggerated
abilities for locomotion and object manipulation. Now, with
this interview, I would like to gather information about how
you as a physiotherapist evaluate this game, focusing on
motivation, therapeutic value, and safety aspects.

1) Let’s start with some questions regarding the effects of
exaggerated abilities on the motivations of players.

1.1 How motivated do you think that older adults would
be to play this game?

1.2 How do you think the exaggerated locomotion feature
would affects the motivation of the players? Why?
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1.3 How do you think the object manipulation feature
would affects the motivation of the players? Why?

2) Let’s continue with some questions regarding the thera-
peutic significance of the game.

2.1 How effective do you think the movements performed
in this game were in terms of therapeutic benefits for
the older adult players? Why?

2.2 How beneficial do you think the movements would be
for the older adults with varying physical abilities (e.g.,
older adults using wheelchairs)?

2.3 How do you think the degree of exertion was for the
players? Why?

3) Let’s continue with some questions regarding the assur-
ance of safety for the players.

3.1 Do you have any safety concerns for the older adult
players in this game? Why?

3.2 How safe do you think the players’ movement se-
quences are as well as their seated playing experience?
Why?

4) Finally, general feedback:
4.1 Do you have additional comments or ideas that could

improve the game?

G. Example Code Snippets
Here, we report example R code snippets used to analyze

quantitative data of the user studies.
library(ARTool)
library(ez)
library(psychReport)
library(rstatix)
library(RVAideMemoire)

# analyzes are performed based on following resources: [1, 2, 3, 4]

# non-parametric ANOVA Results
m = art(dependentvariable ˜ MovementManipulation*ObjectManipulation

+ Error(Participant ID/(MovementManipulation*ObjectManipulation)), data=df)
summary(m)
m.art.anova = anova(m)
print(m.art.anova, verbose=TRUE)
m.art.anova$eta.sq.part = with(m.art.anova, ‘Sum Sq‘/(‘Sum Sq‘ + ‘Sum Sq.res‘))
m.art.anova

#parametric ANOVA Results
model <-ezANOVA(data = df, dv = .(dependentvariable), wid = .

(Participant ID), within = .(MovementManipulation, ObjectManipulation),
detailed= TRUE, type = 3, return_aov = TRUE)

aovRT <- aovEffectSize(model, effectSize = "pes")
aovDispTable(aovRT)

# pairwise post-hoc tests
pairwise.wilcox.test(df$dependentvariable, df$condition, paired= TRUE, p.adj = "bonferroni")
pairwise.t.test(df$dependentvariable, df$condition, paired= TRUE, p.adj = "bonferroni")

# Friedman tests
friedman.test(dependentvariable ˜ condition | Participant ID, data=df)
friedman_effsize(dependentvariable ˜ condition | Participant ID, data= df)

# Multinominal tests
multinomial.test(df$bestcondition)
multinomial.multcomp(df$bestcondition, p.method = "bonferroni")
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Figure 1: Illustrations of Winter Wonderland game variants: (a) a participant approaches a snowflake to catch it in the VR-HMD
version of Winter Wonderland, and (b) a player catches a snowflake in the ExerCube version of the game.

Abstract
Insufficient physical activity is a major challenge in our aging soci-
ety. Although exergames can provide enjoyable exercise opportuni-
ties for older adults, it remains unclear which display technology
is best suited to reach this goal. This paper compares two popular
exergame technologies with different immersion levels: (i) a virtual
reality head-mounted display (VR-HMD) and (ii) the ExerCube,
a commercial projection-based system. We conducted a within-
participants study (𝑁=34) with older adults to evaluate player ex-
perience, presence, cybersickness, game performance, and physical
exertion. Both display types provided a comparably high player
experience and physical exertion that can benefit older adults’ phys-
ical well-being. The VR-HMD offered superior presence, while the
ExerCube led to higher performance and physical activity. Our
findings advance the understanding of how different exergame
technologies affect older adults’ experiences. We present research
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and design implications to guide the future development of age-
appropriate exergames.
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•Human-centered computing→ Virtual reality; Empirical
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1 Introduction
Regular physical activity is essential for keeping good health: it
can help prevent many illnesses like cardiovascular diseases, dia-
betes, and even cancer and dementia [84]. Exercising is critical for
every age group, but can particularly help older adults preserve an
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independent life [83]. However, participation in regular training
can be challenging [55] and most people today do not meet the
recommended amounts of daily physical activity [84]. Therefore,
the World Health Organization (WHO) strongly advocates for creat-
ing “safe, affordable places and spaces that invite, support and enable
people of all ages and abilities to be active in different ways” [83]. In
our increasingly digitalized world, this appeal also calls for digital
solutions that meet both peoples’ exercise and entertainment needs.

In this context, exergames possess great potential to motivate
people to be active by combining exercises with gameplay [56]
and are known for their positive effects on well-being [60, 67].
Apart from general users, exergaming is increasingly used by se-
nior homes to keep older adults fit and agile [38, 59]. However,
hardly any prior exergame research investigated the technological
requirements of older adults, even though it is well known that
their use of technology [47, 52], and the resulting experience and
performance [15, 16, 45] differs significantly between age groups.
Accordingly, we see a need to focus specifically on this user group
to better understand their expectations and preferences. Our re-
search targets one specific aspect: the impact of different display
systems.

Recently, a lot of attention has been put on how to improve
exergaming experiences. Apart from using fully immersive head-
sets, i.e., virtual reality head-mounted displays (VR-HMDs) [37],
various commercial solutions, such as the ExerCube, have been
proposed that trade aspects like immersiveness and visual fidelity
with a higher usability. While previous studies showed that dis-
play technologies affect players’ exergaming experiences [4] and
performance [85], there is no empirical knowledge on how general-
purpose VR-HMDs compare against specialized exergame setups
like the ExerCube. Given the growing academic and commercial
prevalence of both technologies [37, 49, 51, 53, 59], it is crucial to un-
derstand their individual strengths and drawbacks towards creating
enjoyable and effective workouts. Therefore, our research compares
these two highly contrasting display systems: (i) VR-HMDs and (ii)
the ExerCube.

VR-HMDs have unique benefits that make them a perfect fit for
exergames. They can fully immerse users into the virtual environ-
ments, thereby boosting players’ motivation [4]. Users can access
exercise opportunities without traveling to exercise locations [39]
or requiring a large space [38]. Already today, there are plenty
of well-selling commercial exergames (e.g., FitXR [20]) and even
VR-enhanced gyms [80]. However, the use of VR technology also
introduces new challenges, such as cybersickness, usability issues,
and discomfort of wearing the HMD. In contrast, the ExerCube is
a specialized exergame system that is specifically designed as a
fitness tool for exercising purposes [50]. Unlike a VR-HMD, the
ExerCube uses three projection walls to display the virtual envi-
ronment. This system has received attention in academia [42, 50],
and is commercially used in multiple training locations. Although
the ExerCube is colloquially referred to as “immersive” (because it
immerses the user into a virtual gameplay), it differs greatly from
fully immersive systems like VR-HMDs (e.g., no stereoscopy, limited
depth perception and field-of-view). Accordingly, it does not meet
the minimal requirements of technical immersion [69]. However,
research shows that it still provides enjoyable and motivating expe-
riences [50, 51]. While this system allows users to experience the

virtual environment without head-worn displays, it also has signifi-
cantly higher cost and space requirements. Although both systems
have specific strengths and drawbacks and have been proven to be
suitable for exergames, we do not know how the choice of display
system influences the exergame experience, in particular for older
adults who have vastly different needs and expectations than other
demographic groups. To close this gap, our research addresses the
following research question:
RQ How does the technical immersion of an exergame system

(i.e., a VR-HMD vs. ExerCube) influence older adults’ ex-
ergaming experience, motivation, cybersickness, physical
activity enjoyment, workload, game performance, physical
exertion (heart rate) and physical activity?

To answer this research question, we first iteratively designed
and implemented an exergame (Winter Wonderland) tailored to the
needs of older adults using a human-centered design approach [21].
The gameplay is exactly identical when playing it with a VR-HMD
or the ExerCube. Using this exergame, we then conducted a within-
participants study (𝑁=34) with older adults (+65 years) using a
mixed-method design [12]. Our quantitative and qualitative find-
ings indicate that both display types yield comparably high levels
of enjoyment of gameplay and physical activity. While the VR-
HMD setup offers greater presence, the ExerCube setup leads to
higher game performance and physical activity. Overall, both setups
contribute to increased physical exertion, which may enhance the
physical well-being of older adults. With our work, we challenge
the assumption that highly immersive technologies necessarily lead
to better performance or increased physical activity. Our analysis of
the subtle trade-offs between presence, performance, and physical
activity across technologies reveals new opportunities for design-
ing exergaming experiences tailored to individual age groups. We
summarize this paper’s contributions according to Wobbrock and
Kientz [82] categorization in the field of human-computer interac-
tion (HCI):

• By creating an exergame tailored to older adults, we provide
an “artifact contribution” [82]. Our detailed design process
and rationales offer guidance on how to design exergames
targeted at specific user groups.

• Conducting “empirical research” [82], we present the first
comparison of VR-HMD and ExerCube technologies with
older adults, which challenges assumptions on the role of
technical immersion on player experience.

• We end with a “theoretical” and “opinion” contribution [82]:
By linking our findings to prior work and societal impacts,
we present implications supporting the research and design
of innovative, age-appropriate exergames.

2 Related Work
This section provides an overview of prior work on immersive
displays and exergames for older adults.

2.1 Display Technologies for Virtual
Environments

When talking about the various output systems used to deliver
virtual content, researchers use the term immersion to refer to a
system’s technical quality and capabilities [69], which includes
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many factors such as stereoscopy, field of view, or resolution. While
there is no definitive judgment on what makes a system immersive,
the minimal requirement is a head-dependent stereoscopic view of
the virtual world that exceeds the players’ field of view without
requiring more than head-based input [23, 69]. To describe the
subjective experience of feeling present in virtual environments,
researchers use the term presence [68]. While, there are different
understandings of these terms (e.g., [46]), we follow the definitions
of [23, 68, 69] and use the term immersion to refer to the technical
differences between the ExerCube and VR-HMD systems, while to
describe users’ experience resulting from these technologies we
use the term presence.

VR systems typically consist of two components: the VR-HMD
offers a stereoscopic view of the virtual world, while the controllers
are used for spatial interactions. Today, both components typically
feature six-degree-of-freedom positional tracking. These systems
are considered fully immersive because of their ability to provide
high-quality visuals and audio that transport users into virtual
environments [70]. However, VR-HMD-based systems also intro-
duce challenges, such as cybersickness [31], usability problems [1],
and safety issues [39]. These drawbacks led researchers to develop
alternatives, such as CAVEs (i.e., immersive room-based projection-
based systems [13]). Although these costly, specialized systems do
not feature HMDs, they are still fully immersive since users see a
stereoscopic, head-dependent view using shutter glasses and optical
tracking systems. Unlike VR-HMDs and CAVEs, the ExerCube [50]
does not fully conform to the technical definition of immersion.
While it uses similar projection walls like CAVE installations [13],
it does not offer a view-dependent stereoscopic image [50]. Thus,
in our paper, we consider this system as non-immersive.

2.2 Experiencing Exergames with Different
Technologies

Exergames combine the power of fun with physical activity: users
primarily exert physical effort to complete game tasks [56]. Re-
search indicates that these games benefit cognitive, physical, and
social well-being [28, 58]. In particular, VR-HMD technologies are
becoming increasingly popular in exergame research [37] and com-
mercial exergames, both for home use (e.g., Beat Saber [24]) and
gym settings (e.g., Black Box VR [80]). Previous studies have shown
that VR-HMD exergames can yield higher motivation [4] and per-
formance [85] compared to TV-based versions. Contrarily, another
study [86] found no significant difference in player experience
between these two display types. VR-HMD exergames are gener-
ally praised for their immersive qualities and motivational power.
However, wearing a view-blocking headset during exercising also
creates new challenges regarding safety, comfort, and real-world
connectivity [39].

As an alternative, the ExerCube [50] is a specifically designed
exergaming system which is based on the dual-flow model, empha-
sizing both the psychological flow and the balance between physical
intensity and personal fitness [66]. To date, the ExerCube system has
been established in many locations, such as local gyms and senior
living facilities. Users can exercise without the drawbacks of VR-
HMDs (e.g., sweating, discomfort of the headset’s weight) [11, 31]
because they do not wear any headset that blocks their real-world

connection with their bodies (i.e., limited proprioception). This can
potentially increase users’ feeling of safety, allowing them to move
more freely. Although the ExerCube does not fulfill the require-
ments of technical immersiveness, research shows that ExerCube-
based exergames still provide engaging and motivating physical
exercises [49–51]. However, the ExerCube also has disadvantages
compared to VR-HMD systems, which impact both exergame ex-
perience (i.e., delivering a lower-resolution, non-stereoscopic view
that is limited to three fixed walls) and financial resources (i.e.,
costing more and requiring more space and computational power).

Despite increasing research on ExerCube-based exergames [42,
49–51, 53], it remains unclear if the promised benefits hold and if it
delivers a comparable or even better experience than VR-HMDs. To
date, the comparison between both systems has received almost no
attention. The studies closest to ours were done by Elor et al. [19]
and Schmidt et al. [64]; but, both studies compared exergames in VR-
HMD and CAVEs, not in the ExerCube. Elor et al. [19] revealed that
the VR-HMD outperformed regarding both game performance and
engagement. Schmidt et al. [64] reported that players had higher
presence and preferred the VR-HMD-based rowing game. Even
though these studies provide a foundation, their results cannot
be readily translated to the comparison between VR-HMD and
ExerCube: the ExerCube misses many critical features of CAVEs
(e.g., stereoscopy, head-tracking) but offers unique advantages for
exergames (e.g., easier calibration, cushioned walls). Yet, no study
has compared VR and ExerCube. Coupled with a lack of focus on
older adults (despite the rapidly increasing use of VR-HMD and
ExerCube systems in senior homes), these differences surface a
clear need for an empirical study to inform the design and delivery
of effective, enjoyable, and age-appropriate workouts.

2.3 Older Adults & Exergames
According to the activity theory of aging [29, 75], staying engaged
in activities can benefit the well-being of older adults. Exergames
offer accessible exercise options, one of the major barriers for older
adults [55], and support their psychological [60] and physical well-
being [67]. Although this shows that older adults could profit greatly
from exergames, a recent review surfaced that most studies have
been conducted with younger adults [37], showcasing a critical
gap in HCI research: we have limited information about exergame
experiences of older adults. Yet, it is well-known that older adults
have different requirements and abilities than younger adults in
the context of exergames [15, 45], for example due to age-related
decline in cognitive and physical abilities [25, 34]. Accordingly,
Karaosmanoglu et al. [37] caution against the assumption that “all
exergames work for any age group” to avoid “harm[ing] people”.

Prior research shows that older adults focus more on health ben-
efits of exergames [71], rate their experiences more positively [45],
experience higher presence and less cybersickness in VR [16], and
perform worse compared to younger generations [15, 45, 62]. Ac-
cordingly, it is challenging to transfer findings from younger to
older adults. Instead, designing exergames around older adults’ spe-
cific preferences and needs, can ensure they enjoy these games [39,
44] and use them as an alternative tool to exercise [38]. But, prior
studies also highlight that some older adults feel unsafe when us-
ing VR-HMDs, potentially experience disconnection from the real



Conference’17, July 2017, Washington, DC, USA Karaosmanoglu et al.

world [39], and face usability issues when using typical VR con-
trollers [1, 39]. These issues can prevent older adults from enjoying
the experience and raise questions about the suitability of using
VR-HMDs as exergaming platform.

In contrast, the ExerCube setup allows users to see their own
body instead of an avatar, like in HMD-based exergames. Due to
the age-related decline (e.g., motor skills, reaction time) [25], this
advantage may be particularly beneficial for older adults by pro-
viding a sense of safety while moving, whereas the immersive
nature of VR-HMD may be more cognitively stimulating and at-
tention capturing [32]. Unfortunately, research on ExerCube-based
exergames specifically for older adults is still limited, with a few
exceptions [53, 59] focusing on identifying target-user-group re-
quirements. Moreover, all studies comparing CAVE and VR-HMD
setups focused on younger generations [19, 36, 64]. Given the in-
creasing usage of both VR-HMD [37] and ExerCube exergames and
the aging population [77, 78], we see a clear need to understand
how VR-HMD and ExerCube-based exergames compare in terms of
player experience and performance for older adults. Specifically, we
evaluate the role of technical immersion in older adults’ exergam-
ing experiences, complementing prior research on the influence of
technical immersion on player motivation and performance [4, 85].

3 Exergame: Winter Wonderland
To best of our knowledge, there is no commercial game available
that can run on both exergame systems and provide comparable
experiences across these setups. To answer our research question,
we therefore developed a single-player exergame in Unity [74]
(v.2022.3.14f1) that users can play using both a VR-HMD and the
ExerCube:Winter Wonderland (see also limitations). We used a desk-
top PC equipped with two NVIDIA GeForce RTX 2080 Ti graphics
cards, an Intel Core i9-9900K CPU, and 32 GB of RAM to run our
game. Using this game, also allowed us to collect movement and
game performance data. To ensure that the virtual mapping was
exactly the same in both setups, we carefully configured the align-
ment of the physical and virtual environments. Consequently, the
real-world and virtual-world positioning of game objects was iden-
tical, requiring participants to perform exactly the samemovements
under each condition.

Our game development was informed by a human-centered de-
sign approach (i.e., iteratively testing the game with experts and
end-users) [21] and previous studies [1, 37–39, 73]. During the de-
velopment process, we tested our game in each stage with older
adults (𝑁=4, 3 women, 1 man, 𝑀𝑎𝑔𝑒= 81, 𝑆𝐷𝑎𝑔𝑒=8.76), a physio-
therapist (42 years, man), and a trainer (57 years, woman). Below,
we describe the game design rationale and the gameplay of Winter
Wonderland.

3.1 Game Design Rationale
Following recommendations [37], we describe our exergame based
on the goals, people, exercises, design, and technologies taxonomy.
Our game’s goal is to promote physical activity and provide cogni-
tive and physical training for older adults. Designing exergames
targeting physical and cognitive training simultaneously is feasi-
ble [38] and beneficial [73]. To design our game, we relied on prior
work [38, 45] that targeted older adults and created multiple levels

with increasing challenges (see Table 1). Since our main goal was
to compare different displays, both conditions are played in the
same stationary space, i.e., within the ExerCube, and just differ in
the type of display type. In the VR-HMD version, players see the
virtual content through a Valve Index headset, while in the Exer-
Cube version, players see the game on the three projection walls.
Additionally, players’ hands are tracked using two Vive trackers
attached to their wrists.

With our game, we target full-body movements. Players play
the game in a standing position. As the main interaction, players
are tasked with catching colored snowflakes that spawn within one
of three vertical planes corresponding to the real ExerCube’s walls.
Consequently, players see the snowflakes either displayed on the
ExerCube’s projection surface or in the fully immersive VR-HMD. To
catch the snowflakes, they walk and perform reaching movements
with their arms. Once they touch a snowflake with their hand, it
disappears after playing a short animation and sound feedback. We
also added similar juicy effects to the arrival of the snowflake; these
fly on short, slightly tumbling paths from the distance toward the
player and stop at their intended position within the vertical planes.
After arriving, their movement changes to a slow self-rotation, and
a short sound is played to give players additional feedback that a
new snowflake has arrived. Regarding the in-game movements, we
received positive feedback from the physiotherapist and trainer.
After playing the prototype, the physiotherapist considered the
game safe and rich in movements (e.g., catching and walking). He
suggested adding a score or leaderboard for a competitive feeling.
Consequently, we added a score that reflects how fast and correctly
players completed their task. For every successfully caught object,
players receive 100 base points and up to 100 bonus points (de-
pending on how fast they reacted, i.e., bonus points=100/percentage
of elapsed time of lifetime of an object). For every wrongly caught
object, 100 points are deducted. No points are subtracted for missed
objects.

The game features a daily theme: a winter landscape. We chose
this theme to cater to our target population (following [39])—older
adults living in a senior living facility in Germany—and timing of
running our study during winter. Players experience this environ-
ment while standing on a small cliff in the midst of a semi-dense
forest featuring pine trees, paths, boulders, and bushes. The scenery
is covered in snow and a snowfall effect creates the impression that
it is snowing all over the winterly forest, with colored, interactable
snowflakes only spawning within the players’ proximity. As back-
ground music, we use Christmas-themed soundtracks to create
audiovisual congruence [1]. The feedback from older adults in the
development process was extremely positive. Some participants
were moving with the rhythm of the music while completing their
tasks: “I like it, I love it”-P1 and “I found that movements, the mu-
sic and everything fitted nicely together”-P2. Nevertheless, players
provided improvement ideas, such as wishing for a louder sound to
indicate a new arriving task. To account for these expectations, we
further fine-tuned minor aspects of the game, such audio effects,
wording, placement of the tutorial information, and the brightness
of the object colors.

To prevent players from leaving the play area, we marked it in
the virtual environment with three stone barriers. In the corners,
blue crystals emit light rays that indicate the position of the three
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Figure 2: Interactive tutorial of each game level inWinter Wonderland: a) players collect green snowflakes with their either
hand. b) players collect yellow snowflakes with their left hand. c) players catch blue snowflakes with their right hand. d) in the
last level, players catch the number displayed snowflakes in the correct order.

vertical interaction planes corresponding to each ExerCube wall.
Before the game, players calibrate their proportions to ensure that
the game matches the snowflakes’ spawning position with their
arm reach. Since we targeted older adults, we decided to avoid
overly straining movements and limit the vertical snowflake spawn
to between 30% and 90% of the player’s vertical arm reach.

3.2 Gameplay
InWinter Wonderland, players catch colored (green, yellow, blue)
snowflakes that spawn on the three vertical interaction planes,
inspired by the prior work [38]). To see the impression of the game-
play, please refer to the supplementary video.

The total game duration (excluding tutorials) is five minutes.
While the first two levels feature a static number of spawned
snowflakes (level 1: 21, level 2: 31), the last level is designed to
run until players reach the targeted game time (see Table 1). De-
pending on how fast they catch each object, players can catch
a theoretical maximum of 129 snowflakes across all three levels.
These are evenly spread across all three planes, i.e., maximally 43
snowflakes per plane.

The game starts with players calibrating their arm reach by
performing a t-pose and an overhead reach pose. Afterward, the
game shows a tutorial introducing the in-game task. A simplified 3D
avatar catching a green snowflake illustrates the described actions
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Table 1: This table lists the game levels inWinter Wonderland.

No Level Names Game Properties Description

#1 All Collectable ` Catch as many green snowflakes as possible.
#2 Colors for Hands `` Catch yellow snowflakes with left hand and catch blue snowflakes with right hand.
#3 Order Numbers ` 1-2-3 Catch the snowflakes in the right order.

(see Figure 2a). To complete the tutorial, players must catch a first
tutorial snowflake. Next, they play the first game level. Here, all
snowflakes are colored green, indicating that they can be caught
with either hand. Each snowflake remains for 15 seconds before
disappearing to give players enough time to learn the interactions.

The second level adds hand-dependent colors: yellow snowflakes
have to be caught with the left and blue ones with the right hand
(designed based on the game of [38] and principles of simultaneous
training [73]). As before, players are introduced to these tasks with
an interactive tutorial (see Figure 2b and c). The level starts with
five yellow snowflakes, followed by five blue snowflakes, before
mixing both colors. As before, all spawned objects are spread evenly
across the three walls. Also, this level reduces the lifetime of all
snowflakes to five seconds to encourage players to react quickly.

The last level reverts to green-colored snowflakes, adding num-
bers to the snowflakes to indicate in which order they have to be
caught. In this level, we provide simultaneous training that involves
both cognitive and physical aspects [73]. The trainer particularly
liked this level design due to its holistic mix of cognitive and physi-
cal tasks. Like before, players are introduced to this task with an
interactive tutorial (see Figure 2d). Next, the game begins to spawn
sets of five snowflakes. These are numbered beginning from one,
with numbers increasing over sets (i.e., first set: 1–5, second set:
6–10). Unlike the prior snowflakes, these do not disappear but stay
visible until the player has caught all five in the correct order. After
the last flake has been caught, the next set of five flakes is immedi-
ately spawned. This process is repeated until the total game time
of five minutes (for all three levels combined) has run out. Then,
all the remaining flakes disappear, and a congratulations message
ends the game.

4 User Study
To compare how different displays affect players’ experience, per-
formance, and exertion, we conducted a within-participants study
with two conditions: VR-HMD and ExerCube. We conducted our
study with older adults at a senior living facility located in Ger-
many. This senior living facility is home to both people who require
institutional care and those living independently. For the study, we
only recruited older adults who were at least 65 years old (follow-
ing the definitions of the United Nations [77, 78]) and were not
assigned a care level (i.e., independently living without help). Our
study received ethics approval from the local ethics committee of
University of Hamburg (#: 004/2023).

4.1 Pre-Game Measures
We used a demographic questionnaire to gather sample character-
istics (e.g., age, gender, enjoyment of physical activity, experience

with VR-HMD and ExerCube). To assess the prior cybersickness
symptoms, we employed the Simulator Sickness Questionnaire
(SSQ) [33, 41]; it has 16 items to be rated on a 4-point scale, resulting
in a total SSQ, nausea, oculomotor disturbance, and disorientation
score. We used a Polar OH1 armband (1 Hz) to collect heart rate
data, which is an established method for measuring objective exer-
tion in exergame research [4, 35, 37]. Before the game, we assessed
the heart rate for five minutes and averaged these values to obtain
a baseline heart rate (similar to other works [40]).

4.2 In-Game Measures
During the gameplay, we collected game performance metrics:
physical activity, score, and collected targets. The physical ac-
tivity metric was quantified as the total distance players moved
both their left and right hands during each level. This traveled
distance was calculated by adding the frame-to-frame positional
differences of the controllers. The score was calculated based on suc-
cess rate and reaction speed (for each correctly caught snowflake:
100+100∗ (1− 𝑡𝑐𝑎𝑡𝑐ℎ𝑡𝑖𝑚𝑒/𝑡𝑙𝑖 𝑓 𝑒𝑡𝑖𝑚𝑒 )). The collected targets indicate
the number of snowflakes caught. We also calculated the heart rate
during gameplay by collecting the raw data with the same armband
and averaging them for each condition.

4.3 Post-Game Measures
We again used the SSQ to capture cybersickness symptoms af-
ter each condition. The Igroup presence questionnaire (IPQ) [65]
assessed the perceived presence; it includes 14 items rated on a
7-point Likert scale (e.g., fully disagree/-3 — fully agree/+3), yielding
a general presence score and three subcategories: spatial presence,
involvement, and experienced realism. We measured the game in-
terest/enjoyment (i.e., motivation) using the Kurzskala intrinsischer
Motivation (KIM) questionnaire [61, 81] (three items on a 5-point
Likert scale, not at all true/0 — very true/4). To assess overall player
experience, we used the Player Experience Inventory (PXI) [2] (Ger-
man version [26]). The PXI has 30 items (10 constructs) on a 7-point
Likert scale (strongly disagree/-3 — strongly agree/+3). The ratings
for enjoyment of physical activity were collected using the short
version of the Physical Activity Enjoyment Scale (PACES-S) [9, 22]
(four items on a 5-point Likert scale (strongly disagree/1 — strongly
agree/5). Lastly, the NASA-Task Load Index (NASA-TLX) [27] was
used to measure the perceived workload. The NASA-TLX contains
six items (e.g., cognitive workload) on a 21-point Likert scale. The
raw values for each item can be calculated from 0 to 100 (e.g.,very
low/0 — very high/100).
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Figure 3: The user study procedure followed in our research. The participants played two game versions in a counterbalanced
fashion. We assessed questionnaire, game performance, heart rate, and interview data.

4.4 Final Question & Interviews
After the participants completed all conditions, they answered a
single question asking about their preference: “Which version of the
game did you like the best?”. Finally, we conducted audio-recorded
semi-structured interviews, asking six questions to compare older
adults’ experiences with the two systems (see questions in supple-
mentary materials).

4.5 Sample Characteristics
Demographics. Overall, we recruited 36 participants. However,

we excluded two participants’ data (one due to technical issues and
one due to withdrawal), resulting in a total sample size of 34 peo-
ple. Twenty-five participants were women, while nine participants
reported their gender as men. The mean age of participants was
79.41 (SD=7.40) years.

Gaming Experience. Nineteen participants reported playing tra-
ditional games (e.g., board and card games) never or less than once
per year. The remaining play at least once a week (𝑛=10) or month
(n=5). Digital games (e.g., mobile phone and computer games) are
played more frequently: daily (n=13), weekly (n=11), less frequently
(n=3), never (n=7).

Technology Experience. Only 14 participants had VR-HMD expe-
rience; but all of them used VR only seldomly (at least once a year
n=2, less frequent n=12). Yet, most participants (n=29) already had
experience with the ExerCube, due to its availability in the senior
living facility (they can book fitness sessions with the ExerCube):
n=21 played at least once a week, n=1 at least once a month, and
the rest less frequently (n=7). Although we note this familiarity as
an unpreventable bias, we ensured that no participant had seen any
portion of the testbed game before the study.

Physical Activity Experience. The participants rated their enjoy-
ment of exercising positively (M=2.12, SD=0.84 on a scale from
-3/strongly disagree to +3/strongly agree). Thirty-two participants re-
ported engaging in weekly physical activity: 1-2 (n=12), 3-4 (n=11),
and 5-7 times (n=9).

4.6 Procedure
We announced our study with the help of the senior living facility
in Germany where the study was conducted. Although all partici-
pants were recruited with the help of the senior living facility, we
ensured that everyone participated individually and had not expe-
rienced parts of the game before (neither during development or

other peoples’ participations). At the beginning of our study, partic-
ipants were given an informed consent form and a safety document
informing them about possible negative effects of using VR-HMDs
(e.g., cybersickness). After signing the form, participants completed
the pre-game measures and received a verbal explanation regarding
the use of VR-HMDs and cybersickness. Next, participants put on
the heart rate monitor and wore it on their non-dominant arm. To
measure the baseline heart rate, they were instructed to sit still with-
out moving or speaking for five minutes. Afterward, participants
played each version of the game (ExerCube and VR-HMD, including
the tutorial and the actual gameplay) in a counterbalanced order.
Each game (excluding the tutorials) lasted five minutes. During
the gameplay, we recorded the heart rate metrics and all game-
play performance data. After each condition, they completed the
post-game questionnaires. During this phase, we closely monitored
participants’ heart rate (through an app) and waited until it re-
turned to its baseline before playing the other condition. The break
between conditions was between 10-15 minutes. After both rounds
of gameplay, participants answered the final question and were
interviewed (audio-recorded). The entire study took approximately
90 minutes. Participants were compensated with 15 EUR. The full
study procedure can be seen in Figure 3.

5 Analysis Methodologies
To answer our research question, we used a mixed-method ap-
proach [12]. While our quantitative analysis answers how con-
structs are affected by the different displays, our qualitative analysis
explains why.

Quantitative Methodology. We confirmed the normality of our
dependent variables using Shapiro-Wilk tests. When the normality
was violated, we conducted Wilcoxon-signed rank tests instead
of paired t-tests (one factor: displays ExerCube vs VR-HMD). For
cybersickness scores and heart rate metrics, we conducted one-way
ANOVAs or Friedman’s ANOVAs (based on normality) and treated
the measurement points as time points (one factor) with three levels:
pre, ExerCube, andVR-HMD. Lastly, we performed an exact binomial
test to see participants’ preferences over the displays. We note that
one participant had a single data point missing in the audiovisual
appeal, clarity of goals, and ease of control subcategories of PXI. We
employed a k-nearest neighbor (kNN) imputation method [43, 76]
to determine replacement values for these data points, considering
only respective subcategories (k=3).

Qualitative Methodology. To prepare our data, we transcribed it
using Dovetail [17], and a native speaker checked for any errors. We
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Table 2: The table shows the descriptive and statistical test values of the PXI and SSQ subcategories, and PACES-S.

Condition KIM-enj. PXI-mea. PXI-cur. PXI-mas. PXI-aut. PXI-imm. PXI-pro. PXI-cha.
Mean (SD) Mean (SD) Mean (SD) Mean (SD) Mean (SD) Mean (SD) Mean (SD) Mean (SD)

ExerCube 3.43 ( 0.72 ) 0.86 ( 1.83 ) 1.46 ( 1.62 ) 1.85 ( 1.22 ) -0.60 ( 2.27 ) 1.94 ( 1.00 ) 1.24 ( 1.53 ) 2.25 ( 0.84 )
VR-HMD 3.44 ( 0.69 ) 0.72 ( 1.81 ) 1.70 ( 1.17 ) 1.90 ( 0.92 ) -0.56 (2.27) 2.07 ( 0.90 ) 1.21 ( 1.44 ) 2.45 ( 0.83 )
Test V=80 V=190.5 V=86 V=203.5 V=157.5 V=113 V=124 V=60.5
p p=0.826 p=0.459 p=0.312 p=0.736 p=0.841 p=0.455 p=0.781 p=0.171
Effect r=-0.027 r=-0.090 r=-0.122 r=-0.041 r=-0.024 r=-0.091 r=-0.034 r=-0.166

Condition PXI-aud. PXI-eas. PXI-cla. Total SSQ Nausea Oculomotor Disorientation PACES-S
Mean (SD) Mean (SD) Mean (SD) Mean (SD) Mean (SD) Mean (SD) Mean (SD) Mean (SD)

Pre – – – 9.46 ( 17.30 ) 8.42 (21.11) 8.03 ( 12.09 ) 8.19 ( 20.02 ) –
ExerCube 2.11 ( 0.94 ) 2.59 ( 0.75 ) 2.84 ( 0.31 ) 1.87 ( 3.93 ) 2.24 ( 4.73 ) 1.34 ( 4.36 ) 1.23 ( 5.27 ) 4.75 ( 0.51 )
VR-HMD 2.31 ( 0.84) 2.62 ( 0.89 ) 2.67 ( 0.57 ) 3.08 ( 5.25 ) 2.53 ( 6.35 ) 2.68 ( 5.87 ) 2.68 ( 5.87 ) 4.5 ( 0.96 )
Test V=98 V=42.5 V=53 𝜒2(2)=11.532 𝜒2(2)=3.509 𝜒2(2)=13.170 𝜒2(2)= 6.75 V=55
p p=0.228 p=0.330 p=0.082 p=0.003 p=0.173 p=0.001 p=0.034 p=0.055
Effect r=-0.146 r=-0.118 r=-0.211 W=0.170 W=0.052 W=0.194 W=0.099 r=-0.232

then translated the text into English using DeepL Pro [14]. Again,
the same person rechecked the text for any errors. For the analysis
of the interviews, we used the reflexive orientation of thematic
analysis [6, 7] because it is a well-established method in HCI (for an
overview of usage in healthcare HCI, see [5]), provides flexibility,
can be used to understand people’s behaviors and experiences [10],
draws on the researcher’ background to analyze patterns in the
data, and explicitly emphasizes the role of the researcher and rec-
ommends reporting its role [6]. Therefore, this method does not
require multiple coders, as it does not aim at generalizability [7].
Overall, our approach followed Braun and Clarke [6, 7]’s steps: one
researcher (i) getting familiar with the data through reading it, (ii)
coding the data iteratively, (iii) forming initial themes, (iv) review-
ing the initial themes, (v) refining final themes, and (vi) reporting.
For coding, we used a mix of deductive and inductive codes: First,
we used deductive categories and codes (e.g., VR is more motivating
(category) –> presence (code)) to capture relevant aspects focusing
on our research. However, when additional concepts appeared, we
created new codes (i.e., inductive) or refined our existing codes.
In the end, we derived themes focused on answering our research
question. Following the best practices in qualitative data analy-
sis [7, 57], we provide a positionality statement that contributes
to transparency and rigor; the lead researcher who conducted the
qualitative analysis has performed multiple studies on the impact
of age differences on player experience, performance, and physio-
logical measures. They have experience in developing VR games
and conducting VR user studies.

6 Results
This section presents the findings from the questionnaires, objective
metrics, and qualitative analysis of the study. For readability, we
only report significant results in the text and list all results in Table 2,
Table 3, Table 4, and Figure 4.

6.1 Questionnaires
6.1.1 Cybersickness. We found a significant effect of the time
points on the Total SSQ (𝜒2(2)=11.532, p=0.003, W=0.170), ocu-
lomotor disturbance (𝜒2(2)= 13.170, p=0.001, W=0.194), and disori-
entation ratings (𝜒2(2)=6.75, p=0.034,W=0.099). The post-hoc tests
showed a significant difference between pre and post-ExerCube To-
tal SSQ (V=241, p=0.005) as well as oculomotor disturbance scores
(V=115.5, p=0.004), indicating that participants experienced higher
symptoms before the study. However, the post-hoc tests did not
reveal any significant differences for the disorientation category.

6.1.2 Motivation, Player Experience, & Physical Activity Enjoyment.
We found no significant difference between the ExerCube and VR-
HMD conditions in terms of both game enjoyment, player experi-
ence, and enjoyment of physical activity; both setups led to moder-
ate to high scores on these constructs.

6.1.3 Presence. The VR-HMD led to significantly higher scores
compared to ExerCube in all subcategories of the IPQ: general pres-
ence (V=41, p=0.017), spatial presence (t(33)=-3.805, p=0.001, d=-
0.653), involvement (V=78, p=0.001, r=-0.403), and experienced real-
ism (t(33)=-3.221, p=0.003, r=-0.552). We illustrate these constructs
in Figure 4.

6.1.4 Workload. We found a significant difference for the NASA-
TLX’s performance subcategory, indicating that the perceived suc-
cess was higher in the ExerCube compared to VR-HMD (V=239,
p=0.040, r=-0.250). Similarly, participants found it more frustrat-
ing to play the exergame in VR-HMD compared to playing it in
ExerCube (V=6.5, p=0.007, r=-0.329).

6.1.5 Preference. Eighteen participants preferred ExerCube and 16
preferred VR-HMD. A two-sided exact binomial test indicated that
these proportions were not statistically significant, p=0.864.

6.2 Objective Metrics
6.2.1 Game Performance Metrics. Participants mostly performed
better in the game when they played in the ExerCube compared to
the VR-HMD: correctly collected snowflakes (t(33)= 2.279, p=0.029,
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Table 3: The table presents the descriptive and statistical values of NASA-TLX and IPQ subcategories.

Condition NASA-TLX-Men. NASA-TLX-Phy. NASA-TLX-Tem. NASA-TLX-Per. NASA-TLX-Eff.
Mean (SD) Mean (SD) Mean (SD) Mean (SD) Mean (SD)

ExerCube 28.09 ( 25.29 ) 30.59 ( 27.30 ) 18.24 ( 26.02 ) 81.47 ( 18.97 ) 15.29 ( 22.22 )
VR-HMD 35.29 ( 30.62 ) 24.71 ( 26.60 ) 19.71 ( 27.08 ) 74.56 ( 21.19 ) 26.91 ( 27.39 )
Test V=142.5 V=214.5 V=113 V=239 V=75.5
p p=0.267 p=0.163 p=0.779 p=0.040 p=0.059
Effect r=-0.135 r=-0.169 r=-0.034 r=-0.250 r=-0.229

Condition NASA-TLX-Fru. IPQ-Pre. IPQ-Spa.Pre. IPQ-Inv. IPQ-Exp.Rea.
Mean (SD) Mean (SD) Mean (SD) Mean (SD) Mean (SD)

ExerCube 4.12 ( 9.81 ) -0.56 ( 2.34 ) 0.02 ( 1.60 ) 0.64 ( 1.39 ) -0.14 ( 1.81 )
VR-HMD 9.41 ( 16.91 ) 0.41 ( 2.38 ) 0.91 ( 1.21 ) 1.43 ( 1.14 ) 0.70 ( 1.63 )
Test V=6.5 V=41 t(33)=-3.805 V=78 t(33)=-3.221
p p=0.007 p=0.017 p=0.001 p=0.001 p=0.003
Effect r=-0.329 r=-0.290 d=-0.653 r=-0.403 d=-0.552
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Figure 4: The box plots visualize the IPQ subcategories and physical activity measures between ExerCube (blue) and VR-HMD
(purple); players experienced significantly higher presence in all IPQ subcategories inVR-HMD, butmovedmore in the ExerCube.
The last plot shows the heart rate at baseline (white) and in the game versions; both setups lead to comparable, yet significantly
increased exertion.

Table 4: The table presents the descriptive and statistical values for game performance, physical activity, and heart rate metrics.

Condition Correct Flakes Wrong Flakes Missed Flakes Score Physical Activity Heart Rate
Mean (SD) Mean (SD) Mean (SD) Mean (SD) Mean (SD) Mean (SD)

Baseline – – – – – 75.45 ( 9.35 )
ExerCube 82.59 ( 10.00 ) 1.12 ( 1.82 ) 4.91 ( 3.57 ) 14729.12 ( 2438.36 ) 460.82 ( 62.91 ) 102.56 ( 14.82 )
VR-HMD 78.53 ( 14.69 ) 1.62 ( 3.22 ) 6.59 ( 6.51 ) 13670.68 ( 3387.34 ) 429.07 ( 85.45 ) 104.47 ( 14.94 )
Test t(33)=2.279 V=33 V=151.5 t(33)=2.625 t(33)=4.713 F (1.28, 42.22)=137.977
p p=0.029 p=0.398 p=0.156 p=0.013 p<0.001 p<0.001
Effect d=0.391 r=-0.102 r=-0.172 d=0.450 d=0.808 𝜂2𝑃 =0.807

d=0.391), score (t(33)=2.625, p=0.013, d=0.450), and physical activity
(t(33)=4.713, p<0.001, d=0.808, see Figure 4.

6.2.2 Heart Rate Metrics. We found a significant effect of the time
points on heart rate metrics (F (1.28, 42.22)=137.977 (Greenhouse
Geisser corrected), p<0.001,𝜂2𝑃 =0.807). The post-hoc tests indicated

that players had a lower heart rate in the baseline measurement
compared to ExerCube (t(33)=-11.792, p<0.001) as well as VR-HMD
(t(33)=-12.704, p<0.001). But, there was no significant difference
between ExerCube and VR-HMD setups (t(33)=-1.959, p=0.176, see
Figure 4.
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6.3 Qualitative Findings
6.3.1 Theme 1: Both game versions were very well received, but the
reasons for preferring either setup differed fundamentally. Regardless
of the display option, the majority of participants reacted very
positively to the game: “My only piece of advice is to keep going,
that’s a fantastic thing”-P31. Both ExerCube and VR-HMD were
almost equally favored by participants. Half of the participants who
chose the ExerCube attributed their decision to the ergonomics
of the VR headset (e.g., cable, weight, wearing VR headset with
glasses). Another notable reasonwas safety; in the ExerCube version
“[they] can see where the walls are”-P16, leading them to feel safer
while moving. Interestingly, one participant expressed concerns
about losing control and connection to reality: “I liked the ExerCube
better because I didn’t really lose the connection, whereas with VR I’m
afraid of losing it, a kind of loss of control. And I don’t like that [...] It
was simply drawing you in-P3.” A few noted that their preference
stemmed from their familiarity with the ExerCube. Similarly, one
participant stated that playing the game in the previous condition
influenced their decision (ExerCube), as they felt more experienced.

In contrast, the novelty of VR technology was the reason for
preferring the VR-HMD version for only a few participants: “A
completely different experience, a physical experience too”-P14. Most
importantly, however, participants who selected VR connected their
decision to technical immersion features, such as presence and
spatiality: “I really felt like I was in this snowy landscape”-P28. These
points were complemented by a few participants commenting on
the higher visual fidelity, clear vision, and realism in VR: “Because
you could see everything much more clearly and all the individual
figures or trees or something like that were much more pronounced”-
P1.

6.3.2 Theme 2: Motivation and Immersion can be influenced by
familiarity, ergonomics, and perceptual effects. For almost half of the
participants, “the motivation was the same”-P2 across the displays.
Two players who found the different game variants moremotivating
emphasized the role of getting familiar with the game: “I found it a
bit higher in the second version, but maybe that had something to do
with the fact that you already knew the game a bit”-P10. For a few,
the ExerCube was more motivating because they were familiar with
the setup: “I think that has to do with the fact that I do ExerCube
once a week”-P20. Similarly, a couple of participants found “[the
ExerCube] is easier”-P19 to play. We saw the effect of ergonomics
again (e.g., discomfort and safety concerns due to wearing a VR
headset), but this time on motivation: “So I felt a bit more insecure,
of course, because i didn’t know how the room was confined at all”-
P22. While familiarity was a reason for finding the ExerCube more
motivating, there were a few participants higlighting the positive
impact of the novelty of VR-HMD on motivation: “What motivated
me more? [...] Because it was new”-P5. Aligning with the preference
reasonings, individual participants reported unique motivational
features of VR, such as visual fidelity, realism, and presence: “The
graphics were somehow more vivid and you could see it better”-P32.

A quarter of participants felt that playing on different screens
did not affect immersion: “It [immersion] was actually the same”-
P8. Again, VR-headset-related issues (e.g., discomfort, safety, and
limited field of view) had an impact, but this time on immersion,
leading participants to find the ExerCube more immersive: “The

glasses prevented me from concentrating even more intensely”-P18.
However, overwhelmingly, for more than half of the participants,
the VR-HMD was more immersive. For many, this was related to
the feeling of being physically there: “I felt like I was freezing be-
cause it was in winter”-P33. Additionally, a few connected this to
visual fidelity and realism: “it was nicer because the background
was clearer”-P30. Yet, participants found the VR-HMD version more
challenging, which led them to concentrate more: “[...] you have to
concentrate more, including myself, also in terms of movement, than
in the normal environment”-P6. A few individuals emphasized the
positive role of the novelty of VR-HMDs in feeling present. How-
ever, there were opposing perspectives on how learning effects
contribute to presence; while for two, being familiar with how to
play the game had a negative influence on how they felt present in
the game, for one participant “it was an advantage”-P22 since they
were already familiar with the controls, they could focus more on
being in the experience.

6.3.3 Theme 3: Feeling of safety, connection to the real world, and VR-
display-related challenges can impact physical activity. More than
half of the participants did not feel a difference in terms of physical
activity between the conditions. But, some felt more physically
active in connection with feeling safe in the ExerCube: “It was
higher in the ExerCube because you do feel more secure on your feet”-
P3. Interestingly, despite the same number of snowflakes and the
same distance to reach them in both game setups, two participants
felt moving more in the ExerCube: “I have to walk more. I probably
walked in the other one too, but somehow I didn’t notice it so directly”-
P13. Moreover, a few participants stated that their familiarity with
ExerCube and the game (i.e., learning effects) contributed to them
feeling more active. In contrast, for a few, the VR-HMD gave them
the feeling of being more active due to the low field of view: “I had
to move my head a lot more to see where the snowflakes were coming
from”-P28. Similarly, a few found the VR-HMD version was more
strenuous because “you had to orientate yourself more and see where
you were or that you were standing”-P26. Only one noted that in VR
the game felt faster and required concentration, which lead them
to move more.

7 Discussion
In this study, we focused on older adults’ experiences with two
exergame systems that differ in technical immersion. Specifically,
we investigated the research question: How does the technical im-
mersion of an exergame system (i.e., a VR-HMD vs. ExerCube) influ-
ence older adults’ exergaming experience, motivation, cybersickness,
physical activity enjoyment, workload, game performance, physical
exertion (heart rate) and physical activity? Here, we discuss the
findings and provide implications for the design and research of
future exergames for the older population.

7.1 Safety: Cybersickness & Discomfort
Our quantitative results indicate that participants did not experi-
ence severe cybersickness symptoms [63] after playing our game
in both setups. Interestingly, we observed a significant reduction
in Total SSQ and oculomotor disturbance scores from pre- to post-
ExerCube. We speculate that this reduction may be related to the
high game enjoyment experienced by the participants. It could also
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be explained by the older adults’ attitude of rating their experiences
more positively [45] and having positive opinions after testing VR
applications compared to pre-use [30].

Our qualitative findings provide nuanced insights into other po-
tential drawbacks of exergame technologies: In line with previous
research [31], several participants expressed concerns related to
VR-HMD ergonomics, such as discomfort from wearing a headset
and having a cable attached to the HMD. Since these aspects affect
in-game movements, they probably contributed to the significantly
higher physical activity in the ExerCube condition. To have compa-
rable conditions for our study, we used the same tracking system
for both systems resulting in the use of a cable-bound VR-HMD. In
our case, this configuration did not introduce safety issues, as we
monitor the participants at all times during the game. But, we also
note that having a person monitor older adults during such exercise
routines can increase the workload of senior living facilities [39].
Therefore, when exercising alone, we advocate for standalone head-
sets to avoid the risk of injury. Although this recommendation is
valid for all exergame users, it applies particularly to older adults
due to their higher risk of injuries and slower reaction time [25, 34].
In general, while our results emphasize that our game, regardless
of the type of display, can be used for physical activity without
negatively affecting the well-being of older adults, they also suggest
that further research is needed to understand how specific features
of exergame technologies (e.g., improved ergonomics) affect player
experience and performance.

7.2 Technical Immersion: No impact on player
experience

In line with a previous study on CAVE vs. VR-HMD exergames [64],
our findings reveal that the VR-HMD evoked a significantly higher
presence than the ExerCube. Participants felt like in a winter won-
derland and praised the technical quality of the display. However,
challenging established assumptions, the higher presence did not
translate to significantly higher player enjoyment (i.e., motivation)
or player experience. We build on the work by Born et al. [4], who
found that younger players felt more motivated when playing im-
mersive (i.e., VR-HMD) than non-immersive (i.e., TV-based setups)
exergames. Our findings add that, for older adults, we could not
find any significant difference in motivation between immersive
VR-HMD and non-immersive ExerCube setups.

Moreover, none of the player experience constructs demon-
strated significant differences, which diverges from the work by
Elor et al. [19]. We show that their findings of improved player
experience with more immersive environments for younger adults
are not transferrable to the comparison between ExerCube and VR-
HMD for older adults. While this disparity highlights the nuanced
impact of the factor of age on how players experience exergames,
our research can only be a first step towards a complete picture. All
cited studies were conducted in the Western hemisphere and only
focused on a limited subset of available technologies. Consequently,
we recommend further research to explore the impact of different
demographics and technologies, while also comparing exergames
against real-world options such as video-based exercises [45] and
personal trainer-guided exercise sessions [51].

7.3 Performance: Higher game performance
and physical activity in the ExerCube

While participants enjoyed the physical activity in both conditions
comparably, the ExerCube outperformed the VR-HMD in terms of
game performance, physical activity, perceived performance, and
frustration. Previous research showed positive results regarding
the impact of technical immersion on game performance: Born et al.
[4] found that younger adults achieved significantly better game
performance in the VR-HMD condition compared to the TV-based
condition. Elor et al. [19] reported that higher technical immersion
(VR-HMD vs. CAVE) led to better game performance. Our results
diverge from the work of both Born et al. [4] and Elor et al. [19]. Ac-
cordingly, we believe that a purpose-oriented design—the ExerCube
was designed for gamified exercise [50] while the used VR-HMD
is a general purpose device—is more important than high techni-
cal immersion. Speculating about the reasons for this finding, we
believe that a major cause lies within the perceived safety: wear-
ing a VR headset decoupled players from their own body (i.e., no
proprioception [79]) and their physical surroundings. Therefore,
relying on previous work [54], we suspect that they were more
cautious about movements and reduced their movements during
the VR-HMD condition.

Regarding physical exertion, we did not find any significant
differences in heart rate metrics between conditions. However, we
speculate that increased movements in the ExerCube version may
translate into greater physical exertion with longer play durations
and aim to explore this aspect in future studies. We also observed
that both game versions resulted in significantly higher exertion
compared to the participants’ baseline heart rate. We conclude
that the game, regardless of the type of display, promotes physical
activity that may improve the physical well-being of older adults.

7.4 Research & Design Implications
We provide implications, guiding future work on researching and
developing exergames for older adults.

7.4.1 Novelty may not lead to better experiences in older adults.
Many participants emphasized the positive effect of familiarity with
the setup, the game, and the learning effects from experiencing the
same gameplay in both conditions. While many studies with young
adults show that novelty can add to the player experience [40, 72],
our study suggests that older adults might approach new technolo-
gies cautiously and need some familiarization. Since older adults
grew up in a non-digital world [52] and previous work found that
they might be hesitant towards new technologies [30], we conclude
that novelty might not benefit the experience. Furthermore, older
adults typically require more time to adapt to new technology, and
their unfamiliarity with the game may have affected their perfor-
mance, which can make them feel less competent [8]. This can
discourage them from using such innovative solutions for exercis-
ing. Therefore, we underline the importance of ensuring familiarity
with technologies and stimuli to preserve older adults’ well-being
and reduce their frustration. For example, game designers should
provide more extensive trial and acclimatization periods that go
beyond the interactive tutorials we provided before the actual game.
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7.4.2 Redesign VR headsets to fit older adults’ ergonomic needs.
Older adults reported having discomfort while wearing a VR-HMD
and the qualitative data indicates that this discomfort impacted
their experience, leading to feelings of insecurity and reduced mo-
bility. Consistent with findings from previous studies that report
on the ergonomic discomfort associated with the use of VR-HMDs
for general purposes [31], our research identified similar issues
for exergames. Thus, we emphasize that current commercial VR
headsets, especially the model utilized in our study, require im-
provements in design to accommodate age-related factors better.
Issues such as the headset’s weight and the comfort of wearing
it with glasses are particularly relevant for older users [39]. With
increased movement during exergame sessions, these problems and
their severity typically worsen. For instance, glasses are prone to
fogging. These issues might discourage older adults from using
VR-HMD setups and create a barrier to the potential benefits of
VR-HMD-based exergames.

7.4.3 Consider VR-HMDs’ perceptually more difficult nature for
older adults. In our study, older adults performed worse in the VR-
HMD condition. This finding contrasts prior work, which showed
that younger users perform better in more immersive environ-
ments [19, 85]. Looking at our qualitative insights, we see that
older adults felt more challenged and had spatial difficulties in VR-
HMD. We think that some features of VR-HMDs make the game
inherently more challenging than ExerCube: In the ExerCube, the
virtual world is displayed on three flat panes in the real environ-
ment, which enables players to use their natural depth perception.
In contrast, the VR-HMD replaces the players’ view in the real-
world completely with a virtual view. It is well known that depth
perception in VR is significantly worse than in real life [18]. Applied
to the game task of interacting with snowflakes, this technological
difference translates to a higher necessary cognitive effort. Accord-
ing to Anders et al. [3], even simple exergames that do not target
cognitive exercises feature cognitive processing. Our game includes
dedicated cognitive tasks and combines it with the perceptual chal-
lenges of VR. Furthermore, the VR-HMD only has a limited field
of view, whereas in the ExerCube, participants retain their natu-
ral field of view. While this may not pose a challenge for young
adults [19], older adults [25, 34] typically have reduced reaction
time and motor skills, which requires them to put more effort into
perceiving the entire virtual environment. Altogether, the cognitive
task, target user group, and technological differences may further
explain differences in game performance between the conditions.
This assumption is supported by a tendency in the NASA-TLX men-
tal effort subscale, showing a higher, yet non-significant, effort for
the VR-HMD condition.

7.4.4 Balance the benefits and drawbacks of different technologies.
Our results show that both exergame technologies offer a good
player experience and induce physical exertion that can benefit the
well-being of older adults. However, we also identified important
differences. Instead of having a clearly superior choice, each system
offers benefits and disadvantages that should be evaluated carefully
based on the individual use case:

The ExerCube requires significantly more physical space and
financial investment compared to using a VR-HMD. Yet, it also
encouraged older adults to be more active and feel safer while

moving. Considering the vital role of physical activity for older
adults [84], we recommend utilizing the ExerCube to create safe
exercise opportunities for them, provided that financial resources
and space are available. Conversely, VR-HMDs serve as an appealing
and affordable option for older adults interested in engaging with
innovative technology without sacrificing player experience and
still experiencing exertion. Since VR-HMDs provide a higher sense
of presence, do not require complex room setups, and are more
cost-effective, they may be a more appealing choice for older adults
who prioritize these factors. Also, we emphasize the importance of
presence for other purposes than exergame enjoyment. For example,
it might be used to distract users from painful sensations during the
exercise as shown in previous work on pain relief [48]. However,
VR-HMDs’ use also raises safety concerns because older adults may
feel insecure due to discomfort and disconnection from the real
world. Ultimately, both configurations have unique advantages that
cater to specific user preferences.

7.5 Limitations
We conducted our study with the help of the senior living facility
that provided access to the ExerCube, but of course, it also influ-
enced our sample: many participants had prior experience with the
ExerCube since it is also used for physical exercise in the facility.
However, none of the participants saw our game during any stage
of development before our study. Also, all participants were from
Germany. Research indicates that socio-cultural factors are impor-
tant to consider in exergame design [53]. Thus, we recommend
conducting further research with a focus on these aspects.

Like any study involving game-based research, our study is sub-
ject to limitations related to the design of our game. To ensure a
reproducible and insightful study, we put emphasis on the design
(e.g., the theme [39], audiovisual congruence [1], having collection
tasks that are common in exergames [37]) and precise calibration
(i.e., identical mapping in both conditions). However, this rigor
reduces the study to a single game, which might limit the general-
izability. Hence, while we recommend conducting future work that
considers the impact of different game designs/tasks (see [37] for
an overview), we note that the evaluation of multiple games could
be challenging as the duration of the study may lead to fatigue
effects. Moreover, there are inherent features of each setup (e.g.,
VR’s limited field of view, the lower resolution of the ExerCube)
that we cannot control and may have affected the outcomes of our
study.

Finally, the researcher who conducted the qualitative analysis
possesses unique strengths for interpreting the data, including a
psychological and technical background in designing and imple-
menting VR games (see the positionality statement in the qualitative
methodology section), as well as conducting studies, particularly
with older adults. While this background facilitates a focused inter-
pretation of the data in these areas, they do not have professional
expertise in analyzing qualitative data through the lens of move-
ment science, despite their involvement in exercise and sports.

8 Conclusion
Our study of exergame technologies for older adults reveals that
both VR-HMD and ExerCube systems offer high levels of game



A Comparative Study of Exergame Technologies for Older Adults Conference’17, July 2017, Washington, DC, USA

and physical activity enjoyment. While VR-HMD systems excel in
creating a sense of presence, the ExerCube system leads to better
game performance and more physical activity. Nevertheless, both
display technologies provide physical exertion that can potentially
benefit older adults’ well-being. Overall, our results challenge the
assumption that more immersive technologies always lead to better
outcomes in exergaming contexts. We provide four research and
design implications that can support efforts to create more inclu-
sive, effective, and enjoyable exergaming experiences that promote
physical activity among older adults.
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Figure 1: We evaluated a VR application that enables two remote users to play a co-located multiplayer game in VR.

ABSTRACT
Consumer social virtual reality (VR) applications have recently
started to enable social interactions at a distance. Yet it is still
relatively unknown if and to what extent such applications provide
meaningful social experiences in cases where in-person leisure
activities are not feasible. To explore this, we developed a custom
social VR application and conducted an exploratory lab study with
25 dyads in which we compared an in-person and a virtual version
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of a co-located multiplayer scenario. Our mixed-methods analysis
revealed that both scenarios created a socially rich atmosphere and
strengthened the social closeness between players. However, the
lack of facial animations, limited body language, and a low field
of view led to VR’s main social experiential limitations: a reduced
mutual awareness and emotional understanding compared to the
in-person scenario. We derive implications for social VR design and
research as well as game user research.
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1 INTRODUCTION
One of the major purposes of computer-mediated interpersonal
communication has always been to enable valuable and rich so-
cial experiences at a distance, with face-to-face (f2f) interaction
often serving as the gold standard for comparison [8, 68]. When
considering modern VR technology, simulating this gold standard
and offering an alternative when f2f is not feasible seems possible.
Compared to established, non-immersive means of computer-based
communication (e.g., videoconferencing), multiuser VR holds enor-
mous potential. It enables natural and intuitive interaction with
each other in shared virtual environments using real-time tracking
of body movement and its mapping to the virtual world. Current
consumer multiuser or social VR applications offer various social-
and entertainment-related experiences. Recent research indicates
that they provide access to valuable social and other experiences
that users integrate into their everyday-life [5, 53, 72, 89]. Addition-
ally, there are significant investments and efforts of large enterprises
(e.g., Meta or Microsoft) into a future “Metaverse” [96] that incor-
porates virtual environments where people meet and interact with
each other through immersive technologies like VR [61, 62]. There-
fore, we expect more people to gain access to these experiences in
the coming years. However, we believe that people will measure
these applications’ value more by whether they enable a sufficiently
meaningful experience when a physical get-together is not possible,
and not whether they induce the same experience as a f2f situation.

As one such scenario, we focus on engagement in co-located or
local digital multiplayer games. Playing video games with others in
person is still a play mode that many players enjoy [21]. However,
modern online multiplayer games feature distinctive benefits such
as time- and place-independent scheduling of game sessions [95].
Past studies indicate that unique experiential qualities characterize
local multiplayer scenarios—i.e., giving a high-five, seeing the oth-
ers’ facial expression [43, 86] — that result in additional sociability,
which remote games often cannot offer due to technical limitations.
We see the simulation of co-located multiplayer scenarios in social
VR as a promising approach to combine the best of both worlds:
(i) eliciting the rich sociability associated with co-located gaming
while (ii) keeping the independence of place or distance constraints
offered by online games.

This paper presents the design and results of a user study com-
paring the experiential qualities of playing a digital multiplayer
game physically co-located with playing the same game within
a social VR environment while being physically separated (see
Figure 1). Our work is guided by the following two exploratory
research questions:

RQ1: How do the player and social experience in VR compare to
the experience in the f2f setting?

RQ2: What features enhance or inhibit the player and social expe-
rience in VR?

Comparing the experiential qualities of a virtual and a f2f co-
located gaming scenario allows assumptions about howwell current
and future consumer social VR applications function as an alterna-
tive site for meaningful popular leisure social activities when f2f
meetings are not feasible. Moreover, our work contributes multiuser
VR researchers and practitioners, as well as games user researchers,
as follows:

C1: assessing the potential of current social VR offerings to en-
able meaningful social leisure activities over distance,

C2: extending previous findings from similar use cases by apply-
ing more nuanced measures of sociality,

C3: continuing and extending previous research comparing co-
located and remote multiplayer game scenarios, and

C4: suggesting research, methodological, and design implica-
tions for social VR and games user research.

2 MULTIPLAYER EXPERIENCES
Playing digital games is a widely accepted leisure activity [21] that
also provides opportunities for rich social experiences when more
than one player is engaged in the gaming context [17, 25, 36, 38,
78, 86]. Prior work suggests that multiplayer gaming can provide
a higher level of flow [46] and positive mood [39] than playing
alone. In addition to entertainment purposes, many players use
multiplayer games to socialize, spend time with their families or
friends [21], befriend people they meet in-game [97], or connect
with others in exceptional or challenging times [15, 34, 70].

Typically, multiplayer games can be divided into those played
while co-located with others and those played online while being
physically separated from co-players. With the advancement of
technology, online multiplayer games became a common leisure
activity throughout society [21]. Compared to co-located games,
online games have specific advantages. For instance, players can
play games with vast groups of co-players, play against or with
strangers, and coordinate game sessions independent from their
residence [95]. In contrast, co-located multiplayer games are, per
definition, played by players who share the same location. They
thus offer more coordination effort in terms of planning time and
location of game sessions [95]. Though, as usually played with
known others, co-located games tend to be associated with higher
enjoyment compared to online games with strangers [95].

More specifically, co-located games benefit from game-external
social interactions between players [43, 78, 86] that are not offered
by current online games that usually connect players via headsets.
Players can physically interact with each other (e.g., high-fives),
easily see each others’ facial expressions and regulate interpersonal
distance. In sum, players benefit from an increased mutual aware-
ness and more interaction opportunities [17], which eventually
induce the experience of social presence, i.e.:“sense of being with
another” [7]. Early studies comparing different social contexts of
playing together indicate that co-located games induce higher levels
of social presence, increased fun, and competence feelings [24–26].
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However, the authors of these early studies note that physical co-
presence alone does not guarantee an enhanced experience. Instead,
the interrelationship of factors like players’ spatial orientation to
each other and the required focus on the game or a shared monitor
determine how much players can allocate attention to each other
to benefit from the social stimuli present in this scenario [17].

3 SOCIAL VR EXPERIENCES
VR applications that allow multiple users to interact with each
other in a virtual world have been developed and researched as im-
mersive, collaborative virtual environments (CVEs [6]) for several
decades in varying contexts (e.g., [3, 75, 91, 100]). Today, capable
yet affordable consumer-grade VR hardware provides leisure time
access to multiuser VR applications that enable private individuals
to interact with others worldwide. The genre of consumer social
VR applications has emerged since 2015 and currently comprises a
range of platforms like Altspace VR, VRChat, Horizon Worlds, and
RecRoom1 that offer a multitude of activities for social experiences
[5, 53, 59, 60, 71, 72, 89], i.a.: socializing with known others and
strangers, playing and creating games, dancing, and attending com-
munity events.

In social VR, users are commonly represented as avatars through
which they interact with the virtual environment and each other.
Based on sensory immersion, modern VR headsets induce spatial
presence, i.e., the sensation of actually being in the virtual world or
the place illusion [82, 98]. In addition, by transferring users’ real-
time tracked body movements to their avatars, a strong illusion
of virtual body ownership can emerge, i.e., a sense that one is
embodying the avatar and interacting through it within VR [35,
41, 56, 83]. These building blocks can support social presence and
enable intuitive interaction with each other in social VR, including
(non)-verbal communication.

Recent work indicates that engaging in social VR may indeed
satisfy social, but also entertainment and other needs [89], and
can have positive psychological outcomes for users [5], e.g., by
supporting meaningful relationships [23, 54, 90, 99]. Other recent
studies investigating multiuser VR interaction in general, suggest
that social VR can have meaningful social outcomes; compared to
f2f interaction, multiuser VR can lead to comparable compliance be-
havior [19], trust [69], conversation patterns [84], and experiences
in a get-to-know-you conversation [74]. But, current social VR plat-
forms still have technological limitations. For example, the tracking
of facial expressions, which are the second most important social
cue to facilitate social presence following gaze information [81],
is not yet an established feature. The hardware required for this
has only recently become available for the consumer market and
developers have yet to integrate these new capabilities into their
applications2,3. However, users seem to adapt to such limitations
when engaging in social VR regularly and increasingly perceive
experiences like social presence [28] or presence [40] over time.

1https://altvr.com/; https://hello.vrchat.com/; https://www.oculus.com/horizon-
worlds/; https://recroom.com/
2HTC released a face tracker in 2022: https://www.vive.com/us/accessory/facial-
tracker/
3The Meta Quest Pro features integrated face-tracking and was launched while this
paper was under review: https://www.meta.com/de/quest/quest-pro/

Since we are interested in replicating a famous use case of joint
media consumption in VR (i.e., experiencing co-located gameplay
while being physically separated), we specifically searched for work
with a similar goal. In total, we found four studies that investigated
the following use cases: video watching [57, 63], photo sharing [48],
and another study simulating co-located gaming [88].

One study (N=12) evaluated several custom prototypes for shared
video consumption using early consumer-grade VR hardware com-
bined with a video-based telepresence setup (e.g., within a lab-based
photo-sphere or a virtual cinema) [57]. Overall, the study found
that the VR experience can approximate the co-located scenario in
certain social aspects depending on the specific implementation. A
more recent study (N=22) also compared different setups for watch-
ing videos together [63]: f2f vs. social VR (i.e., Facebook Spaces) vs.
a custom video-based telepresence system using VR headsets and a
Kinect sensor. The study found that the custom telepresence vari-
ant induced a slightly better quality of interaction and more social
meaning than the social VR variant. The participants expressed
concerns regarding the limited graphical and behavioral realism of
the Facebook Spaces avatars, i.e., limited facial expressions triggered
by controller input and limited body language. However, the overall
experience was similar across all conditions.

Another study (N=52) compared photo-sharing experiences in
three conditions: f2f vs. social VR (i.e., Facebook Spaces) vs. video-
conferencing [48]. The social VR version closely approximated the
f2f experience with minor significant differences regarding the
perceived quality of interaction but no significant differences in
social meaning. Again, some participants criticized that the avatars
only supported limited facial expressions; these expressions were
triggered by controller input, which limited the spontaneity of the
emotional reactions.

A work-in-progress paper that examined the same scenario as
we do (N=4) only shares anecdotal insights and appears to have
not been continued to date [88]. The authors found in their limited
investigation that VR seems similar to the f2f scenario. However,
based on the anecdotal nature of the work, we cannot derive rea-
sonable conclusions. Nevertheless, the study provides a blueprint
for our take on the scenario.

In summary, previous work indicates that VR scenarios of joint
media consumption can approximate its f2f counterpart. However,
studies in this context are sparse and the setups used do not reflect
the capabilities of today’s consumer social VR applications. The
earliest study [57] does not reflect modern VR hard- and software
and did not use avatars. Facebook Spaces, that was used in the other
studies [48, 63], has been discontinued and the avatar aesthetics
used in its successor, Horizon Worlds, also evolved. Similarly, the
Oculus Rift S used in those studies [48, 63] did not support hand
and finger tracking and thus limited gestural communication com-
pared to the Meta Quest devices that are now available. Further,
the studies employed a photosphere of a physical lab as the vir-
tual background [48, 57, 63] instead of a walkable actual virtual
environment as offered in today’s consumer social VR applications.
Unfortunately, there is also no clear information on the duration of
interaction [48], or authors opted for a very brief interaction expo-
sure of 2.5 minutes [63], potentially neglecting adaptation effects
to avatar limitations [28, 40]. Moreover, the studies predominantly
focused on assessing the social experience in terms of perceived



CHI ’23, April 23–28, 2023, Hamburg, Germany Sykownik and Karaosmanoglu, et al.

Figure 2: The VR app included three scenes: couch calibration, avatar customization, and the multiplayer scene.

interaction quality, social meaning, and immersion, and mainly
report these three aspects [48, 63]. However, other questionnaires,
like the Networked Minds Measure of Social Presence (NMMSP)
that includes six sub-scales [29], provide a more nuanced assess-
ment of the social experience because it takes more sociality facets
into account. Considering those limitations, our work extends the
still sparse literature on virtual joint media consumption by provid-
ing a timely and nuanced look at our specific use case: simulating
co-located multiplayer gaming in social VR.

4 APPLICATION DEVELOPMENT
We want to investigate how well current consumer-grade social
VR functions as an alternative site for co-located multiplayer expe-
riences when f2f meetings are not feasible. Thus, our aesthetic goal
was not to develop a photorealistic representation of the scenario
but a stylized replica whose aesthetic conception resembles current
consumer social VR offerings. To compare the VR replica with its
f2f counterpart in a controlled lab study, we also had to develop a
multiplayer game that we could use equally well in both the VR
and the co-located variants with their different input and output
modalities. Eventually, we developed two custom applications with
the Unity Engine4: a VR application for the Meta Quest 2, a popular,
standalone VR headset with integrated hand and finger tracking,
and a PC-based multiplayer game to be played on a 55-inch UHD
TV screen.

4.1 The Co-located Multiplayer Simulator
We used the following popular social VR applications available on
the Meta Quest 2 as aesthetic references for our VR application: Rec
Room, Altspace VR, BigScreen, and Horizon Worlds. We also included
rudimentary avatar customization, a prominent feature of social
VR applications. Utilizing the Meta Quest 2’s integrated camera-
based hand tracking, the application allows users to switch between
hand and controller tracking. In this regard, the virtual scenario
resembles the physically co-located scenario, as users can also pick
up and put away controllers there. Additionally, we implemented
a calibration system to match the virtual environment with our
physical labs so that physically remote users eventually appear to

4Unity 2019 LTS: https://unity.com/releases/2019-lts

be sitting on the same sofa in VR. The app uses the VR headset’s
built-in speakers andmicrophones to provide voice chat with spatial
audio. To ensure sufficient performance, our application relies on
a server-client architecture with a PC-based server instance that
synchronizes the VR clients. The server instance also provides an
audio and video live stream of the users within the VR environment.

4.1.1 Application Structure. As illustrated in Figure 2, our app
features three consecutive scenes: a calibration scene, an avatar
customization scene, and a game scene in which users meet and
play together on a virtual monitor. The app is started while holding
the Meta Quest’s controllers in both hands. These are initially used
to calibrate the virtual environment so that the virtual and physical
sofas align. As a reference point, we used two spatial anchors on
which one places the controllers. Users then use their hands to
interact with the virtual world. After the calibration, the users
enter the customization scene, where the avatar’s arm length, body
scale, and appearance can be adjusted in front of the virtual TV
display that functions as a mirror. Adjusting arms and body size
shall ensure a seamless avatar animation using inverse kinematics.
Finally, when both remote users sit on the couch in their individual
scenes, they enter the game scene together, appearing as sitting
next to each other on the virtual couch. Here, they can retake their
controllers to play the multiplayer game together. The game is
played in two rounds of seven minutes with a three-minute break
in-between. We included the break to provide opportunities for
open social interaction in the study.

4.1.2 VR Environment. In contrast to related work [48, 63], we
designed a 3D virtual environment that users could explore and that
is aesthetically consistent with the avatars we provided. Thereby,
the virtual environment’s layout and interior match the two same-
sized physical labs where we conducted the study. In both labs, we
placed the same sofa we rebuilt with the exact dimensions in VR.

4.1.3 VR Avatars. In keeping with the aesthetic language of the
selected social VR applications, we created humanoid but stylized
avatars with reduced anatomical features (i.e., no legs or feet).
Avatars in RecRoom, AltspaceVR, and BigScreen have a torso but lack
arms. Horizon Worlds’ avatars also represent arms. We opted for the
middle ground and omitted the representation of the hand joints
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and partly the elbow joints (Figure 2), thus preventing visualization
of unrealistic joint rotations. Our avatars can be color-customized
and individualized with different assets we have prefabricated. All
clothing assets are available in a rather masculine or feminine body
shape. Assets of different categories can be combined in any way
(e.g., a beard with a female body shape and hairstyle). The avatars
can represent real-time hand gestures via the hand and finger track-
ing of the VR headset and thus have increased behavioral realism
compared to related work [48, 63]. Further, we implemented simu-
lated blink and pupil movement based on the random fixation of
predefined interest points within the avatars’ field of view (e.g.,
nose, eyes, and shoulders of other avatars). Furthermore, mouth
animations are triggered by speech input.

4.1.4 Design Rationale for VR Avatars. Despite previously reported
concerns regarding avatars with limited graphical realism [48, 63],
we opted for stylized avatars. However, in contrast to present them
within a real-world photosphere [48, 63], we designed our avatars
and the virtual environment aesthetically consistent, preventing
potential negative effects of stylistic contrasts within VR. Further,
our application provides a longer exposure time compared to the
applications in related work. Thus, by allowing our participants to
adapt to the stylized but consistent aesthetic of our virtual environ-
ment and avatars, we assumed to limit negative reactions to the
stylized avatars. However, based on previous findings [48, 63], we
decided against including a manual activation of facial animations,
which users perceived as burdensome to use [40, 48, 63]. A man-
ual expression system would conflict with the engagement with
the multiplayer game. We also rejected an automized approach
as reliably triggering different facial expressions based on stimuli
like voice input would have required sophisticated algorithms and
significantly more nuanced modeling to avoid the uncanny valley
and eventually antipathy to our avatars [64, 80]. Moreover, sophis-
ticated simulated facial animations have yet to be an established
feature in consumer social VR [93]. Thus, considering that we focus
on the overall experience and not the nuances of the avatar system,
we did not opt for a facial expression system. Also, past studies
indicate that users can acclimate limitations regarding facial emo-
tional expression and recognition in VR if verbal communication is
sufficiently supported [40, 65].

4.2 The Co-located Multiplayer Game
In addition to the VR application, we had to develop a multiplayer
game that would function equally well in VR on a virtual display
and in the co-located scenario on a physical monitor. The game
should also be easy to implement as the VR implementation was
already extensive. It should run with equal performance in both
conditions and be playable with the respective controller periph-
erals. Eventually, we reviewed game design literature for a game
principle that met our requirements to limit conceptual work effort.
In particular, we aimed for an easy-to-understand but engaging
game mechanic that induces social interaction between players.
Thus, we predominantly searched for mechanics to generate player
interdependence to motivate player communication [18, 30, 31, 37].
Finally, a recent literature review identified shared control as a me-
chanic that meets our requirements [73]. It requires multiple players
to control the same game object simultaneously and thus generates

Figure 3: Game design of the shared-control game.

extreme player interdependence [51, 87]. Since the shared control
game described in [87] met all our requirements, we recreated it
based on the descriptions in the paper.

The final game requires two players to navigate a sphere through
several obstacle courses. Thereby, the steering input of both players
is simultaneously applied to the sphere so that it moves faster if
both inputs are similar (see Figure 3). If players do not steer in
the same direction, they cannot gain enough speed to overcome
certain obstacles in the levels and eventually cannot finish the game.
We varied the camera behavior and perspective to introduce more
variation for the planned within-participants study design and limit
learning effects. For example, in the second round of a condition,
the camera perspective changes to the other side of the playing field,
so players must now steer in different directions. Consequently,
individual levels get implicitlymore difficult than before. In addition,
the camera behaves differently in the VR version than in the co-
located version: camera movement vs. camera panning based on
sphere movement.

5 USER STUDY
We compared the co-located multiplayer simulator with its f2f coun-
terpart in a within-participants user study with the two respective
conditions VR and Col. In the VR condition, participants played
together in VR while being located in separate labs. In the Col con-
dition, they were co-located together in the same room and played
on a single TV screen ( illustrated in Figure 4). Given the sparse
literature on joint media consumption in social VR and the identi-
fied limitations of prior studies, we opted against a confirmatory
approach and did not specify hypotheses. Instead, we conducted
exploratory comparisons of the two conditions regarding various
facets of the player and social experience (RQ1). Further, the study
aimed to identify specific aspects of the respective scenarios that
promote or limit the social and player experience (RQ2).

5.1 Sampling
We applied convenience sampling [4] and advertised the study
in lectures of two HCI-related undergraduate and graduate study
programs at a university in Germany. The sparse related work on
similar study setups did not allow a determination of effect sizes
to be expected. We thus did not aim for a confirmatory but an
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Figure 4: The user study followed a within-participants design with alternated sequence of the co-located and VR play sessions.

exploratory analysis and did not conduct a priori power analysis
to calculate a sufficient sample size. Though applying feasibility
analysis5 and aligning with local standards [13] (i.e., comparing to
similar studies [20, 30, 48]), we aimed for a sample size of 50.

5.2 Procedure
A study run consisted of four phases and took ca. 120 minutes
(Figure 4). At the beginning of the procedure, participants gave their
participation consent and agreed with recordings during gameplay
and interview. The two conditions were conducted in alternating
sequences to counterbalance potential sequence effects.

In the co-located condition, participants played together in the
same room, sharing a sofa. After a briefing on the gameplay, a
researcher started the screen and camera recording, and left the
room. The gameplay lasted 17 minutes, divided into two 7-minute
rounds with a 3-minute break. The participants then completed
questionnaires in the same room.

Before the VR condition, there was a verbal briefing on the VR
headset and application. Afterward, a researcher started the server
application and its screen recording in another room. A research
assistant then guided one participant into another room. Partici-
pants put on their VR headsets in their respective rooms, supported
by the researchers. The researchers remotely started the VR appli-
cations and guided participants through the first two VR phases:
sofa calibration and avatar customization. After ensuring that both
participants were in the shared game scene, the researchers left the
rooms and met in a third room. Participants again engaged in 14
minutes of gameplay and a 3-minute break. They then completed
the PC-based questionnaires alone. During the VR condition, the
researchers sat at the server PC that provided a live stream and
voice chat of the VR application to intervene in case of technical
issues.

Afterward, both participants were interviewed together for 20-
30 minutes. Most participants were compensated in the form of
certificates of participation if relevant to their study program. There
was no other compensation.

5Additional information in the supplementary material.

5.3 Measures
We used German-translated questionnaires, recordings, and in-
terview questions to assess a broad spectrum of data (Figure 4).
Thereby, the questionnaires assessed the player and social experi-
ences in both conditions that we then compared statistically (RQ1).
All items of the questionnaires were administered on a 7-point
Likert scale (e.g., Strongly disagree – Strongly agree)6. We used the
recordings and interviews to supplement the quantitative data com-
parison (RQ1) and identify explanatory factors for quantitative
differences between conditions (RQ2).

5.3.1 Immersive Experience Measures. To evaluate the technical
and aesthetic soundness of the VR app, we assessed the immersive
experience in the VR condition in terms of the perceived presence,
virtual embodiment illusion, and the aesthetic appeal of the virtual
environment and avatars. We used the Igroup Presence Question-
naire (IPQ) [79], with its four sub-scales general presence, spatial
presence, involvement, and perceived realism. Virtual embodiment
illusion was assessed using the ownership and agency scales of
the Virtual Embodiment Questionnaire (VEQ) [76]. Finally, we as-
sessed the aesthetic appeal with the audio-visual appeal items of
the PXI [1] (regarding environment and avatars).

5.3.2 Player Experience Measures. To evaluate the shared-control
game in terms of game design quality and induced player experience
(RQ1), we applied the Player Experience Inventory (PXI) and used
its subscales perceivedmastery, immersion, autonomy, andmeaning
[1, 27]. For overall game enjoyment, we used three enjoyment items
also proposed by the authors of the PXI.

5.3.3 Social Experience Measures. We assessed the social expe-
rience (RQ1) in terms of three experiential qualities: (i) social
presence, i.e., a sense of co-presence and engagement between
users [8], (ii) social richness, i.e., the perceived “warmth” of the
interaction [50], and (iii) social connectedness as a transformative
social outcome. To assess the perceived social presence, we ap-
plied the Networked Minds Measure of Social Presence with all
its subscales [29]: co-presence, attentional allocation, message and
affective understanding, emotional and behavioral interdependence.
We assessed social richness using the corresponding sub-scale of
6Anchors varied such as not at all – very much depending on the specific instrument.
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the Temple Presence Inventory (TPI) [50], which includes seven
items of semantic differentials (e.g., unemotional – emotional). So-
cial connectedness was assessed using the Inclusion of Other in
Self (IOS) measure [2] consisting of a single pictorial item. Further,
participants rated their perceived comfort and feeling of belonging
to each other with two items of the friends construct of the Social
Connectedness Scale (SCS) [14].

5.3.4 Recordings. To assess participants’ social behavior during
the gameplay and the break between game rounds, we recorded
audio and video of the co-located and VR sessions. These record-
ings supplement the questionnaire data and provide explanatory
information for any identified quantitative experiential differences
(RQ1 & 2). In addition, they allow us to check if there were any
fundamental technical issues during the sessions, which should be
considered accordingly in the analysis. In the co-located condition,
we placed a camera next to the TV to record interaction on the sofa.
In the VR condition, we only recorded the virtual scenery from
several viewpoints within VR.

5.3.5 Interview. We conducted semi-structured interviews with
the pairs to gain a more in-depth understanding of the participants’
experience and what specific aspects shaped it (RQ1 & 2). The
first two authors prepared the interview questions by reviewing,
discussing, and refining the questions in detail. The questions were
then shared with the rest of the research team to finalize them.
Overall, the interview questions were focused on participants’ gen-
eral thoughts on the VR scenario, their perceived sociality during
the conditions, their evaluation of the avatars, and their thoughts
on using the VR application in their private leisure time.

6 ANALYSIS RATIONALE
In the following, we detail the analysis procedures for the different
types of data we assessed in the user study.

6.1 Questionnaire Data
We conducted analyses based on individual participants’ scores
and initially checked internal consistency for each subscale of the
applied instruments. Eventually, we excluded one item from the
analysis of the IPQ’s spatial presence subscale.

We used frequentist statistics to quantitatively analyze the player
and social experience based on questionnaires’ subscale data. This
analysis comprised subscales’ mean and median comparisons be-
tween the two conditions. Based on Shapiro-Wilk tests, we checked
if the assumption of a normal distribution was met for the partici-
pants’ score differences. Accordingly, we conducted either paired-
sample t-tests or Wilcoxon signed-rank tests. When reporting
Wilcoxon signed-rank tests, we report the Hodges-Lehmann esti-
mate, i.e., the median of the individual differences between both
conditions (MdnPre-Col). Social connectedness scores, which we as-
sessed three times (Pre, Post-VR, Post-Col), were analyzed using a
Friedman test andWilcoxon signed-rank tests for post-hoc pairwise
comparisons.

All significance tests were conducted using a .05 𝛼-level (two-
tailed). In the case of post-hoc pairwise comparisons, we applied
the Bonferroni-Holm adjustment of the 𝛼-level [33].

To make our results comparable with those of similar work in
the future, we also report effect sizes: Cohen’s d for t-tests [16],
rank-biserial correlation for Wilcoxon signed-rank tests [94], and
Kendall’s W for Friedman tests [22]. Additionally, we report 95%
confidence intervals for the effect sizes of pairwise comparisons as
a measure of their precision.

6.2 Video Data
One of the first authors and the third author conducted the video
analysis. A first rough review of the video material revealed that
participants’ behavior was way more dynamic, complex, and “inter-
esting” during the break compared to the gameplay phase. We thus
decided to analyze the gameplay and break phase separately from
each other and use different methods for each phase to reduce the
analysis effort reasonably. One session was removed entirely from
this analysis as participants gave no consent to be recorded during
co-located gameplay.

For the gameplay phase, we assessed, with the help of student
assistants, instances of socially relevant gaze actions, i.e., one partic-
ipant looks towards the other. Additionally, we assessed the amount
of verbal communication by extracting the accumulated duration
of mutually perceivable verbal utterances (e.g., conversation, laugh-
ter). These two measures allow us to compare the two conditions
in terms of instances in which participants actively perceived each
other’s presence. One session was removed from verbal communi-
cation analysis due to missing audio in the VR condition.

We decided against a quantitative assessment of discrete user
behaviors for the break phase analysis. Instead, we opted for an
informal qualitative approach, noting and discussing participants’
activities and interactions—this process aimed to identify similar-
ities and differences in behavior patterns in the two conditions.
Thus, note-taking aimed to provide a focused assessment of social
interactions between the participants. The notes were prepared by
the third author and then discussed with one of the first authors.

6.3 Interview Data
We transcribed the interviews using automatic transcription7 fol-
lowed by manual correction by three native speakers. As we are
a multi-lingual team, the transcriptions were then translated to
English using translation software8 and manually corrected for
inaccuracies by one of the first authors. Afterward, the two first
authors analyzed the interviews, following a hybrid codebook and
reflexive method of thematic analysis [11, 12].

In a first phase, we used a codebook-oriented approach to extract
some general quantitative insights, e.g., What condition did partici-
pants like more? After deciding on initial deductive categories and
codes, we started to code the data focusing on participants’ general
experience evaluation, i.e., were they positive, negative, or neutral
about specific aspects? To reduce the time required for this process,
each researcher only coded half of the interviews (12 vs. 13). They
then reviewed each other’s results for disagreements and met to
resolve those.

A second phase aimed to reveal how specific aspects of the VR
scenario shaped participants’ experience. This analysis did not aim

7Dovetail: https://dovetailapp.com/
8DeepL Pro: https://www.deepl.com/pro?cta=header-pro/
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for a final set of codes or agreement on coded paragraphs in the
interviews but on inferring coherent themes. We thus applied both
aspects of the codebook and reflexive approaches. In particular,
we accepted the co-located scenario as the “gold standard”. We
structured our codes based on this premise, e.g., What aspects in-
hibited/enhanced the sociality in VR compared to the co-located
scenario? How did these affect sociality? Again, we initially con-
structed deductive categories and codes. We extended these with
inductive codes during the analysis. To reduce analysis time, we
again decided to split the data set, so the two involved researchers
only had to analyze half of the interviews in detail. However, to
ensure the validity of the results, both researchers initially syn-
chronized their understanding of initial codes and their perspective
on the data by coding three same interviews independently from
each other and discussing their results. In this discussion, they did
not aim to reach a consensus on the final coding but to extend
each others’ understanding of the data and use of deductive codes.
Only then they did continue independently coding their respec-
tive data set (n = 11). Upon completion, they checked each other’s
non-coded passages in the interviews to prevent information from
being missed. They then defined general insights based on their
results and presented them to each other. In a final joint reflective
discussion, they clustered the insights from the two data sets into
coherent themes.

6.4 Reflexivity Statement
The qualitative analysis has been both enriched and potentially
biased by the background of the three involved authors [12, 67].
For transparency, we thus specify their backgrounds: One has a
background in cognitive systems and psychology and engages in
games and VR research. The two others share a computer science
and psychology background, with one engaging in multiuser VR
research and the other in games user research focusing on social
experiences.

7 RESULTS
25 dyads participated in the study (N=50, women=37, men=13,
Mage=21.74 SD=3.41). All participants grew up in Germany, and al-
most all were students at the time of the study (n=48). The majority
of participants were friends or knew each other well: Fifteen dyads
of friends, one of close acquaintances, and one romantic couple. Fur-
ther, two dyads were loose acquaintances, and four were strangers.
Furthermore, in two dyads, participants indicated in-congruent re-
lationship types (in each case, friendship and close acquaintances).
Due to this unbalanced distribution of relationship types, we did
not consider this factor in further analysis.

Overall, the participants indicated neutral to positive interest
(M=4.98, SD=1.80) and passion (M=4.54, SD=1.97) towards digital
games and over half (n=35) of them indicated playing at least sev-
eral hours a month. Prior VR experiences were mostly only made
occasionally (n=34) and only one participant had prior experience
with social VR applications.

7.1 Immersive Experience
Facets of perceived presence (IPQ), virtual embodiment (VEQ), and
audio-visual appeal (PXI) were rated with high scores by at least

Figure 5: Immersive experience induced by the VR applica-
tion illustrated by combined box & violin plots with individ-
ual data points.

50% and above moderate scores by the majority, as illustrated by
median values and interquartile ranges in Figure 5. Participants’
scores cover the entire scale for perceived realism and virtual body
ownership, and interquartile ranges go below four. But, the median
values and violin plots indicate that the bulk of scores is above four.
These results indicate a sound technical and aesthetic implementa-
tion of the VR application. Thus, we did not consider the immersive
experience in the following analysis as a confounding factor.

7.2 Player Experience
All relevant test statistics for the following comparisons are in-
cluded in Figure 6.

Overall, both conditions seemed to have induced high levels of
enjoyment for most participants. No team has finished all game
levels; most reached the third-last level. The mastery, autonomy,
and meaning scores of the joined gameplay show a central tendency
to moderate values across conditions. The perceived immersion
seems to have been moderately high in both conditions.

Wilcoxon signed-rank tests revealed significantly higher levels
of immersion in VR than in co-located play, but no significant dif-
ferences concerning enjoyment, mastery, autonomy, and meaning.

7.3 Social Experience
7.3.1 Social Presence. Overall, the participants seemed to have
experienced moderate to high degrees of social presence according
to central tendencies and distribution of averaged agreement scores
of the NMMSP sub-scales, which are illustrated in Figure 7a. The
boxplots illustrate larger inter-individual differences regarding the
perceived attentional allocation, affective understanding, and emo-
tional interdependency in VR, as scores range from high to rather
low values. Further, difference lines, illustrating the participants’
individual score differences, indicate inter-individual differences in
terms of which condition induced higher levels of social presence.
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Figure 6: Summary of player experience analysis based on boxplots, individual data points, and test results.

Figure 7: Summary of social experience analysis including individual or combined box- and violin plots, individual data points,
and test results.

Wilcoxon signed-rank tests and paired-sample t-tests revealed
that perceived co-presence, mutual understanding, attentional al-
location, and affective understanding were significantly higher in
co-located gameplay. Emotional interdependence and behavioral
interdependence were not significantly different in the conditions.
All relevant test-statistics are included in Figure 7a.

7.3.2 Social Richness. In both conditions, most participants seem
to have perceived high levels of social richness based on how they
described the experience using semantic differentials (Figure 7b).

Though, social richness was significantly lower in VR than in the
co-located condition based on a paired-samples t-test (Figure 7b).

7.3.3 Social Connectedness. The boxplots in Figure 7c indicate that
the central tendency of inclusion of other scores changed from a
moderate level prior to the gameplay to a slightly increased level
after the VR and co-located gameplay. Further, the co-located scores’
dispersion seems smaller than the VR scores’. Similarly, the boxplots
of belonging scores show a positive change of central tendency
from a moderate to a moderately high level and a reduction of
score dispersion after gameplay compared to the baseline scores.



CHI ’23, April 23–28, 2023, Hamburg, Germany Sykownik and Karaosmanoglu, et al.

Figure 8: Ratio of social gaze instances and verbal communi-
cation amount in VR compared to co-located gameplay.

Perceived comfort of being with the other was high-to-very high
at all three measurement times, with some outliers in the moderate
level for pre-gameplay and VR measurement.

Three Friedman tests revealed a significant effect of the mea-
surement time (pre vs. VR vs. co-located) on perceived inclusion of
other, belonging, and comfort (Figure 7c). Post-hoc analyses with
Bonferroni-Holm adjusted 𝛼-levels revealed the following signifi-
cant differences between conditions:

Inclusion of other scored higher after co-located and after VR
play compared to study start (MdnPre-Col=-1.00, p<0.001, rB=-1.00;
MdnPre-VR=-1.00, p<0.001, rB=-.711). In addition, the scores after
the co-located play were higher than after VR play (MdnCol-VR=1.00,
p=0.025, rB=-.558).

Belonging was perceived higher after co-located and after VR
play compared to study start (MdnPre-Col=-1.50, p<0.001, rB=-.746;
MdnPre-VR=-1.50, p<0.001, rB=-.764).

The perceived comfort of being with the other was higher after
the co-located gameplay than at baseline (MdnPre-Col=-1.00, p=0.001,
rB=-.875)

7.4 Verbal & Gaze Behavior during Gameplay
The scatter plots in Figure 8 map the gaze instances and amount of
verbal communication within the VR condition’s dyads’ behavior in
the co-located condition. The plots reveal that for the gaze behavior,
there was no clear tendency that VR was generally more or less
looking at the partner. In about the same number of sessions there
were more glances towards the partner in VR as there were sessions
in which there were more glances towards the partner in co-located.
However, in four dyads with very few attempts to look at the other
during co-located play, participants gave each other significantly
more partner-directed glances in VR.

Overall, participants tended to engage in more verbal commu-
nication in the co-located condition, as the plot in Figure 8 shows
more data points representing corresponding dyads. In contrast to
gaze behavior, a pronounced influence of the fundamental interac-
tion dynamics in the dyads is evident. The more communicative a
pair of participants was in the co-located condition, the more likely
they were to be less communicative in VR than in-person.

7.5 Behavior during Co-located Breaks
Most co-located breaks started with a brief game-related conver-
sation. They then drifted either into an off-topic conversation or
relatively silent phases of waiting for the break to end. The off-topic
conversations, which occurred in half of all co-located breaks, were
related to "gaming" in general or to mutual experiences or plans
of both participants, e.g., regarding courses at university. Besides,
participants who played the co-located game version after the VR
version often referred to the VR session, i.e.: they talked about their
VR experience and the VR headsets. They discussed both positive
and negative aspects of the VR setting (e.g., uncomfortable head-
sets, VR room feeling comfier). The silent waiting phases occurred
in nine sessions. Participants waited seemingly impatiently for
the time to pass and felt visibly uncomfortable because they did
not know what to say or do. In some of those cases, participants
expressed feeling unpleasantly observed by the camera.

During all co-located breaks, participants remained sitting on the
couch, looked at each other occasionally while talking, and looked
around the room to some extent. Across all co-located breaks, we
observed only one instance of social touch. One team performed a
high-five at the beginning of the break to celebrate the level they
had just won. We noticed no other instances of social touch nor
any remarkable gesture-based interaction.

7.6 Behavior during VR Breaks
During the VR breaks, we observed very different behavior. How-
ever, the fundamental social dynamics between teammates hardly
changed in most cases, as dyads talking a lot in co-located breaks
also interacted more in the VR break compared to quieter groups.
Predominantly, participants started to explore the interaction pos-
sibilities in the VR environment. Except for only eight dyads, the
participants tried to touch each other and observed with interest
what happened when their avatars collided. Often they started with
poking the other’s body or face, then trying different forms of phys-
ical interaction, including clap games, fist bumps, handshakes, head
patting, and boxing. The dominant emotions during such interac-
tions were amusement and fascination, as participants laughed a
lot and were curious to try different things.

Most dyads also took a closer look at their avatars during the
break. About half of the teams commented on the visual appear-
ances of their avatars, sometimes laughing at eccentric looks (e.g.,
green hair) or discussing their design choices during avatar cus-
tomization. Moreover, several participants noted their "missing"
legs and wrists, discussing it as strange or irritating. In addition to
focusing on their teammates, many participants also explored the
VR environment. They moved through the room, looked around,
and tried to touch some virtual items and furniture.

7.7 Insights from Interviews
Our first analysis phase revealed the insights illustrated in Figure 9.
Around 75% of the participants stated that they liked one of the two
conditions better, with almost 50% indicating the in-person variant.
Still, about 25% were in favor of the VR version. About 20% of the
participants were undecided and could not state a clear preference.
The following subsections present results from our second analysis
phase and provide detailed insights into the scenario.
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Figure 9: Stacked bar charts with percentage distribution of responses to selected interview questions.

7.7.1 Theme 1: Most players liked the shared-control game
for its simplicity regarding design, controls, and mechanics,
which created a motivational pull to proceed. Overall, the
game was very well received by the players (Figure 9). The shared-
control mechanic was well received as the source of coordination
and challenge. Though, it was sometimes perceived as annoying or
not convincing as a mechanic at all: “I found it quite funny that both
can control everything, but it was equally frustrating. ”. In particular,
referring to the later levels of the game, players reported how
frustrating it was to fail because of a disproportionally increase
in difficulty. A few specifically expressed dissatisfaction with the
not-adjustable camera perspective.

7.7.2 Theme 2: Avatars and voice chat were the building
blocks of the social experience. However, some were un-
satisfied with avatars, not only due to technical issues. The
majority of participants described how they perceived a social pres-
ence in the VR condition and how they felt as they were actually
sitting next to each other: “So, it really felt like we were with each
other. [...] When I took the glasses off, I was confused for a moment
because you weren’t in the room with me [...] ”

This was largely related to simply being able to see each other in
VR. Many participants emphasized how the avatars fundamentally
allow for and signal mutual attention. The mere perception of the
other’s avatar, its movement through the virtual environment, and
its orientation partly induced intense feelings of social presence.
Some participants described how they avoided running into each
other when taking their controllers. Moreover, during the game, it
just felt natural to look to the side and see someone sitting there:
“So the avatar also helped a lot. So that when you looked to the side,
you saw someone sitting there. ”

Together, mutual visual perception and the possibility of verbal
communication formed the basis for the perceived social presence,
naturalness, and emotionality of the interaction in VR. A recurring
argument was that one could see and talk to each other just like
in the co-located scenario: “Well, the conditions were relatively the
same, because we could see each other somewhere in virtual reality
and we could also hear each other. ”

However, some players did not perceive interacting through
avatars in VR as natural. They described detrimental effects on so-
ciality in terms of perceived naturalness, social presence, closeness,
and emotionality: “Yeah, well, I think "natural" is hard to say. [...]
because in VR it’s just an avatar sitting next to you. ”

In individual instances, software-based issues with the avatars
were associated with negative effects on the perceived naturalness
or realism during the interaction: “It was sometimes just a little bit
with the calibration of the hands, but so that it looked weird for a
second, maybe to the other person, but otherwise nothing. ”

7.7.3 Theme 3: Avoiding Uncanny Valley and providing cus-
tomization opportunities can create a pleasant and personal
experience, but upper-body-only avatars may annoy some
users. The graphic style of the avatars was not only predominantly
positively received (Figure 9) but was also partially described in
the interviews as having a positive effect on the social experience,
i.a., by generally contributing to a pleasant atmosphere. Specifically
referring to the Uncanny Valley, it was noted by some participants
that the style combined a pleasant level of realism with appropriate
abstraction so that it did not annoy when looking at each other: “I
think it was pleasant. One didn’t get scared now, because you look too
realistic [...] ”

In several interviews, participants described how the customiza-
tion may enhance the personal closeness of the interaction, as
customization choices reveal something about themselves: “[...] it
says a lot about the person. ” Further, customization prevents avatars
from all looking the same and ensures that they express individ-
ualism, which was associated with increased realism. In addition,
the design choices induced conversations and triggered mutual
laughter in cases of deliberately eye-catching appearances.

For some participants, a match between their interaction part-
ner’s physical and avatar appearance can have a positive impact on
sociality in terms of the personal closeness, naturalness, or realism
of the interaction: “And of course, they don’t look like you, but you
can bring them a little bit closer to your appearance, and so you can
create a different kind of closeness in VR. ”

In several instances, the anatomical properties of the avatars
were critically discussed. In particular, the lack of legs and, in some
cases, the lack of wrists harmed the perceived naturalness or realism
of the interaction: “Because it would complete it. It was one of the
first things I noticed when I saw him. He has no legs. ” Further, the
anatomic limitations of avatars impair opportunities for expression:
“Because half of the body was missing, so to speak. And half of the
feelings were also missing, I thought. ” However, a few participants
reported that legs were not necessary and they were not annoyed
by it: “It was funny that we were just standing there, just with the
upper body, on this couch [...] So it wasn’t absolutely necessary. ”

7.7.4 Theme 4: Behavioral realism in head movement, body
orientation, and gesturing enhanced sociality. However, par-
ticipants missed mimics and nuanced avatar postures. Social
touch in VR emphasized physical separation. Most users in-
dicated that sociality was heavily supported by the ability to look
at each other and to perceive each others’ gaze direction in VR.
This, in particular, was supportive during verbal communication:
“[...] it’s actually somehow more polite if I then talk and look at her.
She sees that, too. And then I thought that was actually relatively
natural, yes.” In particular, seeing that the partner turns his head
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and body in one’s direction establishes an understanding of mu-
tual awareness. Many participants described this as an essential
contributor to their social experience. Despite being limited, the
body movement indicated where and in which orientation users
sat on the sofa. This way, they could derive rough impressions of
each others’ attentional state: “[...] I remember very well this one
part where I turned to you and your body was turned to me.[...] I was
like: Okay, that’s so open and somehow so "turned towards me" and I
found that positive. ”

Besides the voice and the avatars’ visibility, the possibility to
gesticulate with the hands positively influenced the perceived fun,
social presence, liveliness, naturalness, and emotionality during
social interaction. Gesturing accompanied verbal communication
but also allowed gesture-based communication, such as a high-five
or a pointing gesture to the virtual monitor: “But I think the most
important thing that I communicated with, apart from my voice, was
gestures with my hands. ”

Although limited, the existing facial stimuli of the avatar system
were occasionally described as enhancing sociality. Whereas the
simulated gaze behavior was not actively recalled, the simulated
blinking and the mouth animation during voice input, in particular,
were described as increasing the realism and social presence: “I liked
that the mouth moved when you spoke. That definitely supported that
the other person was saying something. I also liked it when the avatars
blinked, I think they blinked, that it felt a little more natural. ”

In many interviews, the participants described the lack of facial
expressions inhibited overall sociality. Some of them specifically
referred to the perceived emotionality, social presence, personal
closeness, and naturalness: “[...] but you couldn’t see the facial expres-
sions. When someone strains and looks strained. You just didn’t notice
that. ” In particular, players emphasized how mimics could have
enhanced the experience of shared laughter: “So you also laughed
a lot via the headset, but when you see it on the spot, it’s something
else again, so you feel it even more. Then this sharing of feelings is
even more intense. ”

Another inhibitor of perceived emotionality and realism was
the lack of nuanced body language, such as detailed body poses.
The participants, for example, complained that the avatars could
not express the tension during gameplay: “But you could really
see [in co-located] whether the person [...] was suddenly really tense
and controlled, that is, was also very concentrated and focused, or
somehow played a bit more "laid-back" and chilled out. That has been
one of the great aspects, in comparison. ”

Social touch was a social interaction that participants occasion-
ally described as an inhibitor of social presence. In particular, they
reported that when a virtual touch happens, but no physical touch
is perceived, one becomes aware of the physical distance again. This
was further supported by having no visual collisions happening in
VR, as avatar models “reached through” each other: “ Except just
this obstacle of not feeling each other, even though you still have the
visual. ”

However, the participants also relativized the importance of the
limitations above. In particular, during gameplay, one tends to focus
on the game. Then, limitations such as the lack of facial expressions
of the game partner’s avatar played a lesser role: “I don’t really
think it has an impact because I wasn’t looking over at her the whole
time [...], I was just looking at the screen and [...] it felt like she was

sitting next to me. It doesn’t matter what she looks like. ” For some
participants, it was also sufficient to hear each others’ voices, and
thus not a significant issue, that avatars suffered from limited social
stimuli: “I didn’t even find the facial expressions absolutely necessary.
[...] Because you could take a lot out of the voice, the pitch of the voice,
the color of the voice. So how the emotional situation is, how the mood
is. ”

7.7.5 Theme 5: Themajority of participants transferred their
relationship dynamics to VR. Most participants indicated that
knowing the other person was necessary for their overall experi-
ence in the VR scenario. For example, knowing their partner’s voice
and how they look in reality relativized certain avatar limitations.
Moreover, knowing each other resulted in isolated benefits for the
social and player experience, e.g., a blind mutual understanding
while controlling the game was just as possible in VR as in co-
located. Further, friends who play a lot together online via voice
chat are used to communicate mainly via voice and are adapted to
understand each other emotionally in this situation. Furthermore,
the majority of participants paraphrased how the usual social dy-
namics between them transferred to VR: “ Yeah, exactly. So, we were
just being ourselves. [...] Like we always are, just not in the same room.
” In individual cases, the participants noted how their behavior and
emotions slightly changed in VR, e.g., hitting each other for fun
but emphasizing that they would not do this in-person. In another
case, the perceived social distance affected the emotional reaction
to in-game failure: “[...] it was just somehow so distant, that it has
already stressed me a bit, if it did not work as I wanted in the moment.
I didn’t have that before [in presence], but then in VR, it made me a
little bit angry: Why isn’t the ball jumping now? ”

7.7.6 Theme 6: Novelty effect of VR, technological aspects,
and study design affect sociality. The interviews revealed that
being in VR enhanced sociality in terms of increased liveliness and
enjoyment. This was predominantly attributed to the novelty of VR
for many participants. As being one of only few prior experiences
or even the first VR encounter at all, the participants reported that
this lack of experience stimulated their curiosity and tempted them
to interact with each other: “[...] when we were just on the couch
during the break, we weren’t really interacting with each other much,
[...] But in the VR world, we were there playing around a little bit
more, teasing and seeing what you could do [...]. ”

However, in some cases, the VR environment distracted partic-
ipants to the point that they, e.g., engaged less in cooperation or
personal conversation: “Not really, except that in presence, in pause,
we talked about something personal. And in VR, we rather tested the
limits of the game. ”

The participants saw the 3-minute break as an opportunity for
intense social interaction in VR. A recurring comparison was that
they did not really interact with each other at all during the break
in the co-located scenario, neither did they stand up: “Yes, yes, with
the avatars you also tried to shake hands or something like that. [...]
And if you’re just sitting on the couch, then, I don’t know, only the
everyday conversations come up, I would say. ”

One of the prevailing notions of how VR negatively influenced
sociality was related to the VR headsets’ technical specifications. In
particular, due to the restricted field of view, one could not perceive
the partner in VR’s peripheral field of view. Though, the other
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person would still be visible in the exact spatial constellation in the
co-located situation. This impaired, especially, the perceived social
presence during gameplay: “But when you’re looking straight ahead,
you can’t see the avatar next to you. But when you’re sitting next to
each other, you still feel the physical presence of the other person. ”

The condition sequence was occasionally discussed as a sociality-
enhancing factor, i.a.: getting used to each other in the first condi-
tion and then being more relaxed in the following VR condition, or
a decrease of excitement or social focus when transitioning from
VR to co-located: “The first time was just like: cool VR, this is all fun,
we’re in a game, so let’s play. The second time was more: Come on,
let’s go through the levels now. ”

The study design and context were also occasionally described
as limiting certain aspects of the sociality. For example, some par-
ticipant pairs that did not know each other well noted less social
activity in VR, in case it was the first condition because they had
yet to warm up to each other. In another instance, a participant had
to get used to the study context and the audio-video recording. “In
the first one (VR) you were still rather biased because of....you knew
that you were being recorded and that you were being listened to. And
so on. And that’s the kind of thing you forget at some point [...] ” Fur-
ther, because of the study context, some participants consciously
dispensed crazy avatar designs in the customization, as this would
have been inappropriate in the study context.

7.7.7 Theme 7: Simulation co-located gaming in VR was
accepted by users and found superior to existing options.
However, VR technology presents some challenges that re-
quire attention. Most players could imagine using Couch-Coop
VR in their private leisure time (Figure 9), in particular, as it allows
them to overcome physical distance and to feel close to friends
and family members in specific use cases. In some cases, it was
also noted as a convenient alternative to in-person meetings, e.g.,
when you do not want to drive late in the evening. A few explicitly
emphasized that they would have liked to use such an application
during the COVID-19’s social distancing and quarantine measures.

Most participants evaluated the scenario as superior to current
alternatives of playing online games or communicating over a dis-
tance. They attributed this mainly to the avatars and the intensified
perception of social presence within a spatial context, which in-
duces a more personal experience. Concerning the game experience,
some users described how being immersed in VR helped them to fo-
cus more on the actual game. Though, a recurring request was that
such a scenario must offer a variety of games on the virtual screen.
In addition, a few participants hinted that they would like to play a
“typical” VR game together and deviate from playing couch-coop
games in front of a virtual monitor. Besides that, some participants
wished for scenarios or features that would provoke more direct
social interactions. Relating to the avatars, the participants would
add mimics and legs, as well as more diverse customization features,
i.a.: hairs, head-coverings like hijabs, and body shapes.

The interviews also revealed specific challenges and general
concerns about using such a scenario or VR technology in the future.
Participants mostly noticed challenges due to current technical
limitations: blurry view due to limited resolution, a narrow field of
view, and bad headset ergonomics regarding weight and fit. They
also found it too expensive and worried that it is or will not be

widely owned. Further, we identified two general concerns towards
VR that were occasionally described: the increased probability of
pathological escapism and reduced face-to-face meetings.

8 DISCUSSION
The main goal of our research was to explore how well social VR
may function as an alternative to f2f when leisure activities in
person are not feasible. We thus determined, in an exploratory user
study, how the experience of a co-locatedmultiplayer game scenario
replicated in social VR compares to its f2f counterpart. Answering
our research questions, we can summarize the following findings.

RQ1: Comparison of Player and Social Experience. In our
study, players had a similar player experience in both conditions,
with immersion even a bit more intense in VR. In terms of sociality,
however, the VR version induced a slightly less rich experience.
Furthermore, the VR version generated less co-presence, mutual
attention and understanding, and affective understanding. How-
ever, we consider the identified differences marginal since both
scenarios induced high social richness and social presence overall.
Additionally, both conditions increased social connectedness after
playing with each other. The qualitative findings show that the
participants could transfer their usual relationship dynamics into
VR and that most would use the VR scenario privately.

RQ2: Enhancing and Inhibiting Factors. In principle, the
shared control game generated social interaction in both condi-
tions. However, in VR, a high level of interaction was particularly
evident during the three-minute break. The voice chat and the
avatars’ presence were essential for the social experience in VR. In
addition, avatar customization allowed the introduction of a per-
sonal touch, which induced conversation. Moreover, VR generated
a high motivation for interaction for novice users. However, we
identified specific limitations of the avatar system as the main in-
hibitors to the social experience: missing lower body and a lack of
facial expressions. Those limitations are mainly due to the current
tracking capabilities of the Meta Quest 2. Similarly, mutual aware-
ness during gameplay in VR suffered from limited peripheral vision
compared to human’s natural field of view.

8.1 Joint Media Consumption in Social VR
Our results align with and extend previous work that compared
f2f and VR interactions in the context of joint media consumption
[48, 57, 63, 88].

In the scenarios of joint video watching and photo sharing, VR
performed slightly worse in terms of interaction quality than the
f2f variant [48, 57, 63]. Perceived interaction quality includes as-
pects such as mutual attention and perceived emotions [48]. As
we applied the NMMSP, which assesses these aspects separately,
we can specify previous insights: both aspects are individually less
pronounced in VR. However, emotional interdependence did not
differ statistically in our setting; even if there were differences in
mutual perception between VR and f2f, the users could perceive
and reveal so much about each other that they were emotionally
interdependent in both scenarios to a similar degree. By looking at
our qualitative results, we mainly attribute this to the voice chat
that enabled co-players to assess each other’s emotions.
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The contexts of video watching and photo sharing yielded am-
bivalent results regarding perceived social meaning in VR compared
to f2f. While for video watching, it was lower in VR [63], it was not
significantly lower in VR for photo sharing [48]. Social meaning
stems from feelings of togetherness, enjoyment, and bonding pro-
cesses [48]. These components reflect our measures of enjoyment,
the inclusion of and belonging to the other, and co-presence. While
co-presence and inclusion of the other were marginally lower in
our VR condition than in f2f, we found no significant differences
in perceived belonging. Thus, our results align with both previous
works but give a more nuanced insight. As we assessed social close-
ness at the study start, we can extend the photosharing results by
finding positive social outcomes from collaborative interaction in
VR. The differences between ours and others’ findings are presum-
ably related to the different spatial orientations of users to each
other: facing each other during photosharing vs. predominantly
looking at a screen during gameplay and video watching.

8.2 Activity Context Counterbalances Inhibitors
The themes we extracted from interview data align well with previ-
ously derived themes, i.a.: avatars with limited behavioral realism
due to a lack of or poor implementation of mimics and body lan-
guage annoyed users, and novelty effect excites users [48, 63, 65].
Though, we extend these by also reflecting on aspects like the role
of player relationships, avatar customization, and virtual social
touch.

The identified inhibitors in our scenario had limited practical
relevance, as we found relatively marginal experiential differences.
Co-presence and affective understanding differed most between the
scenarios, and we primarily relate these differences to the limited
field of view and the lack of facial expressions. As our qualitative
findings point out, the participants could not perceive each other
within their peripheral view during gameplay, which inhibited their
perceived co-presence and attentional allocation compared to the
f2f setting. At the same time, specific missing social stimuli did not
stand out so much during gameplay as during the break. Though,
when actively looking at the partner in VR during gameplay, the
lack of mimics and nuanced body postures presumably led to the
significant difference in terms of affective understanding and so-
cial richness we found. Our qualitative results indicate that these
limitations were primarily perceivable during the break, where par-
ticipants actively interacted with and focused on each other in VR.
However, the interaction during the break was again conducive to
sociality. In short, the avatars were both facilitators and inhibitors
of overall sociality in VR. However, the inhibiting aspects can be-
come less salient depending on the activity context, i.e., playing
and focusing on a game together. Additionally, avatar limitations
become even less critical if the scenario provides a well-functioning
voice chat as the primary source for mutual emotional understand-
ing [40, 48, 65]. We assume that providing a different yet socially
stimulating focus point than the avatars is also the main reason
previous work in similar contexts found VR to be quite similar to f2f
despite using less sophisticated social VR environments [48, 57, 63].
Thus, we infer that joint media consumption is a suitable use case
to be replicated in social VR despite its current technical limita-
tions. Moreover, our qualitative analyses highlight that next to the

activity context, VR-exclusive features, like avatar customization,
create opportunities for social interaction that does not occur in
the f2f scenario. In this regard, we consider the break as a crucial
design decision supporting our VR scenario’s overall sociality.

8.3 Novelty Effects
In line with other studies [19, 48], we also observed novelty effects
based on recorded behavior and participant statements in the in-
terviews. Moreover, in our case, they certainly compensated for
sociality-inhibiting effects by triggering more social interaction
during the game break. However, whether the experience in VR
would be significantly worse than in f2f in the long run due to ha-
bituation and the omission of novelty effects cannot be conclusively
assessed. Recent studies indicate adaptation processes of the users,
which may even lead to an increase of individual aspects of the
experience over time [28, 40]. Furthermore, as partly desired in the
interviews and suggested by related work [48], we emphasize that
VR designers should utilize such novelty effects and intentionally
deviate from reality [58, 75, 92].

8.4 An Alternative for Socially Meaningful
Game Experiences

From a broader perspective, our findings regarding positive social
outcomes, i.e., increased social connectedness, align with literature
describing the benefits that users already derive from consumer
social VR platforms [5, 53, 69, 89]. Our qualitative findings further
align with previous observations indicating that existing social dy-
namics naturally transfer into VR [65]. Consequently, our results
also extend the literature comparing different types of multiplayer
gaming [24–26] by proposing a new form of online gaming that
theoretically allows the interaction aspects particular to local multi-
player scenarios [43, 78, 86] to be experienced in an online context.
Thus, our results blur the boundaries between local and online
multiplayer, despite certain stimuli, such as mimics, haptic feed-
back, and body postures, are still limited or missing in our specific
VR scenario. However, to avoid undermining the openness to VR
technology, we emphasize the importance of adequate software
features and interaction designs that compensate for confounding
effects that technical limitations may have.

Eventually, we interpret the identified experiential differences
as being of low practical relevance in real world use cases, where
a f2f meeting is not feasible. Users may experience the social VR
variant as slightly different in direct comparison, but we assume it
can yet be a sufficient source for social experiences over distance.

8.5 Limitations
Our results are subject to the following limitations. First, they stem
from a WEIRD (Western, Educated, Industrialized, Rich, and Demo-
cratic) convenience sample [49] and we did not specify a certain
population that it may represent. Thus, our results cannot be statis-
tically generalized to a specific population, e.g., all potential future
social VR users. However, our exploratory research perspective and
findings based on quantitative as well as qualitative data informs
more specific follow-up research for extended theory-building [4].

Secondly, the studied scenario particularly thrives on playing
it at home in a cozy environment and possibly with more than
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two players and varying game modes. Since some participants also
mentioned the influence of the study setting as inhibiting, we admit
that a lab-based study context cannot easily recreate an equivalent
atmosphere. However, given our within-participant design, we
assume that the lab setting did affect both conditions similarly.
Ultimately, longitudinal in situ research [65] is necessary to assess
the real-world value of our VR scenario in different social and game
contexts (e.g., compete with remote groups of friends or strangers
while being at home) and the extent of assumed habituation and
adaptation effects [28, 40].

Finally, as the recently launched Meta Quest Pro features inte-
grated face-tracking, follow-up studies may reveal even more simi-
lar experiences between VR and f2f. However, costing three times as
much as the Quest 2 and primarily addressing business customers,
face tracking may now be an available but also expensive and not
yet widely integrated feature. Additionally, the Quest 2 is currently
by far the most popular consumer VR headset9. Therefore, we as-
sume our prototype continues to reflect the social VR venues and
experiential qualities that most VR users will have access to in the
foreseeable future. Thus, our results retain external validity until
technological advancements become more economically affordable,
widely implemented, and functionally optimized. Also, tracking
technologies were not the focus of our research but only one of
many factors shaping the overall player and social experience in a
specific social VR use case. However, despite technical limitations,
our VR prototype already produced an experience very similar to
the f2f situation. Accordingly, future studies have to reveal if and
to what extent more advanced VR hardware like the Quest Pro will
enhance the overall experience and how users may reevaluate the
lack of features like face-tracking once they have experienced them.
Thus, ours and others’ findings [48, 63] make a lasting contribution
to the field, by demonstrating what current widespread consumer
hardware is capable of and by providing a benchmark for evalu-
ating the experiential benefits and user adoption of technological
advancements in future studies.

8.6 Social VR Design Implications
Weprovide the following implications for developers and researchers
to design and create compelling social VR experiences based on our
results.

As long as VR hardware limitations exist (e.g., the restricted field
of view and the lack of face tracking), software solutions should be
designed to compensate for inhibiting effects. For example, another
user’s presence or attention and affective state could be indicated
by indicators in the field of view [10, 77].

If relevant in the context, avatars should provide mimics, one of
the most important stimuli to contribute to sociality [68, 81]. Since
manually triggered facial expressions or emojis can be burdensome
[40, 48], approaches that generate facial expressions from intuitive-
to-use stimuli like voice or hand gestures seem promising (as is done
in Rec Room or Horizon Worlds. Alternatively, different forms of
sharing affective states, e.g., based on biosignal visualization, open
up exciting design spaces [47]. However, privacy-related concerns
are discussed in recent social VR literature [55, 66, 90]. We thus

9Global Headsets Market Share 2022: https://www.counterpointresearch.com/global-
xr-ar-vr-headsets-market-share/

expect that certain users are not willing to use face or other tracking
technologies in individual contexts. For such instances, alternative
approaches of manual and automated sharing of affective states
should be explored and reconciled with user privacy claims.

We question whether photorealistic avatars based on users’ phys-
ical appearances are something future users ultimately want or
expect in leisure activity contexts. Our qualitative results indicate,
in line with other findings, openness for deviations from graphical
realism [32, 52, 101]. As existing social VR applications like VRChat
allow users even to use non-anthropomorphic avatars, ongoing re-
search on the individual contributions of graphical and behavioral
realism to a compelling social experience [9, 44, 45, 68, 74, 101]
become more practically relevant. In particular, future work should
consider how beyond-human avatars that deviate from anthropo-
morphic traits limit or advance social experiences in social VR
encounters. For example, a prior work reported that embodying
virtual animals (in a single-user context) induces enjoyment [42],
and we believe that social encounters generally could benefit from
the mere entertainment values of such approaches. However, we
consider the following aspects as factors that might shape social
experiences with beyond-human avatars: (i) user preferences and
openness to embody and interact with such avatars, (ii) relevance
of presented or missing social stimuli (e.g., eye contact) in spe-
cific contexts, (iii) presence of intelligible social stimuli, even when
presented on graphically non-anthropomorphic avatars (e.g., an
animal with human mimics), and (iv) user habituation effects to
limited or unfamiliar social stimuli (e.g., exclusively offered stimuli
in VR for social interaction like particle effects for high-five in-
teraction [58, 75, 92]). Consequently, avatar design choices should
consider the aforementioned factors and how they might stimu-
late sociality in a specific use case independent from the overall
graphical or behavioral realism.

Finally, we are aware that in a real-world use case, users most
likely do not have the same room layouts and interior designs as
they had in our lab setup. Thus, developers and researchers should
continue exploring previous approaches that enable convenient
locomotion and interaction within a shared virtual environment
that does not inhibit a natural social interaction [85].

8.7 Games User Research Implications
Based on our results, we also define the following implications for
games user research.

Shared control demonstrated as a simple yet scalable game me-
chanic to create high player interdependence and communication.
Thus, we recommend it as a mechanic to investigate and promote
social dynamics in multiplayer game contexts.

Using VR to simulate co-located multiplayer gaming, where play-
ers traditionally sit together, deviates from the paradigm of utilizing
VR’s spatiality to engage users in walking around. Thus, we see it
as a worthwhile scenario for players who do not want or cannot
engage in such activity but nevertheless want to play with others
over distance in a socially rich manner. Further, this scenario intro-
duces the possibility to experience a previously “friend-exclusive"
game situation with strangers and is therefore possibly an access to
social dynamics that other game media do not offer so far. Thus, as
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a prior work suggests [88], research should further explore this sce-
nario as a novel online gaming context with unique opportunities
to not only create innovative experiences but also offer meaningful
experiences for players with diverse and individual requirements.

Similar to suggestions from related work, simulating co-located
multiplayer in VR, provides a tool for remote testing of co-located
games in a standardized environment [88] that inherently provides
various opportunities for behavioral observation during gameplay.

9 CONCLUSION
Social VR is a comparatively new communication technology that
has yet to prove its capability to provide meaningful social expe-
riences in contexts people value and where in-person encounters
may not be feasible. Therefore, we developed a custom social VR
application for such a context and compared it in detail with its
f2f counterpart: co-located multiplayer gaming. We found that the
VR application matched the player experience and closely approxi-
mated the social experience of the conventional in-person scenario.
However, the lack of facial animations, a limited body language,
and a low field of view inhibited facets of the social experience. Our
exploratory findings and implications inform follow-up research
for extended theory-building regarding the interplay between so-
cial VR features, user characteristics, and experiential qualities. In
a real-world use case where people may not have the option to
decide between VR and f2f, we consider the identified experiential
differences as being of low practical relevance and social VR as a
source for sufficient social experiences. Consequently, if consumer
VR technology advances and becomes more affordable, we antici-
pate an increasing everyday value of virtual social leisure activities
as a means to connect over distance.
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Waterloo, ON, Canada, 4Human-Computer Interaction, Universität Hamburg, Hamburg, Germany, 5Institute of Media
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Increasingly, virtual reality (VR) design and research leverages gameplay asymmetries,
flattening discrepancies of interface, abilities, information or other aspects between
players. A common goal is to induce social interactions that draw players without
head-mounted displays into a shared game world. Exploring these asymmetries
resulted in many artifacts, creating an innovative yet disparate research landscape that
showcases points for improvement in coverage of the field and theoretical underpinnings.
In this article, we present a literature review of asymmetry in multiplayer VR games, using a
framework synthesis method to assess the field through a lens of existing literature on
asymmetries in gameplay. We provide an overview of this emerging subfield and identify
gaps and opportunities for future research. Moreover, we discuss how research artifacts
address prior theoretical work and present a “best fit” framework of asymmetric multiplayer
VR games for the community to build upon.

Keywords: VR, virtual reality, asymmetry, games, systematic review, asymmetric games

1 INTRODUCTION

Virtual reality (VR) technology has received immense interest from researchers, developers,
designers, and the games industry alike in recent years. Proponents praise VR’s ability to
facilitate novel and immersive experiences. Nevertheless, the immersive quality of VR
technologies, in particular head-mounted displays (HMDs), has also received criticism for its
potentially isolating characteristics, both technologically and socially (Boland and McGill, 2015).
This isolation risk has inspired game designs that enhance the VR experience by including bystanders
as co-players. These game designs can leverage the benefits of multiplayer game experiences (e.g.,
supporting social connectedness; Woods, 2009; Vella et al., 2019) without requiring additional
HMDs. Examples include giving bystanders insight into the virtual environments (VEs) inhabited by
the HMD player (e.g., via a monitor displaying their camera perspective; Jeong et al., 2020), or an
active role in the game (e.g., giving them essential information that the HMD player requires, thus
enforcing communication; Liszio and Masuch, 2016; Smilovitch and Lachman, 2019).

These interactions of HMD players with non-HMD players can be considered a type of
asymmetry: a difference in the interface with which users interact with the VE. However, while
asymmetry of player interfaces is increasingly common in VR experiences (rooted in cross-reality
paradigms), there are many other asymmetry types that can be designed (Harris et al., 2016).
Asymmetric games explicitly incorporate and design for differences between players in how they
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interact with the game, and for the abilities and information the
players possess within the game world.With the influx of research
in this context, asymmetric multiplayer games are emerging as a
subfield of VR games research.

The VR artifacts1 being produced—and related findings on
how asymmetric game designs affect player experience (PX)—are
novel and innovative because this is an emerging research field.
Nevertheless, the artifacts are also disparate in their focus. In
particular, few designers or researchers deeply engage with prior
theories on designing for and catering to gameplay asymmetries
in general (outside of VR). We argue that a systematic approach
and close integration of theory-driven games research is essential
to leverage the full potential of asymmetric multiplayer VR
games. As a first step, we aim to gain an overview of how
asymmetries are being incorporated in multiplayer VR games,
investigating what asymmetries multiplayer VR games contain
and how multiplayer VR asymmetries affect player experience.

To map out this research area, we conducted a literature
review on asymmetric multiplayer VR games. Beginning with
481 identified records from The ACM Guide to Computing
Literature and Scopus covering the majority of the human-
computer interaction (HCI) literature, we followed a
systematic screening and snowballing approach (via PRISMA;
Moher et al., 2009) to arrive at a corpus of 25 relevant papers on
asymmetric multiplayer VR games.

Given the novelty of asymmetric multiplayer VR, we
employed a method based on framework synthesis (Carroll
et al., 2011; Dixon-Woods, 2011) to guide our analysis of
these papers against the backdrop of prior literature. Papers
were synthesized within a “best fit” framework based on
theoretical work on asymmetry in games, gameplay aesthetics,
social aspects of PX, and shared control. This methodology works
well for research fields in which there is no clear “best fit” theory:
it applies multiple theories or models to reduce limitations of a
single one. This allows researchers to “engage with theory but not
be constrained by it” (Carroll et al., 2013). Further, as it is open to
improvements on the a priori framework, it turns the review into
an opportunity to reflect on and refine existing theory.

The goal of the review was to explore the following questions:
1) what kinds of asymmetry are being explored in research on
multiplayer VR games, and 2) how asymmetry in these games
affects PX. For this purpose, we sought out papers that touched
on the design and/or evaluation (for any participant group, with
any intervention, comparison, or outcome) of any kind of
asymmetric gameplay within a multiplayer game experience
featuring at least one HMD-VR player.

The contributions of this work are twofold: 1) Our work
provides an overview of this emerging subfield of VR games
research, shows how it engages with prior theoretical research on
asymmetry, and identifies gaps in the literature to guide future
research. Specifically, we point to the following as opportunities
for future work: multiplayer games with more than two players,
alternative interfaces to monitor variants, mirrored and
unidirectional interdependence between players, remote play,

shared control within the game world are rare in the design of
asymmetric multiplayer VR games. Additionally, effects of player
skill or familiarity with interface and partner are rarely
considered. Explicitly shared physical spaces, embodied
physical interaction, and the presence of a human co-player
emerged as the key drivers of positive PX in asymmetric
multiplayer VR. These key findings are summarized in
Table 3. 2) Furthermore, we present, apply, and refine the
“best fit” framework for the asymmetric VR games field to
employ and build upon (see Figures 2, 3). While time will
bear out the use of the refined framework, we suggest that it
has generative, structural, and analytical potential: it could inform
the design of asymmetric multiplayer VR games to systematically
explore the overall design space (generative), scaffold reporting
and description of such games (structural), and guide both future
evaluations and literature reviews of such games (analytical).

2 BACKGROUND

Progress in VR has long been entangled with “other” forms of
realities resulting in mixed realities (MR; Milgram and Kishino,
1994), which enrich the real world with virtual content as in
augmented reality (AR) or augmented virtuality (AV), which
“mutually reflect, influence, and merge into each other” (Lifton,
2007). Such mutual interactions between realities is often
described as cross-reality (XR; Want, 2009) or blended reality
(Schmidt et al., 2019), and increasingly refers to any exchange of
information between realities “to [. . .] a meaningful and
discernable effect” (Coleman, 2009). A close and bidirectional
connection between VR and the real world is necessary for
collaboration in scenarios that see one user located in VR and
one in the real world (Coleman, 2009; Reilly et al., 2010). The
general increase in VR usage in recent years is also driving a trend
toward XR designs and research (Efstratios et al., 2018; George
et al., 2019; Nakagawa and Sonobe, 2019; Kiourt et al., 2020;
Simeone et al., 2020; Wang et al., 2020). In particular, the social
aspects of cross-reality VR research are becoming popular
(Yassien et al., 2020). For example, VR researchers are
exploring the questions of understanding how different
environments (e.g., public, private) and familiarity among
users can affect XR experiences (O’Hagan et al., 2020), how
they can provide VR users with an awareness of the presence
of those around them (McGill et al., 2015; O’Hagan and
Williamson, 2020), and whether bystanders can understand
the experiences of VR users by observing them (George et al.,
2019).

VR is increasingly available to consumers. However, the usage
of multiple HMDs at the same time remains rare because of the
cost, required space, and potential collisions between users. VR’s
most appealing feature—its immersiveness—can also engender
isolation (Boland and McGill, 2015; Mütterlein and Hess, 2017;
Rogers et al., 2019). Thus, cross-reality consisting of the inclusion
of non-VR users into the VR experience (asymmetry of interface)
has been explored as a way to increase social interaction for both
the HMD user and bystanders (e.g., Gugenheimer et al., 2017a;
Zhou et al., 2019; Lee et al., 2020), with promising results for1We use the term artifact to refer to games, prototypes, or technical systems.
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enjoyment and social connection. Furthermore, it may offer an
alternative to users suffering from VR sickness (Jerald, 2015; Peck
et al., 2020).

Commercial VR games have also begun employing asymmetry
of interface between an HMD player and one or multiple non-
HMD players, such as Keep Talking And Nobody Explodes (Steel
Crate Games, 2015), Acron: Attack of the Squirrels (Resolution
Games, 2019), Carly and the Reaperman—Escape from the
Underworld (Odd Raven Studios, 2019) and Panoptic (Team
Panoptes, 2019). Yet games offer a much broader design space
for asymmetries, including aspects beyond differences in interface.
Multiplayer games enable social environments wherein players can
engage, interact, and develop trust toward each other (Depping
et al., 2016). They can foster relatedness between players, which
supports well-being (Ryan and Deci, 2000; Deci and Ryan, 2011).
However, designing for multiplayer engagement holds additional
challenges, as multiple players may require the game to
accommodate different abilities, preferences, or technical
equipment. By integrating asymmetries in their mechanics,
dynamics, and aesthetics (Harris et al., 2016), games can engage
many different players.

Previous works (Manninen and Korva, 2005; Zagal et al., 2006;
Beznosyk et al., 2012) have addressed points of asymmetric game
design (such as distribution of information, goals, and varying
levels of responsibility) in the design of collaborative games;
similar aspects are reflected in game balancing to address
differences in player skill (Cechanowicz et al., 2014; Vicencio-
Moreira et al., 2014; Abuhamdeh et al., 2015). Harris et al. (2016)
introduced a first conceptual framework of asymmetric games,
using the widely adopted (Mechanics-Dynamics-Aesthetics)
MDA framework (Hunicke et al., 2004) as an analytical lens
for asymmetric games. In their framework, they formulated
themes specific to that context (i.e., mechanics of asymmetry,
dynamics of asymmetry, and aesthetics of asymmetry), which we
will discuss in detail below. Further, they showed that asymmetric
gameplay can increase social presence, connectedness, and
immersion compared to a symmetric game (Harris and
Hancock, 2019). Their findings highlight the resulting
increased interdependence between players—their degree of
reliance on each other (Beznosyk et al., 2012; Harris and
Hancock, 2019)—as fostering positive effects on PX (e.g.,
higher social presence and connectedness). A recent example
in VR found similar effects (Hansen et al., 2020).

In summary, we observe asymmetry in VR (particularly—but
not only—of interface) as an emerging trend in XR. In the context
of games, the inclusion of non-VR players in VR games has the
potential to combat isolation, enhance engagement, and cater to
social interaction motivations, thus prompting this review. We
address further theoretical related work in more detail below as
part of our systematic review of this research field.

3 METHODS

To gain a deeper understanding of this emerging research field,
we conducted a systematic review of the literature. We build on
the research gap and motivation outlined in the previous section:

the combination of VR and non-VR users is a promising way to
increase immersion and reduce potential isolation. This led us to
articulate our research questions and inclusion criteria for this
systematic review to focus on artifacts with at least one VR user.
Our two research questions were: RQ1:“What kinds of asymmetry
are being designed in multiplayer VR games?” and RQ2: “How does
VR asymmetry in multiplayer VR games affect PX?”

3.1 Approach
We followed the PRISMA protocol for systematic reviews (Moher
et al., 2009) to identify and screen records; our PRISMA protocol
(Shamseer et al., 2015) is provided in the Supplementary
Materials. We employed a technique based on framework
synthesis (Carroll et al., 2011; Dixon-Woods, 2011) to
thematically analyze relevant results through a theoretical lens
of existing literature on asymmetric player experience.

Figure 1’s PRISMAflowchart (Moher et al., 2009) details the stages
(and the corresponding number of records) prior to the synthesis of
this review: initial identification (N � 481 records), removal of
duplicates (→N � 399), rigorous screening based on inclusion
criteria (→N � 21), a snowball approach to identify additional
papers (n � 6) based on the initial screening selection (→N � 27),
and full-text screening for final inclusion (→N� 25). This final corpus
of N � 25 records (of which n � 11 were included in quality
assessment) underwent the “best fit” framework synthesis analysis.

3.1.1 Identification: Data Sources and Queries
We used two online databases to identify potential papers: The
ACM Guide to Computing Literature published by the
Association for Computing Machinery (ACM) and Scopus2,
Elsevier’s abstract and citation database. With ACM focusing
on computing sciences and Scopus providing a larger but more
general coverage, these two databases together offer
comprehensive access to research on VR, games, and human-
computer interaction (HCI). While this necessitates two different
search strings, the use of more than one database is a mark of
quality and comprehensive coverage in reviews.

Starting with our research questions, we phrased and tested
search queries to target asymmetry in VR games via the keywords
asymmetr*, VR/virtual reality, and game*. Additionally, in a recent
study exploring inter-dependencies between players within a
custom asymmetric VR game, agency emerged as an important
aspect in the asymmetric gameplay experience (Karaosmanoglu
et al., 2021). In this study, we followed the definition put forth by
Murray (2017) as “the satisfying power to take meaningful action
and see the results of our decisions and choices.” This PX
component is particularly relevant in asymmetric VR games:
creating interdependence between players can easily cause one
player to have a more active or dominant role, whichmanifests as a
stronger ability to take meaningful action. This is potentially
amplified in VR when users are separated from each other by

2For detailed information on Scopus’s indexed resources (e.g., Institute of Electrical
and Electronics Engineers; IEEE), please refer to the website: https://www.scopus.
com/sources and the Scopus Content Coverage Guide: https://www.elsevier.com/?
a�69451.
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the VR headset. Karaosmanoglu et al. (2021) have shown that low/
high agency can be felt keenly by players of an asymmetric VR
game (and also that low agency is not inherently something to be
avoided, nor is high agency always something to be sought).
Because of this, and in the expectation some research in this
context might refer to “asymmetry” in roles, mechanics, or
interfaces as a difference in agency, we included the term
agency as well. As this was added via an “OR” operator the
additional search term does not exclude any relevant papers.
We applied a filter to all keywords except game* to check for
occurrence in the abstract, to exclude papers that do not focus on
VR and asymmetric interaction. Thus, we aimed for papers that
mention the term “game” at least somewhere in the paper (as a
minimum requirement), but that are focused closely enough onVR
and asymmetry that they mention both in the abstract.

Table 1 shows the exact queries, and the number of papers
identified thereby in the ACM and Scopus databases (prior to
duplicate removal).

Beyond requiring the involvement of (any kind of) asymmetry in
a multiplayer game with at least one VR player, we did not exclude
papers based on study characteristics (e.g., participant groups). We
otherwise considered any English-language, peer-reviewed original
research article. Merging of the database exports and removal of
duplicate3, non-English, and ineligible-type4 papers resulted in an
initial pool of 399 papers to enter the screening stage.

3.1.2 Initial Screening and Inclusion Criteria
We performed our screening of the 399 records identified after
duplicate removal based on their Abstract and Title, using the
following inclusion criteria:

FIGURE 1 | PRISMA flowchart detailing the identification, screening, and eligibility stages prior to the framework synthesis.

TABLE 1 | Data sources, queries, dates, numbers and publication dates of results.

Data source Query/Description of process Results Publication dates

Scopus
Date: May 13, 2020

(ABS (VR OR “virtual reality”) AND ABS (asymmetr* OR agency) AND ALL (game*)) 150 All times

ACM
Date: May 13, 2020

“Query”: {Abstract: (VR OR “virtual reality”) AND Abstract: (asymmetr* OR agency) AND AllField: (game*)}
“Filter”: {article type: research article}

281 All times

Merged dataset 481

3Based on title regardless of capitalization and year, as databases were not
consistent in their use of DOI, ID, and URL fields.
4Document type Conference Review. Not based on DOI because databases are not
consistent in their use of DOI, ID, and URL fields.
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1. Does it address an HMD-based VR gameful experience?
2. Does it make a statement about any type(s) of asymmetric

gameplay in VR games?
3. Does it make a statement about how players experience any

type(s) of asymmetric gameplay in VR games?

To be included, papers had to fulfill item 1, as well as either
item 2 and/or item 3. Rating based on these inclusion criteria was
conducted by three of the authors, with each coder rating two-
thirds of the papers (n � 266). Each paper received inclusion/
exclusion votes by two authors. In case of disagreement, the third
coder was asked to break the tie5. As a result, a total of 21 papers
were identified in this stage as included for further steps; 378
papers were excluded. Of these, n � 42 papers were excluded
because they did not involve a VR game experience; n � 366
papers involved no asymmetric VR game experience. Several
excluded papers involved asymmetric collaborative scenarios (VR
or otherwise), but were not games (e.g., Piumsomboon et al.,
2018). While we note that such papers may certainly be
interesting to reflect on collaboration in asymmetric scenarios,
for the scope of this paper we wanted to focus on games or
gameful experiences in particular, as we expect these kinds of
experiences to leverage higher intrinsic motivation among users/
players. How the findings in asymmetric games can be
generalized to collaborative work scenarios (or vice versa) is a
question for future work. Additionally, we note that the ACM
database is loose in matching keywords, and so a portion of our
excluded papers were ones that did not actually mention
asymmetr* or agency, but rather provided results for subsets
of the keywords, or did match the keywords but only in metadata
outside the abstract field (despite the ABS parameter6). Overall,
however, the queries may have caught more than strictly relevant,
and were subsequently filtered in the screening process via
human coders. We considered this a safer approach compared
to more restrictive queries that might miss relevant papers, and it
is common in systematic literature reviews.

We calculated inter-rater reliability (IRR) between the three
coders for the paper screening (included/excluded) via Cohen’s
Kappa test (Gamer et al., 2012). Results indicated high IRR
between the first and second (97.7%; κ � 0.901, z � 10.4,
p < 0.0001), between second and third (100%; κ � 1, z � 11.5,
p < 0.0001), and between the first and the third (100%; κ � 1,
z � 11.5, p < 0.0001) authors.

3.1.3 Snowball Approach
To avoid being too dependent on the specifics of our search terms,
and to catch papers that describe asymmetric gameplay while not
using that terminology, we applied a backwards snowball
approach (Wohlin, 2014) to the 21 initially identified papers.
This snowball approach consisted of the following steps: 1) For

each initially included paper, we extracted references that
appeared relevant based on title. We expanded this list based
on reading each of the initially included papers’ introduction and
related work/background sections. 2) Potential additions were
checked for not being duplicates. We then applied our review’s
inclusion criteria to their abstract, and decided based on
consensus from two authors. Resulting from this procedure,
six more articles were identified for our review (see Table 2),
yielding a total of 27 papers for the next steps of the review.

3.1.4 Full-Text Eligibility
We checked the full text of all identified papers for eligibility.
During this process, two articles were removed from the pool of
included papers entirely7. Removing these two papers resulted in
the final selection of 25 papers (the final corpus; see Table 2).

3.1.5 Quality Assessment
As recommended for literature reviews, we conducted a quality
assessment (QA) stage (Aromataris and Munn, 2020). Given the
early stage of the research field, however, we consider even
informal playtesting to hold potentially relevant information,
and so we did not aim to exclude papers with only informal
empirical findings based on the QA procedure. Instead, we use
this stage to gain insight into the applied methodology and the
quality of empirical work in this field. Further, some papers did
not contain studies at all, instead consisting of theoretical work or
system descriptions. While these are still useful for the framework
synthesis stage, there is—to our knowledge—no checklist for
assessing quality of that kind of work. The QA scoring was thus
only applied to papers with a clearly identifiable quantitative and/
or qualitative user study; papers without this were excluded from
the QA process (see Table 2 for an overview).

The first nine papers (36%) were assessed based on their full
text by the first two authors together (double data extraction) to
ensure consensus in rating, while the remaining papers were split
to be assessed separately. The JBI Manual for Evidence Synthesis
(Aromataris and Munn, 2020) suggests that two-reviewer quality
QA meets best practices for systematic reviews. Further, we
conducted double data extraction for 36% of papers, which
further reduces error (Buscemi et al., 2006), and ensures
reliability of coding for the QA process (McDonald et al., 2019).

In total, 11 papers were found to fulfill the prerequisites for the
QA stage. To these, we applied Kmet et al. (2004)’s QA criteria
checklist for quantitative (n � 14 checklist items) and qualitative
(n � 10 items) studies. For example, these verify that papers
describe their research questions and study designs appropriately,
but equally focus on reporting of results, methodology, data
collection methods, and reliability and validity of the
measurements. It is rated on a scale of Yes � 2, Partial � 1,

5Twelve papers were initially flagged as undecided based on only the Abstract and
Title. For these papers, we accessed the papers’ full text to make an informed
decision, yielding their exclusion.
6We have been in touch with the ACM digital library team about such irregularities
but have so far not received a definitive answer.

7Streck et al. (2019b) was identified as the reprinted version of a paper already in
our list Streck et al. (2019a) andWoodworth et al. (2017) was identified as not game
related.We further note that #24 was almost excluded because although it describes
a game, it does not seem to consider any other involved people except the HMD
playeras “players.”Nevertheless, the non-HMD “actuators” are incentivized to help
the HMD player, they have a goal, a physical challenge, and they reportedly enjoyed
it; we thus kept this paper included as a gameful multiplayer experience.
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No � 0, Not applicable (n/a) � -2. Based on Kmet et al. (2004)’s
instructions, the papers’ QA scores were calculated by dividing
the sum score by the total possible score (quantitative: 28;
qualitative: 20). This scoring is punitive to more informal
studies (as n/a ratings lead to minus points). Additionally, all
empirical studies comparing an HMD experience to a non-HMD
experience cannot realistically blind participants and
investigators to the study conditions8. Low scores for
quantitative studies are the result. We thus excluded two
questions to also calculate an adjusted QA score for the
quantitative papers.

Additionally, we used two items based on Connolly et al.
(2012)’s checklist to determine the relevance of each paper to our
review9. We applied this rating based on a scale of high � 3,
medium � 2, or low � 1 appropriateness for this review; the overall
appropriateness score was calculated by summing up the two
item ratings.

Table 2 illustrates which papers were included in the QA, the
mean QA score for empirical studies (qualitative, quantitative,
and adjusted quantitative), and each paper’s appropriateness
scores to be included for review.

3.1.6 Framework Synthesis
For the synthesis stage of our literature review, we drew on
framework synthesis as a methodology, which is based on
framework analysis (Pope, 2000; Ritchie and Spencer, 2002;
Dixon-Woods, 2011), a qualitative method for data analysis.
This method consists of five stages (Pope, 2000): 1.
familiarization (becoming acquainted with the raw data), 2.
identifying a thematic framework (development of our a priori
framework), 3. indexing (applying the framework to the data), 4.
charting (extracting and summarizing data into a framework
overview), and 5. mapping and interpretation (synthesizing the
themes and findings from the framework overview). When used
for a literature review, this is called framework synthesis (Carroll
et al., 2011; Dixon-Woods, 2011).

In particular, we used a variant of framework synthesis that
employs a “best fit” strategy (Carroll et al., 2011; Dixon-Woods,
2011; Carroll et al., 2013): Researchers use a theoretical
framework as a guiding lens through which they explore
relevant literature. With the “best fit” strategy, the lens can be
an existing framework, or alternatively an extension or

TABLE 2 | Quality assessment scores of the identified papers in our literature review. The range of overall quantitative and qualitative scores were 0–1; 1 represents the
highest possible point (Kmet et al., 2004). For appropriateness scores (Connolly et al., 2012), 6 constitutes the highest possible score while 2 equates to the lowest
score. In the synthesis, we refer to papers by ID.

ID Papers Notes Included in QA Appropriate-for-review scores

Quantitative Qualitative

#1 Jeong et al. (2020) Experimental results and analysis × — 5
#2 Bortolaso et al. (2019) Early evaluation — × 4
#3 Kerure and Freeman (2018) Prototype — — 5
#4 Lee et al. (2020) Experimental results and analysis × — 5
#5 Li et al. (2017b) Almost-duplicate of #11 — — 5
#6 Serubugo et al. (2018b) Experiment 1 × × 4
#7 Serubugo et al. (2018a) Experiment design × — 5
#8 Sra et al. (2016) Preliminary deployment — — 5
#9 Gugenheimer et al. (2017a) User study × — 6
#10 Zhou et al. (2019) Study × × 6
#11 Li et al. (2017a) Almost-duplicate of #5 — — 5
#12 Sra et al. (2017) Pilot study — — 5
#13 Gugenheimer et al. (2018a) Demo paper of #9 — — 4
#14 Streck et al. (2019a) — — — 3
#15 Smilovitch and Lachman (2019) Early tests — — 5
#16 Liszio et al. (2017) Study on social entities and VR PX × — 6
#17 Furukawa et al. (2019) Preliminary evaluation with authors/exhibition — — 4
#18 Gugenheimer et al. (2018b) Evaluation × × 6
#19 Serubugo et al. (2017) Public library testing — — 4

Added via snowball approach:

#20 Sajjadi et al. (2014) Evaluation × × 6
#21 Gugenheimer et al. (2017b) Extended abstract to #18 — — 4
#22 Liszio and Masuch (2016) Case study — — 4
#23 Schmitz et al. (2015) Exhibition — — 5
#24 Cheng et al. (2014) Lab study × — 5
#25 Knierim et al. (2016) Preliminary study — — 5
Mean and standard deviation - M (SD) - of quality assessment scores 0.42 (0.19) 0.58 (0.24) 4.84 (0.8)
Adjusted quality assessment scores 0.63 (0.21) — —

8Items six and seven in Kmet et al. (2004)’s quantitative checklist.
91) “How relevant is the particular focus of the study (including conceptual focus,
context, sample and measures) [, paper, or system description] for addressing the
question or sub-questions of this review?” 2) “To what extent can the study findings
[or paper contributions] be trusted in answering the study question(s) [or paper
objective(s)]?”
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combination of (an) existing framework(s). The benefit is that the
lens can provide a frame through which the literature review can
be explored and synthesized systematically, without first creating
a comprehensive framework through time-consuming inductive
methods. For this reason, it has found uptake in health science for
policy-making (Dixon-Woods, 2011); it is considered a reliable
synthesis method and allows “testing [of] existing potentially
generalisable theories and models within a specific context”
(Carroll et al., 2011).

Given the novelty of the field, we consider it a useful approach
here as well, because there is no seminal, confirmed model of
asymmetric game experiences. Applying framework synthesis
enabled us to explore both how the current papers in this
emerging field engage with prior theoretical work, and how
well suited the a priori framework (based on prior theoretical
work) is to classify asymmetric VR games. We consider now to be
a crucial time to conduct this systematic review, because there are
a few candidates for theoretical frameworks to draw from (see
next section), and enough relevant papers to review to generate a
spectrum of the emerging field in our synthesis. Yet it is also
“early” enough in the subfield’s emergence for our findings to
yield a thorough foundation for future work.

After developing our “best fit” a priori framework for
asymmetric multiplayer VR games (see next section), we
conducted an informal thematic analysis (Braun and Clarke,
2006; Nowell et al., 2017; Braun and Clarke, 2020), extracting
text relating to and describing how each column or facet of the
framework applied to each paper. We consider our approach to
be a hybrid orientation of both codebook and reflexive thematic
analysis (Braun and Clarke, 2020): we employed the framework as
our codebook, and eschewed inter-rater reliability, but we
nevertheless valued consensus between coders as a means to
drive discussion surrounding the coding of papers in the
framework, and the validity of the framework itself. We
followed a consensus coding approach between two coders for
nine papers (36%), and then coded the remaining papers
separately. Disagreements and arising uncertainties in coding
were discussed and resolved (thus making a second inter-rater
reliability calculation moot) in recurring meetings throughout the
synthesis stage10.

3.2 Developing the A Priori Framework
The “best fit” a priori framework (see Figure 2) began with the
work by Harris et al. (2016). Based on several game design
iterations and a user study (Harris et al., 2014; Harris et al.,
2016; Harris and Hancock, 2019), their work has resulted in a
conceptual design framework for asymmetric games. In turn,
their framework builds upon the mechanics, dynamics, and
aesthetics (MDA) framework (Hunicke et al., 2004), which
describes games through the designed rules and logic
(mechanics), the resulting gameplay based on players’ input
(dynamics), as well as players’ emotional and immersive
experience while interacting with the game (aesthetics). Harris
et al. (2016) provide an overview of dimensions of asymmetry

across the MDA categories. In game mechanics, they describe
asymmetry of ability, challenge, interface, information,
investment and goal/responsibility. For dynamics, they classify
the type/direction of interdependence between players (mirrored,
unidirectional, or bidirectional dependence) and temporal
aspects thereof (asynchronous, sequential, expectant,
concurrent, coincident). We included these categories to
systematize our coding and synthesis of the described VR games.

A thematic analysis of PX in an asymmetric game reported in
the same paper also generated “salient themes most relevant to
the design of asymmetric games” (Harris et al., 2016). These
themes were posited based on their analysis of asymmetric games
and their own design work (creating and evaluating an
asymmetric game using mixed methods) — under application
of the MDA framework (Hunicke et al., 2004) (including
aesthetics) as an analytical lens. We thus use the Harris et al.’s
aesthetics of asymmetry in our paper to build on this prior work
and its specific application within asymmetric games. These
categories of aesthetics of asymmetry consist of: leadership
and primacy, effects of player skill, familiarity with interface
or partner, interdependence and necessity, and coordination.
Because the aesthetics relate to players’ actual experience, we
applied these categories to reports of empirical user studies or in
formal playtesting, as well as speculation about expected PX.

The MDA framework on which Harris et al. (2016)’s
conceptual work is based further discusses several dimensions
of players’ aesthetic experience: sensation, fantasy, narrative,
challenge, fellowship, discovery, expression, and submission
(Hunicke et al., 2004). Because the aesthetics categories
described by Harris et al. (2016) are specific to the game
stimuli they tested in their study, we included the MDA
aesthetics in our a priori “best fit” framework, to enable us to
capture a more extensive understanding of PX in asymmetric
VR games.

Further, we added two more exploratory framework parts, in
the spirit of the “best fit” nature of this methodological approach:
one designed to explore social asymmetry such as differences in
shared space, age, and abilities (custom categories) and factors
put forth by Kaye (2016) regarding teamwork and
communication in games. The dimension of shared space
emerged from the initial full-text eligibility check of the
selected papers when we noticed that some papers allow for or
address remote play, meaning that there can be a difference in
location or space (These options of remote vs. co-located were
later extended during the review by the observation that
differences also occur within co-located setups in how the
space and proximity been players are framed and utilised.).
We included the categories of age and abilities with the
expectation that differences between players could frame
players of different ages (e.g., young children and parents or
grandparents), or different cognitive or physical abilities (e.g., for
rehabilitative training games in clinical settings). Further, we
include work by Kaye (2016) which has suggested factors that
facilitate an experience of flow within social play in digital games:
communication, teamwork, and knowledge of others (e.g., in
terms of skills relevant to the task). While not relating specifically
to asymmetry (e.g., of communication), we saw this as an10The final framework coding is presented in Supplementary Materials.
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opportunity to both look out for such factors, and capture
relevant factors for social multiplayer gaming experiences in
general.

The final aspect of the framework consisted of patterns of
shared control suggested by Sykownik et al. (2017). This
distinguishes between different ways that players have control
over points or entities in a digital game, which are termed loci of
manipulation. They distinguish between distinct loci of
manipulation (players control different points/entities in the
game), and mutual locus of manipulation (players share
control of the same points/entities in the game). We added
this because shared control is described as another type of
interdependence between players.

The full a priori “best fit” framework is illustrated in Figure 2.
Its categories make up the variables for which data was collected
by looking at each paper’s full text.

4 RESULTS

This section presents the synthesis for the 25 papers in our
corpus, derived from the PRISMA procedure described above
and illustrated in Figure 1. We begin with an overview of the
empirical papers (a detailed overview of study characteristics is
provided in the Supplementary Materials), then discuss all
papers through the lens of our a priori framework. We refer
to papers by their index in the corpus (i.e., #x for the paper with
ID x, see Table 2). When referring to numbers of papers, we
count #11 and #5 as one paper given their very close similarity, as
well as #13 and #9 due to the former being a demonstration of the
latter. #21is an earlier iteration of #18, yet these were counted
separately as they do vary in content.

A summarized overview of our key takeaways is also provided
in Table 3. Further, based on our synthesis process and findings,
we propose changes to our “best fit” framework to develop a
posthoc framework (addressed in detail within the discussion of
this paper). How our findings fit within the posthoc framework is
shown in Tables 4, 5.

4.1 Summary of Empirical Research
A total of 11 papers were identified as containing user studies of
some kind (n � 4 mixed-design, n � 6 quantitative, n � 1
qualitative). All featured one or multiple custom game(s);

commercial asymmetric VR games were only used in one of
the papers (#10): AudioShield (Fitterer, 2016) and Keep Talking
Then Nobody Explodes (Steel Crate Games, 2015), in addition to a
custom game.

Across all studies, the corpus reports on the experience of a total
of 289 participants [an average of 26.27 (SD � 23.35) participants
per paper]. Gender was not always clearly reported for all study
participants. A few papers reported no gender information at all
(#4, #6), or only reported it partially (e.g., reporting only the
number of female participants, but not specifying the remainder of
participants’ gender as in #18 or #24). Additionally, it was
sometimes unclear how gender was assessed (e.g., which answer
options were presented). We summarized gender based on
reported distributions: of n � 221 participants with reported
gender, n � 81 were female (37%), while n � 140 male (63%);
non-binary participants are not reported. This pattern of unclear
reporting repeated for the age of participants; while some papers
reported both average age/age range and standard deviation (#9,
#16, #18), others only presented the age range or no age at all.
Overall, PX was tested with fairly young participants (average �
22.43). The context of recruitment was often also unclear but can
be assumed to have been a university/lab setting in many papers. A
notable exception are the public museum settings in Serubugo
et al.’s work (#6, #7), where detailed demographics are omitted in
favor of in-the-wild empirical playtesting. Almost all papers
focused on asymmetry of interface as the main independent
variable in their study: namely an HMD player, a (or multiple)
non-HMD player(s), and in some cases additional spectators. A
few studies instead explored varying viewpoints of the non-HMD
player (#1, #4) as their independent variable: first-person point,
third-person point of view, or seeing both (#4)/switching between
the two (#1). One paper used the type of social entities in VR
(human vs. agent) and their interaction with the HMD player
(interactive vs. non-interactive) as independent variables (#16).

For quantitative studies, we observed similarities in how
studies assessed PX of participants; the majority of these
papers utilized questionnaires. For general PX, many
employed the Game Experience Questionnaire (GEQ;
IJsselsteijn et al., 2013; core and post-game modules, or
specifically the positive experience modules therein); a few
only used custom items (#24, #6). Emotions were assessed via
the self-assessment manikin (SAM; Bradley and Lang, 1994) (#9,
#10, #18). Approximately half of the empirical quantitative

FIGURE 2 | Our a priori “best fit” framework for asymmetric VR games.
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papers measured presence. This was assessed with one of three
different questionnaires: Witmer et al. (2005)’s presence
questionnaire (#1, #4); the Igroup Presence Questionnaire
(IPQ; Schubert et al., 2001) (#16); and Slater-Usoh-Steed (SUS;

Slater et al., 1994) (#9, #18) questionnaires. #16 employed the
immersion subscale of the GEQ, yet otherwise none used
dedicated immersion questionnaires. Only one paper used a
measure for simulator sickness: the Simulator Sickness

TABLE 3 | Summarized overview of takeaways and research gaps from the review synthesis, as well as meta takeaways that led to the adjustment
of the a priori framework to develop the posthoc framework.
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Questionnaire (SSQ; Kennedy et al., 1993) (#16). The same paper
(#16) was also the only one to measure individual differences in
participants’ inherent traits, such as their immersive tendencies
(Immersive Tendencies Questionnaire, ITQ; Witmer and Singer,
1998), and their attitude toward loneliness (Preference for
Solitude Scale; Nestler et al., 2011).

Surprisingly few papers used questionnaires to measure social
factors of PX. While a variety of social experience questionnaires
were in use, the majority of these were employed in a single paper
(#16). The questionnaires used for this aspect of PX were: the
GEQ’s social presence submodule (#1, #4, #18; and the
submodule’s behavioral involvement subscale in #9), the Social
Presence in Gaming Questionnaire (SPGQ; De Kort et al., 2007)
(#16, #20) and the Cooperative Social Presence scale (CSP;
Hudson and Cairns, 2014) (#16), the relatedness score within
the Player Experience of Needs Satisfaction (PENS; Rigby and
Ryan, 2007) questionnaire (#16), an adapted version of UCLA

Loneliness Scale (Russell et al., 1978) (#16), and the Inclusion of
Other in the Self Scale (Aron et al., 1992) (#10).

Qualitative studies largely employed interviews and video
analysis to assess PX, although one paper used cooperative
performance metrics (Seif El-Nasr et al., 2010) to analyze their
observations (#20). Two papers employed some form of thematic
analysis for the interview and video analysis (#10, #18). The
qualitative papers largely did not clarify the type of thematic
analysis used (e.g., codebook vs. reflexive; Braun and Clarke,
2020) nor did they provide a detailed description of the process
they followed.

Overall, much of the empirical research reported in the
reviewed papers was of an informal nature; only few consisted
of formal experiments. Fourteen papers contained either user
testing too informal to be included in the QA process, or technical
descriptions of their system/implementation. This highlights the
potential for more comprehensive empirical work in this subfield,

TABLE 4 | An overview of how the final corpus of surveyed papers fits into the (Harris et al. part of the) posthoc framework. Emptier columns indicate existing research gaps in
the field.
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and we look forward to future work that builds upon these early
explorations.

4.2 Mechanics, Dynamics, and
Aesthetics—Harris et al. (2016)

4.2.1 Mechanics of Asymmetry in Game Design
All papers explored an asymmetry of more than one mechanic
specified by Harris et al. (2016); most commonly, this consisted of
asymmetry of the interface (all papers), as well as ability/challenge,
information, and responsibility. In terms of interface, the majority
of papers (19 total) described games designed for two players, one
of whom wore an HMD. The non-HMD players then usually
interacted with the game via an interactive display medium (PC,
smartphone, tablet device, projection, or Sifteo Cubes). In several
cases, non-HMD player involvement was markedly subtle: they
only viewed the virtual world (mostly via a monitor) without
interaction, assisting the HMD player through verbal
communication. Two papers employed additional props or
devices: one game featured an upright visual screen projection
plus a tangible robot avatar of the HMD player (#17). Both game
variants in #9 offered the non-HMD playera monitor-attached

hand-held controller, once with a lightsaber prop. In one game
variant in #8, the non-HMD player(s) had no visual cues at all, and
instead reacted only to auditory cues or based on the HMDplayer’s
movement in the physical world (In their other game variant, all
players had an HMD, but one of the player roles additionally held a
nerf gun controller.). Further, in one notable example across two
papers, the non-HMD player still interacts with the HMD while it
is worn by the HMD player, by pressing on attached touchscreens
(#18, #21).

Four papers explored game designs with more than two
players. The breadth of variation here shows a wide array of
options to explore: two HMD players while the non-HMD player
views a projector; one HMD player while two non-HMD player
use tablet devices; one HMD player, one co-located player in an
AR environment, and a remote player with a tablet device. The
gameful experience in #24 employed people “actuators”; they
were instructed on how to carry and move the HMD player via
smartphones attached to the HMD player.

Almost all papers featured games with differing ability
assigned to specific players, making it a common type of
asymmetry. For example, the HMD player is often tasked with
navigating and interacting with the virtual environment directly,
while the non-HMD player may be presented with a top-down

TABLE 5 | An overview of how the final corpus of surveyed papers fits into the (MDA, social asymmetry and shared control parts of the) posthoc framework. Emptier columns
indicate existing research gaps in the field. Codings are subjective and relate to the paper as a whole (i.e., covering multiple applications).
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view and perform a guiding or assisting task. In one artifact these
roles were reversed: #23’s games put the HMD player in the
guiding/assisting role, while the non-HMD players interacted
with the game world (CAVE system) more directly. It was
difficult to distinguish ability from challenge, as abilities are
generally directly bound to specific challenges. We included
this in our framework only when an ability was explicitly
discussed in terms of challenge in the paper. Only two papers
addressed challenge in their game design at all (#16, #24); none
discussed challenge in terms of a difference between players.

In many papers, player abilities also involved the asymmetric
distribution of information. It was not always clear which player
had what kind of information. Commonly, however, the non-
HMD player would have information that the HMD player relied
upon to either complete their goal at all or to complete it faster.
Generally, this was designed to give the non-HMD player
something to do or to encourage communication. Only #15
featured an informational imbalance in both directions: “To
ensure interdependence, players receive the instructions for the
other player” (Smilovitch and Lachman, 2019).

Asymmetry was never discussed in terms of time investment
required. However, in discussing the papers, we noted that this
category could have been useful to clarify and classify degrees of
involvement. For example, several papers featured game designs
in which the HMD player is not entirely reliant on non-HMD
player but can simply achieve their goal faster or easier with
minor involvement or assistance from the non-HMD player.

In discussing the papers in terms of goal/responsibility, we
found that the category may need to be refined in two ways. First,
for the majority of collaborative games, players commonly had
the same goal, but different responsibilities. For games with lower
degrees of investment on behalf of the non-HMD player, the goal
was difficult to define: is their goal merely to support the HMD
player (different goals and different responsibilities), or is their
shared goal to win the game (same goal and different
responsibilities)? The category may therefore need to be split
into two separate ones (goal vs. responsibility). Second, the
category is difficult to apply to competitive games, as here
players may be considered to have the same goal
(i.e., winning) but in opposition to each other.

4.2.2 Dynamics of Asymmetry in Game Design
We report the dynamics designed or speculated to arise from
asymmetry for directional dependence categories (mirrored,
unidirectional, and bidirectional dependence), and
synchronicity and timing between player actions (Harris
et al., 2016). For mirrored dependence, the nature of each
player’s reliance on the other(s) is the same (Harris et al.,
2016). While the nature of reliance was sometimes difficult to
discern, we observed this kind of dependence in only three papers
(#1, #15, #21). For example, both non-HMDand HMD player
need to work together by performing slicing actions to cut fruits
to win (Gugenheimer et al., 2017b)’s collaborative game variant
(#21). For #1, only the first-person view point variant of the game
provides mirrored dependence. #15 constitutes a stronger
mirrored interdependence: here instructions for each player
are conveyed to the co-player; they rely on each other to pass

on the information. For unidirectional dependence, we
identified four papers (#5, #14, #19, #24). In general, these
contained games that could be completed without the help of
other players. #19 featured a maze game: the HMD player
completed it faster with the non-HMD player’s guidance,
however, the outcome of the game was achievable without
this help.

The majority of identified papers (n � 15) featured bi-
directional dependence; players relied on (the) other player(s)
but in different ways. The degree of this type of dependence
between players varied, placing one player in a more active role or
less reliant role. However, we note that in many cases it was not
clear what the non-HMD player’s goal was, making it difficult to
determine the nature of reliance between the players: for example,
in a maze game navigated by the HMD player, but guided by the
non-HMD player, does the non-HMD player rely on the HMD
player to physically navigate the virtual world in their stead? This
was mainly due to the role definition of the non-HMD player; we
often had difficulty determining whether this player was a
facilitator or an essential element of the game.

Four papers (#3, #4, #9, #25) featured competitive games,
which proved difficult to code as a category of directional
dependence, as here players generally do not rely on each
other as in the collaborative games—except in the sense that a
positive gameplay experience requires a certain degree of
motivation and effort from the other players.

Synchronicity and timing was also difficult to apply, as we
were discussing and coding entire games, as opposed to specific
game mechanics or segments. We observed multiple categories of
synchronicity and timing for different player actions in the
games. Further, these player actions were often not clearly
described in terms of temporal occurrence or dependence,
exacerbating the coding process. For instance, in one game
(#6), one player had the role of navigator while the other held
the role of the explorer (Serubugo et al., 2018b). Yet the game’s
description did not clarify whether players performed their own
respective actions regardless of the others’ (asynchronous
timing) or whether the explorer requires information from the
navigator to start to perform their action (sequential timing).

4.2.3 Emergent/Expected Aesthetics of Asymmetry in
Game Design
Here we coded empirically reported PX (or speculations thereon),
based on the aesthetics components proposed by Harris et al.
(2016) (based on analytical work employing, but not identical to
MDA aesthetics). Leadership and primacy, interdependence and
necessity, and coordination were addressed most commonly by the
papers. For leadership and primacy, this was often only a very
implicit coding of the theme (e.g., based on a player role being
described as “assistant” to another), but nevertheless some papers
point toward how this kind of asymmetry was induced, e.g.,
through informational asymmetry (#2). A few papers explicitly
highlighted trust as an important factor in asymmetric VR
gameplay (#12, #21). Gugenheimer et al.’s works (#9, #18)
especially touch on power and skill imbalances, as does Kerure
and Freeman (2018) (#3) and Zhou et al. (2019) (#10).
Gugenheimer et al. report that the difference in “power level”
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(e.g., through asymmetry in information, ability, and interface)
drives enjoyment and need not necessarily be equally balanced, as
players restrained themselves (although they also knew they would
switch roles). Generally their players were aware of the non-HMD
player’s “more dominant role,”which therefore required trust and a
more “more responsible” playing style, given the potential for abuse
of this power. Conversely, when an early iteration of #3’s game
found an imbalance in favor of the non-HMD player due to an
easier game mechanic (voice commands as input); they adjusted
this to increase difficulty (voice commands based on pitch as input)
and reduce this asymmetry. Zhou et al. (2019) also highlight a
balance in responsibilities as a positive factor increasing enjoyment,
with an appealing “give and take’ interaction style.”

The categories interdependence and necessity and
coordination were closely related: many games fostered
interdependence through game mechanics that required
communication and coordination (e.g., one player waits for
instructions from another to continue). #22 emphasized that
mutual dependencies “force players either to collaborate or
compete” and result in complex and unique PX. They also
speculate player choice over their role increases involvement.
Coordinationwas often only verbal in the reviewed games, or not
explicitly described. #15 is a notable example for interdependence
explicitly enforced through a communication constraint: at some
point during the game, audio chat functionality is removed, and
players have to develop their own communication system
through gestures to succeed (Smilovitch and Lachman, 2019).
#10is another interesting example: here, interdependence had a
strong physical nature; “physical social contact” became a key
coordination strategy to win the game (Zhou et al., 2019).

The other aspects in the framework were rarely addressed.
#18 and #20 mention effects of player skill as contributing to
blame attribution and frustration, respectively. The latter also
mention this as a potential adaptation or customization factor in
#20. Familiarity with the interface was barely discussed, even
though most studies stem from a time when many participants
likely were experiencing VR via HMDs for the first time.
Similarly, although the most common motivation for
asymmetric VR was including non-HMD players in the
HMD player’s social experience, only few papers discussed
familiarity with the partner as a factor in PX. #16 enforced
gameplay between strangers by placing one of the examiners as
the co-player, but did not report how this affected PX (Liszio
et al., 2017). #24’s participants expressed greater acceptance to
play with friends or family as opposed to the public. #18 report
that couples displayed higher degrees of intimacy in interaction;
it also affected players’ acceptance of physical contact
(Gugenheimer et al., 2018b). Zhou et al. (2019) discuss this
aspect in the most detail, describing the social connection
between players as a strong factor in high social and affective
experience ratings. It was reported to enhance relationships and
support communication and synchronization.

4.3 MDA Aesthetics in Gameplay
We applied the MDA framework of aesthetics (Hunicke et al.,
2004) to obtain more comprehensive information about PX in
asymmetric VR, therefore coding study results for PX. Sensation

and fellowship were addressed by the majority of papers, but PX
relating to narrative, discovery, expression, and submission was
not reported by any papers.

The sensation aspect of aesthetics was strongly present in the
data, consisting of various PX factors (e.g., enjoyment, positive/
negative affect, and engagement). Surprisingly, several papers did
not collect any measure of fun or enjoyment (#12, #14, #17, #2,
#21), but most papers did report some measure of multiplayer
engagement for their participants. Several papers discuss which
elements of the game provided or induced these positive
experiences. A few of them linked players’ sense of game
enjoyment to player abilities featured by game roles (#1, #4).
For example, comparable levels of presence and social interaction
were attributed to different view capabilities (#1, #4). The
specifics of game design likely strongly influence PX results;
for example, Gugenheimer et al. (2017a) reported higher
valence scores for their ShareVR (#9) system, which fosters
explicitly shared physical space with a projection space and
controller-mounted props compared to a gamepad-and-TV
condition. Similarly, Zhou et al. (2019) (#10) attributed the
high enjoyment for their HMD player and non-HMD player
to the richness of the highly embodied, physical interaction.
Interestingly, they point out some enjoyment was derived
from the peripheral interaction with spectators, who also
reported high enjoyment and engagement (“It was really funny
[. . .] I was screaming for you to get the one on the right”; Zhou
et al. (2019)). Further, Liszio et al. (2017) indicated PX improved
due to playing with a human co-player instead of an agent/bot co-
player (#16).

Unsurprisingly, fellowship was a commonly coded aesthetic
of asymmetric game play; here we coded aspects relating to social
interaction, relatedness, or perceived loneliness. In terms of
questionnaires, interviews, and behavioral observations, the
papers here indicate that asymmetry successfully involved
non-HMD players and created interesting and positive social
experiences between the players (e.g., “by providing various roles
to the non-HMD users and accordingly expanding their
interactions, the social relationship with the HMD users
increased”; Jeong et al., 2020). Cheng et al. (2014) suggest that
existing social bonds could be leveraged to improve player
satisfaction: playing with family and friends as opposed to
strangers (#24). Yet many of the reviewed papers do not
discuss whether or how well participants knew each other.

In #9, this positive social experience was shown to rate
“significantly more socially engaging” (Gugenheimer et al.,
2017a) compared to a less physically enmeshed asymmetric
setup. A few papers report that the social interaction reported
between players was enabled through physical social proximity
(#10, #9, #13, #18, #21). In particular, Zhou et al. (2019) highlight
social touch, increasing interpersonal relationships, and enabled
social affordances between the HMD player, the non-HMD
player, and spectators as key contributions to PX (#10).
Similarly, Gugenheimer et al. (2018b) report emergent positive
social interaction between both players via enabling close
proximity (#18) and players’ self-regulation of imbalances in
perceived “power level.” Their collaborative game led to higher
empathy and less negative feelings compared to their competitive
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one; perhaps due to a reliance on the higher-power player (non-
HMD player) to self-regulate and avoid abusing their power,
which could negatively affect PX. The paper comparing an
asymmetric VR game with a human co-player to a version
with a virtual agent and a single-player variant (#16) is
particularly interesting for the fellowship lens. Here, players
with an interactive human co-player reported significantly less
loneliness than players whose human co-player did not interact
with them, or than single-players.

As fantasy, we coded aspects like enjoyment of role-playing
and immersion. Surprisingly, this was only reported once; Liszio
et al. (2017) (#16) reported higher immersion for a single player
game compared to game play with an agent and interactive co-
player. Challenge (as aesthetics/during gameplay, as opposed to
the games’ mechanics/dynamics) was addressed by four papers
(#1, #16, #20, #25). For instance, two papers described both the
HMD player and non-HMD player reporting similar degrees of
challenge as a design goal; implicitly (#1) or explicitly (#20).

4.4 Social Asymmetry
The category of shared spaces emerged as a useful distinction.
The large majority of games were designed as co-located,
meaning players are located in the same room (A few do not
address this directly, but can be inferred to be co-located from
context or images.). Only very few address a remote game design
(i.e., asymmetry of space): #5 has two co-located players, but the
tablet player is remote. The games in #23 are not explicitly
remote, but also not quite co-located; players are within
hearing distance but “separated by distance and projection
curtains” (Schmitz et al., 2015). While #8’s evaluation is co-
located, it is described as capable of remote play—likely, most of
the games are capable of or easily adaptable to remote play.

A further interesting distinction within co-located games
emerged: some games encourage or enforce closely co-located
games, inviting direct physical contact between players (#18, #21,
some game variants in #9), #24, and #10). Herein, players were in
close proximity to each; they touched the other player’s HMD, “hit”
them with an inflatable prop, physically carried or held another
player’s body, or danced together. This gameplay almost makes
conventional co-located settings appear to demonstrate asymmetry
of space, and resulted in engaging and dynamic social experiences.
We term this co-located and explicitly shared physical space.

Differences in age or abilities (cognitive/physical) were not
explored by any of the papers in this review. Nevertheless, we note
that this is a gap within the field worth exploring, as we address in
more detail in the discussion.

4.5 Shared Control
This part of the framework was based on Sykownik et al. (2017)’s
patterns of shared control: distinct loci of manipulation vs.
mutual locus of manipulation. Discerning the VR games’s locus
of manipulation was often difficult when no game entity is
controlled, complicating coding in more specific sub-categories.

Distinct loci of manipulation—both players control different
entities in the game—was the most commonly observed category
of shared control between players. The games generally featured a
specific game element or entity that the players were responsible

to control; for example, in #9’s Be My Light, the HMD player
controls a sword to damage monsters, while the non-HMD player
controls a light to locate them. We note that Sykownik et al.
(2017) also mention a sub-type of distinct shared control wherein
the loci of manipulation “establish a coherent entity” (e.g., one
player controls a game entity’s legs for locomotion, while the
other controls the same entity’s hands during object
manipulation). This did not occur in the reviewed games.

Instead, we noted other patterns of distinct shared control not
described by Sykownik et al. (2017): we noted several cases in
which one player controls a game entity while the other player
controls the game environment. We consider this a subtype of
distinct loci of manipulation, but one that may hold greater
asymmetry than when players control distinct game entities.
For example, in Smilovitch and Lachman (2019)’s
BirdQuestVR, the HMD player physically interacts as an entity
in the spaceship environment, while one of the non-HMD players
only controls parts of the ship’s systems through an interface on
their tablet device, thereby affecting the overall game
environment without controlling an in-game entity.
Interestingly, there was only a single paper that did not
feature in-game entity control for any players (#25).

In a newpattern of shared control that emerged in our review, only
one of the players has a distinct loci of manipulation. While the other
playermay have additional information that the first does not, they do
not directly control any game entity: they have no loci of
manipulation. Instead, they generally provide only verbal guidance
to the player capable of affecting the game world. In most papers that
displayed this pattern of indirect control/none, the non-HMD player
engaged in verbal communication to guide the HMD player (e.g., #6,
#7, #19). Twice this was reversed: Schmitz et al. (2015)’s (#23) Coral
Rift featured a non-HMDplayerwithin aCAVE system and anHMD
player (VR). The HMD player observes the sea and warns the non-
HMD players about obstacles, but only the non-HMD player actively
balanced andnavigated the ship. Similarly, Sajjadi et al. (2014)’sHMD
player provided guidance to the non-HMD player who manipulated
the actual game pieces. Alternatively, sometimes the non-HMD
player’s control within the virtual world was indirect instead of
none: for Sra et al. (2017), the non-HMD player could trigger a
galvanic vestibular response to impact the HMD player’s navigation.

Mutual locus of manipulation (through control alternation or an
input processing function) did not occur in the reviewed games. We
note that it could be argued that a game like’s FaceDisplay might
represent this pattern. In this game’s cooperative variant, both players
use HMD-attached touch screens (front vs. side) to “slice” fruit
projectiles. If one considers the locus of manipulation to be the
virtual screen on which players slice to interact with the world,
then this could be considered a mutual locus of manipulation
pattern. However we argue that the players have separate loci of
control wherever they slice on the virtual screen, thus creating distinct
loci (even though they can at times overlap).

5 DISCUSSION

We separate our discussion of the synthesis into implications of
the systematic review for the field of asymmetric multiplayer VR
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games, and reflections on the framework and how it can benefit
the VR research community. Takeaways from both aspects of the
discussion are summarized in our overview in Table 3.

5.1 Implications and Opportunities for
Asymmetric VR Games
The review showcases a vibrant emerging research field, yet also
traces several gaps in the literature that represent opportunities
for future research.

5.1.1 Commonalities
The classification based on Harris et al. (2016)’s mechanics and
dynamics dimensions indicates that most of the existing
asymmetric VR games consist of two players, one of which is
the HMD player, and provide information to an non-HMD
player through a secondary screen of some sort. In addition to
asymmetry of interface, asymmetries of ability/challenge,
information, and responsibility are most common. Player roles
are frequently designed to contain bidirectional interdependence
and generally expected to affect leadership, interdependence and
coordination between players (see Table 4).

5.1.2 Research Gaps
Alternative interfaces [e.g., physiological input (Karaosmanoglu et al.,
2021)] are rare, as are games that accommodate more than two
players (although the few artifacts in this space are promising). Gaps in
the literature are visible in terms of effects of player skill, familiarity
with the interface, and familiarity with the co-player (s) (see Table 4).
A lot of valuable research in games and HCI could inform these
factors in design considerations, expectations for PX, and study design
implications, for example, attribution theory (“how people assign
causes to effects”; Depping and Mandryk, 2017), novelty effects
(Wells et al., 2010), and pre-existing relationships in social
gameplay (Eklund, 2015; Perry et al., 2018). Differences in age and
abilities also represent a large gap in the literature, even though
asymmetries of age are of course already being explored in non-VR
games: there is a long history of inter-generational gameplay
(Othlinghaus et al., 2011; Voida and Greenberg, 2012; Osmanovic
and Pecchioni, 2016). Increasingly, asymmetries in terms of cognitive
or physical ability are also being explored in games research (Cairns
et al., 2019). For example, Gerling et al. (2014) investigated the use of
game balancing approaches to accommodate players with different
physical abilities (e.g., players with or without a wheelchair), to avoid
reducing self-esteem and relatedness. A more recent example by Graf
et al. (2019) featured a projection-based AR exergame, which enabled
children with and without a wheelchair to play together. We
emphasize that the context of VR may hold additional challenges
for asymmetries in player age or ability (e.g., to design suitable inter-
dependencies between players with dementia and their relatives), or
make certain constellations entirely inappropriate (e.g., theHMDmay
constitute a safety hazard for people with high injury risk). However,
perhaps the immersive and socially engaging qualities of asymmetric
VR can be transferred to games with such asymmetries while still
addressing these challenges.

We also point out that the focus on immersive and social
qualities of asymmetric VR that is prevalent in the corpus (and

thus also this review) may in itself represent a research gap. Player
behavior and performance were rarely explored in detail in the
papers we surveyed. Performance is likely disregarded in favor of
focusing on aspects more closely aligned with common goals of
asymmetric mechanics: increased communication/coordination
and social connection. However, at the line of distinction between
competitive and collaborative games, performance may become a
more relevant factor. Player behavior was largely discussed within
the context of socially motivated behavior in our corpus, yet other
aspects of player behavior may also be interesting (and also
showcase differences between competitive and collaborative
game designs). For example, the use of F formations (Ciolek,
1983; Kendon, 2010) may serve to inform explorations of player
behavior in terms of orientation [see Marquardt et al. (2012) for
an exploration of how proxemics apply to people and devices in
cross-device contexts].

Furthermore, we note that physicality and explicitly shared
physical spaces are a particularly interesting dynamic in
asymmetric VR games. This was particularly noticeable in
FaceDisplay (#21; Gugenheimer et al., 2017b) and AstaireVR
(#10; Zhou et al., 2019). We assume that this is a valuable
factor for future research; not only do players have a need for
social interaction and relatedness (Ryan et al., 2006), there is also
strong evidence for an appreciation of or need for embodied
interaction and tangible as well as kinaesthetic experiences (Hall,
1966; Dourish, 2004; Hornecker, 2005; Kim and Schneider, 2020).
Prior work has discussed phenomena such as gestural excess
(Simon, 2009; Harper and Mentis, 2013) and embarrassing or
uncomfortable interactions (Benford et al., 2012; Deterding et al.,
2015) as a valuable tool and affordance within (body-focused)
game design. This is likely also part of the appeal of asymmetric
VR games, yet VR users are also inherently (technologically and
immersively) isolated from the real world to a degree (Boland and
McGill, 2015; Mütterlein and Hess, 2017). Benford et al. (2012) in
particular described isolation and giving up control to other
people as examples for uncomfortable interactions in
HCI—without negative connotation, necessarily. We argue
that their research is (implicitly) built upon in asymmetric VR
games research. While discomfort is often a negative aspect of
user experience, it can be less so in gameful contexts (Bopp et al.,
2016). Yet we also point out that Benford et al. (2012) have
discussed this kind of design in terms of ethical considerations,
suggesting that issues of justification, informed consent, risk
management, as well as rights to withdrawal, privacy, and
anonymity require special focus in this context. Given the
rather tangential and cursory engagement with prior
theoretical work displayed by many of the reviewed papers
(which we address in more detail below), we find it
particularly important to highlight this connection.

5.1.3 Methodology
Conducting this review revealed that a lot of the games and
systems were only roughly described (e.g., missing information,
information scattered throughout the sections). We suggest that
our post-hoc framework, and in particular the dimensions based
on Harris et al. (2016)’s mechanics and dynamics, can scaffold
game design reporting in a way that would make it easier to
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understand the design and resulting PX. For example, explicitly
addressing players’ different goals would make classification and
comparison of games a lot easier. It would also increase our
understanding of the results in terms of potential effects of the
framing with which each role was presented (Further, it may also
be worth assessing how players actually understand their role, as
this could differ.). This could also prove useful partially for the
reporting of non-game mixed-reality applications.

With regards to measurement, our review shows that there
were surprisingly few quantitative psychometrics for enjoyment:
this consisted largely of the GEQ (or a submodule thereof) and
SAM, as well as some interview questions. The GEQ’s factor
structure has been called into question in recent years (Johnson
et al., 2018; Law et al., 2018), making this a potentially
problematic choice depending on the submodule used (we
suggest using alternative questionnaires such as the Player
Experience Inventory by Abeele et al., 2020 or The Player
Experience of Need Satisfaction by Ryan et al., 2006). We
further propose that a wider range of participants is worth
exploring: in age and abilities but also in terms of pre-existing
social relationships and gender (Burtscher and Spiel, 2020).
Especially when considering interdependency relating to power
imbalances, isolation, and embarrassing interactions, a broader
range of demographics would be highly beneficial. It is also
surprising how few papers reported measures for players’
perception of their social relationship with each other.

Existing questionnaires may not be well suited to investigate
many aspects of PX that are prevalent in asymmetric VR games
(e.g., experienced leadership). In light of this, we find it surprising
that only five papers in our review employed qualitative methods,
which may be more flexible in this regard. When qualititative
methods were applied, their reporting could also be improved
(e.g., what specific kind of thematic analysis was used; Braun and
Clarke, 2020) and would increase methodological rigor in this
research field.

5.1.4 Connection to Theory
Our review indicates that a lot of research on asymmetric VR games
does not deeply engage with existing theoretical work on asymmetry
in games. For example, although several papers cite Harris et al.
(2016)’s work, very few actively incorporate aspects thereof in their
design. Reeves et al. (2005)’s taxonomy for the design of spectator
experiences of public interfaces is similarly relevant but was addressed
by only a single paper. The taxonomy classifies whether users’
manipulations and/or the effects of their manipulation are visible
to or hidden from spectators (ranging from “secretive” to “expressive”;
Reeves et al., 2005). Other recent work on users’ experience of
performing interaction in front of other people (Martínez-Ruiz
et al., 2019) and a general spectrum of the degree of interactivity
provided to an audience (Striner et al., 2019) may be useful for future
research in this area as well. This tenuous theoretical foundation is
likely a side effect of the laudably innovative nature of the designedVR
artifacts and the youth of the field. Yet a closer connection to the
theory in terms of asymmetric game design and social factors in digital
games—especially at this early stage—would allow this field to grow
more systematically and gain better coverage across relevant
dimensions in game design and aesthetic PX.

5.2 Reflections on the Framework
Overall, the “best fit” a priori framework was an extensively useful
guiding lens for our synthesis of asymmetric VR games, giving us
both a high-level overview of the field’s thematic focus points, and
dimensions along which to more deeply consider results and
implementations explored so far. However it also showcased ways
in which the a priori framework can be improved: we detail these
aspects here, and provide the suggested posthoc framework in
Figure 3.

Dimensions ofHarris et al. (2016)’s conceptual framework for the
design of asymmetric games were largely applicable to the reviewed
asymmetric VR games, allowing systematic descriptions and
categorisations of the different kinds of asymmetry in the reviewed
games. However, as we pointed out in the results, some categories
proved difficult to apply. In mechanics of asymmetry, we found it
difficult to distinguish between ability and challenge; generally challenge
was not explicitly addressed at all, and in our discussions we saw this as
so closely tied to differences in ability that a distinction may not be
necessary. However we note that asymmetry of interface can sometimes
result in asymmetry of challenge—even in cases when abilities remain
the same (e.g., targeting abilities may be easier when controlled by head
tracking than via mouse, even though the ability). In those cases,
asymmetry of ability and challenge might have to be separate again.

The category of goal/responsibility yielded many interesting
observations. First, it was often difficult to determine players’ goals.
This difficulty partially resulted from game descriptions—which were
often unclear or across several sections—but was especially prominent
for competitive games. In competitive games, it is more difficult to
determine individual players’ goals, because these can be subject to
interpretation. In a collaborative game, players seek to achieve a shared
goal. In competitive games, opponents’ goals can be framed as the
same or shared as well (e.g., “win X points”). But it could also be seen
as either asymmetric, or symmetric but opposed (player A: “win X
points more than B”; player B: “win X points more than A”). Second,
as described inmore detail above, we found that inmany cases players
had the same goal, but different responsibilities. We thus suggest that
this category of goal/responsibility may need to be split up in two.
Further, its use should be carefully considered for competitive
asymmetric games, because it may not be directly applicable. An
additional way in which competitive games were different relates to
dependence: in competing against one another, opponents generally
do not depend on one another. Nevertheless, there may be cases of
players embracing a voluntary or emergent dependence that could be
considered a kind of mirrored dependence: For example, in a
competitive racing game, players might rely on other players’
unspoken adherence to not purposefully causing collisions [what
Salen andZimmerman (2004) refer to as the implicit rules of the game
that will cause a game to function beyond its operational and
constituative rules]. However such voluntary dependence is easily
circumvented by accident (e.g., due to lack of skill) or wilful
noncompliance (e.g., purposeful crashing).

For dynamics, directional dependence was suitable for defining
interdependencies between players, but clarifications of the
dependence degree can avoid confusion between unidirectional
and bidirectional dependence. While some papers displayed a
mirrored dependence (#1, #15, #21), it was hard to say that “the
nature of each player’s reliance on each other is identical” (Harris
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et al., 2016) because of their interface asymmetry. Further,
synchronicity and timing was challenging to apply to games as
a whole; even determining which types of synchronicity occur over
the course of the game was often arduous because of unclear
descriptions in the reviewed game designs. Overall, we thus suggest
to merge ability and challenge, to split goal and responsibility, and
to eliminate the synchronicity category in future iterations of this
framework, as displayed in Figure 3.

Regarding dependence, we note that this classification is the
subject to the researchers’ understanding of dependence. This was
also shaped by many sessions of discussions, and re-coding upon
assessing new items in the corpus. This understanding might have
to be adjusted further in the future. A more formalized definition
of dependence (and subtypes thereof) would be useful for future
work. In empirical work, assessment tools like the perceived
behavioral and affective interdependence subscales in
Networked Minds Social Scale (Harms and Biocca, 2004)
might be of use. We further also refer to prior work that has
categorized degrees of interdependence in collaborative settings
[e.g., tightly vs. loosely coupled, as also touched upon by Harris
and Hancock (2019)]. For example, Sigitov et al. (2019) have
observed different user roles for tightly coupled collaborative
work when interacting with a shared large display using mobile
phones for interaction purposes. Similarly, different types of
interdependence have been addressed for shared PC monitor
(Tse et al., 2004), and co-located digital tabletops (Scott et al.,
2003; Morris et al., 2004). How well such degrees of
interdependence (designed or observed) can be applied to
asymmetric VR settings remains to be explored in the future,
but we note the long history of research on trade-offs between
mechanics for individual system use vs. for collaborative system
use (Gutwin and Greenberg, 1998).

The MDA aesthetics part of the framework worked well for
sensation, fantasy, and fellowship; however, the other aspects like
narrative, challenge, or discovery were not addressed by the
papers. As we do believe these have potential application in
asymmetric VR, we suggest to keep this in the framework for
future use. However, we also suggest that more nuanced
alternatives to address different or more specific kinds of
engagement, immersion, or social experience may be a useful
addition or replacement in the future.

For social asymmetry, shared spaces were the most addressed
category. Based on our review, we suggest that this category
would be particularly useful if further distinguished as co-located,
remote, and co-located and explicitly shared physical space. These
different shared space setups fostered different kinds of highly
engaging asymmetries of social and physical interaction, pointing
toward new potential categories for a future iteration of the
framework. Further, while age or abilities were not explored as
asymmetry by any of the reviewed games, we acknowledge that
these may exist as papers that do not use the keywords we
employed in our review (see limitations, below). As discussed,
asymmetries in these categories could constitute a valuable design
space to engage underexplored (combinations of) demographics,
such as young children and their parents, or caregivers/physical
therapists and older adults with cognitive impairments, or users
with varying visual abilities (Gonçalves et al., 2021).

Kaye (2016)’s theoretical factors for social group play were
surprisingly under-represented in our review, barring
communication—which itself was reported, but often not
clearly. We do believe that—with clearer descriptions of
expected and observed player communication, this could be a
useful part of the framework for future reviews, as well as research
and design work. However to fully embrace the social factors
involved in asymmetric and interdependent VR games, this part of
the framework may need expanding or partially replacing by more
detailed theories of social communication in games. We note that
while there is research on how players communicate in games
(Klimmt and Hartmann, 2008; Walther et al., 2015; Leavitt et al.,
2016), much less is known about communication between players
in VR games (Rubio-Tamayo et al., 2017). Yet asymmetry and
resulting interdependency are likely to heighten experiences of
group or team flow (Borderie and Michinov, 2017) in VR, as well.

The shared control patternswere sometimes challenging to apply
in our identified papers. We found it difficult to determine what
constituted a loci of manipulation, especially when there was no
distinct game entity through which the player acted (e.g., one player
controls the game environment, or when there is no visible game
entity representation). One pattern that emerged saw some players
without control over the game world: neither distinct loci, nor mutual
loci, but a player with no orindirect loci of control (e.g., only providing
verbal support, or impacting the HMD player’s virtual-world
navigation through real-world actuation). Comparing this kind of
non-HMD player experience to a more active one may be an
interesting starting point for future work. The other pattern that
emerged, giving (usually) the non-HMDplayer control over the game
environment, is one way to create a more active role. We thus suggest
a distinction between players having direct control over distinct loci of
control (either entities or the environment), sharing locus of control,
or having only indirect or no control (Figure 3).

In current asymmetric games, distinct loci of manipulation are
more prevalent, yet mutual locus of manipulation could reveal
interesting social dynamics through highly interdependent games.

Based on our findings resulting from the application of the a
priori framework, we believe that it is largely well suited for this
field, albeit with the adjustments described in this section. We
therefore suggest a post-hoc “best fit” framework in Figure 3 that
incorporates these changes. We believe that future systematic
reviews will be able to re-use and build upon this framework as
the field of research and designed artifacts grows. Further, we
highlight those categories that are strong potential factors for PX
in asymmetric VR games yet are thus far underexplored
(indicated via dashed lines and greater transparency in Figure 3).

In Tables 4, 5, we illustrate which papers in our corpus apply the
framework’s specific categories—based on the post-hoc
framework—to also highlight existing gaps in the research. The
research gaps evident in Tables 4, 5 complement the takeaways of
this work described inTable 3.We note that our framework claims no
completeness with regards to research gaps: Other aspects beyond
those uncovered by our framework and review may need to be added
in the future. For example, the papers in our corpus rarely explored
performance as a metric. We assume that this is because performance
is rarely the goal for including asymmetries in game design, although
that does not mean it could not be used for it.
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Regardless of the focus of future work designed for this field, the
post-hoc framework provides a lens through which to more clearly
describe and design future asymmetric VR games, more clearly
delineate desired, expected, and observed results for PX, and offers
dimensions for comparison. We further refer readers to related work
byMárquez Segura et al. (2021) for their suggested lenses of designed,
expected, and observed to describe and analyze player behavior; this
could be an interesting addition to our framework in terms of
analytical application and methodology.

Finally, we note that adjacent research areas of co-located
collaborative systems may hold interesting relevant findings for
(collaborative) asymmetric VR games, and thus for future
extensions to the framework. We here refer the reader to Brudy
et al. (2019)’s taxonomy of cross-device designs andOlin et al. (2020)’s
design considerations for cross-device collaboration that include VR.
Pinelle et al. (2003)’s mechanics of collaboration framework may be
another option for extending our framework. Further, Ouverson and
Gilbert (2021) very recently published similar research to our own,
positing a framework for asymmetric VR—which they define more
narrowly as only asymmetry of interface, opposed to the broader
asymmetric VR design space covered in our framework. We believe
that our framework can stand concurrently to their five dimensions of
asymmetry in VR (spatial co-presence, transportation, informational
richness, team interdependence, and balance of power) in future
practice. Moreover, given that our chosen methodology has a strong
theoretical grounding in multiple theories, our own posthoc
framework and our findings with regards to existing research gaps
(illustrated inTables 3–5, as well as Figure 3)may be able to augment
their framework. While our work is derived from the context of
games, some aspects may also transfer well to the non-game space,
and thus enrich the application of both frameworks in parallel. Future
work will have to explore this in more detail.

5.2.1 Limitations
As allmethodologies, the “bestfit” strategy in framework synthesis has
limitations. A framework carefully created through comprehensive
inductive methods would be preferable to a patchwork-style
framework. However, there is no definitive theoretical framework
for asymmetric multiplayer VR yet. Perhaps this work can provide a

stepping stone toward this. The youth of the field is precisely why this
systematic review—using “best fit” framework synthesis—is
important at this time.

Further limitations must be acknowledged in terms of review
execution. Relevant work that uses different vocabulary could have
been missed. As the field (hopefully) moves toward more consistent
terminology, this factor should be reduced in future reviews. Yet our
added snowball approach mitigates this limitation. Further, although
two authors conducted the synthesis together in close communication
and over many extensive discussions, bias is still likely. Following
recommendations for qualitative methods, we provide a statement on
reflexivity (Newton et al., 2012; Berger, 2015): the authors conducting
the synthesis have a Computer Science and Cognitive Systems
background, respectively, and both have previously conducted VR
and VR games research.

We also note that our search query no longer results in the same
number of documents as it did at the time of initial data collection.
The ACMdigital library presents irregularities in terms of its database
query results (with lower numbers for our query over time).While we
are in correspondence with ACM and the company that built their
search engine, at this stage it is unclear why this is the case. However,
the initial search resulting in the corpus of this review yielded the
highest number of results in our (re-)sampling over the past year. This
suggests that our analysis simply screened a larger pool of
publications. Yet we point out that even if a few papers were
missed due to using different terms, this would not limit the
validity of the framework and the review’s synthesis.

Our review is based on 25 papers, relating 30 VR artifacts (plus
design variants) and 17 studies of sort (plus reports of informal
playtesting). This of course only provides a glimpse into the potential
overall design space, so while we did speculate to a degree based on
non-VR research (e.g., suggesting the design of asymmetry in age or
abilities), we cannot claim completeness, only a first step toward it. In
future work, we will explore commercial asymmetric VR games as
well. Additionally, limitations of our thematic findings are bound to
the limitations of the reviewed papers—for example, as also found in
general VR research (Peck et al., 2020; MacArthur et al., 2021), this
subfield also has predominantly investigated PX formale participants,
which may have introduced bias into results.

FIGURE 3 | Suggested post-hoc “best fit” framework, with dashed lines and more transparent color for categories that are under-represented in existing
asymmetric multiplayer VR games research so far.

Frontiers in Virtual Reality | www.frontiersin.org July 2021 | Volume 2 | Article 69466018

Rogers et al. Asymmetries in Multiplayer VR Games



6 CONCLUSION

This paper presents the first literature review on how
asymmetric game design is thus far being leveraged in
multiplayer VR. Based on “best fit” framework synthesis, we
draw on existing theoretical games research (within and outside
of VR research) to gain insight into the state of the field, identify
opportunities for more complete coverage of the design space,
and point out where the field can improve in methodological
rigor. Our final suggestions for a post-hoc framework can also be
used by future papers to describe asymmetric VR games, as well
extended in future systematic reviews as the field grows. The
results showcase a novel field with great promise in including
non-HMD players, facilitating multiplayer engagement,
minimizing VR isolation, and providing room to research a
complex range of social dynamics. We hope this review can both
spark discussion and orient the field in the journey toward
achieving these aims.
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Figure 1: Illustration of our asymmetric VR game concept: (a) both players share the in-game view (controlled by the HMD
player), but only the non-HMD player can see additional information such as traps (b, orange tiles) to be avoided by the HMD
player (c) and puzzle pieces that need to be paired in a memory game (d).

ABSTRACT
Virtual reality (VR) multiplayer games increasingly use asymmetry
(e.g., differences in a person’s capability or the user interface) and
resulting interdependence between players to create engagement
even when one player has no access to a head-mounted display
(HMD). Previous work shows this enhances player experience (PX).
Until now, it remains unclear whether and how an asymmetric game
design with interdependences creates comparably enjoyable PX for
both an HMD and a non-HMD player. In this work, we designed
and implemented an asymmetric VR game (different in its user
interface) with two types of interdependence: strategic (difference
in game information/player capability) and biometric (difference in
player’s biometric influence). Ourmixed-methods user study (N=30)
shows that asymmetries positively impact PX for both player roles,
that interdependence strongly affects players’ perception of agency,
and that biometric feedback—while subjective—is a valuable game
mechanic.
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•Human-centered computing→ Empirical studies in HCI; •
Software and its engineering→ Interactive games.
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1 INTRODUCTION
Current virtual reality (VR) systems for home entertainment such
as the HTC Vive [41] support high audiovisual sensory immersion
for the player who wears the head-mounted display (HMD) [6, 87].
For this setup, mirroring this player’s view on a TV screen/monitor
is a common way to provide external access to the VR world to
users outside of the VR environment. This setup limits bystanders’
interaction to passive consumption rather than active participation
because the external display form factor does not provide the same
kind of sensory immersion. In some cases, this limited or passive
participation is the preferred option for bystanders because they
can learn from and enjoy watching others [92] and some people
may be more hesitant to try out new games or systems [45]; this
may also apply in VR [96]. However, increasingly, VR systems and
games that include bystanders more actively have reported positive
effects on player experience (PX). For example, Gugenheimer et al.
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[34] previously introduced an exploratory HMD prototype that
allows both passive and active participation in the same physical
space for an HMD and a non-HMD player. Their results indicate
that integrating a non-HMD player in a VR experience is feasible,
yielding improved enjoyment and presence for both players. How-
ever, in their study, PX remained more immersive and enjoyable for
the HMD player. This raises the question of whether it is possible
to design a VR experience that induces similar engagement for both
users regardless of how the virtual world allows them to interact
(either with or without an HMD).

Similar approaches to merging the real world with the virtual
world have been explored by other researchers [16, 29, 83]. Still,
the empirical work often focuses on the novelty and innovation
of the HMD implementation, while comprehensive evaluations of
PX in asymmetric VR game design remain sparse. Nevertheless,
asymmetric games have an enormous potential to increase social
interaction between—and thereby wellbeing of—people with differ-
ent abilities or hardware access. By applying asymmetric VR game
design, researchers and developers can connect people despite a
potentially single-owned HMD and counteract potential isolation
stemming from its use.

To leverage the positive effects of asymmetric VR games, we
draw on the conceptual framework by Harris et al. that describes
ways to design asymmetric games and create interdependence be-
tween players [36–38]. While Harris et al. explored the effects of
different degrees of interdependence, we focus on different types of
interdependence. Therefore, we designed a VR game with an asym-
metric interface (one player wearing the HMD; the other viewing
the virtual world on a monitor). We created two types of asymme-
try: strategic (different information and interaction opportunities)
and physiological (different biometric influence).

Multiplayer games have often featured asymmetry as a difference
in interaction opportunities and information provided to players
(e.g., Keep Talking and Nobody Explodes [32], Panoptic [69], Black
Hat Cooperative [88], or Battlefield 1942 [30]). A notable example
is Savage: The Battle for Newerth [31], which placed one user in a
commander’s role. Other users played a first-person shooter (with
third-person perspective for melee) role, following the comman-
der’s orders. In our design, the non-HMD player is provided with
additional information about the VR world that needs to be com-
municated to the HMD player to navigate and win the game. We
expect that this asymmetry will result in interdependence that we
term: strategic interdependence (SI), which requires one player
to rely on another for information and capability.

We further expand our game design’s asymmetry to include a
novel, physiological aspect: a difference in biometric influence, re-
sulting in biometric interdependence (BI); it requires one player
to rely on another one’s physiological responses. The non-HMD
player’s heart rate (HR) is linked to the game difficulty, increas-
ing it when it passes a predefined threshold (determined in a pi-
lot study; 𝑛=10). The game industry has explored this integration
of biometric feedback into games in commercial VR games (e.g.,
Left4Dead 2 [1, 90], Alien Swarm [1, 2, 91], Nevermind [26], and
Bring to Light [73]) and academic research has reported a positive
impact of biometric feedback on PX and user experience in games
[39, 40, 59, 67]. However, variants that support multiple users or

players remain largely underexplored [22], and its usage in asym-
metric games has not been investigated yet. We expect BI between
players to intensify the players’ feelings of responsibility for the
other and enhance social PX (similar to previous research exploring
physiological linkage and increased social presence among partici-
pants [24]). Further, we argue that VR is a fascinating context for
this feature because using the HMD isolates the users from the real
world while improving embodiment and immersion into the VR
world [7, 75].

To evaluate the levels of enjoyment, presence, affective state, and
immersion this game design could create for both players, regard-
less of the player role (between-participants: HMD or non-HMD),
we conducted a mixed-design user study (N=30). Our findings show
how game designers and researchers can use asymmetry (and result-
ing interdependences) to create enjoyable and engaging experiences
between users inside and outside of VR. We further explored PX
with or without biometric influence. Moreover, we investigated the
effects of different multimodal indicators of this influence (within-
subjects: visual, auditory, and audiovisual biometric indicators) to
determine how best to provide this kind of feedback for emotion
regulation without distracting from gameplay.

Our results indicate that enjoyment, presence, affective state,
and immersion scores were comparably high for both player roles,
showing that interdependence can help integrate players across
different displays of the same medium. While the physiological
influence did not yield significant effects, we can nevertheless draw
implications for biometric integration in VR game design; for exam-
ple, a need for familiarization and less subtle impact. Furthermore,
our participant interviews emphasize the importance and variety of
communication between players despite the interface’s asymmetry,
players’ understanding of agency in the different roles, and the mul-
titude of preferences for biometric indicators. Our key contributions
are as follows:

• we demonstrate and discuss how a non-HMD player can be
integrated into a VR game while enhancing PX for both the
HMD player and the non-HMD player,

• discuss qualitative design considerations for this design goal,
• and report a first exploration of biometric influence as an
interdependence type in asymmetric VR.

2 RELATEDWORK
There have been attempts to include non-VR users in collabora-
tive VR settings, and there is prior work showing asymmetries
in games can enhance PX; however, there are few comprehensive
explorations of asymmetric VR games. Further—while biometric
feedback has been explored in games—there is little work exploring
its integration in VR.

2.1 Collaborative VR Experiences that Include
Non-VR Users

Asymmetric VR setups have been explored outside of games in
many contexts. Stafford et al. [85, 86] propose the addition of a
top-down view for a non-HMD user, so that they can provide more
effective instructions for the HMD user. Their results indicate that
purely auditory instructions, which are often used for guidance [3,
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53], are less efficient than visual cues for the HMD user, but they
did not explore effects on presence and enjoyment of either user.

To share the VR experience of an HMD player with the out-
side world—beyond simple mirroring of the point-of-view [42]—
previous work has proposed approaches for the active participation
of non-HMD players. Yang et al. [95] addressed the challenge of
non-HMD users crossing the tracking area of an HMD player by
visualizing them as “shields” within the virtual environment [95].
Their focus, however, was on reducing interference with the VR
experience rather than integrating non-HMD users.

Physical interfaces have been explored as mediums for interac-
tion in VR in multi-user scenarios. For example, Mai et al. proposed
enabling the collaboration of HMD and non-HMD users through
a physical surface that serves as an interface to the virtual world
via two-dimensional, bi-directional input and output [53]. Their
results suggest that communication between HMD and non-HMD
users improved task performance and presence of the HMD user.
However, the non-HMD user’s presence was not evaluated, which
hinders comparison between the roles.

In general, the focus of these systems is on the user experience of
the HMD-wearing user and ignores the experience of the non-HMD
user. In a game setting, however, integrating non-HMD players into
a VR game makes them players; this creates an additional crucial
design goal in creating an engaging experience for both players.

2.2 Asymmetry in Games & VR Games
With increasingly reliable technology, multiplayer gaming envi-
ronments have become virtual meeting places where people can
socialize. They can also contain a multitude of differing abilities,
interfaces, and preferences of players, and it can be challenging
to foresee how these differences interact with or affect PX. Yet
these differences, or asymmetries, can also significantly enhance
PX and social connectedness, by inducing interdependences be-
tween players, for example, making one player rely on another.
Many game designers and developers are integrating and catering
to asymmetries that foster interdependence between players to
facilitate multiplayer engagement.

Harris et al. [38] have introduced a first conceptual framework
of asymmetric game design, in which they address how video game
elements can cater to differences between players: asymmetry ofme-
chanics, dynamics, and aesthetics. Moreover, they observed higher
social connectedness and social presence values for asymmetric
gameplay where the players have asymmetry of ability, information,
and interface, when compared to a symmetric one [36].

VR is particularly suited to explore asymmetry in game design.
It is highly immersive, yet research indicates that immersive VR
experiences can also be isolating [7, 62, 75] because people feel
self-conscious in front of potential onlookers. Several commercial
VR games already include asymmetric displays of the VR world to
provide a less isolating experience, involving both an HMD and
one or multiple non-HMD players (e.g.,Ruckus Ridge VR Party [27],
Acron: Attack of the Squirrels [74], or Carly and the Reaperman—
Escape from the Underworld [68], all praised for being engaging).

In academic research, Sajjadi et al. [78] showed comparable PX
for both the HMD player and the non-HMD player using Sifteo

cubes as an interface, showing equal levels of satisfaction for differ-
ent interactionmodes. Some papers have examined the contribution
of sharing both first-person and third-person points-of-view to the
non-HMD players’ PX, yielding comparable levels of PX for both
players in terms of presence and social interaction [44, 50]. A recent
prototype, SilhouetteVR [47], presents the VR world to non-HMD
users through a dynamic view frustum displayed on a one-way
mirror/screen which reflects the HMD player’s embodiment within
the VR world. While they do not yet integrate the non-HMD users
as players, their initial results for the enjoyment of the non-HMD
user are promising. Furthermore, VR prototypes FaceDisplay and
FrontFace allowed non-HMD players to participate in the virtual
world through touch-screens that were attached to the HMD, en-
abling co-located interaction techniques for both users [14, 35]. In
an evaluation of FaceDisplay, both roles reported enjoyment, how-
ever presence and arousal were significantly higher for the HMD
player than for the non-HMD player. The concept of integrating
non-HMD players was implemented more comprehensively with
ShareVR, which extends room-scale VR with whole-body interac-
tion for non-HMD players via top-down projection and a hand-held
monitor; an example of an augmented-reality approach [34]. The
researchers found that both the HMD and non-HMD player experi-
enced higher presence and enjoyment than in the baseline (wherein
the non-HMD player used a game pad and a TV set). However, the
non-HMD player still reported significantly lower presence and
enjoyment than the HMD player for both conditions. The cause of
this imbalance remained undiscussed but might be explained by
the specific design of interdependence between roles.

These findings motivated us to further explore asymmetry of
information and ability (strategic dependence) with different inter-
faces (HMD-VR and monitor-display): we aimed to design a com-
parably enjoyable and engaging experience for both players, and
explore which factors in game mechanics and dynamics contribute
to highly engaging PX.

2.3 Biometric Feedback
Integration of biometric feedback has been shown to increase en-
gagement and immersion in single-player games [39, 67]. A com-
mon approach is that an increase in player arousal (measured with
physiological metrics) leads to a more difficult game, classified
as “challenge me” gameplay by Gilleade et al. [33]. Further, these
games often require players to self-regulate [52] which can im-
prove stress-management skills [9]. Nacke et al. propose that in-
direct physiological input such as HR and galvanic skin response
should be mapped to features of the game world rather than direct
actions [63]. This finding motivated us to link the current game
difficulty to the non-HMD player’s HR signal.

Kuikkaniemi et al. found that explicit biometric feedback allows
players to self-regulate and increases immersion [48]. Sinclair et al.
[80, 81] showed that use of HR metrics effective in controlling an
exergame to meet the level of exercise desired by players. To aid self-
regulation, previous work explored different cueing mechanisms
that represent the current biometric state [57, 79]. In Life Tree,
Patibanda et al. [70] provide biometric feedback about the player’s
breathing through changes in the VR environment (e.g., a tree object
that expands and contracts to match their breathing pattern). Sra
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et al. [84] have used breathing as a physiological input mechanism
in VR, and suggest that this kind of physiological factor can increase
presence and players’ connection to the physical world. Chen et al.
found that players enjoy audio feedback of their HR, while visual
cues were described as distracting [15]. Similarly, Dey et al. explored
the influence of an artificially accelerated and decelerated auditory
HR cue on players’ physiological signal [21]. Their results indicate
that auditory cues could affect player emotions but did not affect
their HR. These findings prompted us to explore the impact of
biometric cues on PX in our user experiment.

In multiplayer games, sharing each other’s HR was found to have
no significant influence on players’ emotional state [22] but did
improve engagement with an exertion activity [93]. While previous
work has explored biometric feedback for symmetrical multiplayer
games [22], it has not yet been explored in an asymmetric VR
game setup, wherein we argue that it could represent a novel type
of interdependence. Therefore, we expand the asymmetry of our
game design’s SI to the physiological aspect by using HR metrics
of the non-HMD player1 to influence the game world and difficulty.
We expect this BI to increase the players’ experience of relatedness,
as well as the non-HMD player’s feeling of responsibility for the
HMD player, thereby intensifying the experience of both players.

3 RESEARCH QUESTIONS
Our primary research question concerns an asymmetric collabora-
tive VR game, in which only one player acts in the VR world via
HMD, yet both players feel engaged and immersed. This holds some
game design challenges, because when only one player is actively
immersed in VR, the HMD player could easily feel isolation or
self-consciousness because of the immersive nature of VR. We thus
aimed to design asymmetry of information to include a non-HMD
player in the VR game. Thus, the non-HMD player has information
required by the HMD player, creating player interdependence.

Hence, the first research question (RQ1) asks:
• Can imbalanced asymmetric information between players lead
to one player feeling less in control (i.e., like they are following
the other player’s instructions without their own agency)?
Agency is an important factor in PX [61], making this a
game design challenge for our development team.

For the second research question, we were interested in the effect
of biometric feedback in this asymmetric VR experience. RQ2:

• Does biometric influence over game difficulty dynamically
affect PX in VR (compared to static difficulty)? Further, does
it make a difference a) whether players are provided an
in-game indicator of whether their own biometric state is
currently increasing game difficulty, or b) in what modality
this indicator is represented in-game.

As a final overarching research theme, we were interested in
comprehensively exploring players’ experience of an asymmetric
VR game, to gain insight into design factors that shape balanced
PX between both players.

1In early pilot tests, we explored the feasibility of gathering biometric data of both
player roles, but only the more stationary non-HMD player’s data resulted in reliable
measurements.

4 ASYMMETRIC VR GAME
IMPLEMENTATION

To explore our research questions in an empirical study, we designed
and implemented a VR game as a stimulus. The collaborative VR
game for two players featured a design, in which only one person
is wearing an HMD (see Figure 1a). The game mechanics are dis-
tributed asymmetrically: the player wearing the HMD plays a more
active role but has to rely on information provided by the player
outside of VR (non-HMD player). The non-HMD player has more
information about the game world (which they view via a PC mon-
itor), and their physiological state—indicated by their HR—affects
the game parts described below.

Technical Setup. The game was implemented using C# in the
Unity game engine (version 2018.3.8f1) [89], with the addition of
Valve’s SteamVR v1.2.3 [17] and the Virtual Reality Toolkit (VRTK)
v3.3 plugin [28]. The experimentwas conducted using an i7-7700HQ
CPU and a GeForce GTX1060 graphics card.

The VR setup consisted of the HTC Vive [41] with the usual two
base stations and one controller for the HMD player. For the non-
HMD player, the setup consisted of a PC with a 27-inch monitor
(2560x1440 resolution) and headphones. The HR of the non-HMD
player was acquired using an Empatica E4 wristband [25]; the cor-
responding software and a Windows Bluetooth low-energy (BLE)
server were used to stream the HR data to the game. The wristband
has a 64 Hz sampling rate for blood volume pulse measurement,
yielding HR values (sampling rate 1 Hz) and inter-beat interval.

4.1 Game Design
The game was designed as a custom collaborative game that fea-
tures different roles and asymmetrical information for two players.
We chose to focus on collaborative gameplay as the literature high-
lights improved PX and increased interdependence for HMD and
non-HMD users in such scenarios [35, 96]. Following that, the game
design choices (e.g., sharing the same camera view, employing mem-
ory puzzle) were made to promote communication and increase
interdependence between players.

The game consists of three levels. In each level, players are given
limited resources (i.e., two minutes time and three lives) to fulfil
the tasks: navigate a virtual grid and complete a memory puzzle.
The grid is populated with traps; their layout varies with each level.
The game world also spawns lasers (at the current height of the
HMD player’s headset) with a default frequency of 15 seconds.

Asymmetric Roles. The player in VR (HMD player) physically
navigates the game space grid (Figure 1b). This includes avoiding
lasers (Figure 2), traps (Figure 1c), and activating buttons in the
memory puzzle (i.e., uncovering images, see Figure 1d). However,
they are reliant on their co-player’s knowledge of the game world:
they cannot see the traps on the grid, nor approaching lasers.

The non-VR player (non-HMD player) watches the HMD player’s
view of the gameworld via a PCmonitor, but has additional informa-
tion—that is not visible in VR—overlaid on top of this on themonitor
display. This player’s view includes traps (i.e., the orange-coloured
grid cells in Figure 1b), the remaining time (see Figure 1c,d), and
they are able to see and hear incoming lasers. They are also able to
see uncovered images in the memory puzzle (see Figure 1d).
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Figure 2: Lasers (only visible to the non-HMD player) spawned at roughly HMD height, at a distance of 50m from the grid
(distance marked by Earth object as a reference point). The HMD player ducked based on the non-HMD player’s instructions
on timing.

Biometric Influence: Lasers. The HR of the non-HMD player dy-
namically affects the difficulty of the game, by affecting how fre-
quently lasers appear (every 15 seconds by default). Prior to the
game, the non-HMD player’s HR is collected as a baseline over a
time period of 5 minutes. The non-HMD player wears the wristband
on their non-dominant hands, and they were instructed not to talk
or move to avoid noise in the data (during the game, they were
allowed to talk, but were still instructed not to move). For the rest of
the game, a time interval of two seconds is used as a sliding window
to acquire continuous HR data from the non-HMD player. Their
current HR is then compared to the baseline measurement to calcu-
late a multiplier2. This multiplier was used to dynamically affect the
frequency of the lasers. CurrentHeartRate here refers to the variable
that is averaged over a two-second time interval of continuous HR
data using the sliding window approach, while BaselineHeartRate is
the average of the 5-min baseline measurement prior to gameplay.
In this way, a multiplier is <1 when the non-HMD player’s HR is
higher than the baseline, and >1 when it is lower. Values higher
than the baseline HR3 thus triggered more frequent lasers.

Lasers were then spawned at a height of 1–3 cm below the
player’s current headset height, 50 meters away from the current
playing field and reaching the main play area after ~7–8 seconds.
They were accompanied by a laser-style sound effect, to give the
non-HMD player an understanding of its active position. When
the laser was at a distance of 10 meters to the HMD player, an
additional sound effect was played for the non-HMD player (3-beat
proximity alert).

Furthermore, a secondary measure was applied to ensure par-
ticipants could not continuously crouch once lasers had spawned.
We applied a logarithmic function between the laser and the HMD
positions on the playing field so that the former moved toward the
latter, adjusting for vertical changes. As a result, the co-players had
to communicate with the HMD player to avoid lasers in a timely
fashion. The non-HMD player could observe the visual approach

2Following the equation by Dekker et al. [20]): Multiplier = 1 / ( CurrentHeartRate /
BaselineHeartRate)
3In a pilot study (N=10) we found that higher thresholds set the laser frequency too
low, inducing less enjoyment.

of the laser (when the HMD player looked up), and use the laser
sound effects as a more continuous auditory warning.

Indicators of Biometric Influence. In some variants of the game,
indicators were used to represent the participants’ excitement level,
and acted as a warning signal for the higher frequency of lasers
that accompanied increased excitement. The game variants featured
different types of indicators (and combinations thereof) which were
then compared in the study: auditory cueing, visual cueing, and
combined audio-visual cueing.

Auditory Cueing: The sound of heart beats was used to repre-
sent the increased excitement level of the players. When the non-
HMD player’s excitement exceeded the baseline measure, heart beat
sounds were played via the headphones. The sound was played
at a constant frequency irrespective of the player’s actual HR: the
time between beats was 0.65 seconds; each beat consisted of two
amplitude peaks separated by 0.25 seconds4.

Visual Cueing: A red frame flashing around the in-game view—
visible only for the non-HMD player (see Figure 3)—was used as
a visual cue to represent the increased excitement level of the
non-HMD player, and thus conveyed the increased likelihood of
lasers. The frequency of the visual cueing was identical to the
auditory variant: The red frame always flashed twice separated by
0.25 seconds; the time between paired flashes was 0.65 seconds.

Figure 3: With visual cueing, the non-HMD player’s view
(left) is augmented with a flashing red overlay frame (right)
to indicate an increasedHR (and higher frequency of lasers).

4These values were determined via another pilot test with three pairs of participants
in the early tests.
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5 USER STUDY
The goal of the studywas to explore whether the game designwould
elicit a positive experience for both player roles, and gain some
insight into the factors that resulted in this experience. Further, we
wanted to test the influence of the asymmetrical biometric feedback
loop on PX. To inform the design of in-game representations of
biometric influence, we compared biometric indicators of different
modalities (auditory, visual, audiovisual) with regards to their effect
on both player roles’ experience and the non-HMD player’s ability
to control their physiological arousal.

Methodology. Amixed design was used for the study, with player
role and type of biometric influence as independent variables. Player
roles (HMD and non-HMD) were randomly assigned at the begin-
ning of the study and not switched (between-participants), while the
type of biometric influence (including its in-game representation)
varied as a within-participants variable over five playthroughs.

We chose a mixed-methods approach followed a triangulation-
convergence model [18], which places the quantitative and qualita-
tive measures of our study at equal importance. With the quanti-
tative aspects of our study, we aimed to measure and compare PX
across player roles and conditions. In complement to this, there is
no questionnaire for measuring underlying factors to PX in asym-
metric VR games, so we used qualitative methods (semi-structured
interviews) to more deeply and flexibly investigate players’ under-
standing of the roles and the designed asymmetry.

5.1 Conditions
The participants played the game with five different conditions in
the study:

(1) Baseline Game—No Biometric Interdependence (NBI). In this
variant, the non-HMD player’s HR had no influence on the
frequency of lasers (i.e., set at the default frequency of 15
seconds). To keep conditions comparable (and for later anal-
ysis), the non-HMD player still wore the Empatica wristband
and their biometric data was recorded.

(2) Biometric Interdependence (BI). In this variant, the collected
biometric data affected the frequency of lasers in the form
described above. However, the non-HMD player was not
informed of their current physiological state through any
in-game representation (no auditory or visual cueing).

(3) Biometric Interdependence with Auditory Indicators (BI-A).
This variant was identical to BI, however the non-HMD
player was informed of their heightened excitement via au-
ditory cueing as described above.

(4) Biometric Interdependence with Visual Indicators (BI-V). Here
the game employed visual cueing to indicate heightened
arousal on part of the non-HMD player.

(5) Biometric Interdependence with Audio-Visual Indicators (BI-
AV). This variant employed both auditory and visual cueing
to signal excitement levels above the baseline.

An overview of these conditions (when biometric influence was
present, and how it was indicated to the non-HMD player in their
monitor-display overlay) is presented in Table 1.

Conditions of the Experiment
Attributes NBI BI BI-A BI-V BI-AV

Biometric Manipulation — x x x x
Indicator Usage — — x x x
Auditory Indicator — — x — x
Visual Indicator — — — x x

Table 1: An overview of the conditions of the experiment.

5.2 Participants
The study was conducted with 30 participants (13 female, 16 male,
1 non-binary) with an average age of 26.03 years (SD=3.18). 18
participants (10 in the HMD role) had prior VR experience while 12
of the participants (5 in the HMD role) did not. Gender was roughly
similarly distributed within the assigned player roles (HMD player:
7 female, 8 male; non-HMD player: 6 female, 8 male, 1 non-binary).
All participant dyads reported that they knew each other.

5.3 Measures
We used physiological and psychometric measures for all partic-
ipants. For a subset of 14—7 male (4 HMD player, 3 non-HMD
player); 6 female (3 HMD player, 3 non-HMD player); 1 non-binary
(non-HMD player)—the study was concluded with an optional in-
terview asking in more detail about their experience of the different
game variants.

Physiological Measures. We calculated two HR metrics for our
analysis, average HR per condition (regardless of baseline), and
variance in HR difference to baseline. The average HR was calcu-
lated by averaging the data points collected for each condition,
while the variance in HR differences subtracted the individual base-
line measurement from each data point, prior to calculating their
standard deviation. This type of HR measure has been evaluated
and found to represent player arousal in various game research
studies [23, 54–56, 58].

In-Game Metrics. We logged descriptive values for each condi-
tion/playthrough: how often the player teams died in each condi-
tion, and how many levels they completed, the playthrough dura-
tion, and experienced number of lasers and trigger events. While
we do not report these in the results for scope, we provide a table
with average values per condition in the supplementary materials.

Post-Game Questionnaires. After each playthrough, we assessed
participants’ affective state, immersion, and presence via question-
naires. Affective state was measured as arousal, valence, and domi-
nance with the three 7-point pictorial scales of the self-assessment
manikin (SAM) [10]: 1=calm/unhappy/controlled; 7=excited/happy/
dominant. For immersion, we employed the Immersive Experience
Questionnaire (IEQ) [43], which consists of the subfactors real-
world dissociation, challenge, control, emotional and cognitive in-
volvement (7-point Likert scales: 1=not at all; 7=a lot)5 as well as

5The labels here are presented as examples, as they differ depending on item phrasing
for the IEQ as well as the SUS (e.g., very often or definitely no), but higher numbers
represent positive scores.
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Figure 4: The study procedure followed a mixed-design and assessed psychometric, physiological, and interview data. For a
subset of 14 participants, we conducted an interview on their experience of the different game variants.

a single-item measure of immersion (10-point scale of same direc-
tion). A presence rating was acquired via the Slater-Usoh-Steed
Questionnaire (SUS) [82]; the questionnaire consists of 6 items on
a 7-point Likert scale (1=not at all; 7=very much so). We also em-
ployed a custom single-item measure of enjoyment (“I enjoyed the
experience in this condition”) on a 7-point Likert scale (1=not at all;
7=very much so).

Interview. An interview with a total of 32 pre-determined ques-
tions (14 questions posed to the HMD player; 18 posed to the non-
HMD player) was conducted to explore the participants’ experi-
ences towards collaborative game attitudes, their experience of
their player role, the different game variants, and the asymmetri-
cal feedback. While we followed the interview guideline, we also
diverged from it for follow-up questions or clarifications based on
the participants’ responses (semi-structured interview). The full list
of questions is provided in the supplementary materials.

5.4 Procedure
We announced our experiment in many different digital distribution
forms: mailing lists, messaging groups and the university boards.
Subsequently, the participants voluntarily participated in the exper-
iment by contacting the experimenter or registering for an empty
time slot using an online portal.

At the beginning of the study, participants were asked to sit
in front of two separate monitors, and introduced to the study
purpose via handout. After signing the consent form and filling out
a demographic questionnaire, participants read a form describing
the two different player roles, and then watched the corresponding
video tutorial (ca. 2 minutes) for their (randomly) assigned role.
Following that, the non-HMD player was asked to sit in front of
the designated monitor, where a 5-minute baseline measurement
was taken of their resting HR. The participant was instructed not to
move or talk during the measurement. At the same time, the HMD
player was instructed on how to put on the Vive HMD, and given
time to become accustomed to the controllers.

Once the baseline measurement was complete, the experiment
was run for the five conditions in counterbalanced order (5x5 Latin
square). Each condition consisted of gameplay (with the correspond-
ing game variant) and subsequent post-game questionnaires. Fur-
ther, participants were asked if they wanted to participate in the
optional interview to inform us of their experience of the different
game variants. To ensure the comfort of participants, we offered
an opt-out in case participants preferred not to be interviewed af-
terwards (e.g., due to time constraints or hesitation in speaking
English, which was the second language for most participants). As

a result, the interview was conducted (separately) with 7 HMD and
7 non-HMD participants (1 non-binary, 6 female, and 7 male).

The study procedure is illustrated in Figure 4. Participants’ re-
muneration for study (75-90 minutes duration) consisted of 10 EUR.

6 ANALYSIS AND RESULTS
The analysis of the psychometric and physiological data was con-
ducted with parametric tests where data were normally distributed.
For not normally distributed cases, we employed non-parametric
tests as suggested by Wobbrock and Kay [94]. This is described in
more detail below.

For the interviews (𝑛=14: 𝑛=7 HMD and 𝑛=7 non-HMD player;
2:02 hours of audio recordings total), we applied a thematic analysis
methodology using an approach that uses elements from both the
reflexive and codebook orientations of thematic analysis [11, 13].
Our approach consisted of the following: an a priori deductive cate-
gorization of codes, a reflexive perspective on inductive code and
theme generation, and two coders for both consensus and nuanced,
collaborative construction of codes. We defined three overarching
deductive categories at the beginning of our analysis: collaboration
in VR, asymmetry of player roles, and biometric asymmetry and indi-
cators. The interview data were then inductively coded by the first
two authors independently, with codes placed into the three a priori
categories. In four meetings (after coding four interviews in each
batch, except the last one), the authors discussed all applied codes,
and resolved different readings by adding codes, removing them,
or merging/splitting them. We note that discrepancies were thus
not necessarily seen as a conflict to be resolved, but instead could
be reflected through additional and alternative codes. Themes were
then developed from the codes by re-reading and synthesizing the
coded quotes and discussed between the first two authors.

6.1 Player Experience
For the mixed-design analysis of PX measures, we used ANOVA-
type statistics (ATS) for non-parametric mixed designs from the
nparLD R package [66], which is reported with adjusted degrees of
freedom6. None of the factors (for immersion, presence, enjoyment
or affective state) showed a significant effect of role or condition,
nor an interaction effect. Descriptive statistics separated by role
are listed in Table 2; results by condition in Table 3.

Effects of VR Experience. Related work has suggested that nov-
elty may be an initial factor in VR experiences [64, 72, 76], we

6“The adjusted degrees of freedom [(DoF)] used for the approximation of the distribution
of ATS may appear to be quite different from the conventional [DoF] employed in the
traditional repeated measures ANOVA. However, such an adjustment [...] can be viewed
as a generalization of the conventional [DoF] in the heteroscedastic case.” [66]



CHI ’21, May 8–13, 2021, Yokohama, Japan Karaosmanoglu et al.

Role Arousal Valence Dominance Enjoyment Presence IEQ Single Item
Mdn IQR Mdn IQR Mdn IQR Mdn IQR Mdn IQR Mdn IQR

HMD 6 4–6 6 5–7 5 3–6 7 6–7 5 4.17–5.5 9 6.5–10
non-HMD 5 4–6 6 5–7 5 4–6 6 5–7 4.67 3.92–5.17 8 7–9

F𝐴𝑇𝑆 (1) p F𝐴𝑇𝑆 (1) p F𝐴𝑇𝑆 (1) p F𝐴𝑇𝑆 (1) p F𝐴𝑇𝑆 (1) p F𝐴𝑇𝑆 (1) p

Main effect 0.04 0.85 0.00 0.99 0.42 0.52 1.40 0.24 0.66 0.42 0.03 0.86

Control Challenge Cogn. Inv. Emot. Inv. Real-World Diss. IEQ Sum
Mdn IQR Mdn IQR Mdn IQR Mdn IQR Mdn IQR Mdn IQR

HMD 5 4.4–5.8 5 4.5–5.5 6.22 5.56–6.44 5.67 4.67–6.33 5 4–5.86 174 150.5–182.5
non-HMD 5 4.4–5.6 5.25 4.5–5.5 6 5.28–6.62 5.5 4.92–6.17 4.86 4.14–5.64 165 149.5–184

F𝐴𝑇𝑆 (1) p F𝐴𝑇𝑆 (1) p F𝐴𝑇𝑆 (1) p F𝐴𝑇𝑆 (1) p F𝐴𝑇𝑆 (1) p F𝐴𝑇𝑆 (1) p

Main effect 0.00 0.99 0.65 0.42 0.00 0.95 0.00 1 0.01 0.93 0.00 0.97

Table 2: PX results were positive and did not differ significantly between player roles.

Condition Arousal Valence Dominance Enjoyment Presence IEQ Single Item
Mdn IQR Mdn IQR Mdn IQR Mdn IQR Mdn IQR Mdn IQR

NBI 5 4.25–6 6 5–7 5 4–6 7 6–7 4.67 3.92–5.67 8 7–9.75
BI 5 4–6 6 6–7 5 4–5 6 6–7 5 4.17–5.33 8 7–10
BI-A 6 4–6 6 6–7 5 3.25–5.75 6 5.25–7 4.67 4.21–5.13 8 7–9
BI-V 6 4–6 6 5–7 5 4–6 6 6–7 4.83 4.08–5.33 9 7.25–10
BI-AV 6 4–6 6.5 5.25–7 5 3–6 6.5 6–7 4.83 4.08–5.33 8 7.25–10

F𝐴𝑇𝑆 (3.30) p F𝐴𝑇𝑆 (2.86) p F𝐴𝑇𝑆 (3.10) p F𝐴𝑇𝑆 (3.34) p F𝐴𝑇𝑆 (3.35) p F𝐴𝑇𝑆 (2.80) p

Main effect 0.62 0.61 0.88 0.44 1.31 0.27 1.14 0.33 0.42 0.76 0.75 0.51

Control Challenge Cogn. Inv. Emot. Inv. Real-World Diss. IEQ Sum
Mdn IQR Mdn IQR Mdn IQR Mdn IQR Mdn IQR Mdn IQR

NBI 5 4.6–5.4 5.25 4.75–5.5 6.17 5.61–6.5 5.58 4.67–6.29 4.71 4.04–5.57 170.5 150–183
BI 5 4.25–5.4 5 4.5–5.5 6.06 5.36–6.64 5.75 4.83–6.29 5.07 4–5.82 169.5 148.8–180
BI-A 5.1 4.45–5.6 5.25 4.56–5.75 6.17 5.44–6.44 5.58 5–6.29 4.86 4–5.43 169.5 151–179
BI-V 5 4.4–5.75 5 4.56–5.25 5.89 5.33–6.33 5.58 4.88–6.13 5.14 4.04–5.86 168 147.2–182.5
BI-AV 5 4.4–5.8 5.13 4.5–5.5 6.22 5.58–6.56 5.5 4.88–6.25 4.71 4.14–5.71 169.5 152.2–184

F𝐴𝑇𝑆 (3.59) p F𝐴𝑇𝑆 (3.61) p F𝐴𝑇𝑆 (3.51) p F𝐴𝑇𝑆 (3.01) p F𝐴𝑇𝑆 (3.82) p F𝐴𝑇𝑆 (3.06) p

Main effect 0.71 0.56 2.07 0.09 0.65 0.61 0.32 0.81 1.48 0.21 0.25 0.86

Table 3: PX results also similarly positive across conditions.

VR Experience Valence Emotional Inv. Challenge Real World Diss. IEQ Single Item IEQ Sum Total
Mdn IQR Mdn IQR Mdn IQR Mdn IQR Mdn IQR Mdn IQR

with VR Experience 6 5—7 5.33 4.33—6 5 4.5—5.5 4.5 3.86—5.71 7 6—9 162.5 147—180.5
without VR Experience 6.5 6—7 6 5.33—6.54 5.25 4.75—5.5 5.14 4.54—5.89 8 7—9 175.5 163—183.25

Table 4: Prior VR experience had effect on some factors of PX.

Baseline (resting) NBI BI BI-A BI-V BI-AV
Measures Mdn IQR Mdn IQR Mdn IQR Mdn IQR Mdn IQR Mdn IQR

Average HR 76.80 72.94–78.87 79.42 72.51–84.22 78.60 75.9–83.95 76.48 73.5–84.41 77.15 74.1–83.78 77.38 75.37–84.32
Variance in HR difference to Baseline – – 10.48 8.9–11.93 9.6 8.64–10.71 8.33 7.74–12.47 9.84 7.62–12.3 10.22 7.8–12.32

Table 5: HR measurements per condition (bpm, non-HMD player only).

therefore tested to see if participants’ prior VR experience had
an effect on their PX. For this between-participants comparison
(with vs. without VR experience), we conducted Mann-Whitney U

tests. The VR experience was analyzed for all participants (both
roles, not separately) because of the subsample size. Data points
were treated as independent as players within dyads experienced
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distinct gameplay (i.e., task, medium, physical engagement). The
results indicated that having VR experience significantly affected
the SAM valence scale, U=2185, p=0.04, d=-0.30, resulting in higher
scores for players without such experience with the technology.
Furthermore, there was a similar significant effect of VR experience
on five subfactors of immersion: emotional involvement (U=1779,
p<0.001, d=-0.69), challenge (U=2179, p=0.044, d=-0.34), real-world
dissociation (U=1886.5, p=0.001, d=-0.54), the single-item immer-
sion (U=2020.5, p=0.008, d=-0.54), and IEQ Sum Total (U=1995.5,
p=0.007, d=-0.55). The descriptive statistics can be found in Table 4.

6.2 Heart Rate Analysis
This section reports analyses carried out only for the non-HMD
player role. The descriptive data (including the baseline measure-
ments prior to gameplay) are listed in Table 5; this includes both
the average HR, and the variance in participants’ difference to their
baseline HR.

We conducted a one-way repeated measures ANOVA on the
averaged HR data. There was no significant effect of condition
on average HR. We then calculated participants’ variance metric,
meaning the difference of their HR measurement per condition
respective to their own baseline measurement. Following guidelines
byWobbrock and Kay [94] for non-parametric test assumptions, we
conducted a Friedman’s ANOVA across the gameplay conditions;
there was no significant effect of condition.

6.3 Learning Effects Across Playthroughs
To check for learning effects in the data, we conducted the following
tests to determine how PX was affected across the five different
playthroughs based on the order in which players experienced the
game. For scope, we only report the main and post-hoc tests; the
descriptive values and visualizations of the significant differences
are presented in the supplementary materials.

Heart Rate Metrics. We conducted one-way repeated measures
ANOVA with the within-subjects factor of playthrough order to
explore learning effects on participant HR. There was a significant
main order effect on average HR, F (4,56)=11.93; p=0.001, 𝜂2𝑝=0.11.
Bonferroni post-hoc tests showed that average HR was significantly
higher in the first condition when compared to third, fourth, and
fifth playthroughs, as well as the second in comparison to the last.

Player Experience Questionnaires. There was a significant order
effect on presence, F𝐴𝑇𝑆 (2.74)=9.72, p<0.001. Post-hoc, the first play-
through differed from all other playthroughs; later playthroughs
displayed an increase in presence. Furthermore, a significant order
effect on enjoyment was observed (F𝐴𝑇𝑆 (2.88)=8.21, p<0.001). Here,
the first playthrough also differed from all subsequent playthroughs,
displaying a similar increase over time. Moreover, there was a sig-
nificant order effect on the SAM valence scale, F𝐴𝑇𝑆 (3.22)=8.43,
p<0.001. Post-hoc comparisons revealed the same pattern: the
first playthrough was significantly lower than all subsequent play-
throughs. The SAM arousal scale also showed a significant order
effect, F𝐴𝑇𝑆 (2.72)=4.05, p=0.008. Here, though, the first condition
again scored lower compared to the second and fourth playthroughs.
The SAM dominance scale was significantly lower for the first con-
dition compared to the last condition, F𝐴𝑇𝑆 (2.17)=4.81, p=0.007.

There was a significant order effect on several immersion sub-
factors, displaying similar increases in scores over time. Cognitive
involvement was significantly lower for the first playthrough than
all others, as was the second for subsequent ones, F𝐴𝑇𝑆 (3.04)=11.51,
p<0.001. Emotional involvement was significantly lower for the first
playthrough than when compared to the fourth or fifth playthrough,
F𝐴𝑇𝑆 (2.67)=6.36, p<0.001. There was a significant order effect for
challenge, F𝐴𝑇𝑆 (3.21)=3.99, p=0.006, which post-hoc comparisons
indicated lay between the first playthrough compared to the third
and fourth playthroughs. The order effect was also observed on
control, F𝐴𝑇𝑆 (3.06)= 4.82, p=0.002; the first playthrough was again
significantly lower than all other playthroughs. For IEQ Sum Total,
the first playthrough was again significantly lower than all subse-
quent playthroughs, F𝐴𝑇𝑆 (3.33)= 7.83, p<0.001. For real-world dis-
sociation there was also a significant order effect, F𝐴𝑇𝑆 (3.80)=3.40,
p<0.01 (disappeared after post-hoc), as well as an interaction order
effect with player role, F𝐴𝑇𝑆 (3.80)=5.31, p<0.001. The interaction
effect shows that real-world dissociation tended to increase for the
non-HMD player (first playthrough: Mdn=4.14, IQR=3.93–5.07; last:
Mdn=5, IQR=4–5.57), while there was a slight decrease for the HMD
player (first:Mdn=5.29, IQR=4–5.71; last:Mdn=4.43, IQR=4.14–5.79).

No significant effect was found for order effect and role on the
single-item immersion score.

6.4 Summary of Quantitative Findings
Our quantitative results show that PX metrics (i.e., affective state,
enjoyment, presence, and immersion) were comparably high for
both players, with no significant difference between player roles or
conditions and their interaction effects. Further, our physiological
measures did not yield a significant difference across conditions.

We also observed novelty effects of VR for some subcategories
of quantitative metrics (see Table 4), indicating higher values for
the players without prior VR experience. Finally, learning effects
results show how PX—for most of the factors—improved over five
playthroughs (see supplementary materials).

6.5 Interview Findings
We report quotes based on the session number of the participant
pair and add their role (HMD as h; non-HMD as nh) as subscript
(e.g., P1ℎ for the HMD player of the first pair). Our thematic analysis
reflects the quantitative results in that both roles were considered
“enjoyable”-P5𝑛ℎ , and “engaging”-P4ℎ and confirms the increase in
positive PX over playthroughs. The results also support positive
impacts of multiplayer interaction (“I like the social aspect a lot [...] I
have that feeling of achieving something together [...] so it was really
cool to have to experience together and achieve that together.”-P2ℎ).
Additionally, we constructed four themes through an analysis of
our inductive coding.

6.5.1 Theme 1: Collaborative asymmetric VR experiences re-
quire time for adaptation because of the challenge of com-
munication and coordination, yet this is also a key factor in
their appeal. Players found communication essential to their en-
joyment and to succeed in the game: “Without [it], I think the game
wouldn’t be as much fun”-P7𝑛ℎ and “it was necessary at all to play the
game. And for me it made it more fun”-P2𝑛ℎ . Developing strategies
for effective communication, however, took some time: “I would
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also give some adjustment trial, but not to the virtual reality, but
to the team players, [...] getting to know each other and how well
they can perform how well they can play together, because I think
this is requires time as well”-P5ℎ . This also explains the increase
in enjoyment over time: “the engagement kind of rose with, with
playing time [...] So I got more engaged because I knew what I was
doing at some point”-P7ℎ .

Participants attributed several factors to their inter-communica-
tion (and the attached learning curve). They described these as part
of the experience’s appeal: first, the dynamic characteristics of each
gameplay depending on their co-player (“it’s another degree of input
or another degree of output, which is pretty interesting, pretty dynamic
because I’m pretty sure when I would be playing with someone else [...]
the experience would be pretty different”-P4ℎ); second, the reliance
on another person (“you have a team mate, who you have to have
very good communication with, and that could also be a weakness
because your teammate is entirely dependent. I mean, the personwho’s
wearing the VR is dependent on the person who’s on the screen [...] it
works as both a strength and a weakness”-P5𝑛ℎ). Third, some HMD
players attributed enjoyment to having a human co-player: “if we
imagine that the game itself is giving me these orders like consistently
and without variation that would be I think less interesting than a
real human giving me these orders and varying a strategy, varying
the wording [...] If all these commands were coming from an onscreen
user interface or like audio recordings, there were not dynamic or
anything, it would be probably way more boring”-P4ℎ . However, for
some HMD players, their co-player as a voice entity reduced their
immersion in VR: one mentioned it was “a little bit difficult to focus
on the voice”-P5ℎ , while two mentioned it as a potential break in
immersion, and a reminder of the artificiality of the game: “this
communication is something that is to me, not part of the game, but
more part of the physical environment I’m in”-P4ℎ and “I hear him
[non-HMD role] through the room rather than through the HMD. So I
was still connected to the real world so the immersion suffered a little
bit, but enjoyment was increased because I had social interactions
while playing”-P3ℎ .

6.5.2 Theme 2: Asymmetry in interface and information can
affect players’ perception of agency, dominance, and con-
trol in varied ways. However, this is not necessarily a bad
thing, and it induced feelings of interdependence. Our play-
ers demonstrated different opinions of which player role had more
prominent agency, dominance, or control in the game. There was,
however, a greater tendency towards the perception that non-
HMD player had more control. Players that attributed greater
agency/control to the HMD player based this on the explicit inter-
action with the game world: “[As the non-HMD player] I never really
felt like I was actively engaging in the game cause I had no control in
terms of the immediate environment because the HMD player is like
the intermediary. So because of that, I felt like I was maybe not as
immersed as he was”-P1𝑛ℎ . However, a larger number of HMD play-
ers felt that agency/control had been transferred to the non-HMD
player through the asymmetry of information: “First, I thought I
would have the more active role [as the HMD player] because I have
to do the actions but in the end, I was more like the actor and he
was commanding me. I basically just followed the instructions”-P2ℎ ,
and in contrast “[as the non-HMD player] I felt like Houston on the

mission control, telling him what to do [laughs]”-P3𝑛ℎ . Moreover,
one player made a distinction between dominance and importance:
“I don’t think my role [as HMD player] was the dominant one but it
was like the key role so the game can continue. I think this was my
success if we die or not”-P5ℎ .

Regardless, players’ perception of this asymmetry in agency or
control did not necessarily translate to inadequate PX. Some HMD
players enjoyed that giving up control was accompanied by a more
physically active role (“I had a lot of fun playing that, like moving
through the maze, watching out, talking in the right moment. I felt
really like adventurous and cool [...] so I really liked that I couldn’t
see anything and like move through the maze”-P7ℎ). Inversely, the
greater control of the non-HMD player role was also perceived
as “engaging, but very stressful”-P1𝑛ℎ , “more challenging and more
unsettling”-P7𝑛ℎ . Some of the non-HMD players felt a strong sense
of responsibility due to their game role, which not all of them
appreciated: “I would love to be HMD player, because [my non-HMD
role] is so much responsibility”-P6𝑛ℎ .

Further, it led to interdependence, as expected based on our de-
sign and on theoretical work; both player roles reported this: “I
couldn’t have moved through the maze without my partner telling
me what to do [...] I needed the guidance”-P7ℎ , “I felt kind of bad
sometimes because for most of the feedback variants, I was pretty
excited and thus, we had to deal with a lot of the lasers [...] but I think
we manage quite good”-P7𝑛ℎ , and “It adds to the fun that you [as non-
HMD player] are not the person who is controlling everything. you
have to make sure that the person you’re a good partner to, the com-
munication has to be good enough for the game to be successful [...]
everything is not in your control and it’s fun”-P5𝑛ℎ . This perception
of the interdependence of roles reflects on the different but comple-
mentary way that the game incorporated their strengths: “adding
skills to each other [...] you’re playing kind of different games”-P7ℎ .

6.5.3 Theme 3: There is high subjectivity in whether play-
ers notice biometric influence, especially HMD players. But
when present and noticed, biometric influence affected PX
(enjoyment, immersion, stress) and performance. Whether
players noticed the biometric influence when it was present was
highly subjective, which may explain the lack of effects found in the
quantitative results. Particularly the HMD players, lacking direct
visualization of the biometric feedback, reported that while their
engagement was high, they did not notice an effect of the biometric
influence condition: “for me, there were no really differences in the
conditions because I couldn’t see lasers or anything”-P3ℎ . However,
the interviews provide insight into the effects of biometric influence
when it was present and noticed.

Some players reported an effect—albeit indirect—on performance:
“when she was tense, there were more lasers coming and I was like
dying all the time [...] And like when she was tension, for instance, you
can say like left instead of right. Like she can mix the directions”-P6ℎ .
We also observed some players trying to calm down with breathing
exercises during the game. More commonly, players (particularly
non-HMD players) mentioned an effect on PX, largely immersion:
“[biometric feedback] definitely helped with the immersion just be-
cause it felt more real [...] you were aware that you as a being even
though you’re not in the virtual environment yourself, I’m just looking
at the screen but you have—your body has an impact on the game
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[... I] was constantly aware that I am triggering the laser basically,
which was exciting for me”-P7𝑛ℎ . This biometric influence was often
perceived as both immersive and stressful: “Game engagement was
very high. The experience was incredibly stressful [laughs]”-P1𝑛ℎ .
For some players, effects on their co-player’s emotions then, in
turn, affected their own: “when she gets more excited, I also felt more
excited and I think it was more enjoyable both for me”-P5ℎ .

6.5.4 Theme 4: Preferences for the modality of indicators of
biometric feedback for the non-HMD player are highly sub-
jective, whereas some HMD players surprisingly extracted
biometric feedback information from thenon-HMDplayer’s
voice. There was no consensus among non-HMD players about
the best kind of modality for biometric feedback. Some found the
biometric feedback useful for self-regulation (“help[ed] me to focus
on keeping my breath low and trying to be not that excited”-P2𝑛ℎ).
Many of the others, however, either did not notice the feedback
or found it had an opposite effect on them: “they made it worse
because I was aware that I’m being excited, which made me more
excited [...] it was not helpful, but it was interesting”-P7𝑛ℎ . For each
of the different biofeedback modalities in our study conditions, a
participant preferred it or disliked it.

However, a noteworthy aspect of the interviews is that some of
theHMDplayers also remarked on biofeedback they perceived. They
interpreted their non-HMD player co-player’s emotional state from
their voice, and reacted accordingly: “when my coplayer panicking,
I can hear it from his sound. So it will affect me at a time. It’s like,
okay, I have to go, go to this path faster”-P1ℎ . They attributed this
specifically to the tone of voice: “I could sense her excitement from
the voice and the voice of tone basically”-P5ℎ .

7 DISCUSSION
In the following, we discuss the key takeaways about integrating a
non-HMD player into a VR game, the impact of interdependence
on player agency (including that neither high nor low agency is
necessarily good or bad in our scenario), and how biometric inter-
dependence can affect players’ immersion and experienced stress.

Integrating a Non-HMD Player in a VR Game. Our VR game in-
cluded the non-HMD player through some design choices with
which we gave the non-HMD player a way to impact the VR world,
and perceive results thereof. This impact was largely implemented
by facilitating SI between the HMD and non-HMD player (i.e.,
through difference in information and difference in player capabil-
ity) so that they have to communicate and strategize together. Fur-
ther, we introduced and explored a novel type of interdependence—
biometric—between the players. Hereby, non-HMD player’s HR
affected game difficulty (triggering lasers that the HMD player had
to avoid). Our psychometric results suggest that this overall de-
sign worked well, successfully extending the findings of previous
work [34, 35] to integrate a non-HMD player into a VR experience
so that both players achieve high enjoyment and presence without
a significant difference between player roles. All psychometric PX
factors were not significantly different between player roles: pres-
ence, enjoyment, immersion, and affective states were highly rated
for both players. While biometric interdependence did not impact
quantitative PX (possibly because of a subtle implementation and

high subjectivity in players’ perception thereof), the thematic anal-
ysis shows it has promise as a game mechanic to impact immersion
and stress (as we will discuss below). Thus, despite the difference
in display (HMD vs. non-HMD) and task (executing actions vs.
guiding them), both players shared a strong sense of engagement
and presence. Further, the interviews highlighted the communica-
tion and interdependence between players as contributing to PX
regardless of players’ experienced high or low agency.

Further, our results indicate positive social interaction between
both player roles, supporting our psychometric findings. We argue
that this stems from both interdependences featured in our game.
The difference in information in particular forced players to com-
municate and strategize. In future work, it would be interesting to
explore effects of the game on players’ experience of loneliness (as
explored by Liszio et al. [51]), and their relationship between each
other (as reported in an asymmetric game by Zhou et al. [96]).

We further observed novelty effects of VR, which should be con-
sidered in asymmetric VR games but also VR research in general:
whether participants had prior VR experience affected their immer-
sion and affective state. With low to medium effects sizes, a lack of
VR experience elicited higher immersion and valence (arousal, dom-
inance, presence, and enjoyment were unaffected). We speculate
that these effects may occur because novices can be more distracted
and potentially overwhelmed by the first exposure to VR [49]. This
may be of interest to VR researchers, and motivates future research
into exploring how to design interaction in VR to remain immer-
sive and engaging over time, and even for players already familiar
with the medium. Nevertheless, we note that the exploration of this
dynamic in VR research is rather limited; it largely reported only
as demographic information of participants and not investigated
further. One of the few works that explore longitudinal VR usage
found that while novelty wore off, immersion did not [72]; our
results reflect and build on this finding for a shorter timeframe.

Interdependence Affects Agency—But Perceptions Thereof Vary.
The SI in our game carried the risk of either player experiencing a
lack of agency because the power between their roles is imbalanced.
We had suspected that the HMD player might experience lower
agency: synchronizing with the non-HMD player’s instructions
required concentration, timing, and physical interaction, yet they
largely virtually enacted the non-HMD player’s instructions, and
had access to less information about the game world (i.e., the ap-
proach of lasers or trap layout). Nevertheless, most HMD players
reported a positive PX and many saw their role as key to the game.

Inversely, while many non-HMD players described their expe-
rience in terms of high agency or control, this was not always an
inherently positive factor: high agency was also experienced as
strong responsibility towards their co-player and the outcome of
the game, sometimes resulting in stress. This stress was mentioned
in the context of both types of interdependence, but particularly
often in the context of BI (which we discuss in more detail below).
Overall, we found that players’ perception of agency was strongly
affected by the asymmetric design and resulting interdependence—
however, "low" vs. "high" agency is not inherently bad or good,
respectively. Therefore, our work contrasts with the identified de-
sign factors of Gugenheimer et al. [34], which suggest to create an
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equal “power distribution” between the players, especially for col-
laborative gameplay. Based on our findings, we argue that uneven
power distributions can also create enjoyable gameplay experi-
ences, and in fact, individual playing motivations may determine
whether players prefer what they perceive as high or low agency
roles. This could in part be linked to which role players feel more
competent at and comfortable with, relating to players’ need for
competence [19, 77]; alternatively it could be linked to players’ fa-
miliarity with either interface [78]. Finally, we note that our findings
reflect on work by Benford et al. [4] on the value of uncomfort-
able interactions in human-computer interaction. Games constitute
suitable scenarios for such interactions, as they often provide an
environment for negative or unusual emotions [8] on purpose, and
so power imbalances in games make sense as a mechanic to explore
for the creation of engaging experiences.

Biometric Interdependence as a Game Mechanic. While BI did not
impact quantitative measures, the interviews indicate high vari-
ance in whether participants perceived it within the game. There
were no significant effects of biometric feedback (or the modality
of its representation) on PX. We attribute this to a too subtle imple-
mentation of BI, and perhaps also a matter of requiring prolonged
exposure to the stimuli (see limitations below). The results are
perhaps unsurprising for the HMD players who had no biometric
feedback; a less subtle implementation (e.g., increasing lasers and
giving HMD players information about their co-player’s biometric
status) could yield different results. For players who did perceive
the BI, however, interviews and gameplay observations revealed
several interesting ways in which it did impact PX. Players that
felt more immersed because their physiological state had an im-
pact on the game world can be interpreted as a clear example of
agency [61]: agency increased as they had a way to noticeably affect
the game world, thus positively impacting their immersion. Further,
in many cases, players reported a mirroring effect due to BI, as
HMD players noticed the non-HMD player’s increased excitement
and/or stress. Interestingly, however, in addition to the designed
biofeedback provided to the non-HMD player, some HMD players
also perceived biofeedback about their co-player based on their
tone of voice. Voice communication (specifically, hearing the voice
of a bystander) has been reported as a factor of potential comfort
for VR users [75], and has been used as a VR input mechanism [46]
in prior work, but otherwise is largely unexplored in VR research.

Finally, while our results show promise for employing BI as a
game mechanic in VR, we note that learning effects for HR must be
considered. In our study, average HR dropped significantly after two
playthroughs, indicating that participants were calmer after having
played the game twice. This finding informs future research: it
motivates letting players experience VR games twice prior to testing
an experiment (if possible), as early measurements may be biased by
an increased HR. Further, we conclude that more longitudinal data
is necessary to measure and explore VR experiences (of which there
are few examples [60, 71, 72]). This may be particularly relevant
for game mechanics that include physiological measures and BI.

7.1 Limitations
Wenote that physiological measures can introduce some limitations.
As stated above, there was a learning effect for HR measurements

after two playthroughs. Future experiments should adjust their
baseline dynamically or re-sample it after longer exposure. We also
cannot rule out that some participants may have already been ex-
cited during the baseline measurement, introducing higher arousal
as bias. Additionally, minor changes to physiological data could
have been missed due to the sampling rate of the Empatica E4 de-
vice. Largely, however, we assume that the design of the biometric
feedback was simply too subtle to make a strong impact—especially
for this time frame of stimuli exposure. We will have to re-iterate
on the design to refine this.

As roles were not switched within pairs, we cannot prove that PX
would have stayed the same between roles in a within-participants
design. While our study works as a proof-of-concept that a VR
game can be designed to create comparable PX even for a non-
HMD player, future work will have to explore the differences in
these kinds of player roles in more detail (for example, when play-
ers take turns with the roles, with different degrees of directional
dependence, or across different game genres).

The distribution of traps did not change with the different play-
throughs (i.e., it differed only by level). As such, players could learn
the path through each level by heart and then expend less effort in
navigating the grid (or instructing its navigation). This could have
partially induced the learning effects. Moreover, our participants
pairs knew each other, which could also introduce bias. However,
this adds to external validity as this kind of local game setup would
very likely be played by players that are familiar with each other.

In terms ofmethodology, we employed a triangulation-convergen-
ce approach to leverage advantages of both quantitative (e.g., gener-
alisation) and qualitative findings (e.g., deep details) [18]. However,
combining the different types of data is difficult and can intro-
duce bias. Further, we conducted the interviews as an extension
of the study, and then conducted the analysis afterwards. While
no new codes emerged in the final analysis session, it is possible
that new codes would have occurred for a larger sample (cf. [12]
on saturation in thematic analysis). Finally, we note as a state-
ment on reflexivity [5, 65] that the two authors who conducted the
thematic analysis have a cognitive systems and computer science
background, respectively. As both have prior experience of varying
duration with VR and VR games, this may have introduced bias
into the theme development phase.

8 SUMMARIZING CONCLUSION
This work introduced an asymmetric game design that integrates a
non-HMD player into a VR experience. Our goal was to increase
PX for both the HMD and non-HMD player via SI and BI. In a user
study (N=30), we explored effects of resulting interdependences
on PX and found that SI induces a comparably high amount of
enjoyment, presence, immersion, and affective state for both player
roles. BI and audiovisual indicators thereof were subject to learning
effects and need more longitudinal data for a comprehensive anal-
ysis of its impact on PX. However, the qualitative findings point
towards effects on both players’ experience in terms of immersion
and stress. Moreover, our interviews show that interdependences
resulting from asymmetric game design affect player agency—yet
also, neither high nor low agency is inherently perceived as good
or bad in our game prototype and study.
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Our results have shown that it is feasible to integrate a non-HMD
player into a VR experience and achieve comparable PX levels to
the HMD player. Further, we discussed design implications for
future asymmetric game designs, by showcasing the potential of
imbalanced strategic asymmetry in games, emphasizing the impor-
tance of agency for interdependence, and demonstrating the use
of biometric asymmetry as a game mechanic. Our work can thus
inform future VR developers as they create immersive asymmetric
VR games and experiences, to create multiplayer engagement and
shared social environments across interfaces.
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ABSTRACT
Many people play games to socialize. Previous studies have shown
that asymmetric virtual reality (VR) games —games that utilize and
consider differences of various kinds— can improve users’ social and
player experience. However, the impact of existing social factors
on users’ experiences is still unknown in asymmetric games. In
this paper, we designed and implemented an asymmetric game in
which both players are in VR. In the game, players had to exchange
asymmetric information to complete tasks, resulting in a strategic
interdependence. We studied how familiarity (friends vs. strangers)
affects social and player experience, as well as game performance.
In our preliminary between-participants study (𝑁=14), we did not
find significant differences between the friend and stranger teams
in social and player experience, or game performance. We discuss
how asymmetries can be used to create social VR games, and how
and why familiarity does (not) affect the experience of players.
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1 INTRODUCTION
Multiplayer games are social worlds for players; they can engage in
communication and even form friendships. Research explores ways
to improve multiplayer player experience (PX) of users, such as
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with asymmetric games. Asymmetric games focus on the differences
between players in their design to provide engaging experiences
for all parties involved [21]. The asymmetries in games can address
differences in a multitude of aspects (e.g., hardware, player skill
level). Alternatively, the asymmetric games could be simply aiming
to elicit a richer social experience (SX) between players (e.g., social
connectedness [20]). While current research on asymmetric games
focuses on how these games affect PX and SX, it is still unknown
how existing social bonds affect PX and SX in asymmetric games.
To this end, our work investigates the effects of familiarity (friends
vs. strangers) between players in an asymmetric game.

In recent years, virtual reality (VR) technology has become more
common. In VR, users can synchronously interact and socialize
with each other. Asymmetric games have also received attention
in VR research [31]. These games were mostly explored with the
aim of providing similar levels of PX between VR and non-VR users
(who often have less opportunities to interact in VR worlds) [17,
18, 25]. Nevertheless, given the increasing usage of VR [2], using
asymmetries in games where both players wear head-mounted
displays (HMDs) requires attention and further research. However,
asymmetric VR games are still an underexplored research topic.

We conducted a preliminary between-participants study (N=14)
with two familiarity conditions. In one condition (friends), two
befriended participants played together, whereas in the second
condition (strangers), two randomly assigned participants played
together. We investigated the effects of familiarity between players
on PX, SX, and game performance in an asymmetric game in which
two players are in VR. The game featured information asymmetry
that resulted in a strategic interdependence between the players. In
the game, the players were dependent on each other in a mirrored
form (i.e., dependency of players were the same) [21] and exchanged
their asymmetric information with their co-player to complete
the game. Using this game, our research specifically answered the
following research question: (RQ) How does familiarity between
players impact PX, SX, and game performance in an asymmetric
multiplayer VR game?

Our results did not reveal any significant effect of familiarity
on PX, SX, and performance in our asymmetric multiplayer VR
game. However, the asymmetric gameplay helped to improve social
closeness in the strangers group. We discuss how asymmetries
can be used to create social VR games regardless of the familiarity
factor between players, and how familiarity does (not) affect these
experiences. We summarize our contributions as follows:
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• We present a preliminary investigation of the effects of an
existing social dynamic—familiarity—in an asymmetric VR
game.

• We demonstrate an asymmetric VR game without using in-
terface asymmetry to support PX and SX of VR users.

2 RELATEDWORK
Many people playmultiplayer games [10]; these games have a social
meaning for players. Although multiplayer games can affect PX
and SX, existing social bonds, such as familiarity, can play a role in
how these outcomes are shaped.

Several researchers explored the effects of familiarity between
players on PX, SX, and game performance [12, 24, 26, 29, 36].
Playing against a co-located friend compared to playing against
a stranger yielded to a greater spatial presence [29] and fun [26],
but did not have a significant effect on immersion [4]. A survey
study [27] found that teams of friends outperformed teams of
strangers in Halo: Reach [3]. Hudson et al. [24]’s findings suggested
that the interaction between game performance and familiarity
might not be strong and could be dependent on a game, and fa-
miliarity and cooperative social presence are positively correlated.
In contrast, two studies [36] showed that playing with a friend
or stranger did not significantly affect PX (e.g., enjoyment) and
SX (e.g., connection). Nonetheless, while the games used in Vella
et al. [36]’s studies were cooperative, players were not allowed
to communicate, which is not typically the case for asymmetric
games [20, 25]. These games mostly require verbal communication
(sometimes even gestural [33]) between partners [20, 25], which
can impact PX and SX further. Overall, there is little work on the
effects of familiarity in games, and past studies presented mixed
results. Despite the exploration of familiarity in competitive and
cooperative games, there is no exploration of this dynamic in the
asymmetric VR games literature [31].

Asymmetric games try to serve for identified differences be-
tween many aspects (e.g., users, interface) [21]. A multiplayer game
for a pair of a grandparent and grandchild can be designed using
different game mechanics and elements for each player to create
an enjoyable experience for both players. These games have also
been shown to support PX and SX. A video game study by Harris
and Hancock [20] showed that symmetric games led to less social
connectedness and social presence between players than asymmet-
ric games. Nevertheless, Harris and Hancock [20] only recruited
players with pre-existing relationships, leaving a research gap to
explore: the familiarity factor in asymmetric games.

Asymmetry research in VR mainly focused on interface asymme-
try. They mainly looked for ways to enable interaction between VR
and non-VR users, and used asymmetric game design as a poten-
tial solution [17, 18]. Gugenheimer et al. [18] presented a modified
VR headset with three touch displays attached to allow non-VR
users to interact with the VR world. A study by Karaosmanoglu
et al. [25] showed that an asymmetric game with resulting strate-
gic and biometric interdependences leads to a comparable level of
high PX for both VR and non-VR players. However, VR technology
has begun to enter our homes [2], and there are online remote
options for playing VR games and experiencing virtual worlds (e.g.,
Rec Room [30], VRChat [37]). Therefore, it is worth exploring the

potential of asymmetric VR games without using interface asym-
metry (i.e., both users in VR) to provide socially rich gameplays for
multiple VR users.

To address the research gaps outlined above, we designed an
asymmetric game in which two players are in VR. Harris and Han-
cock [20] only tested their game with people with existing social
bonds. An asymmetric VR game study [5] which mostly recruited
teams of strangers suggested that playing with people with existing
relationships compared to strangers could contribute to PX, but it
did not evaluate this. We argue that asymmetric VR games should
be explored with a focus on the familiarity factor because (1) these
games by offering social gameplays might not be affected by this
factor and can lead to similar levels of PX, SX, and game perfor-
mance for friends and strangers dyads. Alternatively, (2) the verbal
communication required to be successful in asymmetric VR games
could be an advantage for friends who have interacted before and
can potentially communicate more efficiently than strangers.

3 ASYMMETRIC VIRTUAL REALITY GAME
To answer our research question, we implemented a game in Unity
(v2020.3.3f1) [35]. The SteamVR plugin (v2.7.3) [6], and Photon
Unity Networking 2 (v2.30) [13] and Photon Voice 2 (v2.25.1) [14]
libraries were used. Each player was equipped with an HMD (i.e.,
HTC Vive Pro [22]) and two controllers. Two computers were used
to run the multiplayer game: one with an i7-4790K CPU and an
NVIDIA Quadro RTX 8000 graphics card, the other with an i7-
11700K CPU and an NVIDIA GeForce RTX 3090 graphics card.

Game Design Rationale. The asymmetric game is played with
two VR players. The game was inspired by the commercial multi-
player game Overcooked 2! [15]. However, we decided to use a self-
implemented game over a pre-existing game because we wanted
to control two aspects. Firstly, we did not want to introduce roles.
Since players usually need to share the tasks with their co-players,
Overcooked 2! implicitly features roles. As different roles typically
involve different abilities and information (e.g., [16]), we think that
different roles can affect PX of players differently. To overcome this
issue, we designed a low level of asymmetry and used one type of
asymmetry— asymmetry of information, which creates a strategic
interdependence between players. The strategic interdependence
was used in a prior work [25] and led to positive results in an
asymmetric VR game. Thus, we employed this interdependence in
a mirrored form [21]; both players had different but the same type
of information that they had to exchange with their partner in the
same steps of the game. Secondly, using a self-implemented game,
we aimed to obtain game performance measures easily. Further,
we decided to place two players in two different physical rooms
(separated by a glass window) due to the external validity of playing
multiplayer VR games (typically remote e.g., in VRChat [37]). In
the game, players communicated via voice chat and used teleporta-
tion for navigation. We also used genderless cartoon VR avatars to
represent players (see Figure 2a).

Gameplay. The game begins with an interactive VR tutorial to
familiarize players with interaction in VR (e.g., teleporting and
grabbing objects). When players feel ready, they can join the actual
gameplay scene and meet with their co-player in VR. Once both
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Figure 1: The game has three blocks. The start block (a) has a cauldron and opening gates for the maze. In the maze block
(b), players have to exchange asymmetric information with their co-player, which helps them move through the tiles. In
the ingredients block (c), players tell their asymmetric information (an ingredient) to their partner. After the dyad has their
ingredients, they need to return from this area (c) to the start block (a) by passing through the maze (b) to put their ingredients
in the cauldron in a synchronized manner.

Figure 2: (a) The start block with VR avatars. (b) The maze block from a player’s view. The player needs to communicate the
information of the empty tile that the co-player needs to move forward. (c) In the ingredients block, the player needs to tell
their co-player which ingredient (i.e., apple) they see on the middle block.

players join the game scene, the 10-minute playing phase begins.
The main goal of the game is to prepare as many recipes as possible.
To prepare a recipe, players need to manage three special blocks
(see Figure 1): (a) start, (b) maze, and (c) ingredients blocks. Players
are restricted to moving within their assigned area in each block.

In the start block (see Figure 1a), players could see how much
time was left in the game. Players have a cauldron where they must
bring their ingredients from the ingredients area to prepare a recipe.
To maximize their points, they must put the ingredients in the

cauldron in a synchronized manner. The score for each recipe was
calculated using the following equation:max(1000 - 200 * [Δseconds],
50). Finally, this block has gates that lead players to the maze block.

The maze block contains three tiles per row (15 tiles in total; see
Figure 1b). Players are separated by a glass window in VR. Each
player sees the other players’ tile information (asymmetric) and
guides them to move through the maze by telling the empty tile to
teleport (see Figure 2b). Players reach the ingredients block after
completing five rows.
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Figure 3: We followed a between-participants design (friends vs. strangers) and assessed questionnaire, performance, and audio
data.

In the ingredients block (see Figure 1c), players were shown a
required ingredient that their co-player (asymmetric) must collect.
Once a player communicates this information to their co-player
(apple, see Figure 2c), the co-player can find and grab the ingredient
from the trays in their area of the block. Afterwards, players return
through the maze area (communicating asymmetric information of
tiles) to reach the cauldron in the start block to complete the task.

4 PRELIMINARY USER STUDY
We conducted a between-participants (one independent variable
with two levels: friends and strangers) study and recruited 18 par-
ticipants. However, due to technical problems, the data of two pairs
(four players) were discarded, yielding 14 participants (8 female,
6 male, age: M=21.07, SD=3.79 years). Four dyads were strangers,
while three dyads were friends. Eleven participants had prior ex-
perience with games, while three had no experience (frequency
of playing: 2 rarely; 2 sometimes; 5 very often; 2 always). From
these participants, almost all of them (10) had previous experience
with multiplayer games (frequency of playing: 1 never; 3 rarely;
1 sometimes; 5 very often). Half of the participants did not have
prior VR experience, while half (7) did (frequency of using VR: 1
never; 5 rarely; 1 sometimes).

Pre-Game Measures. We used a demographic questionnaire to
collect information about sample characteristics (see supplementary
materials). We employed a single-item yes/nomeasure to control for
players’ familiarity: “Are you familiar with your co-player (friends vs.
strangers)?” Additionally, to have a quantitatively more nuanced un-
derstanding of player’s existing level of familiarity (similar to [24]),
players rated a modified version (see supplementary materials) of
the Inclusion of Self (IoS) [1, 19] pictorial item on a 7-point scale;
higher scores indicates higher closeness.

In-GameMeasures. We recorded the game events, which led us to
determine the total score, the number of errors, and the number and
duration (in seconds) of completing the game loop (i.e., completing
a recipe) for each dyad. We also recorded the game’s in-game audio
to analyze the interesting interaction between players.

Post-Game Measures. After the gameplay, we used IoS to assess
the change in players’ feeling of social closeness. We obtained social
presence scores using Social Presence in Gaming Questionnaire
(SPGQ) [7] on a 5-point Likert scale (0/not at all — 4/extremely).
We only used empathy (7 items) and behavioural engagement (8
items) sub-categories of this scale because its negative feelings
sub-category involves items targeting competitive gameplay [23].
We used the interest/enjoyment sub-scale of Intrinsic Motivation
Inventory (IMI) [32] to measure enjoyment of players (on a 7-point
Likert scale, 1/not at all true — 7/very true). Player Experience of

Need Satisfaction (PENS) [32] questionnaire was employed to mea-
sure autonomy, competence, relatedness, and presence/immersion
ratings of players (7-point Likert scale, 1/do not agree — 7/strongly
agree). Lastly, we used an open-ended question to get additional
comments from participants: “Is there anything you would like to
mention or comment on the study/game?”

Procedure. We announced the study via a convenience sampling
method (e.g., emailing lists). The participants registered for multiple
time slots with a friend. Then, they were invited to the study with
their friend or a stranger. If players were assigned to a stranger
group, they were asked if they knew each other to control the
familiarity factor.

At the beginning of the study, players were placed in different
rooms. They filled out a consent form and the pre-game measures.
They then watched a video tutorial explaining the gameplay (see
supplementary). Upon completion, the game began with a tutorial
scene that gave players the chance to get familiar with interactions
(e.g., teleporting and grabbing objects) in VR. In their assigned
conditions, participants played the game with their co-players for
10 minutes. During the gameplay, audio was recorded. After the
gameplay, they filled out the post-game measures. The study took
approximately 45–60 minutes for each dyad. If applicable, as a
remuneration, some participants received a participation certificate
which is necessary to complete their degree. The overall study
procedure is illustrated in Figure 3.

Analysis Methods. For quantitative data, we performed paramet-
ric tests when the data were normally distributed (tested with
Shapiro-Wilk tests) and homogeneity of variance was not violated
(Levene type test), and otherwise we used non-parametric tests.
For between factor cases, we employed unpaired t-tests (t) and
Wilcoxon rank-sum tests (W ), and for within factor cases, we used
paired t-tests (t) and Wilcoxon signed-rank tests (V ). For IoS mea-
sure, since it is ordinal, we used non-parametric tests, and reported
both pre- and post-value comparison for each group (within factor,
via IoS-friends and IoS-strangers), and the comparison of IoS score
change between the groups (between factor, via IoS-cha.). We note
that we experienced minor technical problems during the study,
which affected the performance data logs of two dyads; these logs
were manually corrected based on unreasonable times in the file
and audio-recordings.

We followed an informal approach to analyze qualitative data.
The lead author translated the German data (i.e., audio recordings
and answers to the open-ended question; seven gameplay, N=14)
into English (via DeepL Pro [8]) and used the Dovetail tool [9] for
the qualitative analysis process. Then, they inductively and itera-
tively coded (e.g., laughing and clarifying the game) the interactions
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Table 1: The table shows the results of employed statistical tests for the study measures. The bold text indicates significance.

Questionnaire Friends (M) Friends (SD) Strangers (M) Strangers (SD) Test P Value Effect Size

IoS - Cha. 1.33 1.86 1.63 1.06 W=16.5 p=0.343 r=-0.25
SPGQ - Emp. 3.10 0.86 3.07 0.45 t(12)=0.067 p=0.947 d=0.04
SPGQ - Beh. Eng. 3.67 0.20 3.08 0.84 t(12)=1.670 p=0.121 d=0.90
IMI - Int./Enj. 6.52 0.58 6.36 0.48 t(12)= 0.586 p=0.569 d=0.32
PENS - Aut. 4.5 1.75 5.33 1.26 t(12)=-1.041 p=0.319 d=-0.56
PENS - Com. 5.94 0.71 5.42 0.92 t(12)=1.162 p=0.268 d=0.63
PENS - Rel. 5.72 1.08 4.83 1.39 t(12)=1.294 p=0.220 d=0.70
PENS- Pre./Imm. 5.72 0.73 5.55 0.85 W=25 p=0.948 r=-0.02

Questionnaire Pre (M) Pre (SD) Post (M) Post (SD) Test P Value Effect Size

IoS - Friends 3.33 1.51 4.67 1.86 V=0 p=0.089 r=-0.49
IoS - Strangers 1 0 2.63 1.06 V=0 p=0.021 r=-0.58

Game Performance Friends (M) Friends (SD) Strangers (M) Strangers (SD) Test P Value Effect Size

Score 5633.33 860.72 4475 1721.19 t(5)=1.053 p=0.341 d=0.80
# of Errors 2.67 3.06 4.25 3.30 t(5)=-0.646 p=0.547 d=-0.49
# of Loop Comp. 6.67 1.53 5 1.41 t(5)=1.494 p=0.195 d=1.14
Time of Loop Comp. 87.71 20.99 122.01 43.67 t(5)=-1.236 p=0.271 d=-0.94

between dyads. For the reporting purposes, we used (FX_PY) for the
friends and (SX_PY) for the strangers groups. For example, (F3_P2)
indicates the second player from the third friend dyad.

5 RESULTS
Quantitative Findings. The results of questionnaire and game

performance measures can be found in Table 1. Since our data were
generally normally distributed, we report mean (M) and standard
deviation (SD) values. Overall, our quantitative results show that
almost all metrics did not differ significantly between groups. How-
ever, the social closeness scores of the strangers group improved
significantly after playing the game (M=2.63, SD=1.06) compared to
their pre-measurement scores (M=1, SD=0, V=0, p=0.021, r=-0.58).

Qualitative Findings. Overall, regardless of their groups, all dyads
enjoyed their experience; they laughed and most of them made
jokes. In both groups, they were also a few occurrences of swear-
ing and apologizing for their actions. A stranger team member
explicitly reported that how the gameplay affected their SX: “It felt
awesome connecting with a stranger and building some kind of rela-
tionship form within bare minutes!”-(S2_P1). Though, a friend team
member (F2_P1) specifically noted the positive impact of playing
with their best friend on their experience. Occasionally, a few group
members, in particular a stranger team, positively reacted to their
achievements: “Oha, we are getting better [laughing]”-(S1_P1).

Through verbal communication, both groups of dyads strate-
gized to complete their tasks: “I would say we always say the first 3
[referring to maze block tiles]”-(F3_P1) and “Ok well let’s try some-
thing new ok? We say the announcement at the same time each per
step”-(S2_P1). In some instances, figuring out what is the ingredient
sparked conversation between dyads: “Green cane? I would have
thought it’s a dragon’s tail, dragon’s tail somehow”-(F2_P2). While
we designed the game using mirrored interdependence between

players (i.e., players were dependent on each other to the same
degree), a few players took the role of a leader in their team as their
co-player were asking explicit questions about the game tasks: “Yes?
But there are different things, where do I see that now?”-(F1_P2) and
“Where should it go now?”-(S4_P2). However, there were also some
natural occurrences in which players clarified some tasks to each
other without being asked: “I would have remembered the numbers”-
(F2_P2), and replying: “No that changes”-(F2_P1) and “You can also
hold it with the button on your index finger, if that helps”-(S4_P1).
Finally, a few players noted technical problems: for instance, they
“felt the audio had [...] delay which made the coordinated dropping of
items much more challenging than expected in the first place”-(F2_P2).

6 DISCUSSION
This section discusses how an existing social bond, i.e., familiarity,
can affect SX, PX, and performance of players in an asymmetric VR
game. Finally, we address the limitations of our study.

Regardless of group type, the game resulted in high scores on
social presence constructs; our findings reveal that neither empathy
nor behavioural scores of the groups were significantly different
from each other. Similarly, for both groups, there was an increase
in IoS scores, however, this increase was not significantly different
between the two groups. These findings suggest that asymmetric
games, due to the nature of their social gameplay, can provide
high SX not only when played with people with existing social
relationships [20], but also when played with strangers.

Our findings also point out that after playing the game, strangers
groups’ IoS scores were significantly higher than their baseline
scores. Although the IoS scores for the friends teams also improved,
their post-IoS ratings were not significantly higher than their base-
line. We think that since the friends dyads already had a social con-
nection through their real-world experience, the gameplay might
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have been a short event for the friends teams to influence their
established social closeness. However, for the strangers groups,
the asymmetric game was an—first—opportunity for social connec-
tion, as also noted by one player: “It felt awesome connecting with a
stranger and building some kind of relationship form within bare min-
utes!”-(S2_P1). Thus, even a limited time of social interaction (e.g.,
communication) could have an impact on their social closeness.

Both groups had a similarly high level of enjoyment. For the
PENS’ sub-categories, both groups had moderately high autonomy,
competence, relatedness, and presence/immersion scores. However,
there were no significant differences on these constructs between
the familiarity groups either. This complements Vella et al. [36]’s
work on cooperative games, which showed that familiarity had no
significant effect on enjoyment and the PENS sub-category scores.
We transfer their results to asymmetric VR games and show that
regardless of the familiarity group, players enjoy these games and
have positive PX. Similarly, our qualitative results also match the
players’ positive experience shown by our quantitative data (e.g.,
laughs and jokes). However, these results do not support Cheng et al.
[5]’s suggestion; playing the asymmetric VR game with a friend
did not contribute significantly to the PX compared to playing with
a stranger. We attribute this to design differences between our and
Cheng et al. [5]’s game; their game features physical proximity
between players, where a pre-existing social bond can play a role.

Contrary to Mason and Clauset [27]’s work on a commercial
game, our findings show that there is no significant difference in
game performance between teams of friends and strangers. Relying
on a previous study [24], we think that the familiarity may be
a factor affecting game performance depending on a game. Our
preliminary findings suggest that game performance in asymmetric
games is not significantly affected by the familiarity factor. However,
these results need to be generalized with larger sample size and
various kinds of asymmetric games.

Overall, our findings reveal that PX, SX, and game performance
are not significantly affected by the familiarity factor in an asym-
metric VR game. These suggest that asymmetries can be used to
provide high SX and PX regardless of familiarity between players,
even in virtual worlds such as VR, where cues of sociability be-
tween players are limited (e.g., people physically cannot high five).
Moreover, our results show that by employing asymmetry (and
the resulting interdependence between players) people’s closeness
can increase even if they are not physically in the same place and
do not know each other; our results contribute to ongoing efforts
to understand and support social interaction in social VR medi-
ums [11, 34]. Given the increasing number of VR users [2], this
opens up the possibilities to explore different aspects of asymmetric
game design in VR beyond the typical explorations that focus solely
on the asymmetry of the interface [31].

Limitations. Due to COVID-19 regulations, the sample size of the
study was low. Further, participants were only allowed to register to
participate in the study with a friend (who they specified), and they
registered in multiple available time slots. We then assigned people
to teams of friends and strangers. We did this to avoid having a
biased sample because potentially, people could have preferred their
favorite way of playing games (e.g., with friends) to enroll in the
study. However, consequently, these assignments were affected by

the participants’ volunteered time slots and the matching of those
time slots with the other participants’ volunteered time slots. In
terms of the sample characteristics, the pre-IoS scores of our friends
teams were between the number of two and five out of seven. But,
a different IoS score distribution could have affected the results.

Our game design features information asymmetry, but different
types of asymmetry (e.g., ability) might have a different impact on
the results. Further, our game offers only digital interaction, not
physical. We speculate that PX, SX, and game performance metrics
of physical interaction-based asymmetric games may be affected
by the familiarity factor. Therefore, to inform game designers, de-
velopers, and researchers about creating engaging multiplayer VR
games, we suggest that future studies consider these aspects, and
explore various types of asymmetry and the effects of different level
of social factors on PX, SX, and game performance.

For the qualitative analysis, we follow the best practices [28]
and provide a positionality statement. The lead author works on
the intersection of asymmetric game design and VR research, and
plays asymmetric games. This may have both biased and enriched
the data analysis, as they could be more attentive to asymmetric
game design elements.

7 CONCLUSION
This work investigated how familiarity (friends vs. strangers) im-
pacts PX, SX, and game performance in an asymmetric VR game.
Our preliminary results (N=14) suggest that familiarity has no
significant effect on PX, SX, or game performance. However, the
asymmetric game improved social closeness between players on the
strangers teams. We recommend that multiplayer game designers
and developers use asymmetric design to provide VR users with a
socially rich and positive PX without being significantly affected by
the familiarity factor. We believe asymmetric VR games have the
potential to be explored beyond the use of asymmetric interfaces
to enrich the experience of millions of VR users.
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