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Zusammenfassung

Konforme Feldtheorien (CFTs) sind spezielle Klassen von Quantenfeldtheorien, die An-
wendungen finden, die von kritischen Phénomenen bis hin zu Theorien der Quanten-
gravitation iiber die Holographie reichen. Das Verstandnis thermischer Effekte in CFTs
ist von zentraler Bedeutung: Kritikalitdt wird im Labor bei endlicher Temperatur un-
tersucht, und aus holographischer Perspektive entspricht die Untersuchung thermischer
CFTs der Untersuchung von Schwarzen Lochern im Anti-de-Sitter-Raum. In dieser Ar-
beit untersuchen wir die Kinematik und Dynamik von CF'Ts bei endlicher Temperatur,
indem wir gebrochene und ungebrochene Symmetrien analysieren und verschiedene an-
alytische und numerische Bootstrap-Ansétze auf Korrelationsfunktionen bei endlicher
Temperatur anpassen. Diese Methoden sind nicht-perturbativ giiltig und kénnen an
exakt 16sbaren Modellen, wie freien Theorien und zweidimensionalen Systemen, sowie
im Vergleich mit perturbativen Rechnungen iiberpriift werden. Die Hauptanwendun-
gen dieser Arbeit betreffen Ein- und Zweipunktfunktionen sowie die freie Energiedichte
in den O(N)-Modellen in drei Dimensionen, mit besonderem Fokus auf die dreidimen-
sionalen Ising-, XY- und Heisenberg-Modelle (N = 1,2, 3).

Abstract

Conformal Field Theories (CFTs) are special classes of quantum field theories that
find applications ranging from critical phenomena to theories of quantum gravity via
holography. Understanding thermal effects in CFTs is crucial: criticality is experimen-
tally probed at finite temperature, and, from the holographic perspective, the study
of thermal CFTs is dual to the study of black holes in Anti-de Sitter space. In this
thesis, we explore the kinematics and dynamics of finite-temperature CFTs by analyz-
ing broken and unbroken symmetries and adapting various analytical and numerical
bootstrap approaches to finite-temperature correlation functions. These methods are
non-perturbatively valid and can be tested against exactly solvable models, such as
free theories and two-dimensional systems, as well as compared with perturbative cal-
culations. The main applications discussed in this thesis concern one- and two-point
functions and the free energy density in the O(/N) models in three dimensions, with
particular focus on the 3d Ising, XY, and Heisenberg models (N = 1,2, 3).
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Chapter 1

Introduction

In the last century, the two most significant revolutions in our understanding of the
universe were undoubtedly the discoveries of quantum mechanics and the theory of rela-
tivity. Intriguingly, the former emerged as a consequence of experiments on the thermal
radiation of hot bodies [11], while the latter arose from pure theoretical insight [12, 13].
Quantum mechanics describes nature at very small scales, where quantum effects are
essential to understanding the microscopic structure of the universe. In contrast, spe-
cial and general relativity provide extremely accurate predictions for the motion of
massive bodies, black hole physics and gravitational waves.

Neglecting gravitational interactions—which are believed to be the weakest of the fun-
damental forces [14]—theoretical physicists have succeeded in unifying special relativity
with the principles of quantum mechanics. The result of this unification is described
in the language of Quantum Field Theory (QFT), the most advanced and accurate
framework we have for describing natural phenomena. Remarkably, QFT provides a
unified language to account for a wide range of phenomena, from condensed matter
and statistical physics to high-energy physics and the microscopic laws of nature.

In both low- and high-energy contexts, it is crucial to understand what constitutes a
consistent QFT. In this sense, one can introduce the formal concept of theory space.
Quantum field theories are not isolated points in this space; rather, thanks to the
framework of the renormalization group (RG), it is possible to describe how a physical
system evolves with the energy scale.

Imagine we have a microscopic description of a physical system, but we are interested
in its behavior at larger distances—equivalently, at lower energies. To achieve this,
one applies the rules of renormalization to change the effective description, modifying
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the relevant degrees of freedom and coupling constants, while still describing the same
physical system at different energy scales [15]. This process defines trajectories in the
theory space called RG flows [16, 17].

Fixed points of the renormalization group play a particularly important role: at these
points, the Poincaré symmetry of a relativistic quantum theory is enhanced to include
scale invariance, and often full conformal invariance. In Chapter 2, we will review the
main features of conformal invariance and its connection with the fixed points of the
renormalization group. Because of the deep connection between conformal invariance
and RG fixed points, conformal field theories (CFTSs) are extremely important in the
modern understanding of theoretical physics, as they describe universality classes of
critical phenomena.

CF'Ts also play a crucial role in our attempts to quantize gravitational interactions. In
fact, in the context of holography, a very important and well-tested duality was pro-
posed by J. Maldacena between a conformal field theory in d dimensions and a quantum
gravity theory in (d+1)-dimensional Anti-de Sitter space [18]. In the following sections,
we will review the basic concepts and explain why this duality is particularly powerful
in the strong coupling limit of the CFT, where gravity becomes (semi-)classical. This
fundamental correspondence can therefore be used in two complementary ways: we can
learn about strongly coupled conformal field theories (and, as we will explain, even more
general systems) by studying (semi-)classical gravity in AdS, or we can approach the
problem of quantizing gravity from the CF'T side. Both directions are crucial in modern
research, as they bridge two of the most important challenges in theoretical physics:
understanding non-perturbative aspects of quantum field theories and the quantization
of gravity.

In this thesis, we will consider thermal effects in conformal field theories. The study of
finite-temperature effects is extremely relevant in both high- and low-energy physics.
In particular, criticality always occurs at non-zero temperature in laboratory experi-
ments, and the analysis of thermal quantities enables direct contact with experimental
results. Furthermore, in the holographic context, introducing finite temperature in a
CFT corresponds to the presence of a black hole in Anti-de Sitter space [19], making
the study of thermal CFTs potentially insightful for black hole physics.

We will now further motivate the importance of finite-temperature effects in conformal
field theories for both low-energy physics and holography. In this Chapter we will then
then briefly review the existing literature on the subject and explain the novelty of this
thesis before presenting a summary of the thesis.

12



1.1 Motivation

In this section, we explain the two main contexts in which finite-temperature conformal
field theories play a crucial role. The first is the theory of quantum criticality, while
the second is holography and black hole physics.

1.1.1 Quantum criticality and finite-temperature effects

We describe the notion of quantum criticality and its connection with finite-temperature
conformal field theories.

Let us consider a Hamiltonian H = H(g), where ¢ is a coupling constant of the theory.!
We now consider the ground state energy of the system: we expect this physical quantity
to be a smooth function of g. However, there may be values of ¢, say ¢., at which the
first excited state becomes the ground state and vice versa, due to a crossing of energy
levels, as shown in Fig. 1.1. This typically results in non-analyticities in the ground
state?. Such level crossings are usually accompanied by qualitative changes in the
system and its correlation functions, such as spontaneous symmetry breaking [20, 21].

In this thesis are not interested in generic phase transitions, but in those where the
characteristic energy scale of the system vanishes as the coupling g approaches g.. Let
us denote this energy scale by A: it can be defined as the energy of the first excited
state above the ground state. In general, we expect?

Aoclg— g™, (1.1.1)

where zv is called the critical exponent. This crucial quantity characterizes the nature
of the phase transition and is not expected to depend on the microscopic details of the
original Hamiltonian H(g).

LA more standard way of writing this, which may be more familiar to the reader, is H = Hy+gH],
where Hj is the Hamiltonian at a fixed point of the renormalization group or, in the case where g = 0
and the theory is non-interacting, corresponds to a free Hamiltonian. The implicit assumption is that
H, and H; commute, so that they can be simultaneously diagonalized.

2The discussion here is very general, and the Hamiltonian may describe either a quantum field
theory or a lattice system. However, these non-analyticities usually emerge in the continuum limit: if
the Hamiltonian under consideration describes a lattice system, one may need to take the continuum
limit to observe the non-analytic structure of the ground state.

3There are examples with different behavior. For instance, in the Kosterlitz—Thouless transition,
the characteristic energy scale behaves exponentially close to the critical point. For the purposes of
this thesis, we will not discuss such cases in detail, and refer instead to [22, 23] for a comprehensive
treatment.
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Figure 1.1: Schematic representation of level crossing between the ground state and
the first excited state.

In second-order phase transitions, the typical length scale of the system, &, which
characterizes the exponential decay of correlation functions, diverges. By definition,
the ratio between the characteristic time scale A~! and the correlation length ¢ is
governed by the dynamical critical exponent z, so that

E~ ATV o g —go| (1.1.2)

Since the correlation length diverges, the theory at T' = 0 is scale invariant. In most
cases, scale invariance is enhanced to conformal invariance, as we will discuss in Chap-
ter 2. We will focus on this latter scenario, as it is the one relevant for this thesis.

Since quantum criticality is probed in the ground state, strictly speaking, it takes place
at zero temperature. Nonetheless, all experiments are necessarily performed at non-zero
temperature. Some observables, such as the critical exponents, remain closely related
to the low-temperature behavior in the regime |g— g.| < 1. For an in-depth discussion,
including experimental references, we refer to the excellent book by S. Sachdev [24].

It is natural, therefore, to ask what the possible scenarios are for the phase diagram
when 7" > 0 and g ~ g.. There are two possibilities:

* The thermodynamic singularity is present only at 7' = 0, and all physical quanti-
ties are analytic at 7' > 0 near g ~ g.. In this case, the critical point g = g. (and
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T = 0 in the phase diagram shown in Fig. 1.2) is isolated.

* There exists a critical line at T' > 0, terminating at the quantum critical point at
T =0.

TJ\

CFT at finite temperature

T>0 phase transition

N

Quantum criticality

v

\

Je g

Figure 1.2: A schematic representation of the (g, T) plane, where T is the temperature
and g is a coupling constant of the theory. The quantum phase transition sits at g = g,
andT = 0. ForT > 0, there may be additional phase transitions described by conformal
field theories. The points in the phase diagram corresponding to thermal effects on the
T =0 CFT are indicated with the red dashed line.

Since the correlation length diverges at criticality, the theory is scale invariant. In most
cases, this symmetry is further enhanced to full conformal invariance, as discussed in
Chapter 2. We will consider this scenario, which is the one relevant for the rest of the
thesis.

There is a distinguished line in the phase diagram shown in Fig. 1.2, given by g = g.
and arbitrary T # 0, represented by the red dashed line. Since the theory at T"= 0
is scale invariant, and temperature is the only energy scale on this line, the theory is
effectively described by thermal perturbations of the quantum critical point. In this
regime, all physical quantities are expected to be smooth functions of T'. As a result, no
phase transition occurs along this line. The aim of this thesis is to study and compute
physical observables in this region, which is also relevant for experimental applications.

Even from this qualitative presentation, one can already use physical intuition to an-
ticipate several non-trivial features of thermal effects in conformal field theories. As
already observed, phase transitions typically distinguish between two distinct phases of
a material. One of these two phases usually exhibits spontaneous symmetry breaking;
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this is called the ordered phase, while the phase in which the symmetry is preserved is
called the disordered phase.

From the thermodynamic relation
F=FE-TS, (1.1.3)

we expect that, at high temperature, the entropy term dominates. Physically, this
implies that systems at high temperature tend to be in a disordered phase. Indeed,
this behavior is observed in the majority of physical models, including the case of the
O(N) models we will describe in Chapter 6.

This expectation remains valid even at low temperatures along the line g = g., where
every temperature is equivalent due to scale invariance. The general expectation is
therefore that, in a CF'T with thermal effects, symmetries remain unbroken.

However, recent investigations have shown that this is not always the case. In fact,
explicit examples have been constructed in which a system remains in an ordered phase
even at arbitrarily high temperature [25-28].

1.1.2 Holography, black holes and black branes

We discuss here another application to finite temperature CFTs and its connection to
black hole physics via holography.

One of the most important open questions in theoretical physics is understanding the
nature of quantum gravity and identifying the correct tools to describe it. Our current
understanding of physics lacks a definitive answer to this question. However, signifi-
cant progress—especially regarding the formal aspects of quantum gravity—has been
made thanks to a remarkably precise mathematical relation between gravity in (d+ 1)-
dimensional Anti-de Sitter space (AdS;i1) and conformal field theories (CFTs) in d
dimensions. At the level of symmetries, one can readily observe that the isometry
group of AdS;. 1 matches exactly the conformal group in d dimensions.

This relation is formulated in the context of holography, first introduced in the seminal
paper [29], where the author observed that the number of degrees of freedom of a
gravitational system in a volume V scales with the area of its boundary dV. This
led to the conjecture that gravitational systems can be viewed as a hologram of a
theory defined on the boundary of space. Although this idea might initially seem close
to science fiction, it is remarkable that it finds a rigorous realization in the precise
correspondence between gravity in AdS and CFTs on its boundary.
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This duality was precisely formulated by J. Maldacena in his famous work [18]|. In
its strongest form, the AdS/CFT correspondence posits a duality between superstring
theory on a background of the form AdS;; X My_4 and a superconformal field theory
living on the d-dimensional boundary of AdS. The correspondence can be formulated
at the level of the partition function:

ZCFTd — Zstring/AdS - (114>

Since its proposal in 1997, many non-trivial checks and explicit computations have
provided strong evidence in support of this duality. For a more detailed account of the
duality, its precise formulation, and the dictionary mapping correlators between gravity
and CFT, we refer to the standard reviews and textbooks [30-33].

AdS CFT
Sl gd-1

duality

-
o — X
D

Figure 1.3: Schematic representation of the holographic duality for a black hole in
AdS and the CFT at finite volume and finite temperature on the boundary.

The duality is also believed to be robust under deformations. The study of relevant
deformations of the boundary CFT has become a topic of great interest [34, 35]. In this
thesis, we are interested in thermal effects in CFTs, which, in the context of AdS/CFT,
correspond to introducing black holes in AdS [36] (a schematic representation is de-
picted in Fig. 1.3). Let us explain this point more precisely.

We consider a CFT defined on S} x S9!, where 8 = 1/(kpT). As we will explain in
Chapter 2, the thermal effects are encoded in the Sé factor, while the spatial sphere
S4=1 effectively puts the theory at finite volume. What is the gravitational dual of this
setup? There are two possible metric solutions:

* Thermal AdS, with metric

2 2\ —1
ds? — (1 i %) dr? + (1 + %) a4 2% (1.1.5)
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where 7 = it is the Euclidean time compactified as 7 ~ 7 4+ (3, and L is the AdS
radius;

* AdS-Schwarzschild black hole, with Euclidean metric

ds* = f(r)dr® + f(r)~'dr? + 123, (1.1.6)
where
2
u T
fr)=1- 5+ 75 (1.1.7)

and p is related to the mass of the black hole. The temperature of the boundary
theory is obtained by requiring regularity of the Euclidean solution at the horizon
r = ry, where f(r,) = 0.

The thermal AdS geometry simply corresponds to thermal effects on both sides of
the duality. The AdS-Schwarzschild black hole case, on the other hand, encodes richer
physics. One may ask why the CF'T at the boundary is at finite temperature in this case.
The answer comes from black hole thermodynamics: due to Hawking radiation [37],
black holes are inherently thermal objects. The CFT at the boundary inherits this
thermal behavior.

However, black holes are not stable at all temperatures. One can show that there is a
minimum temperature below which the AdS-Schwarzschild black hole is unstable. For
sufficiently low temperatures, the dominant gravitational saddle is thermal AdS. For
higher temperatures, both saddle points contribute, and the dominant one is selected by
comparing their free energies. Typically, at high temperatures, the AdS-Schwarzschild
solution dominates. The transition between these two phases is known as the Hawking—
Page phase transition. This transition corresponds to the confinement/deconfinement
phase transition of the CFT on the boundary, and the order parameter is an extended
object known as the Polyakov loop. The latter can be described as a line defect wrapping
the thermal circle; we will discuss similar setups in Chapter 5.

In this thesis, we will not study CFTs at finite volume, but always work in the infinite-
volume limit. This corresponds to sending the radius R of S?~! to infinity, or more pre-
cisely, taking the limit R/ — oo, which can also be interpreted as a high-temperature
limit. On the gravity side, this corresponds to sending y — oo.

Thus, the study of thermal effects in conformal field theories can yield insight into
black hole physics (in AdS) and their quantum properties. Conversely, the gravity dual
can be used to extract information about thermal correlators at strong coupling. A
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particularly striking recent example is the proposed analytic structure of thermal two-
point functions in momentum space [38], which reveals the precise analytic behavior of
these correlators at large coupling.

1.2 State of the art: from Matsubara to the thermal bootstrap

Finite-temperature effects in quantum field theories have been studied since the early
days of the subject, due to their crucial importance in describing systems relevant to
low-energy physics and condensed matter phenomena. A major breakthrough in both
conceptual understanding and computational technique was made by Matsubara [39],
who showed that thermal effects in quantum field theory can be incorporated by con-
sidering the theory on the Euclidean manifold S} x R"!. Here, the compact circle S}
corresponds to imaginary time with periodicity 5 = 1/(kgT), where T is the temper-
ature. This identification leads to a discrete spectrum of frequencies—mnow known as
Matsubara frequencies—which play a central role in finite-temperature quantum field
theory.

Even today, this so-called Matsubara formalism remains the standard framework for
studying quantum systems in thermal equilibrium and it is also the formalism adopted
for this thesis. Its power lies in the fact that it allows one to adapt many techniques
from Euclidean quantum field theory to the thermal setting. Consequently, perturbative
computations—often involving high-loop expansions—have been successfully performed
in a wide variety of physical systems. These include, for example, effective field theories
for superconductivity, as well as studies of the quark-gluon plasma relevant for heavy-
ion collisions and early universe cosmology (for details we refer to the classical reviews
[40-42| and references thereof).

However, as in the zero-temperature case, non-perturbative effects are typically diffi-
cult to access. The estimation and control of such effects remain a major challenge,
especially in strongly coupled theories. Moreover, as we will stress in Chapter 2, per-
turbation theory at finite temperature may be significantly more subtle and techni-
cally involved than its zero-temperature counterpart. Just after the idea of Matsubara,
Keldysh and Schwinger [43, 44] extended his work by introducing a complex time direc-
tion in which real time allows also to study (real) time evolution of correlation functions
at finite temperature.

For a long time, the only non-perturbative tool available for studying quantum field
theories at finite temperature was lattice field theory. Remarkable progress has been
made in this direction, especially in the context of quantum chromodynamics (QCD).
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For instance, high-precision lattice simulations have enabled a detailed characteriza-
tion of the thermodynamics of QCD, including the deconfinement transition and the
equation of state at finite temperature. We refer the reader to [45, 46| for important
results in this context.

With the advent of the AdS/CFT correspondence, it became possible to compute ther-
mal correlation functions of strongly coupled quantum field theories via their dual
gravitational description [47, 48|. In this framework, thermal effects in the boundary
theory are encoded in the presence of black holes or black branes in the bulk geometry.
In this context, precisely in [49]|, emerged the idea that the KMS condition could be
used to constrain thermal correlation functions.

A first attempt to combine Monte Carlo simulations with conformal field theory tech-
niques to study thermal effects in CFTs was presented in [50]. A significant break-
through came only in 2017, with the introduction of a modern approach to thermal
correlation functions in conformal field theories [51]. This work extended the confor-
mal bootstrap program—originally developed for zero-temperature correlators—to the
finite-temperature setting. The bootstrap philosophy aims to use general principles
such as self-consistency, unitarity, and symmetry to constrain, and in some cases com-
pute, non-perturbative observables in quantum field theories. The bootstrap idea was
first proposed in the 1960s to constrain the S-matrix of quantum field theories [52],
and was later extended to conformal field theories [53-57]. We will review these ideas
in Chapter 2. In [58], the authors successfully applied the bootstrap approach to the
computation of thermal correlation functions in the three-dimensional Ising model.

1950 43, 60] [53, 54| 1998 (47 48] |55 [50] [61] 2918
BO1 0Nt 52 [s|s 1] ThosT BI

Figure 1.4: Milestones in the development of thermal quantum field theory and bench-
marks in the bootstrap.

1.3 Summary and structure of the thesis

This thesis presents novel bootstrap—based methods—both analytical and numerical—-
which allow us to efficiently study strongly coupled systems and obtain new predictions.
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We now conclude this introduction by summarizing the main results and outlining the
structure of the thesis. The structure and main results are outlined as follows:

Basics: CFT and finite-temperature effects We begin with an overview of CF'Ts
and finite-temperature quantum field theories in Chapter 2. The discussion of CFT is
self-contained but not exhaustive, as the goal is to introduce the main tools we will use
later, such as the Operator Product Expansion and the state-operator correspondence.
We also highlight the main differences between conformal field theories at 7' = 0 and
T > 0, particularly focusing on the symmetries, as encoded in the Ward identities.

In addition, we present an overview of the available methods for computing the dy-
namical data of a CFT, namely the conformal dimensions and three-point function
coefficients. We place particular emphasis on the conformal bootstrap program, since
this approach will later be adapted to study thermal correlators. This part of the re-
view is meant to be conceptual rather than technical, aiming to convey the main ideas
behind the method.

In Chapter 2, we also review the fundamentals of quantum field theory at finite
temperature, with special attention to the Matsubara formalism. We introduce the
Kubo-Martin—Schwinger (KMS) condition, which plays a central role in the thermal
bootstrap framework developed in this thesis. Finally, we comment on perturbation
theory and the infrared problems that can arise at finite temperature, illustrating these
issues with the example of a scalar field theory with quartic potential—an important
case for applications to the O(/N) model discussed in Chapter 6.

Kinematics at finite temperature The first step in characterizing a physical sys-
tem is to study its kinematical constraints, which are generally determined by the
symmetries of the theory. In Chapter 3, we present a rigorous discussion of thermal
kinematics, with particular emphasis on one- and two-point functions. Our strategy
is to analyze the Ward identities associated with the conformal group and to identify
which symmetries are broken at finite temperature. While translations and spatial
rotations remain unbroken, dilatations, Lorentz boosts, and special conformal trans-
formations are broken. This analysis leads to a consistent set of broken and unbroken
Ward identities, which can be used to constrain the kinematics of the theory.

The main result of this chapter is the form of the Operator Product Expansion (OPE)
for the two-point function of identical scalar operators at finite temperature, which is
presented in equation 3.4.1.

The same strategy can be extended to superconformal field theories. In this context, we
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derive the broken Ward identities associated with supersymmetry and superconformal
symmetry, and show that R-symmetry remains preserved at the global level.

The chapter also includes a discussion of the analytic structure of thermal correlators
and its applications. In particular, we analyze the inversion formula, dispersion rela-
tions, and certain results concerning momentum-space correlation functions. Both the
inversion formula and dispersion relations provide analytic tools for computing thermal
OPE coefficients and thermal two-point functions, assuming the analytic properties of
the correlators are known. Similarly, in momentum space, there exists a notion of dis-
persion relation which allows one to recover the thermal two-point function from its
position-space structure.

We also comment on the notion of OPE in momentum space and show that such
an expansion exists as an asymptotic series. These discussions build upon the work
in [51, 62, 63], but also include original results and insights developed in this thesis.

Dynamics and bootstrap for thermal correlators In Chapter 4, we show how
the OPE decomposition derived in Chapter 3 can be used to formulate a bootstrap
problem for thermal OPE coefficients. The key observation is that equation 3.4.1 is
not trivially invariant under the KMS condition. Therefore, imposing KMS invariance
on the OPE expansion provides nontrivial constraints on the thermal OPE data.

To make this idea concrete, we expand around the KMS fixed point, obtaining an
infinite set of linear constraints on the thermal OPE coefficients. These equations are
presented in equation (4.3.15), and further simplified in the special case where the two
operators are not spatially separated (see equation (4.3.18)).

We comment on why these equations alone are not sufficient to fully solve the thermal
bootstrap problem. Nevertheless, since they are derived from an expansion around the
KMS fixed point, it is natural to consider complementary limits. In particular, we
derive an asymptotic estimate for the thermal OPE coefficients associated with heavy
operators. We first present a heuristic—but physically transparent—derivation, and
then discuss how it can be made rigorous under suitable assumptions.

We then combine the sum rules with the heavy-operator asymptotics to develop a
novel hybrid numerical and analytical method to compute thermal OPE coefficients
non-perturbatively. The idea is to solve the sum rules for the light operators’” OPE
coefficients, while approximating the contributions from heavy operators using their
asymptotic behavior. This method is tested in both four-dimensional free scalar theory
and the two-dimensional Ising model.
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We also make use of the dispersion relations introduced in Chapter 3 to set up an
analytic bootstrap approach for thermal correlation functions. This method is partic-
ularly effective in perturbative regimes. The key observation is that the result of the
dispersion relation is not KMS invariant: one can therefore impose KMS symmetry to
reconstruct the missing pieces of information not captured by the dispersion formula.
This can be done in two ways: the first is a hybrid analytic/numerical method based
on specific assumptions about the functional form of the missing part of the correlator.
The second is a purely analytic approach in which one adds #mages to the dispersion
result in order to restore KMS invariance. Both strategies yield correct and exact re-
sults in free field theory and in two-dimensional test cases. We comment on the relation
between these approches and the Operator Product Expansion in momentum space.

Finally, we discuss the special case of the two-point function with zero spatial separation
between the operators. We show that its analytic form can be reconstructed, up to a
constant, from its analytic structure.

Conformal line defects at finite temperature The setup developed in Chapters 3
and 4 can be enriched by introducing line defects. In Chapter 5, we focus on the case
of a conformal line defect wrapping the thermal circle. A conformal line defect at zero
temperature is defined as a defect that does not store energy and can be described as
a one-dimensional CFT localized along the defect.

We study the kinematics of such configurations and show that bulk operators can ac-
quire nontrivial one-point functions in the presence of the defect. In particular, we
analyze the structure of these one-point functions and their Operator Product Expan-
sion (OPE). Special attention is devoted to the one-point function of the stress-energy
tensor, from which we extract thermodynamic quantities such as the free energy, energy
density, and entropy density of the system.

We also formulate a bootstrap problem for this setup by constructing sum rules and
deriving asymptotics for heavy operators, following the strategy outlined in Chapter 4.

As an explicit example, we present the case of a magnetic line defect in a generalized
free theory, where all computations can be carried out analytically.

The O(IN) models at finite temperature In Chapter 6, we apply the methods
developed in the previous chapters to study the O(N) models in 2 < d < 4. In
particular, by making use of the hybrid numerical /analytical method introduced in
Chapter 4, we study the 3D Ising model, the XY model, and the Heisenberg model
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in a non-perturbative framework. All of these models are experimentally realized, and
extensive Monte Carlo simulations are available at zero temperature.

In the case of the 3D Ising model, our results can be compared with previous numer-
ical estimates [58, 64|, showing good agreement. For the XY and Heisenberg models,
our results represent new predictions that can be tested in the future through nu-
merical simulations and, hopefully, experiments. The main results are summarized in

Figs. 6.3, 6.4 and Tables 6.3, 6.5.

We also present the evolution of the free energy across dimensions (3 < d < 4), using
zero-temperature data obtained from the e-expansion.

Furthermore, we apply the analytic bootstrap methods introduced in Chapter 4 to
compute the finite-temperature two-point function of fundamental scalars to first order
in the e-expansion. The result perfectly matches the prediction of the inversion formula
and provides corrections beyond it. We also find excellent agreement with a direct
perturbative computation. Additionally, we comment on the connection between this
approach and the Operator Product Expansion in momentum space.

We also initiated a mixed analytic-numerical approach, in which results obtained from
numerical methods serve as input for the analytic bootstrap. This combination of
techniques has already yielded new predictions in the 3D Ising model, such as thermal
two-point functions that we aim to compare with Monte Carlo results in the near future.

Finally, we present new results from the e-expansion and the large-N expansion for the
magnetic line defect in the O(N) model, and discuss their physical implications.

Conclusions and Outlook In Chapter 7, we conclude by summarizing the main
results of this thesis and highlighting several directions for future research.

Our analysis opens the door to further applications, especially in strongly coupled
systems where conventional methods are limited.

Several interesting extensions of this work can be envisioned. First, one could further
develop the thermal bootstrap framework by exploring higher-point functions and spin-
ning operators. Second, an important direction involves the study of deformations of
thermal CFTs: by perturbing the theory with relevant operators, one can investigate
the interplay between thermal effects and RG flow. Another crucial step would be the
comparison of our predictions with Monte Carlo simulations and experimental results,
particularly in systems where finite-temperature behavior plays a central role. Finally,
it would be natural to apply the bootstrap approach to holographic CFTs. Given
the strong coupling nature of these theories, the thermal bootstrap may provide new
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insights into quantum gravity and the thermodynamics of black holes in AdS. In par-
ticular, studying thermal correlators in CFTs with large central charges could further
test the correspondence between thermal field theory and black hole physics.
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Chapter 2

Basics on CFT and finite temperature
effects

The main goal of this thesis is to set up a bootstrap problem for finite-temperature
effects in Conformal Field Theories (CFTs). Before addressing this topic, it is crucial
to review the basic aspects of conformal field theories in order to establish notation
and highlight the main differences between CF'Ts at zero and finite temperature.

The CFT review that follows will focus on the essential and fundamental aspects rel-
evant to this thesis. More complete and well-written reviews are already available in
the literature |20, 21, 65-70]. This brief summary is based on those books and reviews.

2.1 A CFT primer

The modern perspective on Quantum Field Theories (QFTs) is formulated in terms
of RG flows [71, 72]. In particular, QFTs are understood as interpolating, in coupling
space, between two RG fixed points.

At RG fixed points, the correlation length of the theory—or, in other words, the inverse
mass scale—is either zero or infinite. If we focus only on local operators, this restricts
the fixed points to two possible types:

* Trivial theories: these are massive theories considered below the mass scale.!

LTf this concept is extended to include non-local operators, the theory may still possess such oper-
ators in its Hilbert space. In that case, it could correspond to a topological theory.
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Figure 2.1: Schematic RG flows in parameter space. The dots represent RG fized
points: we focus on the flow between the blue (UV) point and the red (IR) fized point.

* Scale-invariant theories: these are theories containing local operators and ex-
hibiting an additional symmetry, as they cannot possess any intrinsic scale.

In this thesis, we focus on the second possibility. Scale invariance implies that the
theory is invariant under the transformations

T — A\x, G = NG - (2.1.1)

For A = 1 + € with € < 1, the metric variation is given by dg,, = 2€),,,, assuming we

nz
are working with g,, = d,,. Therefore, under infinitesimal scale transformations, the

variation of the formal action is
0A = /dd:pTWég’“’ x /ddeﬁ . (2.1.2)
This implies that the trace of the stress tensor must be expressible as a total derivative:
T, =0, V", (2.1.3)

where V# is known as the virial current. Generically, we cannot prove more than this,
and in a scale-invariant theory one typically has T, # 0. However, the majority of fixed
points of the renormalization group are believed to satisty V# = 9, L"*, which enhances
scale invariance to conformal invariance—a concept we will explain in the following.
Note that if the virial current can be written as a total divergence, it is possible to
improve the stress-energy tensor to obtain a traceless one.

It is worth emphasizing that at a strongly coupled fixed point, the existence of a virial
current is highly non-trivial, since the stress tensor has a protected scaling dimension
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Ar = d, and by dimensional analysis, Ay = d — 1. Therefore, in order to have a fixed
point that is scale-invariant but not conformally invariant, the spectrum must contain
a spin-one operator with exact scaling dimension (d — 1). This is extremely non-trivial,
as the anomalous dimension of the virial current must vanish.

In d = 2, it is possible to prove that scale invariance is always enhanced to conformal
invariance in unitary models, while examples of scale-invariant but non-conformal the-
ories exist in non-unitary settings [73]. The situation in higher dimensions is still an
open question, enriched by several beautiful physical arguments and examples [74-84].

In this thesis, we will not further comment on this problem and will assume that the
theory is conformally invariant.

2.1.1 Conformal generators and Ward identities

Note that if the trace of the stress-energy tensor vanishes operatorially, then the symme-
try algebra is enlarged, since any infinitesimal transformation of the type 6g,, = f(x)d,.
leaves the formal action? invariant. Indeed,

dA /ddx f(x)Tl, =0. (2.1.4)

Transformations that act in this way are called Weyl transformations.

Nevertheless, we are not interested in the full class of Weyl transformations, since in
general a Weyl transformation maps flat space into a curved one. As our physical
theory is defined in flat space, we restrict attention to those Weyl transformations that
preserve flatness. These correspond to coordinate transformations of the form

=t +e(x) (2.1.5)

such that 6g,, = 0,6, +0,€, = f(2)d,,. The solution is that, in d > 3, the solutions of
this differential equation are:

* Translations: e* = const., f(z) = 0;
* Rotations: €' = 2"wy,, f(x) = 0;

* Dilatation: e = \z#, f(x) = 2,

2Note that the notion of formal action does not assume the existence of a Lagrangian or being in
a perturbative regime; it is a general, non-perturbative concept.

29



x Special conformal transformation: ¢* = 2(a - x)2* — 2%a*, f(z) = a -z, for a
generic vector a*;

In d = 2, the situation is slightly different, and we will discuss this in the following
sections of the thesis.

It is also possible to formulate conformal symmetry in terms of an algebra generated
by:

» Translations: P, = i0,;
*» Rotations: M, = i(x,0, — 1,0,);
» Dilatation: D = ix"0,,;

* Special conformal transformations: K, = i(2z,2"0, — mzﬁu);

These generators satisfy the usual Poincaré algebra:

(M,,,, M,,] = —i(6,,M,, = permutations); (M, P,| = i(6,,P, —6,,P,) ,
(2.1.6)
along with the new conformal relations:
D,P,| =—iP, , D,K,|=iK, , (2.1.7)
P,,K,] =2, D—-M,,) . (2.1.8)

It turns out that this algebra, also called the conformal algebra, is isomorphic to
SO(d+1,1), which is also the algebra generating Lorentz transformations in Mink, ;.
The Noether procedure associates to each of the transformations listed above a corre-
sponding conserved current.

Therefore, for a generic generator G, associated with the current J¥, it is possible to
write the Ward identity:

25 HO1(21) . (GoOi(xi)) - . . On(zn)) = ai““( )O1(21) ... On(zn)) -

(2.1.9)

This equation holds for any symmetry generator and can be used to constrain correla-
tion functions. In the case of the conformal group, we apply this identity to show that
it strongly constrains the structure of correlators.
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One-point functions Let us start with the simplest possible correlation function:
the vacuum expectation value of an operator in the theory. Translation invariance
implies

0,(0(z)) =0, (2.1.10)
which means that (O) is constant. The absence of a scale implies that this constant

must be zero by dimensional analysis, and this can be formally shown using dilatation

invariance.

Under scale transformations, the operator transforms as
O(\z) = \2O(z) , = DO(0) = ApO(0) (2.1.11)

where Ap is the conformal dimension of the operator O.

We thus obtain
D(0) = (229, + Ao) (O) =0, (2.1.12)
which implies that either Ap = 0 or (O) = 0.

In unitary theories, this means that the only operator that can have a non-zero one-
point function is the identity operator 1, whose conformal dimension is A; = 0, and
whose vacuum expectation value is typically normalized to (1) = 1. Any other operator
with non-zero conformal dimension must have a vanishing one-point function.

Two-point functions We can also use Ward identities to fix the form of the two-
point function between scalar fields. In fact, Poincaré invariance constrains it to the
form

(O1(21)O2(22)) = f(lz1 — 22f) | (2.1.13)
where we consider scalar operators for simplicity.

The Ward identity associated with dilatations further constrains the correlation func-
tion to satisfy
(20, + 2502 + A1+ Ag) f(|lor — a2) =0, (2.1.14)

which is solved by

C

(O1(21)O02(22)) = o — 2P Ae (2.1.15)

This is not yet the end of the story. In fact, conformal invariance under special confor-
mal transformations imposes the additional constraint

(KLO1(21))O2(22)) + (O1(21) (K Ox(22))) o (A — Ag)C' =0, (2.1.16)
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which implies that either C' = 0 or A; = A,. Therefore, a non-vanishing two-point
function must satisfy A; = As.

Let us comment on the constant C, which remains unfixed. This constant cannot be
determined by symmetry alone, as it depends on the normalization of the operators.
Indeed, it is always possible to rescale an operator as O = MO, which rescales the
two-point function by A2. For this reason, C can be interpreted as the normalization
of the operator O, and it is customary to set C' = 1.

This result can be straightforwardly extended to spinning operators by considering a
scalar quantity obtained by contraction, e.g., O#t~#ng, ... &, . The argument then

proceeds exactly as in the scalar case, and the two-point function is again completely
fixed.

However, some care must be taken with the interpretation of the normalization constant
C': not all operators allow it to be interpreted merely as a normalization. The main
and most important example is the stress tensor. In that case, Ward identities impose
that the two-point function coefficient is directly related to the three-point function of
the stress tensor (to be discussed later), and its value defines the central charge Cr of
the theory.

Three-point functions It is also possible to constrain three-point functions of local
operators using only conformal symmetry. We will not discuss the detailed procedure
here and refer the reader to [66, 67| for a complete treatment. Crucially, the three-point
function of three scalar fields can be written as

(O1(21)O2(22)O3(23)) /00,0, , (2.1.17)

= Tor — o, — ayfnfrg — gl

where
Qi = A(gi + Aoj - Aok . (2118)

The coefficient fo,0,0, is again unfixed by symmetry. However, it is crucially different
from the normalization constant in the two-point function. While it is also sensitive to
the definitions and rescalings of the operators, once the normalizations of the operators
appearing in the two-point functions are fixed, the three-point coefficient fo,0,0, be-
comes a well-defined, physical quantity. Therefore, it is more than just a normalization
constant: it is a dynamical parameter that characterizes the conformal field theory.

Higher-point functions can be decomposed into (infinite) sums of two- and three-point
functions. However, in order to show this explicitly, we will need additional tools.
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2.1.2 Radial quantization and OPE

We now show that there is a one-to-one correspondence between operators and states
in conformal field theories. There are several approaches to demonstrate this; for the
purposes of this thesis, we adopt the cylinder interpretation. The idea is to consider
the metric on R x S%!, which is related, via a Weyl transformation, to the flat space
metric. In fact,

dr?
dsga = 1? (T—2 + ds?gdl) = e¥dsh, i (2.1.19)
where r = €7. In these coordinates, dilatations become translations in 7, since r — Ar

corresponds to 7 — 7 + log A.

DT

This implies that the time evolution on the cylinder is generated by e ™7, or equiva-

lently, the Hamiltonian on the cylinder is
D
R )

where R is the radius of the sphere, introduced by dimensional analysis.

H,, = (2.1.20)

This means that we can associate to any energy eigenstate on the cylinder a local
operator in the CF'T via the identity

1Ao) = O(0)]0) . (2.1.21)

Unitarity then imposes the condition
(Ala) =0, (2.1.22)
which leads to the unitarity bounds:

d—2
A > 5 (for scalars) , A >d—2+J (for spinning operators) . (2.1.23)

These bounds are satisfied in all unitary conformal field theories.

The operator spectrum of a CFT is organized in specific patterns. Consider an operator
O(0); one can construct infinitely many states by acting with derivatives:

A, n) = 0"O(x)],_, |0) . (2.1.24)

The conformal dimensions of these states follow from the commutator [D, P,] = iP,,
and satisfy A,, = Ap + n. In fact,

ANE ATy B Ay (2.1.25)

33



Similarly, from [D, K,| = —iK,, we find that K, lowers the conformal dimension by
one unit: . . .
0 |A) A1) & e (2.1.26)

Note that while we can always apply P, repeatedly to generate higher-dimension states,
unitarity bounds prevent lowering the dimension indefinitely. Therefore, acting many
times with K, must eventually give a null vector. This allows us to distinguish: primary
operators, for which K,|O) = 0, descendant operators, for which K, |O) # 0.

Given a primary operator, all its conformal descendants can be generated by acting
with P,. These sets of states form what are called conformal multiplets. An example
is shown in Fig. 2.2.
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Figure 2.2: Ezample of conformal multiplets in a conformal field theory (here shown
for o and € in the 3D Ising model). In red, the primary fields; in black, their conformal
descendants.

Let us now consider a generic state |¥), and expand it in energy eigenstates:

T) =) cln) - (2.1.27)

n

An example is the state generated by acting with two scalar fields:

(2)$(0)[0) = > co(x) O(0)[0) . (2.1.28)

o

This defines an expansion of the product of two operators in terms of other local
operators in the theory: this is the Operator Product Expansion (OPE).
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Since two-point functions are diagonal, it is easy to show that

Co X f0¢¢ . (2129)

This expansion also holds inside any correlation function, meaning that the OPE is
valid operatorially.

In particular, the OPE between two scalar operators takes the form

o(x)p(0) = Z fooo 22722 2, o oom,, OP1I(0) (2.1.30)
0

Higher-point functions and the conformal data

Observe that the OPE contains only information about two- and three-point func-
tions—specifically, the conformal dimensions of the operators in the theory and the
three-point function coefficients, also known as structure constants. However, this is
sufficient to reconstruct any n-point function, since one can use the OPE recursively
to reduce an n-point function to an (n—1)-point function. To see this, observe that

(01(2)O02(y)O3(2) ... Op(w)) = > co(x){O(y)Os(2) ... Op(w)) ,  (2.1.31)
Oe01x02
where cp contains the three-point coefficient fo,0,0 and a kinematic factor which is
not relevant for the purpose of this argument.

By iterating this procedure, one can write an expansion for any n-point function entirely
in terms of the conformal spectrum and structure constants. This implies that the full
content of all correlation functions in the theory is encoded in the set of conformal
dimensions, spins, and structure constants—collectively referred to as the conformal
data. Schematically,

{{O1(z1) ... On(z))} <= {{Ao,Jo}, fo,0,0,} = conformal data . (2.1.32)

In the presence of additional global symmetries, the conformal data must be extended
to include the corresponding charges.

From the point of view of the cylinder interpretation, the conformal data correspond to
knowledge of the Hamiltonian’s eigenstates and of how any physical state decomposes
in terms of them.

Note that constraints on the conformal data may not fully characterize the theory. For
instance, there exist examples of CFTs with the same spectrum but different structure
constants [85].
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2.1.3 The special case of d = 2

Two dimensions constitute a very special case, and we will not cover all the features of
two-dimensional conformal field theories in this thesis. For more complete treatments,
see for instance [21, 65].

The crucial point is that we can formulate the theory using complex coordinates:
z=x+1y, Z=x—1y, (2.1.33)

so that the flat metric reads ds? = dz dz. In these coordinates, the conformal transfor-
mations studied above generalize to

z— f(2), z— f(2). (2.1.34)

* correspond to

It is easy to observe that the infinitesimal transformations 6z o z
conformal transformations. In particular, the cases k = 0,1, 2, i.e. the constant, linear,
and quadratic terms, reproduce the conformal transformations already encountered in
the d > 2 case. However, in d = 2, also all terms with & > 2 correspond to valid

conformal transformations.

This is not a paradox: the transformations that go beyond the Mobius group are not
globally well-defined on the entire complex plane. We will not delve into this technical
point here, but it is important to emphasize that the structure described above implies
the existence of an infinite-dimensional symmetry algebra in d = 2 [86].

All the previous discussion remains valid in d = 2, but the theory is subject to much
stronger constraints due to this enhanced symmetry.

2.1.4 Solving the dynamics

The discussion on CFT presented so far in this thesis has been entirely non-perturbative
and mathematically well defined. However, it is natural to ask how one can compute the
conformal data necessary to access any correlation function of a CF'T. Before turning to
the conformal bootstrap problem, which is the focus of this thesis, we first enumerate
some alternative approaches:

* Monte Carlo simulations: This is a numerical method in which one typically
constructs a lattice regularization of the theory and then, in a completely non-
perturbative manner and without further assumptions, is able to numerically
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compute simple correlation functions. From these, conformal dimensions and
structure constants can be extracted. The literature on this method is extensive;
for example, for conformal dimensions and structure constant of various O(N)
models (in particular N = 1,2, 3) we refer to [87-89]; Its downsides include high
computational cost for high-precision results, and the need for careful extrapola-
tion to the continuum limit, which may not be straightforward.

High-temperature lattice expansions: From the point of view of lattice models,
it is possible to develop a high-temperature expansion organized in powers of
1/T. This expansion typically diverges as the temperature approaches a critical
temperature, but certain critical exponents (i.e., conformal dimensions) can still
be extracted from it. See for example [90-92| for applications to the Ising model.

FExact renormalization group approach: This approach starts from the lattice and
uses RG transformations directly, requiring that at the fixed point the Hamilto-
nian remains invariant under RG flow. In general, the resulting Hamiltonian is
very complicated in terms of the original lattice variables and involves, in prin-
ciple, an infinite number of terms. A truncation is typically necessary to obtain
concrete results. This idea was already implemented in Wilson’s seminal paper
in 1975 for the 2D Ising model [17].

Hamiltonian truncation: Assuming we know the UV fixed point of an RG flow—that
is, we know its conformal data—it is possible to deform the formal action of the
theory by

A=Ayy + /\/ddx d(z) , (2.1.35)

where ® is a relevant operator. This action defines an RG flow. On the sphere,
the Hamiltonian becomes

D
H==—"— A/ diz ®(x) , (2.1.36)
R Sf{lxR

and its matrix elements can be expressed solely in terms of the conformal dimen-
sions and structure constants via expressions like (U|®|W). This method has been
successfully applied to many massive theories, starting from the seminal paper by
Yurov and Zamolodchikov [93], and more recently to the 2D Ising model via the
flow from the free massless scalar to the Ising CFT [8, 94, 95]. The generalization
to higher dimensions is not straightforward, though progress has been recently
made [96].
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* Fuzzy sphere regularization: Direct numerical exploration of conformal invari-
ance has traditionally been difficult due to mathematical and conceptual chal-
lenges. Recently, a new approach based on non-commutative geometry—called
fuzzy sphere regularization—was introduced, allowing the study of the 3D Ising
model in a new setting (97, 98]. This method has shown great promise due to
its lower computational cost compared to methods like Monte Carlo, and it has
produced first-time predictions for some observables in 3D Ising.

* e-expansion: In the early days of RG and phase transitions, Wilson and Fisher
introduced an analytical method for computing physical quantities in CFTs based
on a Ginzburg-Landau approach and dimensional expansion [99]. The idea is to
start from the upper critical dimension, where the theory is weakly coupled, and
treat the spacetime dimension as a perturbative parameter. As we will discuss
in Chapter 6, consider N scalar fields ¢; deformed by a quartic potential V' ~
Mpipi)? in d = 4, where the interaction is marginally irrelevant and does not
generate an RG flow. Indeed, the beta function has only one (trivial) zero at
A = 0. However, the same theory is known to describe the critical O(N) model.
In d = 4—¢, the beta function develops two zeros: one at A\ = 0, and a non-trivial
one at A ~ ¢, which defines a weakly coupled fixed point. Perturbation theory
in € can then be used to compute corrections and extract physical quantities.
This method provides analytical control, often to high orders in ¢, in regimes
inaccessible to Hamiltonian truncation or Monte Carlo. However, setting ¢ = 1
or 2 to access physical dimensions like d = 3 or 2 typically yields less accurate
results and requires sophisticated resummation techniques, such as Padé or Borel
analysis [100, 101].

In this thesis, the approach we adopt is the bootstrap. The conformal bootstrap program
was initiated independently by Ferrara, Grillo, and Gatto [53], and by Polyakov [54].
These seminal works proposed a non-perturbative (or, as Polyakov emphasized, non-
Hamiltonian) approach, noting that in conformal field theory, a non-trivial constraint
arises from the associativity of the OPE. Concretely,

<01020304> = Z f01020f03(94(9 blOCk(O) = Zf@1(94(9/f@2@3(9/ blOCk(O/) . (2.1.37)
O O/

This is the so-called crossing equation, reminiscent of s- and t-channel equivalence in
S-matrix theory. The precise forms of the blocks is not necessary for this discussion.

Ferrara, Grillo, and Gatto focused on computing the conformal blocks, organizing them
around primary operators and developing techniques such as the shadow formalism.
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Polyakov instead used the crossing equation to derive dynamical results, including
non-trivial predictions for anomalous dimensions at the Wilson-Fisher fixed point in
d = 4 — . Mack later made key contributions, including a rigorous proof of OPE
convergence [102, 103].

The first full solutions of the crossing equations appeared in 2D CFTs in the celebrated
work of Belavin, Polyakov, and Zamolodchikov [86]. They analytically solved theo-
ries with a finite number of Virasoro primaries—the so-called minimal models—and
introduced the term conformal bootstrap.

It was only much later that significant results were obtained in higher dimensions. In a
landmark paper, Rattazzi et al. [55] proposed combining crossing symmetry with uni-
tarity (f3 0,0, > 0) to obtain rigorous bounds on conformal dimensions. Remarkably,
these bounds often exhibit kinks, which are believed to correspond to actual physical
theories—most notably the 3D Ising model [56, 57].

Later, Simmons-Duffin and collaborators showed that considering multiple correlators
simultaneously could constrain the space of allowed conformal data into small islands,
thus yielding not only bounds but also predictions [104, 105]. This method now provides
extremely precise and rigorous determinations of conformal data for theories such as
the 3D Ising model (see [106] for the latest results). While the outcome is formally a
bound, the precision is often such that these are effectively treated as predictions.

Alternative approaches were also developed, notably by Gliozzi and collaborators [107—
109]. Their method involves a severe truncation of the OPE and enforcement of crossing
symmetry. While this approach lacks the rigor of the numerical bootstrap and does not
require unitarity, it has been applied to non-unitary theories like the Lee-Yang model
in d = 2,3,4,5, where the approach explained before fails. Even in unitary theories,
its simplicity makes it appealing despite lower precision, and research in this direction
remains active.

Finally, the conformal bootstrap has also led to important analytical insights. Notably,
one can extract asymptotic information about operators with large spin or large di-
mension directly from crossing symmetry [110, 111]. In this context, we emphasise the
role of analytic assumptions on the correlation functions, which made it possible to
derive the inversion formula |61, 112, 113] as well as certain dispersion relations [114].
These formulae have led to analytic predictions, particularly for operators of large spin.
Both the inversion formula and the dispersion relation make use of the analytical as-
sumptions on the CFT correlators and CFT data to compute approximate analytical
results from the crossing relation. The most famous result that can be obtained using

39



these tools is that asymptotic large-spin operators appearing in the OPE of two scalars
have vanishing anomalous dimensions. More precisely, in the OPE of two scalars ¢ x ¢,
there are operators whose classical forms are ¢p970"¢, denoted as [¢¢],, s, and whose
dimensions are given by

o 1
Aoy "Z7 28 420+ T +0 (3) : (2.1.38)

The physics behind this result is the following: there is a limit of the crossing equation
in which the contribution of the identity operator dominates. One can show that, in
the crossed channel, an infinite tower of operators is required to compensate for the UV
divergence generated by the identity. These operators can be identified precisely with
the [p¢],, s operators, and their conformal dimensions, as given above, can be computed
using either the inversion formula or dispersion relations, with the identity contribution
as input. Corrections at large but finite spin arise due to the presence of the lightest
operator in the OPE after the identity.

In this thesis, both the numerical approach and analytic bootstrap methods will be
developed at finite temperature. In Section 4.2, we will provide all the details about
the finite-temperature bootstrap problem. In Section 4.4, we will explain why the
numerical approach of [56, 57| cannot be straightforwardly generalized to the finite-
temperature case, and we will instead adapt a version of the Gliozzi method, improved
by some analytical techniques. In [51], an inversion formula for thermal two-point
functions was already proposed, and in [62], a dispersion relation was also derived. All
of this is reviewed and extended in Section 3.3, and used concretely to make predictions
about thermal dynamics in Section 4.5.

2.2 Finite temperature effects in quantum field theory

2.2.1 Finite-temperature field theory: basic methods

The goal of this thesis is to formulate a non-perturbative bootstrap problem for thermal
effects in conformal field theories. Before addressing this topic, let us briefly recall, in
this section, some basics of thermal quantum field theory.

A finite-temperature quantum system is defined through the thermal density matrix:

p=cPH (2.2.1)
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where 3 = 1/T is the inverse temperature . The partition function is then given by

Z(B) = Tre PH = Ze‘ﬂg(cﬂg) = Ze_ﬁg : (2.2.2)

& £

where in the last step we have chosen an orthonormal basis of energy eigenstates,

() = 1.

Thermal correlation functions are defined as traces over the Hilbert space:

(O1(x1) ... Op(2))g = Z7H(B) Tr (e_ﬁH(f)l(wl) . Op(z)) =

=Z71(B)) e (O (x1) ... On(a)E) , (22.3)
E

where we use the notation (-)s to denote thermal expectation values. From this ex-
pression, one sees that finite-temperature correlators can be written as infinite sums of
zero-temperature matrix elements.

There are several standard approaches to describe and compute observables at finite
temperature. In this thesis, we will work in the Matsubara, or imaginary time, formal-
ism. However, let us briefly review all the main methods:

* Thermofield double (TFD): The idea is to consider a doubled Hilbert space,
Hrrp = H ® H, and define the TFD state as

[TFD) = Z27'*(8)) e 1g) 0 [€) . (2.2.4)

This state plays the role of a thermal vacuum, in the sense that thermal correlators
can be expressed as

where the operators act only on the first copy of the Hilbert space, i.e. O = O®1.

* Matsubara formalism: This approach relies on the observation that e #H

corresponds to time evolution by imaginary time ¢ = i5. One can prove that
T = 7+ [ and therefore, introducing imaginary time 7, one considers the system
in Euclidean signature, compactified on a thermal circle. In this setup, the QFT
is placed on Sé x R and temperature effects are encoded in the geometry.

31n this thesis we will work in units where the Boltzmann constant is set to kg = 1.
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* Keldysh-Schwinger formalism: This method incorporates both imaginary
and real-time evolution. The imaginary time component captures the thermal
effects (similarly to Matsubara), but by considering complex contours in the
time plane, one can study real-time dynamics. Unlike Matsubara, which as-
sumes equilibrium, the Keldysh-Schwinger formalism allows the treatment of
non-equilibrium systems.

2.2.2 Matsubara formalism and KMS

We consider in this thesis the system at finite temperature using the Matsubara for-
malism, as proposed in [39]. Practically, this amounts to considering imaginary time
evolution ¢ = i1, so that

O(r) = e™HOe ™ (2.2.6)

We now restrict to 0 < 7 < f, for reasons that will become clear shortly. Let us
consider the two-point function of bosonic operators:

9(7'17 7'2) = —Z*l(ﬁ) Tr (efﬁHeTzHozeszHenHOle*TlH) _
— —Z—1<ﬁ) Tr (6—5H026—(7’2—71)H016(7'2—Tl)H) 7 (227)

where we have assumed 75 — 7y > 0. Defining 7 = 71 — 75, we obtain

9(r) = Z7H(B) Tr (e PH O™ Ore ™) = Z71(8) Tr (Ore™H O HHH)
=7 Y8 Tr (e—ﬁHole—(T+5)H026(r+6)H) —g(r+8). (228)

This shows that the function g(7) is periodic in imaginary time with period g, i.e.,

g(r) =g(r+8) . (2.2.9)

This condition is known as the Kubo-Martin-Schwinger (KMS) condition [59, 60]. Be-
cause of this periodicity, we are effectively studying correlation functions on the geom-
etry S x R4, with periodic boundary conditions for bosonic fields.

An analogous computation can be performed for fermions. However, due to Fermi-Dirac
statistics, the thermal boundary conditions for fermions are anti-periodic, introducing
a minus sign in the corresponding relation.

Note that the derivation of the KMS condition here relies on the definition of the ther-
mal density matrix in equation (2.2.6). From an axiomatic perspective, however, this
is not necessary. In fact, it is more common to define a thermal quantum field theory
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as a theory satisfying the Wightman azioms (or the Osterwalder-Schrader azioms in
Euclidean signature), together with the KMS condition as an additional axiom.

In this algebraic approach, the KMS condition plays the fundamental role of charac-
terizing thermal equilibrium. We will see later that this condition is the key equation
from which we will derive predictions and results for thermal effects in conformal field
theories.

For a classic reference on the axiomatic framework, see [115], and for recent develop-
ments concerning conformal symmetry within this context, see [116, 117].

2.2.3 Comments about perturbation theory

All the discussion so far has been completely non-perturbative and does not even rely
on the existence of a Lagrangian formulation of the theory. Of course, if a Lagrangian
formulation is available and the theory is weakly coupled, one can attempt to study
the system using standard perturbation theory by replacing the manifold R? with the
thermal manifold S§ x R4™!.

In this context, the massive propagator in momentum space is exactly the same as at

zero temperature:
1

Gp) = ————

where w,, = 2mn/f, and the Fourier transform reflects the fact that we are compacti-

(2.2.10)

fying time on a circle:

. s ) ddilp -
G(1,%) = Z e“"”/ (QW)d_le”"xG(p). (2.2.11)

n=—oo

Using the Poisson resummation formula, one can show that

o0

G(r,@)= Y _ G(r—np,i), (2.2.12)

n=—oo

where G(r,Z) is the Fourier transform of G(p) in R%. Therefore,

G(r, @)= Y Go(r —nB, ), (2.2.13)

n=—oo

where GGy denotes the zero-temperature propagator. The formula above is commonly
referred to as the method of images. Using this method, one can compute any correla-
tion function perturbatively using standard Feynman diagrams and loop computations
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on the thermal manifold S}, x R4, Nevertheless, there are some crucial differences
that must be considered.

The infrared problem. It may happen that a theory which is weakly coupled at
zero temperature becomes strongly coupled at finite temperature. A main focus of this
thesis will be the O(/V) models, whose Ginzburg-Landau description involves a quartic
potential, as we shall explain later. For now, let us illustrate the potential issues of
perturbation theory at finite temperature in the case of the ¢* theory in d = 4. Consider
a Lagrangian with potential

1 1
V= §m2¢2 + EWL . (2.2.14)

Since thermal effects are equivalent to studying the QFT on the thermal geometry
S}; x R?1, one can apply Kaluza-Klein reduction, yielding the effective Lagrangian:

1 s A 4 — AP, A 9 .9
L= 5(0¢0)" + @aﬁo + ; laqﬁnaqbn + 7\% + %|¢n| ol (2.2.15)

This Lagrangian is now defined in d = 3. We omitted further self-interactions among
the Kaluza-Klein modes. The fields ¢, are massive, with mass m, = 27n/g, while
¢o is massless and features a ¢¢ interaction. At zero temperature, the ¢* operator is
marginally irrelevant and the theory is infrared free. However, in d = 3, the same
operator becomes relevant, and the infrared dynamics below the scale A/ is governed
by strong coupling effects.

Hence, the dynamics of ¢y may drive the theory to strong coupling in the IR, introducing
an infrared problem absent at zero temperature. In this specific case, however, we are
saved from this problem thanks to the last term in the Lagrangian in (2.2.15). As we
will also discuss for the O(N) model in Chapter 6, a one-loop computation shows that

¢p acquires a thermal mass:
A
2

mg, o 7 (2.2.16)
which is sufficiently large to ensure that the theory remains weakly coupled, as long
as A < 1. In this regime, the thermal mass lies above the strong coupling scale,
and perturbation theory remains self-consistent. This ensures that the perturbative
computations we will present in Chapter 6 will be consistent and can be used and can

be compared with other non-perturbative methods.

For further details on this example, see [118-120].
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2.3 Summary of the chapter

In this chapter, we reviewed the basics of conformal field theories and thermal quantum
field theories, focusing on the key concepts and results that will be used in the following.
In particular, in Section 2.1, we presented an introduction to conformal invariance,
explaining its physical origin in terms of fixed points of the renormalization group flow,
and briefly discussed the distinction between scale-invariant and conformally invariant
theories.

We then focused on conformal field theories, introducing the conformal group, its gen-
erators, and the conformal algebra. The consequences of conformal invariance are
encoded in the conformal Ward identities, from which we derived the form of two- and
three-point functions. Crucially, we also explained why one-point functions vanish for
any operator in a conformal field theory except the identity. This will play a funda-
mental role when studying thermal effects, where one-point functions are generically
non-zero at finite temperature.

Radial quantization can be viewed as the study of a conformal field theory on the geom-
etry R x S9!, In this picture, the Hamiltonian corresponds to the dilatation operator,
and one can construct a one-to-one map between states and (local) operators of the
CFT. This framework justifies the operatorial expansion of a product of two opera-
tors into an infinite sum of local operators, known as the operator product expansion
(OPE):

01()0x(y) = 3 e(2)0() . (2.3.)

o

Using the OPE, any correlation function can be decomposed in terms of conformal
data: the scaling dimensions and the three-point function coefficients.

This conformal data can be rigorously bounded and, in some cases, computed via
the conformal bootstrap program. This approach constrains the data by imposing
the associativity of the OPE in a four-point function. We also commented on other
numerical and analytical techniques for computing the conformal data.

We then introduced finite-temperature effects in quantum field theory. Thermal effects
were defined via a thermal density matrix p = e #H, where 3 is the inverse temperature
and H the Hamiltonian. We outlined the main approaches to thermal field theory,
focusing on the Matsubara (imaginary-time) formalism, which amounts to placing the
CFT on the geometry SI};, x R?~1 with periodic (anti-periodic) boundary conditions
for bosons (fermions). The resulting periodicity condition along the thermal circle is
known as the KMS condition, and it will play a fundamental role in the remainder
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of this thesis, acting as the thermal analogue of OPE associativity in the bootstrap
framework.

We also briefly discussed perturbation theory at finite temperature, providing explicit
rules for the propagators and noting the possible emergence of infrared problems. Im-
portantly, these issues are negligible in ¢ theory for 2 < d < 4 (we explicitly considered
d = 4). This is relevant for applications to the O(N) model, where the ¢* theory pro-
vides the Ginzburg-Landau description of the Ising fixed point.
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Chapter 3

Finite temperature effects in CFT:
kinematics

3.1 Thermal data and OPE

As discussed previously in Chapter 2, conformal field theories provide a well-established
framework in which a model is fully characterized by its conformal data. This data
consists of the spectrum of scaling operators—equivalently, the energy eigenstates on
the sphere—and the operator product expansion (OPE) structure constants. Schemat-
ically, disregarding charges under global symmetries, the conformal data is given by:

conformal data ~ {{Ao, J(g}, f@@/@//} . (311)

When considering finite-temperature effects, we expect conformal symmetry to be bro-
ken. This is because temperature introduces a scale, implying that the theory is no
longer scale-invariant. Consequently, one might anticipate that the minimal set of data
required to characterize a thermal CFT is larger than in the zero-temperature case.

However, this expectation is conceptually incorrect. In fact, by employing the real-time
formalism, any thermal correlation function can, in principle, be expressed in terms of
an infinite number of zero-temperature correlation functions. This follows from the fact
that, using the thermal density matrix p = e #H | we can always write

r e PH 1(x1)...0plxy
(Ou(w). Oul))s = L (Torfe-ﬁm 2zl
_ Yo e P (8,101 (x1) ... Op(T0)|En) ‘

S

(3.1.2)
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Nonetheless, it is very challenging to make practical use of this fact when studying
thermal effects in CF'Ts. To understand why, it suffices to consider the CFT formulated
on R x S}i{l. In this setup, radial quantization maps the dilatation operator in flat space
to the Hamiltonian on the sphere, H = D/R, where R is the radius of the (d — 1)-
sphere. As a consequence, it becomes natural to study thermal correlation functions in
this setting via

S e P00y (1) .. Op(2)|O) R
Ol T On Tn R = Ao
(O1(1) (n)) 5.k S R 0[O

: (3.1.3)

where we defined (-) g as thermal correlation functions of the CFT on R x S9!, and
(-Yr as zero-temperature correlation functions on the same geometry.

To be very concrete, let us consider a scalar operator ¢ and study its thermal one-point
function. The equation above simplifies to

Yo e PR (0]8]O) R
=1 - .
O = 5 % 10/0)

(3.1.4)

Notice that, in the limit where we consider thermal effects in a CFT on flat space,
the numerator of thermal correlation functions involves an infinite sum of three-point
function coefficients. This sum is regulated by potential divergences arising from the
thermal partition function in the denominator.

Therefore, performing this computation requires exact knowledge of an infinite set of
conformal data, which is beyond reach for any generic CFT, particularly in dimensions
d>2.

To appreciate how difficult this limit is to take, one can, for instance, compute the
free energy from the thermal partition function of the theory on R x Sj‘%’l, as done in
Appendix A of [51]. Consider, for example, the partition function of a free theory in
d = 3, given by

0
Zg=e ) =[] (1—g"/3) ", (3.1.5)
i=0
where we normalize the radius of Sf{l to R = 1. The formula above can be truncated at
some power of ¢, corresponding to computing the partition function up to a conformal
dimension A,... Using this expansion, we define a function which approximates the
free energy density in the infinite temperature limit:

= Lﬁf*ﬁ log Z(e™") . (3.1.6)

10 =533
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Figure 3.1: The function f() for various cutoffs Ayu., compared with the exact
expectation as A ,qe — 00.

The result for different values of A,.x is shown in Fig. 3.1.

In particular, observe that the only way to recover the correct free energy density on
R? is to take the limit 5 — 0, which gives a nonzero result only if Ay — 00.

For the reasons outlined above, it is convenient to distinguish between two cases: (i)
thermal effects on the CFT defined on R x S% !, where the expansion in Eq. (3.1.3) is a
useful tool, at least at low temperature, and has been recently explored in the literature
[121-123]; and (ii) thermal effects in flat space, i.e., on R%.

In the latter case, it is more efficient—as we partially show in this thesis—to work
with an enlarged set of thermal CFT data. As explained in the previous chapter, one
way to introduce thermal effects in a QFT is to consider the theory on Sj x R,
where = 1/T is the inverse temperature. Thus, the relevant thermal conformal data
corresponds to the minimal data needed to characterize a generic CFT on this thermal
manifold. This different approach is also used in R x Sld%’l at high temperature for
example for the O(NN) model at large N [124].

To identify this new data, recall that in a zero-temperature CFT, two- and three-point
functions fully characterize the theory. This is because the Operator Product Expansion
(OPE) can be iteratively applied to construct any n-point function (for n > 3), reducing
it to a sum of two- and three-point data. This procedure can also be generalized to the
finite temperature case, since the manifold S* x R~ is conformally flat'.

!Conformally flat here means that there exists a conformal map locally identifying the thermal
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In fact, in conformally flat manifolds, the OPE is still convergent in a finite region,
and operatorially it remains identical to that at zero temperature. Concretely, let us
examine the two-point function of two identical scalar operators. The OPE reads:

$(a) x ¢(0) = > fagol|> 22wy, x,,0M (3.1.7)

OHL-H g

and hence in correlation functions (within the convergence radius) we obtain:

(D(2)$(0)) = D fagolz|> 22wy, oay,, (OF1) (3.1.8)
OHL--HT
At zero temperature, the expression above collapses to a single term, since only the
identity operator has a nonzero one-point function. This follows from dilatation invari-
ance, as already anticipated in Chapter 2.

At finite temperature, when correlators are computed on Sé x RT1 equation (3.1.8)
still holds. However, since dilatation symmetry is broken, one-point functions of scaling
operators may be non-zero. This leads to an effective expansion of the two-point
function. Higher-point functions can similarly be expanded using the OPE, meaning
that—alongside the standard conformal data—thermal one-point functions must be
included.

Thus, the complete thermal conformal data is:

thermal conformal data ~ {{Ap, Jo}, fooror, (OF )5} . (3.1.9)

In the next section, we show that thermal one-point functions reduce effectively to a
single coefficient per operator—the new thermal data, which is central to the develop-
ments in this thesis.

Before proceeding with the discussion of broken and unbroken symmetries, let us revisit
the issue of OPE convergence at finite temperature. Until now, we have simply assumed
the OPE converges locally when the operators are sufficiently close. But how close is
“sufficient”?

This can be quantified by considering periodicity along the thermal circle. In unitary
theories, when two operators are very close, the two-point function behaves as:

1

(72 + 72)*

(o(7,2)9(0)) 5 ~ (3.1.10)

geometry with RY. This map is not globally defined (unless d = 2), so one cannot use it to map
correlators from flat space to the thermal manifold.
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This behavior is dictated by the leading contribution from the identity operator in the
OPE. Due to periodicity in the thermal circle, we also have:

1

(72 + 22)%

(@(B —7,2)9(0))g ~ (3.1.11)

However, in this regime, no operator in the OPE accounts for the divergence, which
must then signal the breakdown of OPE convergence. Therefore, we conclude that the
OPE converges only when the Euclidean distance between the two operators satisfies:

4t < f. (3.1.12)

On the other hand, within this region, the correlator is expected to be finite and free
of other singularities. The rigorous proof of this is non-trivial [50, 51] and will be
discussed in the final sections of this chapter. The conclusion is that the convergence
radius of the OPE at finite temperature is set by .

3.2 Broken and unbroken symmetries

In this section, we extract a Ward identity (or a set thereof) for each symmetry trans-
formation on the thermal manifold Mg = Sg, x R4~!. In general, we do not expect these
symmetries to be preserved. For instance, dilatations are expected to be broken due
to the insertion of a scale in the theory, represented by the temperature 7' (hereafter
appearing through its inverse g = 1/T).

During the derivation, the non-triviality of the geometry leads to modifications of the
standard flat-space Ward identities. We interpret these modifications as symmetry
breakings. Although the focus of this thesis is on the thermal manifold, the logic of
this section can be extended to a theory on a generic manifold M. In fact, the same
framework was used in [1] to compute broken Ward identities on the geometry T?xR?~2,

Let us consider a generic CFT on R%. Observables in this theory are constructed from
n-point correlation functions:

(O1(21) ... Op(2)) (3.2.1)

Due to the invariance under the global conformal group, these observables satisfy spe-
cific symmetry properties. We are interested in how such properties are modified when
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the correlation functions are computed on a non-trivial manifold M, where conformal
symmetry is generically expected to be broken.?

(O1(21) ... On(x)) o (3.2.2)

where (...),, denotes correlation functions evaluated on the manifold M, with the
implicit understanding that the operators satisfy appropriate boundary conditions tied
to the geometry of M.?

The derivation of Ward identities in flat space is standard in the literature (see e.g. [65,
125]). Let us start from a theory defined by a formal action A, and consider an
infinitesimal symmetry transformation of the fields ¢'(z) = ¢(x) — iw, Gap(z), where

_ St oF
iw,Gop(x) = wa(s—waﬁugo — wad_wa )

Here, F is a function that parameterizes the field variation under the generator G,.

(3.2.3)

In Section 3.2.1, we will focus on the conformal group, whose action on generic corre-
lators is known and summarized in Table 3.1. These results can be easily extended to
the superconformal case.

The correlation function (3.2.2) can be written as a path integral over the fundamental
fields:

(O1(x1) ... Op(xn)) 0y = %/[dcp] O1(z1) ... Op(xy)e A (3.2.4)

and since the fields ¢ are just integration variables, we can perform the transformation
(3.2.3) as a change of variables:

<01(ZL‘1) e On(xn»/\/[ =
1 ’ /
== /[dgp'] (O1(z1) + 001 (21)) - . - (On () + 6O, () e (3.2.5)
where 6O;(z;) denotes the variation of the i-th local operator under the transformation.

Assuming invariance of the theory under rigid symmetry transformations, the trans-
formed action on a generic manifold M can be written as:

AL = Al + /M d12/G V(@) J(z) | (3.2.6)

2This can be understood as the breaking of some covariantly constant conformal Killing vectors on
a manifold that is not conformally equivalent to R%. In this work we consider specific manifolds that
retain some unbroken symmetries, such as S x R4~! or T? x R?~2.

3For example, on the thermal manifold Mg = Sé x R4~1, bosonic operators are periodic and
fermionic operators are anti-periodic along the thermal circle.
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where ¢ is the determinant of the metric on M, and J* is the current associated with
the symmetry generated by G,.

In a Lagrangian theory, these currents can be written explicitly using the canonical
stress-energy tensor:

Sk oL oL OF oL OF
- _ — T
Ja £ ”*05 Za (09) 0wa Can(s Za (09) dwa (8:2.7)

When restricted to conformal transformations, these expressions can be rewritten in
terms of the symmetric, traceless stress-energy tensor T#*.* Explicit expressions for
these currents are collected in Table 3.2.

By inserting the transformed action into (3.2.5) and expanding to first order in the
infinitesimal parameters w,, we obtain:

N (O1(@) .- 604(,) ... Onlwa)) 3y = (3A Os(1) ... Onla)) o4

7

_ /M B2 \/G Y a() (JH@)O (1) ... On(@)) g - (3.2.8)

Recalling that O (x) = —iw,(x)G,O(z) and taking functional derivatives with respect
to wy(y), the identity becomes:

_226 ) (O1(21) .. Ga0i<1’z')--.on(:rn)>M =
= /M d*z\/g 0,0(x — y) (JH(2)O1(21) ... Opl@n)) 0y - (3:2.9)

Switching to derivatives in y and simplifying gives the unintegrated broken Ward iden-
tity:

Z o(x ) (O1(x1) ... GoO;(x;) ... Op(0)) oy =

= Vi (JE(y)O1(21) - .. On(n)) g - (32.10)

It is important to note that the current on the right-hand side of equation (3.2.10) acts
iteratively on all operators in the correlator. For example, specializing to the thermal

4As in the flat case [65], the broken Ward identities are unaffected by replacing the canonical stress
tensor with the traceless one; any differences due to improvement terms correspond to divergences
that are removed upon normal ordering.
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manifold Mg = S x R?"!, the broken dilatation Ward identity for a one-point function
becomes:

i3z = 1) (D, Ol = 5 [(v = 2 (PO (32.11)

where from now on we denote thermal correlators as {-)s = (-) m;-

This relation reflects the interpretation of D as an integrated charge over a (d — 1)-
dimensional surface centered on the operator . This is consistent with the definition
of the generator as the integral of the corresponding current:

DO(z) = /dd_ly (x —y), T (y)O(x) . (3.2.12)

While the unintegrated Ward identities are quite explicit, they can be simplified upon
specifying the geometry. As previously mentioned, we now specialize to the thermal
manifold Mz = S x R, Integrating both sides of equation (3.2.11) yields:

> (O1(w1)...GoO5(;) ... Op(x)) 5 =

%

B
= /0 dyo /Rdl_1 dty aiyu (JE(W)O1 (1) ... On(zn))s - (3.2.13)

In flat space RY, the boundary term resulting from the divergence vanishes (under ap-
propriate fall-off conditions), and one recovers the standard, unbroken Ward identities:

ijg:(Ch(aq)...(;aCk(xQ...(On(xn)%w =0. (3.2.14)

On a generic manifold M, however, the boundary term is generally nonzero and must
be interpreted as a breaking term correcting the Ward identity.

To make this analysis explicit, we parametrize the thermal circle Sé using the coordinate
T € [0, ), with the identification:

T=7+4. (3.2.15)

We impose periodic or antiperiodic boundary conditions on the fields, depending on
their spin: bosons are periodic, fermions are antiperiodic. (This is an important point
for supersymmetry breaking.)
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The integral on the right-hand side of (3.2.13) splits into two contributions. The first,
along the thermal circle, is:

Lo (6.5~ 20.9) 01w O}, - (32160

The second is the contribution from the spatial boundary at large radius:

R—o0

B
lim / dr / 4Q R0 (Ji(7, B, QO (1) ... Oulwa), (3.2.17)
0 ga-2

where n; is the unit normal vector on the spatial boundary, and df) the measure on the
(d — 2)-sphere.

This term can be studied using the clustering property:

lim (J}(7, R, Q)O1(z1) ... On(xn)>ﬁ = (JI(1, R, Q)>6 (O1...0n), - (3.2.18)

R—o0

Because translation invariance is unbroken, one-point functions on the thermal manifold
must be constant in space and 7, so the integral in (3.2.17) is divergent unless (J!)5 = 0.
This gives a possible infrared divergence proportional to the volume:

Hence, this term must be renormalized or discarded, and in what follows we simply set
it to zero.

Returning to the first boundary term, we define the operator
T2(5) = J(B.4) — J2(0,%) (3.2.20)

so that the breaking term reads:
/Rd_1 Aty (T2(G)O1(x1) ... On(a)) 5 - (3.2.21)

From this, we immediately see that translations and spatial rotations are unbroken,
since the corresponding currents are periodic along the thermal circle. On the other
hand, dilatations, time-like rotations, and special conformal transformations are generi-
cally broken due to the non-periodicity of their currents. Supersymmetry is also broken,
due to the anti-periodicity of the supercurrent.
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Thus, the final form of the broken Ward identities reads:

iZ(Ol(ml)...GaOi(mi)...On(xn))ﬁ:/Rd1dd_1y (D010, . (3:2.22)

Among all symmetries, the broken Ward identity for dilatations carries special sig-
nificance: it captures the breaking of scale invariance and can be interpreted as a
non-perturbative version of the Callan-Symanzik equation. In fact, the presence of a
new scale—mnamely the temperature—modifies the dilatation identity to:

0
B

A derivation of this equation can be found in Appendix A of [1], but it can also be
understood heuristically as a dimensional analysis statement: a scale transformation

(D + ) (O1(@1) ... Oplw,))y = 0. (3.2.23)

can be compensated by rescaling the temperature.

Symmetry Infinitesimal transformation: iw,G,0;(x;)
Translations a*0,0;(x;)
Dilatations b(x'0, + A;) O(x;)
Rotations M (—2,0, + 2,0, + iS,) O;(z;)
Special conf. tr. | d* (=220, + 2,270, + 2x,A; — 2ix"S,,) O;(z;)

Table 3.1: Symmetries of the global conformal group and their action on a local
operator O;(x;) in an irreducible Lorentz representation [65]. a*, d* are vectors; b is a
scalar; ¢ is an antisymmetric tensor; Sy, s the spin operator.

Explicit checks of equation (3.2.22) with the breaking terms of Table 3.2 were performed
in two-dimensional CFTs and free theory in four space-time dimensions.

3.2.1 Conformal Group at finite temperature

By plugging the general broken Ward identity (3.2.22) into the explicit breaking terms
associated with the symmetries of the conformal group (whose corresponding opera-
tors are listed in Table 3.2), it is possible to derive concrete constraints on thermal
correlation functions in a generic CFT at finite temperature.
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In Table 3.2, we report—for each symmetry in the conformal group—the explicit expres-
sion for the corresponding current and the associated breaking term I'’(z), computed
via equation (3.2.20). For notational clarity, we introduce the shorthand:

O1.n(x) = O1(x1) -+ - Op(y,) - (3.2.24)
Symmetry Currents: w,J# Breaking terms: I'(0, %)
Translations a, T 0
Dilatations bx, TH BT(0, %)
Spatial rotations | —c¢, 2, TH + ¢ 2, T 0
Boosts —c,07TH + ¢,O7TH BTY(0,7)
S.c.t. on S} d(—x200, + 272,)TH | B[(B — 27)TY(0,7) + 2(z; — v;)TY(0, T)]
S.c.t. on R | d(=a26;, + 2z2,)TH | BB+ 27)T%(0,Z) + 2(x; — y:)TY(0, Z)]

Table 3.2: Explicit expressions for T2(x) associated with the symmetries of the global
conformal group. The coordinates (T, %) specify the insertion point of the breaking term.
Note that thermal effects explicitly break the manifest SO(d) symmetry, but preserve
SO(d — 1) invariance.

Translations. The Ward identities associated with translations (in both time and
space) remain unbroken at finite temperature. This results in the constraints:

Z; 88% (Or.a(®))s =0, Z; a(z«;; (O1.a(m)), =0 (3.2.25)

Dilatations. The dilatation Ward identity is broken by the presence of a finite tem-

perature, which introduces a scale into the theory. This is captured by the broken

identity:

i T,,i + 2 o + A ) {O1n(2)) 5 = ﬁ/ddly (T%(0,7)O1.n()), , (3.2.26)
or. Toxt p ’ g

r=1

where A, denotes the scaling dimension of the r-th operator.
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Rotations. From Table 3.2, we see that only the Lorentz boosts are associated with
nontrivial breaking terms. Spatial rotations yield unbroken Ward identities:

» B o .
> (a:ma ;T zsij> (Orn(@))y =0, (3.2.27)
r=1 r

where S7, acts on the spin indices of the r-th operator. Conversely, the boosts lead to
the broken Ward identity:

B 0 0
Z( (91 xrza +ZS;O><01 n( ﬂ_ﬁ/dd 1y <T010y(91 n( )>ﬁ
r=1
(3.2.28)
Special Conformal Transformations. We now turn to the special conformal trans-

formations (SCTs), whose Ward identities are broken by temperature. For SCTs along
the thermal circle S}g, the broken identity reads:

—|— 27,0, + 22, 8j | (Or.n()) 5 =

> [ - s

r=1

— Z B(B — 27,) /dd_ly [<TOO(O, g)ol...n(m)>5 + (x; — ;) <T0i(0, g)@ln(w)>ﬂ} )
. (3.2.29)

Finally, for SCTs along the spatial directions of R%~!, we obtain:

n

Z {(T + x]xj)% — 2z, 2t 88 — 2z, A, + 207, S} + 22:1:{«5;} <Ol"'”(m)>6 =

r=1 T

- Zﬁ<5 + 27}) /ddly [<TOO(07 g)Oln(w»B + (xl - yi) <T0i(0> g>01n<w)>,3} ’
. (3.2.30)

3.2.2 Hamiltonian and momentum

In this section, we derive the operatorial expressions for the Hamiltonian and the mo-
mentum at finite temperature. The energy spectrum obtained by diagonalizing such
a Hamiltonian corresponds to the spectrum of the theories lying on the vertical axis
above the critical point at zero temperature, as depicted in Fig. 3.2.
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‘ Thermal CFT ‘

‘ (Possible) critical line

N\

Figure 3.2: A schematic representation of the (g, T) plane, where T is the temperature

//////
|CFT at zero T|
\./ ,

(g%,0) 9

and g is a coupling constant of the theory. The zero-temperature CFT sits at the critical
point (g*,0), represented by a blue dot. In this paper, we study the thermal CFT, which
corresponds to the QFT lying along the vertical dashed red line above the critical point.
For clarity, a pictorial representation of a hypothetical line of critical points near the
zero-temperature fived point is also included, to distinguish these from the thermal CFT.

It is instructive to observe that the broken Ward identities (3.2.26) and (3.2.28) acquire
a compelling physical interpretation upon introducing the Hamiltonian and the spatial
momentum operators®:

d—1b , .
H = —/ Al (T 8+ ———= ), P :i/ d* e T%(7, 7)
Rd—1 d 5d Rd—1
(3.2.31)
where [51]
d—1by
<T0°>B =7 (3.2.32)

This relation, describing the one-point function of the stress-energy tensor, follows
directly from the dilatation Ward identity (3.2.26) evaluated on one-point functions.

Using translational invariance for one-point functions, equation (3.2.26) becomes:

1
H=-2D-F, (3.2.33)

where H is the Hamiltonian of the finite temperature theory, which should be inter-
preted as a (d—1)-dimensional interacting QFT at finite temperature [51, 126]. The

5 : : : ; ; 00 — ;2700 —
The minus sign arises from our use of Euclidean signature, where TLoren‘tzian =1 TEu‘Clidean =

00 ., - 0i — ;00
—TRuclidean- Similarly, the factor of ¢ in front of the momentum stems from 777 . . = TR idean-
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energy levels of this theory can be expressed in terms of the conformal spectrum of the
d-dimensional CFT. Using the operator-state correspondence, and a basis |i) = O; |0)
(with O; a scaling operator), the matrix elements of the Hamiltonian are:

A,

?5” —Ey, (3.2.34)

where {A;} denotes the set of conformal dimensions of the operators at zero tempera-

(i|H|j)s = —

ture.

Equation (3.2.34) reveals that the zero-temperature conformal data encodes the finite-
temperature energy spectrum—that is, the spectrum of the theory on the vertical red
axis in Fig. 3.2. A clarification for attentive readers: a CFT at finite temperature is
neither a critical point nor a fixed point of the RG flow, as dilatation invariance is
explicitly broken. In general, all couplings run with temperature. However, one may
consider fixing the theory’s couplings to their critical values at zero temperature and
then study the resulting theory as a function of temperature. In this context, temper-
ature becomes a scale, and observables (such as the thermal mass) vary accordingly.

The operatorial expressions for the Hamiltonian and momentum in this nontrivial quan-
tum system, parametrized by (3, can thus be understood as consequences of the broken
Ward identities. From the above, the energy levels at finite temperature take the form®:

A,
En= =5 = Eo, (3.2.35)

where A,, are ordered from lowest to highest. Unitarity implies that the minimal A,
corresponds to the identity operator (A = 0). Ej is the energy of the thermal vacuum
and incorporates the Casimir energy of the system”.

Equation (3.2.35) is consistent with dimensional analysis: since [ is the only scale,
E oc 1/%. The nontriviality lies in the precise coefficient.

As previously discussed in [49], the broken dilatation Ward identity can be modified
by a temperature derivative term:

9
op

6 The minus sign is due to the Euclidean signature. In Lorentzian signature, the first term becomes
positive.

"The Casimir energy at finite temperature can be interpreted as the contribution of the thermal
gas: while at T'= 0 we have (T°°) = 0, at finite temperature (17%%); = — (1 — é) %—7;, giving an energy
density 5" = — 41 [33?1 [51].

8Except for Ep, which is proportional to Vol(Mpg) times a dimensionful constant.

(D +5 ) (O1(21) ... Op(an))s = 0 , (3.2.36)
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where [0p acts effectively as a Hamiltonian and is directly identified with —D/f,
validating the previous identification.

Momentum. Analogously, the boost operator L; is related to the momentum oper-
ator via the broken Ward identity (3.2.28):
P = %Li : (3.2.37)

indicating that the dilatation and boost operators generate time and space translations,
respectively, on the thermal circle Sj.

As noted in [51], the definitions of H and P in equation (3.2.31) are natural when
interpreting the system thermally. However, in a Kaluza-Klein perspective—where a
spatial, not temporal, direction is compactified—it is more natural to define:

H:—/BdT/ d* 2z (T (7 f)+1b—T (3.2.38)
Rd—2 ’ dpd)’ -

/ dT/ x TY(7,2) , i=0,2,3,... (3.2.39)
Rd—2

There is also a third natural possibility we do not explore here, namely a finite-volume
CFT. In the language of this thesis, such a theory lives on the manifold R x Sj‘é_l, with
time along R and space compactified on a (d—1)-sphere. In d = 2, the Hamiltonian and
momentum are well understood |21, 127, 128|, and follow from conformal maps between
C and the cylinder R x S!. In higher dimensions, similar constructions exist [51, 129,
130], and equations (3.2.33), (3.2.37) closely resemble their finite-volume counterparts
(modulo Euclidean conventions), suggesting a deeper relation between thermal and
finite-volume CFTs.

This relation is well understood in d = 2 via modular invariance |21, 65, 131], but
remains unclear in higher dimensions. As proposed in [132, 133|, one might attempt to
generalize modular invariance to higher dimensions by considering the CFT on 5’}3 X
Sj‘l%_l. This geometry interpolates between finite-volume and thermal limits, depending
on whether R — oo or  — oo, respectively.

Furthermore, the consistency of the theory on the thermal manifold may itself be seen
as a form of generalized modular invariance [49], as the same Hamiltonian structure
arises in both finite-temperature and finite-volume settings.

In conclusion, the Hamiltonian of a finite-temperature CF'T can be written in terms of
the dilatation operator of the zero-temperature theory, and the momentum in terms of
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the boost operator. This suggests that some thermal observables can, in principle, be
accessed via zero-temperature CFT data, through the broken Ward identities.

Thermal mass. A central observable of interest is the thermal mass. Although not a
physical mass, it controls the exponential decay of two-point functions at large spatial

separation: )
(@(r, )$(0))5 = ($(0)) + O (e ) . (3.2.40)
For ¥ = (x,0,0,...), this can be expressed as:
(0(0)p(7,2))5 = (D(0)e T P26(0))5 (3.2.41)

where H and P; are the operators previously defined. The thermal mass is then
the smallest non-zero eigenvalue of P;, and can be extracted from the operator-state

correspondence:
1 . r .. .
Mmin = B Ig’l}l <OA7J |2L1| OA,J> = B HA171§1 yhjglo y2A<OA’J(y)ZSOIOA7J(O)> s (3242)

excluding the zero eigenvalue (corresponding to the identity operator). All correlators
here are computed at zero temperature.

An implicit version of the Cardy formula

As previously anticipated:
0
op

This identity, also found in [49], has a simple and clear interpretation. The inverse

(O0)s = —= [ @12 (T%(0,2)0(0))5 . (3.2.43)

temperature 3 is related to the metric component ggo; since ggg acts as a source for
T changing /3 corresponds to inserting 7% into correlators.

A notable case is when O = T, yielding:

%(Too(o»ﬁ T (T(z)T™(0))5 . (3.2.44)

Equation (3.2.44) can be viewed as a differential form of the Cardy formula generalized
to arbitrary spacetime dimensions [49]. Through thermodynamic identities, one can
relate the entropy of the system to the coefficient by, which plays the role of the central
charge ¢ in d = 2 CFTs’. Since by is implicit in (3.2.44), and not generally known
(except in special cases), the generalization of the Cardy formula to higher dimensions
remains an open and compelling problem [126, 134-139|.

9Indeed, in two dimensions, by o c.
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3.2.3 Thermal one-point functions

We consider a generic thermal one-point function (O(z)) s, where O(z) is a local opera-
tor. The unbroken Ward identities (3.2.25) play a crucial role; in our case, they reduce
to:

g 0
or oxt

From these equations, we conclude that the thermal one-point function of a local op-

(O, 7)), =0, (O, ), =0 . (3.2.45)

erator must be constant throughout the thermal manifold. This allows for significant
simplifications of the remaining Ward identities. For instance, the unbroken Ward
identity corresponding to spatial rotations becomes:

(8i;0(z))5 =0 . (3.2.46)

Dilatations and boosts yield the following simplified broken Ward identities:
BolO@)s =5 [ &1y (T%(0.70()), . (3247
i(SiO(z)) 5 = 5/dd-1y <T0i(0,g)0(x)>ﬁ : (3.2.48)

The broken Ward identity for special conformal transformations can also be written
explicitly, but it does not provide independent constraints, as can be verified a poste-
riori.

The unbroken and broken Ward identities of the global conformal group constrain ther-
mal one-point functions to be constant and SO(d—1)-invariant in their tensor structure.

The only dynamical constraints then arise from equations (3.2.47) and (3.2.48). We
now specialize these results to scalar, vector, and rank-two tensor local operators.

Scalar operators. Scalar operators are the simplest case, since (Sp;0(2)) 5 = (S;;0(2)) 5 =
0 identically. The boost broken Ward identity reduces to:

/dd—ly <T0i(0,gj)(9(x)>5 =0, (3.2.49)

which is trivially satisfied by symmetry, as the integrand is odd under spatial inversion.
The only nontrivial constraint is given by the dilatation Ward identity:

(O(x)), = Ag dty <TOO(0,g)O(x)>B . (3.2.50)

As previously noted, this equation can provide nontrivial constraints on structure con-
stants of the zero-temperature theory.
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Vector operators. For a local vector operator O*(x), the rotational Ward identities
are nontrivial. We use the generators of SO(d) in the vector representation:

(S, =i (o6, —6%6,,) , (Soi)!, =1 (850,, — 6!'dy,) (3.2.51)

1% j v

The Ward identities become:

(0" (2)), = i (8 (0;(2)) ; — 9% (Os(x) ) = (3.2.52)
(S0 (@) = i (5 (O4(2)); — 8 (Oo(a));) = i / 4y (T (0. O (@),
(3.2.53)

Equation (3.2.52) implies that (O;(z)); = 0 in d > 2 (trivially satisfied for d = 2).
This, in turn, simplifies (3.2.53), yielding:

o (O —ﬁ/dd Ly (TY(0, )0 (x ))s - (3.2.54)

Setting ;1 = j and contracting with (5;, we find:

(0 (), = % 4y (T9(0,7)0'(x)) , - (3.2.55)

From the dilatation Ward identity, we also have:

(O"(x)) 5 = Aﬁo di=1 <T00(0,g])(’)“(x)>ﬂ. (3.2.56)

In conclusion, the thermal one-point function of a vector operator satisfies:

(O (x) > =0, (3.2.57)
<OO 5 /dd 1 <T00 —» )>5 — % dd_ly <T01(0’ y—»)oz<x)>6 )
(3.2.58)

In Section 3.2.4, we will show that (O°(x)); = 0 if O* appears in the OPE of two scalar
operators.

Rank-two tensor operators. Let us now consider a local symmetric rank-two tensor
operator O*(x). The unbroken rotational Ward identity gives:

U (5ui <ij(x)>ﬁ — Oy <in($)>5 + dip <Ouj($)>5 —djp <Om($)>g> =0. (3.2.59)
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Setting ;. = p = 0 implies:
(Owo(w))5 = a, (3.2.60)

for some constant a. Similarly, setting u = k, p = 0, one finds:
(d—2)(Ojo(x)); =0 = (Ojo(z)); =0 ford>2. (3.2.61)

A similar identity gives (Op;(x)); = 0. The remaining condition (O;;(x)), = bdy;
follows from SO(d—1) invariance:

(Oij(@)) 5 = by - (3.2.62)

We can now use the broken Ward identities to constrain a and b:

a= Ag di 1y <T00(0,?J)(’)00(x)>5 : (3.2.63)
s d—1 00/0y ()i
b= ———"—"0; | d (0, y)O% : 3.2.64
The broken boost Ward identity imposes:
1 . ,
b=a— H/dd_ly (10, HO%(x)),; - (3.2.65)

In Section 3.2.4, we will show that if O*” appears in the OPE of two scalar operators,
a and b are further constrained to yield a traceless tensor.

Finally, we remark that all the results above are in agreement with the general form
obtained in [51]:
= 3

where e/ is a unit vector in the compactified direction Sj. In [51], this form was derived

(OM-11 () 4 (et .-t — traces) (3.2.66)

purely from symmetry arguments. In our case, the same result emerges from a detailed
analysis of broken and unbroken Ward identities. Whether these identities can be used
to extract information beyond the OPE regime remains an open question.

3.2.4 OPE blocks and one-point functions

The constraints set up by the broken symmetries of the global conformal group are
difficult to solve by themselves, since the structure of the thermal breaking term requires
the knowledge of a thermal (n + 1)-point function in order to study a thermal n-point
function. However, in this section we show how the breaking term splits into lower-point
functions in the OPE regime, allowing for an explicit derivation of the solution to the
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bootstrap problem and for additional constraints on the thermal one-point functions.
We are going to focus on (broken) dilatations and rotations.

Let us start by focusing on the new constraint coming from the dilatation broken Ward
identity. We study the thermal scalar two-point function

9(7, [7]) = (p(2)¢(0)) 45 , (3.2.67)

where both scalar operators now have conformal dimension A,. By introducing the
radial coordinate r = |Z|, the dilatation broken Ward identity reads

(73% + T% + 2%) g(r,7r)= B/dd‘ly (T(0,9)(2)p(0)) 5 - (3.2.68)

If we consider the operators ¢ in the OPE regime, the broken Ward identity can be
rewritten as

or or
Liap—20,— - e
~ 3 Z fi—zo (7’2—1—7“2)2( 02 J) xu1~-xw/dd ly <T00(O,y)(’)“1“'“" (0)>ﬁ )

Oepxp

(Tﬁ + 7"2 + 2A<p> g(r,r)=

(3.2.69)

The right-hand side can be rewritten by plugging in equation (3.2.50), which is the
dilatation broken Ward identity applied to thermal one-point functions:

0 0
(TE + "5 + 2A¢> g(r,r)=

=y Je0ho oy yssenae,
Co

Ocpxp

Ly, (OMT) L (3.2.70)

pr s g

The left-hand side of equation (3.2.70) respects the OPE regime as well, so it can be
expanded in a similar fashion. We get

0 0 (0)
3 (Ta_T b b oA, - A@) £y =0, (3.2.71)
Ocpxp
where
19 () = fscozo (724 92) 20028 D g (O (3.2.72)
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Since (OH1#7)5 o 3720 by dimensional analysis, we can interpret the sum over the
operators in the OPE appearing in equation (3.2.72) as a sum over powers of .
Hence, each term of the series constitutes an independent differential equation:

0 0
<Ta_T ol 2A¢> 19 7) = Aofl. (3.2.73)

If we consider the identity operator 1 € O; x Oy, then Ay = 0 and equation (3.2.73)
reproduces the zero-temperature result. In all other cases, we can also write the boosts
broken Ward identity:

(TT% — ﬁ%) g(r,7) = xi/dd_ly (10,7 (2)(0)) 5 - (3.2.74)

This equation can be expanded in the OPE as well; we expand the right-hand side first:

-y Z f<p<p0 (7_2 o )%(Ao 28,—J) xm.--xwxi/dd_ly <TOz O’” uJ >/3 7
(3.2.75)

and then we apply the broken Ward identity (3.2.48) to rewrite the integral as

1 —
(7_2 . )i(AO —2A,-J) Tpy oo Ly, T (8001 (O)>B . (3.2.76)

The equation (3.2.73), together with equation (3.2.76), can be interpreted as a system
of partial differential equations. In general, we find that the first differential equation,
e., (3.2.73), fixes

Blens (e oo (1) am

where the function go(r/7) remains undetermined. The next step is to plug this solution
into the rotation broken Ward identity; order by order in the OPE expansion, equation

10This requires additional care in the case of a degenerate spectrum. In the latter case, we can
either distinguish the two operators from the spin or from other global symmetries; in the first case,
the contribution of any operator is always captured by the linearity of the differential equation (3.2.72),
in the second case the one-point function is zero because the operator is not in the trivial representation
of the global symmetry group.
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(3.2.76) reads
o (5) 05 (2)) = o e (S0, @279

For scalars, i.e., J = 0, we get go(r/7) = const., meaning that the one-point function
of a scalar (O),; does not have any kinematical structure, as expected. For vectors, i.e.,
J =1, by imposing the reality condition on the solution'!; we get (O*) = 0 and only
a term proportional to an odd power of 7 can contribute to the OPE. However, this
contribution is zero because of the symmetry 7 — —7, which forbids odd functions of 7
to appear'?. For rank-2 tensors, i.e., J = 2, we can recall the results of Section (3.2.3)
to see that the solution to the two differential equations is given by

1 —
fé(’))<7_7 7‘) o (7_2 + T2)2(AO QAAP) Cé’j) (ﬁ) . (3279)

This result can be extended to all values of J by observing that the first differential
equation is solved by the ansatz

COV Lap—2A v T
2 rr) = —Bi’o (7% 4 p2)2Be 728 ol (—/72—+7“2> ; (3.2.80)

where the B~2¢ factor is introduced by dimensional analysis and Cf,?,/ is an overall
coefficient to be fixed. We can fix it by imposing consistency of the thermal two-point
function with the OPE. By comparing expressions (3.2.72) and (3.2.80), we identify

C?V v T f O .
54005) <m) = “;’Z (72 +72) 2wy, (O (3.2.81)

If v = 922 the following identity holds [51]:

27 ~4
05”) ( T ) = (v)s (7-2 + 7"2) Xy Ty, (€M et —traces) ,  (3.2.82)

VT 412 J!
leading to
C3 2" (v)s bo Jop0
i1d M1 Hy — J¥¥ H1eeofbg
bo  JI Bbo (e .. .e traces) o (O ) (3.2.83)

HUThe differential equation is also solved by a second function proportional to a hypergeometric
function; however, this function is not real for all values of r and 7.

12The use of 7 — —7 is necessary to get the correct result. This corresponds to the use of the full
O(d—1) symmetry group in [51]: SO(d —1) is indeed not sufficient to exclude odd-spin operators from
having a non-zero thermal one-point function.
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from which we can both recover formula (3.2.66) and fix the overall coefficient:

(0) _ T fepobo LBo—284) () T
/3 (T,T)—QJ(V>J6AO “"ZO (2 +r?)2 70 O =) (3.2.84)

which immediately leads to the final solution'?:

JU 1 fopobo [ 5 | oy E(do-280) () T
gr.r) = Y O (7% +r%) P ) - (3289)

Further, observe that the OPE decomposition of the two-point function implies that the
one-point functions of odd-spin operators must vanish. This can be easily checked by
considering that C"(7/v/r? 4+ 72) = CY(—7/+/1? + 72) only for even-spin operators, and

therefore 7 — —7 is a symmetry only if the one-point functions of odd-spin operators

Oepxp

vanish.

In conclusion, working with the broken Ward identities in the OPE regime allowed us to
obtain already known results about the structure of one-point functions and the OPE
decomposition of two-point functions. This was expected, since broken Ward identities
contain information about both broken and unbroken symmetries. These results also
suggest that broken Ward identities might contain more information, possibly also
beyond the OPE regime.

3.2.5 Superconformal broken Ward identities

Whether any trace of supersymmetry is preserved at finite temperature has been a
longstanding question [140-142|, and significant progress has been made recently, with
important developments and applications [143]. The discussion on the broken Ward
identities (at finite temperature) presented before can be specialized to the case of
superconformal field theories. In the following, we will focus on supersymmetric and
superconformal theories in four dimensions; however, the arguments and procedures
can be adapted to other dimensions.

The Superconformal Group extends the Conformal Group with supersymmetry gen-
erators Q! (and @al), superconformal generators SI (and §OJ), and R-symmetry
generators R, satisfying precise commutation relations that produce a specific de-
composition of the Hilbert space of the theory.

13The procedure highlighted in this short section shows how it is possible to recover the results al-
ready presented in [51] by employing only the broken Ward identities and the OPE. It must be noted
that, strictly speaking, formula (3.2.66) was not recovered in full generality, but only for those oper-
ators appearing in the OPE between two identical scalar operators. Moreover, the second differential
equation has to be solved spin by spin.
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Due to the anti-periodicity of fermionic operators over the thermal circle Sé, we ex-
pect supersymmetry to be broken; however, it is not obvious a priori whether the
R-symmetry is broken or unbroken. In this section, we derive explicit broken Ward
identities for all the superconformal generators.

Supersymmetry and superconformal symmetry The procedure outlined in the
previous sections can be followed in every detail, with a few remarks. In particular, the
first difference concerns the variation of the action with respect to a symmetry with
fermionic generators!'*:

0S = /M d'z\/g V ,.£%(x) G*(z) , (3.2.86)

where G% is the fermionic current, g, is the metric on the manifold M, and £ is an
infinitesimal spinor. From the above equation it is clear that, on a generic non-flat
manifold, all fermionic generators are broken, since there is no covariantly constant
spinor. At finite temperature, i.e. when Mgz = R x Sl the spacetime is locally
flat and this argument does not prevent fermionic generators from realizing quantum
symmetries. We can then proceed straightforwardly as in the bosonic case. A second
remark concerns the evaluation of the following spatial boundary integral:

lim (JI(7,R,Q)O1(z1)...0p(zn)), =0 (3.2.87)

R—o0 B

Differently from the bosonic case, this contribution does not lead to an infrared diver-
gence because of clustering and the fact that the one-point function of the fermionic
current is necessarily zero: this can follow from the solution of the rotation broken
Ward identity, or from symmetry arguments [51]. The rest of the procedure to com-
pute broken Ward identities is unchanged. To discuss the breaking terms, it is useful
to write down the superconformal current:

Jeo(x) = 47 ()G (z) (3.2.88)
where ¢¢(x) is the conformal Killing spinor,
Vi) = AF + 2, (6) pira (3.2.89)

and pr4, A7 are constant spinors.

14Tn the following, the spinor indices «, 3,7 will run over {1,2}; the same applies to the dotted
spinor indices &, 3,%. The R-symmetry indices will be denoted by I, J, K and run over {1,..., N},
with N representing the number of supersymmetries.
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At zero temperature, we define the supercharges and the superconformal charges!®

Q* = / -y Gz), 5= / A (7). 0, G (), (3.2.90)
Rd-1 Rd—1

When A} =0, prs # 0, the current (3.2.88) corresponds to the symmetry generated by
the superconformal generators; instead, when p;4 = 0, A} # 0, the current is associated
with supersymmetry generators.

Due to the fermionic nature of G* (7, %), and the anti-periodicity of fermionic oper-
ators on the thermal circle, it is natural to write down the most general breaking
term—defined in (3.2.20)—for the superconformal current (3.2.88) as:

(25 + (8= 27) @) + 2031 — ) (7)) pa] G215, . (3.2.91)

where (7, %) are the coordinates of the operator to which the generator is applied.

The expression above agrees with the physical expectation that the fermionic nature
of Q! and S! implies an explicit breaking of supersymmetry at finite temperature.
Leaving spinor and R-symmetry indices implicit for clarity, the broken Ward identities
read:

n

Y (Oi(@) ... [Q,0,] () ... Onlwn)) s =

r=1

_9 / y (B, DO(w1). . Oulen), + (32.92)

+Z_]/dd ' ;) (GY(B, ) Or(1) ... On(n)), - (3.2.93)

15As done in the example (3.2.12), the correct definition of the quantum superconformal generators
must take into account the proper spacetime dependence:

—&

590w = [ a7y (@) o (e —2) G (0)OL)
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These two equations encode the superconformal symmetry breaking at finite temper-
ature. Equation (3.2.92) governs the behaviour of correlation functions upon acting
with supersymmetry generators. In particular, the breaking term contains a correla-
tion function in which the supercurrent appears. From the derivation, it becomes clear
that the breaking of supersymmetry at finite temperature is due to the anti-periodic
boundary conditions imposed on fermions.

For completeness, we also write down the broken Ward identities for the right-chiral
supersymmetry generators:

S (Oi) - [@.0] () .. Oulan)), =

:2/dd-1y (G(B.PO(x1) .. Oulan)), , (3.2.0)

n

> (Ou1)...[S,O)(x,) .. Onln))y =

r=1

= Z(/B — ZTT)JO/dd_ly <Go(ﬁ,g)01($1) Ce On(xn)>ﬁ +

+Zlaj/dd_1y (y; — ) (G°(B,§)O1 (1) .. On(a)), - (3.2.95)

The fate of R-symmetry at finite temperature The Superconformal Group in-
cludes the R-symmetry, which can be understood as a rotation of the supercharges.
Even though supersymmetry is broken at finite temperature, it is not immediately
clear what happens to the R-symmetry. To address this question, let us explicitly com-
pute the breaking term that appears in the (broken) Ward identities. To do this, we
recall that the R-symmetry generators can be defined as

R = / d e JM (z) (3.2.96)
Rd-1

where J*!/ is a bosonic current. Therefore, we must consider the breaking term defined
by equation (3.2.20) in the case of the R-symmetry current. Since there is no additional
coordinate dependence (as in the dilatation broken Ward identity, for example), and
since the current is bosonic (hence periodic over the thermal circle), we conclude that

72



the breaking term is simply zero: the Ward identity is unbroken and R-symmetry is
preserved.

This result is noteworthy because it shows that in a supersymmetric/superconformal
field theory at finite temperature, although supersymmetry and superconformal sym-
metry are broken, R-symmetry remains intact as a global symmetry acting on the
operators of the theory. This has important consequences, as it implies that every
operator charged under the Abelian u(1) subalgebra of the R-symmetry at zero tem-
perature must have vanishing one-point function. In formula:

(0);=0, charged . (3.2.97)

For instance, in the case of A/ = 4 SYM, this means that in the stress-tensor multiplet
there are only two operators allowed to have a non-zero one-point function: the La-
grangian operator and the stress-energy tensor. All other operators are charged under
R-symmetry and therefore their thermal expectation values vanish.

Another way to see that the R-symmetry is preserved is to consider the real-time
formalism, where an n-point function at finite temperature can be seen as a weighted
sum of an infinite number of (n + 2)-point functions at zero temperature. All the
zero-temperature (n + 2)-point functions are invariant under R-symmetry. Hence, it
is expected that the R-symmetry remains preserved even at finite temperature. This
holds for any global symmetry of the theory generated by a bosonic charge.

The preservation of R-symmetry can also be understood holographically by considering
the duality between type IIB superstring theory on AdSs x S® and N' = 4 SYM in four
dimensions. In this case, the R-symmetry algebra so0(6) is realized as the isometry
algebra of S%, and these isometries remain unaltered even when the non-compact part
of the ten-dimensional spacetime is replaced by a black hole geometry. This happens
heuristically because the black hole solution does not affect the geometry of S°. There-
fore, R-symmetry is preserved in the holographic dual description, which, in the case
of a black hole background, corresponds to a finite-temperature CFT.

All the currents and breaking terms corresponding to supersymmetry, superconformal
symmetry, and R-symmetry are summarized in Table 3.3.

3.2.6 Two dimensions and explicit examples

Another consistency check is provided by the fact that in two dimensions, the dilatation
broken Ward identity yields the correct expression for the one-point function of the
stress-energy tensor. The broken Ward identities derived in this work cannot, in general,
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Charge | Current: w,J!(x) Breaking term: Ff(ﬂ,x“)
Q! £GM(x) 2GY(8,7)

Qi 6" (x) 2G4(8,7)
Sg g0vw,G"(x) | [(B—27)(0°)" +2(x: — ) (0")"] G (8, 7)
S, 7'z, G (z) | [(B—27) (), + 2 —y) (@) ,] GUB.7)
R/ Jh ”(a;) 0

Table 3.3: FEuxplicit currents and breaking terms for the symmetries of the global su-
perconformal group. The coordinates (T,74) locate the operator to which the breaking
term is applied. To unclutter the notation, contracted spinor and R-symmetry indices

have been left implicit.

be directly checked, since in order to say something about an n-point thermal correlator,
one needs knowledge of a (n + 1)-point thermal correlator. In higher dimensions, the
number of points in the correlation functions has been reduced by studying the OPE
regime. However, in two dimensions the equations can be checked directly, since the
thermal correlation functions are known. This follows from the equivalence between the
two-dimensional cylinder and the thermal manifold, and the existence of a conformal
map between the plane R? ~ C, where all functions are known, and the cylinder R x S é
We recall that the conformal map is

Cawza—l—irzélnz, (3.2.98)
m

where we use the convention 0 < 7 < f and —o0 < 0 < 0.

Dilatation broken Ward identity Let us test, as an example, the one-point func-
tion of the stress-energy tensor. The dilatation broken Ward identity reads

Ar <T00>B zﬁ/dy <T00(0,y)T00(0)>B . (3.2.99)

The stress-energy tensor on the complex plane can be written as 277%(z,z) = T'(z) +
T(%), and it is known that

“a= (T(2)T(0)) = 6/72 . (3.2.100)

z

74



The application of the conformal map yields the two-point function on the cylinder
[21, 65, 144]'6

. A\ & c (m\* W i
<T00(w,w)TOO(O,0)>B = (B) Tian? + 3 <B> {csch4 (7) + csch? (7)] ,
(3.2.101)

which must be interpreted as the thermal two-point function to be inserted into the
integral (3.2.99). Up to IR divergence renormalization, the integration gives

(1), = 3i52c , (3.2.102)

which is correct for a free bosonic theory (i.e. ¢ = 1) [51], and also serves as the starting
point for deriving the Cardy formula in two dimensions [136].

Moreover, observe that for a one-point function, it is trivial to check that the breaking
term of the dilatation is simply —303.

Rotation broken Ward identity The next check concerns the rotation broken
Ward identity. In this case, we have

—2<T0°(0)>B =¢<501T01(0)>B = 5/@ (T°0,y)T°(0))g . (3.2.103)

All these correlators can be computed explicitly using equation (3.2.100). Furthermore,
observe that

(T (2)T*(0))5 = —(T™(2)T™(0))5 , (3.2.104)

and therefore the rotation broken Ward identity is satisfied with the same computation
used for the dilatation broken Ward identity. The rotation broken Ward identity can
also be recast as a dilatation broken Ward identity in the case of the two-point function.
This is not a generic feature, but a consequence of the chirality of correlation functions
(including the stress tensor) in two dimensions. We do not expect this to hold in higher
dimensions.

Special conformal transformations broken Ward identities The final check
concerns special conformal transformations. In this case, we verify that

27 Ar <T00(T,$)>5 = (s — QT)B/dy <T00(y)T00(0)>ﬁ = Ar(B —27) <T00(7'7 x)>ﬁ ,
(3.2.105)

16Here we are using the standard convention in two-dimensional CFT: in this convention by > 0 for
unitary theories.
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which corresponds to the broken Ward identity for Kj; the broken Ward identity for
K follows similarly.

In this case, we did not need to compute anything explicitly; we simply applied the
dilatation broken Ward identity. To see that the equation above is correct, note that
one-point functions are invariant under time translations, so we can compute them at
27, and by defining 7 = 27 and using the periodicity 7 = 7 + [, we see that the broken
Ward identity becomes a tautology'”.

When testing higher-point functions, the simplest example is the two-point function of
scalar primaries of weights (h, h), such that 2h = A. These two-point functions read

(6(7,0)$(0,0)) 5 = (%)AcschA (%(T+w)> csch® (%(T - w)) . (3.2.106)

Straightforward computations show that the breaking term of the Ward identity cor-
responding to K is given by

57’/d& (T%(0,5)¢(r, a)¢(0,0)>6+50/d6 (T°'(0,5)¢(r, 0)¢(0,0)>5 , (3.2.107)

whereas the breaking term corresponding to K is

Ba/d& (T%(0,5)¢(r, 0)¢(0,0)>5—57/d& (T°'(0,5)¢(r, a)¢(o,0)>5 . (3.2.108)

These breaking terms can be written as differential operators acting on the two-point
function in equation (3.2.106). In this way, the broken Ward identities become trivial,
indicating that the dilatation, rotation, and momentum Ward identities automatically
imply the special conformal transformation broken Ward identity.

Similar checks can be performed for the two-point function of the stress-energy tensor
(3.2.100). All results are in agreement with our expectations.

Supersymmetry and superconformal broken Ward identities To test the su-
persymmetry broken Ward identities, we can use the OPE!®
2c 2

G)G() = g+ = T+ (3.2.100)

I"Note that the periodicity of time coordinates is a property of the coordinates of local operators in
correlation functions. One might be tempted to conclude that every factor of 8 in the broken Ward
identities is equivalent to zero, leading to inconsistencies; this is not correct, as [ is a fixed physical
scale in the theory.

18We focus on the holomorphic sector; analogous expressions hold in the anti-holomorphic sector.
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to conclude that the superconformal descendant of the supercurrent is the stress-energy
tensor T'. This is also evident from the super-Virasoro algebra anticommutator

1
(G, G} = 2L + g (nz _ Z) S (3.2.110)
recalling that
Ly, = %ﬁz"HT(z) G :%ﬁzmH/ZG(z) (3.2.111)
" 27i ’ " 2mi ’ -

We must therefore check that
(1), =1 [ 4 (3.0 0.0)), - G2112)

It is easy to verify that this relation holds in any two-dimensional superconformal
theory; in particular, the coefficient of the one-point function of the stress-energy tensor
can be obtained from the two-point function of the supercurrent, and it is given by
equation (3.2.102).

3.3 Analytic structure, inversion formula and dispersion rela-
tion

In the seminal paper [51], an inversion formula for OPE coefficients was also proposed.
Here, we review this derivation, as it will be useful in the following sections of the
thesis. The idea of an inversion formula, originally introduced in a different context in
[61], is conceptually simple, yet the result is highly non-trivial.

Furthermore, we also present a dispersion relation for thermal two-point functions of
scalar operators.

3.3.1 The inversion formula

We first focus on the inversion formula, starting with a toy model and then moving on
to the thermal two-point function.

Inversion formula in a toy model. Let us first derive an inversion formula in a

simplified toy model. Consider a function f depending on a single complex variable F,
and assume it admits an expansion of the form

F(E)=Y c/E. (3.3.1)
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Figure 3.3: Analytic structure of the toy model described in the main text.

Let us further assume that, even though we do not know the full expression of the
function f(FE), we know its analytic properties. Following [61], we assume for this
toy model that the function is analytic except for a branch cut along the real axis for
|E| > 1, as shown in Fig. 3.3. We also assume that |f(E)/E| is bounded at infinity.

Under these assumptions, it is quite straightforward to compute the coefficients c; as

270 EJ+1 o . EJH

= g B OF = 5 | s DU + (1) Dises-B))]
(3.3.2)

where in the first step we applied Cauchy’s theorem, and in the second step we opened
the contour (assuming J > 1), capturing only the contributions from the branch cuts,
given by the discontinuity

Disc f(E) = i (f(E(1 + i0)) — f(E(1 — i0))) . (3.3.3)

This simple example shows that knowledge of the analytic structure, together with
some technical assumptions, allows one to compute the coefficients of an expansion
purely in terms of discontinuities across branch cuts.

Inversion formula for CFT at finite temperature. At finite temperature, the
idea is essentially the same, but complications arise from the fact that the expansion
we would like to invert is the OPE expansion given in equation (3.2.85). In particular,
it is useful to define the thermal OPE coefficient

J! fgogoObO

= 3.3.4

so that

a0 (2 | 2\3(B0-24y) ~(1) T
g(r,r) = Z A (7’ +7r )2 C; (——> . (3.3.5)
Ocpxp 5 ° T
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From this point on, we set § = 1: since (8 is the only scale in the theory, the (-
dependence can always be restored by dimensional analysis.

Following [51], it is straightforward to derive an analogue of Cauchy’s theorem for this
specific case. In fact, by using the orthogonality of the Gegenbauer polynomials,

/ A O ()C () = Nydy (3.3.6)
gd—1
where \
v e (T + 2v) T
Ny = , e 3.3.7
ST T ) IV B (3:3.7)
it is natural to define the function
1 1% — —
od D)= [l PPty rr) (3:38)
Ny |z|<1

The function a(A, J) encodes the thermal dynamics of the theory, and in particular
ao
A J)~— —_—. 3.
a(A, J) AZA—AO (3.3.9)
(@)

The definition above is not complete, as we are only interested in the poles (and in
particular the residues) of the function a(A,.J), and we neglect everything else that
will not be relevant for our discussion. Up to this point, we have only used some basic

analyticity assumptions'®.

As in the toy model, it is necessary to make further assumptions if we want to modify the
formula above and compute the function a(A, J) solely in terms of the discontinuities
of the two-point function. In particular, it is useful to study the analytic properties in
the variables (7, w), defined as

z=T4ir=fw, Z=T—ir=7w . (3.3.10)

As we will justify in Section 3.3.2, in the complex w-plane, the two-point function is
analytic except for a branch cut in (—7,7), a branch cut in (1/7,00), and a branch cut
in (—oo, —1/7), as illustrated in Fig. 3.4. Since ¢(z,z) = g(—z,—Z), the contribution
from the discontinuity across the cut (—oo,—1/7) is equal to that of the cut along
(1/7,00), up to a factor (—1)7. Furthermore, the symmetry w — w=! (equivalently,

197t is interesting to understand whether these analyticity assumptions can be justified from a
physical point of view. For the conformal bootstrap at zero temperature, some results in this direction
can be found in [145]. We will not discuss this further in the present thesis.
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Figure 3.4: Analytic structure of a thermal correlator in the complex w plane.

9(z,Z) = ¢g(Z, 2z)) implies that the contributions from the two cuts extending to +oo
are equivalent to that from the cut along (—7, 7).

The second technical assumption we need to make concerns the behavior of the two-
point function as |w| — co. We will assume that the correlator is bounded at large w,
and in particular grows more slowly than w”* for some integer .J,. In the context of the
S-matrix bootstrap, this condition is known as the Regge bound [146, 147|, and for this
reason, the same terminology is sometimes used in the conformal bootstrap literature.
We will also adopt it in the thermal case.

While the first assumption can be justified by general arguments (to be reviewed in the
following subsection), we are not aware of a general derivation of the Regge bound for
two-point functions at finite temperature. Nevertheless, no counterexamples are known,
and the bound appears to hold in all exactly solvable models (e.g., free theories, large
N expansions, two-dimensional correlators).

Under the assumptions above, and considering that

I'(J+2v)
Fv-HT(J+v+1i)

cWn) = (Fy(w™)e™ + Fy(w)e ™) | (3.3.11)

where ) )
FJ(Q}) :(,L)JJFQV 2F1 <J+2V,V—§,J+V+§,w2) s (3312)

we can easily conclude that equation (3.3.8) becomes
1 dz 1/z d -
o) = (14 (()0Ks [ Z [T e e mE ()2 ) Diseg(an).
o ZJ1 =z z
(3.3.13)

where g(z,%) = (¢(2,2)9(0,0))3. We have neglected contributions from arc integrals,
which only contribute when J < J,.
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The proof of the inversion formula above is completed once the analytic structure
depicted in Fig. 3.4 is established — we will return to this point in the next subsection.

In the next section of the thesis, we will make use of the inversion formula to extract
dynamical information about the theory at finite temperature.

3.3.2 The analytic structure of a thermal two-point function

To recover the analytic properties of the thermal correlator, we begin by noting that
the OPE (in the s-channel) converges when 7 < |w| < 7~!. However, OPE convergence
near z,zZ ~ 1 and z,Z ~ —1 extends the analyticity to a larger region. Still, this does
not cover the entire complex w-plane. To achieve full analytic control, we make use of
the Kaluza-Klein representation of the correlator.

In particular, it is useful to define the Hamiltonian and momentum operators on
Sé x R namely Hgr and Pgg, generating translations along the non-compact
and compact directions, respectively. We can then write:

9(2,7) = (p(2,2)0(0,0)) s = (W]ed st Pz 5 (Hick=Pr)?|g) | (3.3.14)

where |U) = ¢(0)]0)s.

The first claim is that g(z,%) is bounded when Im z > 0 and ImZ < 0. To show this,
it is useful to rewrite:

where
V = e~ 3(Hrx+Pic) lm a3 (Hi e~ Pcre) Imz (3.3.16)
U = eé(HKK‘FPKK)Rez*%(HKK*PKK)Reg ) (3.3.17)

From this decomposition and by applying the Cauchy—Schwarz inequality, we find:

l9(2,2)| < KLVIW)* . (3.3.18)

Positivity of Hgx + Pxx is, on RY, a simple consequence of energy positivity. On the
thermal geometry, however, this is subtler, since the eigenvalues of Pk are quantized
according to the Kaluza-Klein prescription, and are associated with quantum numbers
n. For sufficiently large |n|, the compactness of the 7 direction becomes negligible,
and the energies approach their flat-space limit. This implies that Hy i £+ Pxg are
bounded from below.
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Let us assume H g £+ Prx > A and define ( = min(Im z, —Im Z). Then:

_A mz— _2A(— mz—
l9(7, 1) < g(0,¢) e 3 me TR mE) (3:3.19)

Since ¢(0, ¢) corresponds to a configuration at 7 = 0, it is non-singular, and we conclude
that g(r, ¥) is analytic when ¢ > 0, i.e., when Im z > 0 and Im Z < 0, which corresponds
to the upper half-plane in the w variable. The symmetry w — —w allows us to extend
analyticity also to the lower half-plane.

3.3.3 A dispersion relation

The inversion formula relies solely on the analytic structure of the correlation function.
By using it, we are—at least in principle—able to write down all the coefficients of the
OPE expansion in a single compact formula. This is equivalent to reconstructing the
full correlator®.

However, to recover the full correlator explicitly, one would need to re-sum all the
conformal blocks weighted by the OPE data obtained through the inversion formula.
A more efficient method to compute the two-point function directly is to make use of
a dispersion relation.

The term dispersion relation originates from physical contexts such as optics, where it
is used in the derivation of, for example, the Kramers—Kronig relations, which describe
how a system absorbs and reflects light. In our context, the use of the term is somewhat
of an abuse of nomenclature, but it is standard in the literature.

As for the case of the inversion formula it is instructive to derive the dispersion relation
first in a simplified examples.

Dispersion relation in a toy model. Let us illustrate the dispersion relation in the
toy model discussed above, consisting of a function f(E) which admits an expansion

of the form .

FE)=Y c,E, (3.3.20)
J=0
and has analytic properties summarized in Fig. 3.3.

The first observation is that, if |f(F)/FE| — fw as |E| — oo, we can apply Cauchy’s
theorem to conclude that

_ 1 , (&)
J(E) = Joo =5 \E|<1dE g (3.3.21)

20 As we will explain later, this statement is not entirely accurate; for now, we neglect certain details.

82



We now introduce an additional assumption in our toy model, which will be mirrored
in the thermal case: namely, we assume that the function f is symmetric in F, i.e.,

f(E) = f(=E).

By opening up the contour, it is easy to express the right-hand side as an integral over
the discontinuities of the function f. In fact,

[ee] D E/ -1 D E/ 0o 2E,D El
(3.3.22)

—00

In this way, we have written the function f(FE) entirely in terms of its discontinuities
(plus a boundary term at infinity),

2F'
(E-EYE+E)’
(3.3.23)
where the kernel IC(E, E’) encodes information about the symmetries of f(E)—in this

f(E) = foo+ /100 dE'K(E, E")Disc f(E') , K(E,E'") =

case, the presence of two symmetric branch cuts.

This strategy is very general and physically meaningful. For instance, in the context of
the S-matrix bootstrap, the Titchmarsh theorem relates dispersion relations to causality
conditions (see e.g. [148] for a review).

A dispersion relation for thermal two-point functions. The procedure outlined
for the toy model can be easily adapted to the thermal case, in the complex w-plane,
whose analytic properties are summarized in Fig. 3.4. One important difference is that
we do not know the precise behavior of the two-point function at infinity: we can only
rely on the Regge assumption, i.e., that g(w,r) — w’* as |w| — oo.

Therefore, the constant term f,, appearing in the toy model must be replaced by the
contribution from all conformal blocks associated with operators of spin J < J,. We
will refer to this contribution as the arc terms.

The remaining part, which we denote as gq,, is given by:

1 T
gar (7, w) = —/ dw' K(w,w’) Disc g(r,w') , (3.3.24)

©2mi S,
where the integration kernel is given by

w(l—w)(1+w)
W(w —w)(l—ww)

K(w,w') = (3.3.25)
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The derivation of the kernel is straightforward and relies only on the following symme-
tries of the thermal correlator:

g(F,w) = g(F,w™) 9(T,w) = g(7, —w) . (3.3.26)

The first relation simply reflects the reality property of the correlator (it can be written
as g(z,z) = ¢g(Z, z)), while the second is a consequence of parity symmetry (equivalently,
g(z,z) = g(—Z, _2))'

This dispersion relation was first proposed in [62] and later used more extensively

in [5]. In particular those formulae can be used to bootstrap the dynamics at finite
temperature as we will see explicitly in 4.5

3.3.4 Discontinuities and OPE

It is possible to combine the OPE expansion with either the inversion formula or the
dispersion relation, and compute the discontinuities block by block in the OPE. This
procedure is not rigorous, since the discontinuity of a function does not necessarily
commute with its expansion. In fact, we will comment on this subtlety and discuss its
physical implications in the next chapter.

For the moment, let us neglect these potential issues and assume that we can compute
the discontinuity order by order in the OPE expansion. Let us focus on computing the
discontinuity in z. For polynomial functions, we have:

Disc [(22)*(a — 2)"(b — 2)°] = (22)*(a — 2)” Disc(b — z)°
= 2isin(76)(22)%(a — 2)"(Z - b)°O(Z — b) , (3.3.27)

and note that the discontinuity is non-zero if one of the following two conditions holds:

e 0 is non-integer;

e 0 is integer but negative.

The expression above is sufficient to compute discontinuities for the thermal two-point
function, following a simple strategy: first expand the correlator (or the conformal
blocks we want to invert) around z,Z ~ 1, then use equation (3.3.27) to compute the
discontinuity.

To make things concrete and provide a first simple result, we now discuss the discon-
tinuity in the free scalar theory for a generic scaling dimension A.

84



Discontinuities and free scalars. In a free scalar theory, the OPE between funda-
mental scalar fields can be written as [149]

¢x =1+ [pdlos , (3.3.28)

where [¢¢]o,; are higher-spin conserved currents with scaling dimensions A = 2A,+ J.
Due to the equations of motion, operators of the form ¢[0"97¢ are absent in a free
theory.

The discontinuity of the identity contribution is non-zero in general. Indeed,
Disc (1 — 2)(1 —2)) %% = —2sin(27A,) (1 — 2)(2— 1)) ***O(z—1), (3.3.29)

for any free scalar theory in d > 2 dimensions.?!

On the other hand, the conformal block of a generic higher-spin current around 2,z ~ 1

(1-2)’(1-2)’cV (2 ot ) . (3.3.30)

takes the form

(1—-2)(1-%2)
Since J is a positive integer, the discontinuity of these blocks is identically zero. There-

fore, the entire discontinuity of the correlator in a free scalar theory is fully captured
by the identity operator, as already noted in [63].

Note that this implies that the correlator can be completely determined solely in terms
of the discontinuity, provided that arcs are neglected. The discontinuity can be com-
puted by expanding the correlator in the OPE and analyzing it block by block, as
just explained. In the case of the free theory, this means that the dispersion relation
only takes as input the identity operator and produces as output the full set of OPE
coefficients.

It is worth pointing out that the result of the dispersion relation, as derived in this
thesis, is not KMS invariant. In Section 4.5, we will exploit this tension between the
dispersion relation and KMS invariance to make predictions in free and interacting
theories, reproducing results from perturbation theory in the O(N) model in the e-
expansion in Section 6.

3.3.5 OPE in momentum space

One may ask whether there is a notion of OPE in momentum space. The main obstacle
lies in the fact that, in position space, the two-point function has poles when the

21Recall that the dimension of a free scalar in d dimensions is A, = (d — 2)/2.
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(imaginary) time separation between operators is a multiple of §. This reflects the
fact that the OPE is not convergent everywhere, but only within a specific region
x?+ 712 < f

For this reason, it is not possible to simply assert the existence of an OPE expansion in
momentum space: the Fourier transform does not commute with the OPE expansion.
Nonetheless, one might physically expect a meaningful notion of OPE in the large
momentum limit, which corresponds to short distances. This expectation is indeed
justified: a well-defined OPE in momentum space exists in the limit where w — oo
with € = |k|/w fixed, as shown in [150].

Only in this limit can the two-point function in momentum space be approximated by
its OPE expansion:

g(w, k) = (p(w, k)p(—w, —k))s ~ Y aofolw. k) , (3.3.31)

o
where f@ denotes the Fourier transform of the thermal OPE block. This was computed
in [63]:

= . 2T(By) oF1 (B, 1 — By 1 — By Elen
j=0 (o) kB (k + i, )P+

) +0(e™*), (3.3.32)

where, with a slight abuse of notation, we define k = ]/;], and

~ J . X A ~ X
J=35 7, A:__A¢>7 O{:j—A, Bi:

5 +A+5. (3333

DO | Q.

Note that all blocks corresponding to operators [¢¢)], s with dimensions A = 2A, +
2n + J do not appear in the momentum-space OPE. In fact, in a free theory, only the
identity contribution is present, yielding

1

g(w, k) ~ 2 k2’

which, in this case, is not only an approximation for w, k — oo, but the exact result.

(3.3.34)

The fact that all higher-spin currents vanish both from the momentum-space OPE
and from the discontinuity of the two-point function in position space suggests a deep
connection between these two quantities. This relation can be made precise, as shown
in [63].

The idea is simply to rewrite the momentum-space two-point function as

oo 1
g(w, k) = (27?)”%/ dr/ drr® (kr)z =" J,_i(kr)e ™ g(r,7) . (3.3.35)
0 0

1
2
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i(T+n)

Y

i(—7+n)

Figure 3.5: Schematic representation of the analytic structure of the integral in equa-
tion (3.3.36).

Let us assume for the moment that v is an integer (equivalently, d even), to simplify
the analysis. (An equivalent formula holds also for odd d.) In the complex r-plane, we
encounter two branch cuts: one starting from r = i(7 +n) and one from r = i(—7 +n)
for n € N, as illustrated in Fig. 3.5.

Choosing the orientation of the branch cuts so that they do not cross the real axis, one
can show that

1 100 1 )
g(w, k) = (27r)”+2§/ dr/ dr TQV(kT)%_”JV_%(/{r)e_M”T Discg(r,7) . (3.3.36)
0 0

Observe that this formula correctly reproduces the free propagator in the case of a free
scalar theory. Since the discontinuities of the blocks associated with [¢¢]o s vanish,
only the identity contribution remains, and g(w, k) simplifies to

1

g(w, k)

where the proportionality symbol indicates that we are neglecting normalization factors,
as they are irrelevant for the present discussion.

We will return to this formula in Section 4.5 and we will compare it with our analytical
bootstrap approach.

3.4 Summary of the chapter

In this chapter, we introduced finite temperature effects in conformal field theories and
explained how thermal correlation functions can be expressed in terms of conformal
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data. As first proposed in the seminal work [51], the conformal data at finite temper-
ature is extended by including thermal one-point functions. These coefficients are the
key quantities that characterize thermal effects in conformal field theories.

Translations

Dilatations

(Spatial) Rotations

Boosts

Special conf. tr.

Supersymmetry

N> [ % [ % [N % [N

R-symmetry

Table 3.4: Preserved (V') and broken (X) (Super)-conformal generators at finite tem-
perature.

We discussed the broken and unbroken symmetries of the theory (see Tab 3.4 ) and
derived the associated broken Ward identities, which capture the symmetry breaking
induced by finite temperature. By using these identities, we identified the kinematical
structure of thermal one-point functions, and consequently of the OPE decomposition
of thermal two-point functions, given by

J! 1 f¢¢0b0 2 2 3 (Ao—2A4) ~(v) < T )
G\ = 2+ 1r?%)? oV ——=—=) . (341
) OE%:W 27(v), Be co ( ) A = (3.4.1)

Broken Ward identities can also be derived for superconformal generators, showing that
supersymmetry is explicitly broken, while the R-symmetry is globally preserved. All
the identities have been tested in simple settings where analytical results are available,
such as free theories and two-dimensional models.

We also explored the analytic structure of thermal two-point functions and its impli-
cations. Under reasonable and physically motivated assumptions, one can show that
thermal correlation functions share universal analytic properties. From these, it is pos-
sible to derive both an inversion formula and a dispersion relation. The former allows
for the extraction of thermal OPE coefficients from the discontinuity of the correlator,
while the latter reconstructs the full two-point function from the same discontinuity.
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These two expressions are conceptually similar and physically equivalent, as they rely
on the same input.

Finally, we commented on the analysis of thermal two-point functions in momentum
space and reviewed a notion of OPE directly formulated in that setting. We highlighted
the relation between the momentum-space correlator and the discontinuity (in position
space) of the thermal two-point function.

All results presented in this chapter pertain to the kinematical structure of thermal one-
and two-point functions, with some additional insights into higher-point functions via
the broken Ward identities. In the following chapters, we will apply these findings to
construct a bootstrap problem for thermal dynamics, namely for the thermal one-point
functions.
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Chapter 4

Finite Temperature Effects in CFT:
Dynamics

In this Section we will provide the tools to formulate a bootstrap problem and we show
how this problem can be solved. In some situations a numerical methods, we first
proposed in [4], are necessary while in some other cases analytical bootstrap method,
we proposed in [5], may be more efficient. In this chapter we only apply and test the
methods in free and two-dimensional models; in Chapter 6 we will present non-trivial
applications for the case of the O(/N) models.

4.1 Thermodynamics

Before continuing and exploring the dynamics of the theory, it is useful to understand
how the thermal OPE data are related to physical quantities such as the free energy
and the entropy. In local theories, a very important operator that always appears is the
stress-energy tensor. As we already showed in the previous paragraph, this operator
is related to the currents of the conformal group and indeed appears in all the Broken
Ward identities. We already commented above that the energy density is defined as

E=—(T"s=—-———>0. (4.1.1)

The minus sign is conventional and is due to working in Euclidean coordinates. In fact,
this sign ensures that (T30, )s = i2(T22, )5 > 0.

Once the energy density is defined, it is also possible to define the free energy density
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of the system. To do so, we recall the thermodynamic equation:

dF
F=E-TS=FE+T— 4.1.2

where free energy, energy, and entropy can be written in terms of their densities:

F :/ "z f S:/ d 'z s, E :/ dlx £ . (4.1.3)
Rd—1 Rd—1 Rd—1

As an effect of symmetries and dimensional analysis, f,€ oc 7% and s oc 797!, In
particular, f,€ and s do not depend on the spatial coordinates x, meaning that the
thermodynamic equation can be solved for the densities:
daf

=&+ T—. 414

f=E+T 5 (4.1.4)

By plugging into this differential equation the definition of the energy density (4.1.1),
we find 1 ’

T T
f:aﬁg(), 3:5(1_130' (4.1.5)

All thermodynamic quantities are therefore functions of a single thermal datum: the

one-point function of the stress-energy tensor, by. The latter is thus a natural target for
computation in thermal CFT. Luckily, the stress tensor enters the two-point function
of any pair of identical scalar operators in a generic CFT.

In the following, we develop new methods to compute thermal OPE data from the
two-point function of two identical scalars ¢. These data will include ar, defined as

b foor 1
ap — Urleer L

. 4.1.
cr  2v ( 6)
As a result of Ward identities,
d Ad) CT free d—1 27%

= — — Sy = vol(S = 4.1.7
Joor = =7 S, o ¢ = vol(577) NOR (4.1.7)

and therefore s
feo d r (4.1.8)

o 5d(d - 1)A¢ CT free .

4.2 A bootstrap problem

The goal of this chapter is to solve for the dynamics of the thermal CFT. As explained
earlier, the thermal CFT data—i.e. the minimal amount of data required to compute
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correlation functions at finite temperature—consist of the zero-temperature CFT data
(given by the conformal dimensions of the operators and the structure constants gov-
erning the OPEs), supplemented by the thermal one-point function coefficients. The
idea behind the thermal bootstrap is to input the zero-temperature CFT data in order
to compute thermal one-point functions. Schematically, we have:

hermal bootstra
{00, Jo}, foorory I qbo} (4.2.1)

In particular, the zero-temperature data are treated, for the purposes of this thesis,
as input to the program. Nonetheless, consistency conditions of the CFT on non-flat
geometries may in principle constrain the zero-temperature conformal data. The most
famous and successful example is that of two-dimensional CFTs on the torus, where
modular invariance strongly constrains the theory [131]. In spacetime dimensions higher
than two, the situation is more complex. Still, it is expected that placing the theory on
non-trivial manifolds—such as the thermal manifold—imposes constraints on the zero-
temperature CFT data [49], as illustrated in recent works [126, 151, 152|. Constraining
the zero-temperature data is not the goal of this thesis, although we will return to this
point later.

Coming back to the thermal bootstrap, the key idea is that the OPE decomposition of
the thermal two-point function

T

VT2 41?2

is not explicitly periodic in 7 € Sé. Therefore, it is possible to combine the OPE

g(r,m) = {o(T,1)9(0,0))5 = Y ;—i (* + TQ)ATO_A‘P c ( ) . (422)
0

decomposition with the periodicity on the thermal circle to constrain the thermal one-
point functions—or more precisely, the thermal OPE coefficients ae.

In order to pose a well-defined bootstrap problem, we now enumerate the bootstrap

azioms, i.e. the set of consistency conditions imposed on the two-point function [51, 62].

KMS condition The periodicity of correlation functions at finite temperature, along
the thermal circle S}, is known in the literature as the Kubo-Martin-Schwinger (KMS)
condition [51, 59, 60, 62]. This condition reads

g(r,r)=g(t+ B,7) . (4.2.3)

For reasons that will become clear later, it is often useful to combine the KMS condition
with the symmetry 7 — —7. The latter is clearly a symmetry in parity-invariant theo-
ries. If the CFT at zero temperature is not parity-invariant under this transformation,
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then it must be accompanied by a reflection of one (or more) directions in the spatial
component R, Combining this symmetry with the KMS condition, we obtain

g(r,r)y=g(B—1,1) . (4.2.4)

Analyticity In the complex w-plane, where z = 7 +ir = fw and 2 = 7 — ir = Fw ™1,

the analyticity condition states that the two-point function may only have branch cuts
starting at w = £7 and w = £7!'; moreover, it has poles at w = 0,+®, where
@ = /(7 +1|Z])/(r —i|Z]). Outside of these poles and cuts, the two-point function
must be analytic [51]. This structure is illustrated in Figure 3.4, and its derivation was

discussed in the previous chapter.

Regge limit Define the complex variables z = 7+i|Z| and Z = 7 —i|Z], and introduce
p=+Vzzand n = % In these coordinates, the two-point function reads fz(p,n).
The Regge limit is defined as

lim fg(p,nm), with p fixed . (4.2.5)

In|—00

The two-point function must be polynomially bounded in the Regge limit [51, 62].!

Large distance limit It is commonly believed that compactification on the thermal
manifold induces a mass gap my, > 0.2 Assuming this folk-theorem, the two-point
function behaves as [51, 153|

g(r,r) 2 (D)2 + O (e (4.2.6)

Note that, independently of the exponential behavior, the large-distance limit follows
from cluster decomposition.

! Analyticity in spin is a consequence of polynomial boundedness as || — oo, since this implies
that the two-point function does not grow faster than n’/®esze. This is the analog of the Regge limit at
zero temperature.

2By dimensional analysis, this mass must be proportional to 3~!. However, the existence of a ther-
mal mass is not always guaranteed: for instance, in some cases (e.g. free bosonic theories) symmetries
prevent the theory from developing a gap. Similarly, spontaneous symmetry breaking at finite tem-
perature, as in [25, 120], could lead to gapless behavior—though we are not aware of any such example
in integer spacetime dimensions. Nonetheless, in a generic interacting CFT at finite temperature, the
existence of a thermal mass is expected due to the suppression of correlations at large distances.
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Zero temperature limit Since the thermal two-point function is defined on a ther-
mal manifold for arbitrary values of /3, we expect g(7,r) to be a continuous function of
(5. Moreover, we expect it to be smooth and admit a well-defined limit as § — oo:

lim (7. 7)9(0,0))5 = {5(7, 7)o 0, 0) s = —— (4.2.7)

B—o0 (72—|—r2)A"’ )

OPE When two local scalar operators ¢, with conformal dimension A, are brought
close together, the OPE is exact and reads [51]

1 _ _
o) x ple) ~ S 1200 (2 ) iBoA ) s ()
0cox0, O
(4.2.8)

where 2t = ' —xh, Ao is the conformal dimension of O, fo,0,0 is the zero-temperature
OPE coefficient, and cp is the normalization factor in the two-point function:

((#lwﬂJ)) O phy
1.4, o vy...vg _ v
<OH H7($>OV1_._VJ<O)> = COWTO s Il; = 5‘; — 22 . (429)

The geometry of the thermal manifold imposes a minimal radius of convergence for the
OPE, since the largest sphere with flat interior has radius 3. Consistency with the OPE
regime requires the thermal two-point function to be compatible with the expansion
(4.2.2) within the convergence radius.

The bootstrap problem for the thermal scalar two-point function consists in finding a
function of the coordinates z1, x2, and the inverse temperature (3, such that it satisfies
all the conditions listed above.

4.2.1 Uniqueness of the solution and free scalar theory in d = 4

Whether the bootstrap problem defined above admits a unique solution remains an open
question. In particular, the minimal set of conditions required to uniquely determine
the two-point function is not known. Suppose there exist two distinct solutions, ¢;
and ¢, to the problem. First, consider the case where the two solutions differ by
the contribution of a finite number of local operators in the OPE regime. Then, the

large-distance limit of the difference Ag = ¢; — g5 is®

lim [Ag(r,7r)| =00, (4.2.10)

T—00

3The limit holds only for even-spin operators; however, this is sufficient since the one-point function
of an odd-spin operator vanishes, and so does their contribution to the two-point function.
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and therefore, if g; satisfies the clustering property expressed in equation (4.2.6), then
g2 does not (and wvice versa). Hence, only one of g; or g can be a solution to the
bootstrap problem.

If instead g; and go differ by an overall factor, then their limits in (4.2.7) also differ
by the same factor. This discrepancy can be traced back to the normalization of the
two-point function at zero temperature. If we fix this normalization before solving the
bootstrap problem, then it also fixes the residues of the poles of the finite-temperature
two-point function.

Two solutions g; and g that do not differ by an overall factor must have the same poles
with the same residues, since the poles are determined by the zero-temperature data,
and the f — oo limit determines the coefficients in front of them.

We were not able to find a method to discriminate between two solutions that comply
with all the above reasoning but differ in their branch cut structure. This ambiguity was
already noted in [62], where the authors proved uniqueness under specific assumptions?,
using Regge boundedness and subtracted thermal dispersion relations.

However, in the case of a free scalar theory in four spacetime dimensions, it is possible to
reconstruct the thermal two-point function using only the bootstrap conditions outlined
above, providing evidence in favor of uniqueness in this case. This approach appears to
work only for the free scalar theory, and the underlying reason is the simplicity of the
OPE between two fundamental scalars, which allows the two-point function to factorize
into holomorphic components. In general, such factorization is not evident from the
OPE, and we do not expect that all two-point functions admit such a decomposition.
Nonetheless, we do not exclude the possibility that a more general uniqueness result
could be obtained with more sophisticated tools.

Free scalar theory in d =4 We will explicitly solve the bootstrap problem posed
above for the two-point function of two fundamental scalar fields ¢(x). We will also
use the resulting two-point function to extract several one-point functions, as done in
[51, 154], focusing in particular on the one-point function of the stress-energy tensor
.

In Section 3.2.4, we computed the explicit expression of the two-point function in the

4The necessary condition for uniqueness proposed in [62] is Disc(2,z) =0 for 0 <z =7 —ir <1
and 1 <z =7+1r.
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OPE regime directly from the dilatation broken Ward identity:

J! 1 fgw@bo 9 L(A0-2A,) ~(v) T
g(T’ r) = Z 2J(I/)J /BAO CO (7— +T ) CJ \/7_2:—’_712 . (4211)

Ocpxp

Specializing to a free scalar theory, we can use the explicit OPE expansion:

o(x) x ©(0) ~ 1+ ap*(0) + bup(0)0"p(0) + . p(0)0"0"p(0) +. .., (4.2.12)
~VI(0) ~THY (0)

where the explicit structure of the operators is not important for our purposes. The cru-
cial information is that the conformal dimension of any operator O € ¢ x ¢ (excluding
the identity operator 1) is determined by its spin J:

ANo=d—2+J (4.2.13)

Using this, we can rewrite the OPE sum as a sum over the spin J:

1 J! 2, 2\3 ~(v) ( T )
T,7) = + ™ +re)2 C , (4.2.14
7 (12 42)F Z T 2+"2"( ) ( )*C ) A
where all dynamical information is grouped into the coefficients
b
ks = Jepobo (4.2.15)
co

The expression (4.2.14) lacks manifest periodicity over the thermal circle, which should
be enforced by properly constraining the coefficients k;. Since k; are functions of
the one-point function data by, imposing periodicity on the scalar two-point function
provides information about the one-point functions in the free scalar theory itself [51].

From now on, we set d = 4, so that (4.2.14) becomes:

d=4 _ C _J 2 J/2 T
fg(7:7) 2+r2 JZ 57 (77 +77) UJ(—\/W) (4.2.16)

where we used the identity:
CW(z) = U,(x), (4.2.17)

with U;(x) the J® Chebyshev polynomial of the second kind. These polynomials admit
a closed-form expression:
(r+ V22— 1)/ — (z — 22— 1)/

Uy(z) = W . (4.2.18)
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This can be plugged into the d = 4 solution:

o) . J
g(r,1) = - Jlr ol 251% Jz% ky (%) [(r—ir) + (=17 (r +ir)"*'] . (4.2.19)

We further rewrite the flat-space term as:

Lo ! (_}J ( i )_2 ((r—ir) ™ + (~1) 2 +in)Y],  (42.20)

TZ24+7r2 2B%r 23

and add the following term, identically zero:

N
0= zﬁlzrkl (i) [((r—im)° + (=1)"(r +i7)°] . (4.2.21)
Defining k_5 = —1/4, the full solution reads:
1 & i\’ , _
g(t,r) = 25 ng ky (%) [(r —ir)"™ + (=1)7(r +i7)"]. (4.2.22)

Now relabel J = ¢ — 2 and enforce invariance under 7 — —7, forcing the sum to run
only over even ¢ = 2n. This is achieved by setting koqq = 0:

()= T Z‘” kana (1Y T —ir) 2n_1+ Zr +ir) " (4.2.23)
Introducing the dimensionless variables:
™ T
w=—=(r—17), wW=—=(r—+17), 4.2.24
5( ) B( ) ( )
the two-point function becomes:
2 _
_ 7\~ coth(w) + coth(w)
= (= ) 4.2.25
stwm) = (5) (4229

The sums converge for 0 < |w| < 7. The function is periodic, with simple poles at
w = 0 and its periodic images, and the residue is fixed by k_o = —1/4.

We now test whether this is the unique solution. Suppose a second solution exists:

(3)2 [coth(w) + dg(w)] + [coth(w) + dg()]
w + W

5 , (4.2.26)

98



where dg(w) is holomorphic, regular, and periodic. Its general form is:

dg(w) = Z (@, sinh(nw) + b, cosh(nw)) . (4.2.27)

n

The solution must be odd in w, so we set b, = 0:

0 ) = g, ) Z . (sinh(nw) ) sinh(nw)) |

— — (4.2.28)
w +w w +w

Now take the Regge limit:

w=—-" e w=p(y— P 1). (4.2.2)

n—n*—1
We find:
th 1 th(@) _, 1
co (E) . , co (7”_”) - =, (4.2.30)
w+w 2np w+w p?
sinh(niv) R 627”7’)7 M L (4.2.31)
W+ W Anp w + W 4n?

Since dg(w) grows exponentially in the Regge limit, it is excluded. Thus dg(w) = 0

g(t,1) = % {coth (%(r + w)) + coth (%(r - w)) } , (4.2.32)

which agrees with the known result in [155].

and

4.3 Channel duality and consequences

We now focus on two conditions from the list of bootstrap requirements that become
particularly interesting when combined. These are the OPE expansion and the peri-
odicity along the thermal circle, i.e., the KMS condition. In fact, observe that a single
block in (4.2.2), i.e., the contribution of a single operator in the OPE, is not invariant
under KMS. Therefore, we expect that imposing the KMS condition within the OPE
regime should allow us to constrain the OPE coefficients ap.

However, note that not both sides of equation (4.2.3) can be expanded using the OPE.
For example, suppose 0 < 7 < 3: then the left-hand side can be expanded in an OPE
if 72 4+ r% < 2. But if this is the case, then (7 + 8)? +r? > (32, and therefore the
right-hand side cannot be expanded in OPE.
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To be able to expand both sides simultaneously, we can combine the KMS condition
with the symmetry 7 — —7, which leads to a more tractable constraint.

g(r,r)y=g(B—1,1) . (4.3.1)

Observe that now there are infinitely many values of 7 and r for which we can expand
both sides of the equation, creating an infinite number of non-trivial constraints:

Q0 (5 | 2\ F-Dy ) T _
2 s () (m)‘

Z +7~)%Ow C§u>< (65—)72“2) . (43.2)

o

We will sometimes refer to this equation as channel duality, since one can think of the
left-hand side as analogous to the s-channel in conformal bootstrap, and the right-hand
side as the t-channel®.

As already noted, not only is a single block not KMS invariant, but it is easy to show
that a single block in one of the two channels must be compensated by an infinite
sum of contributions from the opposite channel. One way to see this is by using the
inversion formula: if we input a single block in the t-channel, we find that it generates
an infinite number of operators in the s-channel.

A simpler illustration is obtained by considering, for simplicity, the case » = 0 and
taking the limit 7 — . On the right-hand side, the leading contribution comes from
the most relevant operator: in a unitary theory, this is the identity. We thus obtain:

V) A—ZAW _ 1
ZBAO _—(@—T)2Aw+”' . (4.3.3)

Observe that the identity contribution on the right-hand side leads to a divergence at
7 = 3, which is nothing but the image (by periodicity) of the UV divergence caused by
the two operators colliding. However, no single operator on the left-hand side produces
such a divergence, meaning that only the resummation of the OPE can reproduce the
identity block of the opposite channel.

Physically, this highlights that not only is a single block not KMS invariant, but com-
pensating the identity requires the collective contribution of an infinite number of op-
erators, in close analogy with conformal bootstrap and S-matrix theory.

5The terminology s- and t-channel originates from an analogy with the crossing equation in S-
matrix theory.
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Having channel duality is thus crucial for any bootstrap problem. In the following, we
will organize the resulting equations into an infinite set of sum rules for thermal OPE
coefficients, and derive some asymptotic properties for heavy operators, which will be
essential for solving the problem.

4.3.1 Sum rules for one-point functions

The equation (4.3.1) was first identified by El-Showk and Papadodimas [49] as the
analog of the crossing equation for thermal CFTs. In this section, we explore this
idea explicitly by extracting explicit sum rules from the condition (4.3.1), making the
analogy proposed by the aforementioned authors more concrete.

It is useful to notice that there exists a specific point in kinematic space, corresponding
to 7 = /2 and r = 0, where the KMS condition is trivially satisfied for any choice of
ao. This motivates expanding around this point, which we will refer to as the KMS
fixed point, so that KMS can be written as

; (g o r) _y (g 7 r> . (4.3.4)

Schematically, the idea is the following: we expand both sides of (4.3.1) using the
OPE, and then further expand the result in powers of 7 and r. From a perspective
close to the zero-temperature analytical (and numerical) conformal bootstrap (see |70,
110, 111, 156-158| and references therein), this procedure corresponds to setting to
zero the (2¢ + 1)-th derivative in 7 and the n-th derivative in r of f(7,7), evaluated at
7= /2 and r =0 [51]:

ortgm \I\2 T ) I\ T

This can be achieved using the definition of the Gegenbauer polynomials and the bino-

=0 (4.3.5)

T=5,r=0

mial theorem, applied twice. It is easy to see from equation (4.3.5) that the even powers
in 7 cancel identically, while the odd powers yield non-trivial constraints. Imposing
these conditions order by order in r, we obtain explicit sum rules for the combination

bO f Opp-
As a first step, we expand the Gegenbauer polynomials as

[J/2]

C§u>< T2+r2) ZQJ 2( (()é!(Jk—JFQIQ). (ﬁ)”k . (4.3.6)
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Plugging this decomposition into the OPE expansion gives:

[//2]

Z Z ao k 1 (J _k+V> J—2k 2 7}1 28042k 7 ok
T = — (=1 2 7' + T 4.3.

where we have adopted the twist variable (4.3.16). Using the generalized binomial
theorem, we obtain:

[J/2] oo

A,+2k
ao g L (J —k+ V) Tk HTAP Ao o o
grry =3 3 3 2 (-1 9 NI
Ocpxyp k=0 n=0 ﬂ F(V)k!(J — 2]€)! n
(4.3.8)

We now compute the function at g 4 7 and apply the binomial theorem again:

5 /2 o0 p D —k+v)
( iﬂ“) > DY gD T()R(J — 2k)

Ocpxp k=0 n =0

h—2A,+2k
o 9—h—2k+28, 420+ (A - ZA; - 2n> ( o >(j:7-)£r2” . (4.3.9)
n

It is crucial to note that the expression is sensitive to the sign difference in g + 7 if and
only if ¢ is an odd positive integer. Imposing the KMS condition (4.3.5) leads to:

[7/2] oo

D(J—k+v) _hokion
Z ZZB% F k'(J_2I;€)‘2h2k+2><

Ocpxyp k=0 n=0
A . 2A . 2 h—QAv—‘er
x ( ) ”)( 2 )1”2"—0, (4.3.10)
n

for fixed £ € 2N + 1. Since these equations must hold for any n € N and any such /,
they reduce to:

S %] a1 DTk 0) oy <A —2A, - Qn) (—“gw’f) .
ol— =0.
e L(v)k!(J — 2k)! 14 n
(4.3.11)
Once we re-sum over k, the equation can be recast as
> bofopeFon(h, J) =0, (4.3.12)

Ocpxp
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where we used the definition of the ap coefficients (with normalization constants co set
identically to 1):

bo J!
go — Jee0bo I (4.3.13)

(&) 2J<V)J ’

and we introduced the function

1 [t=28eN fht g —2A, -2 L Jh A 41
Fy(h J) = 5 +J o —2n N 2 272 @ 1
’ 2h+J n l 5—Ap—n+1,-J—-v+1
(4.3.14)
This concludes the derivation, and the final result is:
> bofope Frn(h,J)=0, mneN, Le2N+1, (4.3.15)
Ocpxp
where we introduced the twist variable
h=A—-J, (4.3.16)
and defined the function
1 [i22e\ (h4J—2A,—2 ST b A4
Fun(h, J) = 2 +J p — 2N N 2 272 ¢ 1
’ 2hI\ 14 5—Ap—n+1,-J—-v+1
(4.3.17)

setting co = 1.

As expected, the function Fjy,(h,J) depends both on the conformal dimensions A
(through the twist variable h) and the spins J of the operators appearing in the OPE.
It also depends on two positive integers, ¢ and n.

In the following, we will verify the sum rules in the four-dimensional free scalar theory.
Then, we will set »r = 0 and study configurations where the two operators in the
correlation function lie on the same thermal circle.

A comment on free scalar theory Let us comment on the simplest example,
where ¢ is a fundamental free scalar field. In this particular case, the upper entry of
the first binomial coefficient in equation (4.3.17) is fixed to zero. Indeed, apart from
the identity operator 1, the conformal dimensions of the operators O € ¢ X ¢ are given
by A = 2A,+ J, which implies h —2A, = 0. This in turn means that all the equations
with n # 0 are trivially satisfied.

This behavior is to be expected, since the operators O € ¢ x ¢ are labeled solely by
their spin, with a one-to-one correspondence between their conformal dimensions and
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their spin. It is therefore natural to expect that setting the spatial coordinates to zero
from the beginning (which is equivalent to setting n = 0) is sufficient to determine the
OPE coeflicients.

This theory can be solved explicitly [1, 51|, and the thermal OPE coefficients can be
computed in closed form. Since only the sum rules for n = 0 are non-trivial, a more
general discussion of the correlator at » = 0 will be relevant. We anticipate here that
the sum rules can be numerically verified, and we observe that the larger the value of
¢, the larger the conformal dimensions of the operators involved must be for the sum
rule to yield accurate results.

Reduction to zero spatial coordinates

In this section, we consider only a specific subset of the equations coming from (4.3.15),
namely those with n = 0. These correspond to the case in which the spatial coordinates
in the two-point function are set to zero. In this setting, the general sum rules (4.3.15)
reduce to the simpler form
I'(2A, +¢) _Za_A I'(A—-2A,+1)
I'(2A,) 28T (A —=2A, —(+1)

(4.3.18)
A

where ¢ € 2N+ 1. To show this, we note from equation (4.3.8) that the only non-trivial
equation is obtained by setting n = 0. This significantly simplifies the expression

(4.3.14):
1 (h+J-24, S
Fe,o(haj)zw( 0 >2F1{—J—y+1 1] . (4.3.19)

This form of Fyo makes it clear that the sum rule (4.3.15) is equivalent in the n = 0
reduction. To see this, we recall that by symmetry, J € 2N, and by definition, v € N/2.
It can then be shown that

ey = 2

1-J _J
F 272 1. 4.3.2
2 1[—J—1/+1' } (4.3.20)

The sum rules (4.3.11) then become, for fixed odd integer ¢,

A —-2A,+1)
() ® _
E ap C (1>2AF(A—2A¢—€+1) =0. (4.3.21)

O€cpxp

Since the only spin-dependent term is ap Cy’)(l), we define a weighted sum of thermal
OPE coefficients as

A fixed
an= Y aCY(1). (4.3.22)
Ocpxp
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Then, by separating the contribution of the identity operator 1,

r(24, + ()
TRy (4.3.23)

we recover equation (4.3.18).°

The sum runs over all possible conformal dimensions appearing in the OPE ¢ X ¢; due
to the reduction, we are no longer sensitive to the spins of the operators. Indeed, when

a d-dimensional two-point function is restricted to zero spatial separation, the thermal
OPE takes the form

A fixed
G/A _ v
(o(7,0)(0,0))5 = > :B—ATA e aa= Y a0CV(1), (4.3.24)
A Ocpxyp

where the sum is over operators of dimension A (possibly with different spin J) in the

OPE.

These equations provide, in principle, non-trivial constraints on the OPE coefficients,
and thus on the one-point functions of the operators appearing in the OPE ¢ x ¢. In
deriving equation (4.3.18), we used the fact that the identity operator 1 appears in
the OPE. Its conformal dimension and spin are both zero, and its one-point function
and structure constant are conventionally set to by = f,,1 = 1. We can then isolate
the identity contribution, which gives the left-hand side of equation (4.3.18). This
information is crucial to fix the normalization; otherwise, the coefficients an would
only be defined up to an overall scaling (as is clear from equation (4.3.15)).

We now present some examples and consequences of equation (4.3.18). Let us also
remark that equations (4.3.15) and (4.3.18) can be straightforwardly generalized to the
case of unequal external operators. The structure of the equations remains unchanged,
but in that case, the identity does not appear in the OPE.

First test: generalized free fields in different dimensions Equation (4.3.18)
is the only set of equations for thermal CFTs correlators restricted to zero spatial
coordinates. Among all possible thermal CFTs, some can be solved with other methods.
One class of such theories is represented by the generalized free fields (GFF) defined
by the OPE

X o=T14[pplpy (4.3.25)

6 Alternatively, one can directly start from the correlator at zero spatial coordinates and apply the
binomial theorem, as done in the proof of equation (4.3.15).
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where the conformal dimensions of the operators in the OPE are A = 2A, + p + 2¢,
p,q € N (up to the identity 1, whose dimension is zero). These theories are well studied
and they are solved for any spacetime dimensions [51, 62] thanks to the possibility to
employ the method of images, which allows writing the thermal propagator as an infinite
sum over zero-temperature propagators. When restricted to zero spatial coordinates

this infinite sum can be recognized as a linear combination of Hurwitz (-functions”

0O = Y s = s [0 (280 5) + o (2201 3]
:700 (4.3.27)

There are cases in which the above solution simplifies even more. If we consider the
GFF theory with A, =1,

(p(7)p(0))5 = = csc? (E) . (4.3.28)

This two-point function is particularly interesting since it also corresponds to the two-
point functions of a four-dimensional fundamental free scalar ¢,q: recalling

(paa(7,7)04a(0,0)) 5 = 2%% {coth (%(7’ + m—)) + coth (%(7‘ — zr))} . (4.3.29)
then
(p(T)e(0))5 = lim(paa(T, 7)04a(0,0))5 - (4.3.30)

The two-point function (4.3.28) also corresponds to the restriction to r = 0 of the
energy-energy two-point function (e(7,7)e(0,0)), in the critical two-dimensional Ising
model

{p(7)(0))5 = lim (e(7, 7)¢(0,0)) 5 - (4.3.31)

Another special case is given by the GFF with A, = 2. In this scenario, the solution
(4.3.27) reduces to

(p(T)(0))s = 3% (2 + cos (27%)) csct <%T) : (4.3.32)

Similarly to the previous one, this case can also be interpreted as the restriction of a
higher dimensional free theory to one dimension by setting » = 0. This is indeed the

"The Hurwitz (-function is defined as

o0

Culs,a) =) (; : (4.3.26)

— (n+ a)s
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case for the two-point function of a six-dimensional fundamental free scalar pgq

(pea(T,m)06a(0))s = # [5 coth (W) + B coth (W) +

7r csch? (WT_”)> + 77 csch? (”(TT“TN . (4.3.33)

Equation (4.3.33) reduces to equation (4.3.32) in the limit » — 0. GFF theories rep-
resent an optimal playground to test the equation (4.3.18) since the OPE coefficients

aa can be easily extracted from the exact solution (4.3.27). The numerical tests for
GFF theories with A, =1 and A, = 2 are presented in Figs. 4.1a and 4.1b. What we
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Figure 4.1: Comparing the left (straight, dashed lines) and right (continuous lines)
sides of equation (4.3.18) for different values of €. The bigger { is, the more op-
erators need to be summed for the right-hand side to converge to the correct value,
namely the left-hand side. The left panel (a) corresponds to a numerical test for a
GFF with A, =1, or equivalently for a four-dimensional scalar free theory. The right

panel (b) corresponds to a numerical test for a GFF with A, = 2, or equivalently for
a siz-dimensional scalar free theory. In both cases, it is convenient to multiply both
sides of the equation (4.3.18) by a factor 1/¢!.

immediately learn from these simple checks is that, even if the equations (4.3.18) are
satisfied for every odd value of ¢, the bigger ¢ is, the more operators we need to sum
on the right-hand side of equation (4.3.18) to converge to the correct value, or better
to the truncated sum on the right-hand side to be a good approximation. This makes
the sum rules (4.3.18) extremely difficult to solve by truncation of the right-hand side,
since the more OPE coefficients an we want to extract, the more operators we need to
take into consideration. At this stage this is an observation, nonetheless in the next
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Section we will show a general result about heavy operators.

Second test: two-point functions of Virasoro primaries Another test we can
easily perform concerns two-dimensional correlators of Virasoro primary fields. These
two-point functions can be computed using the conformal map between the plane and
the cylinder |21, 65, 144]:

(o(7,7)(0,0)) 5 = (%)%% csch?s {%(a + m} esch?s {%(a - m} (4334)

where (h,, h,) are the conformal weights of the Virasoro primary ¢ with conformal
dimension A = hy, + h,,.

When restricted to zero spatial coordinate, the correlator simplifies to:

(p(7,0)¢(0,0))5 = (%)ZA csc?® (%) : (4.3.35)

We can therefore test equation (4.3.18) for arbitrary values of A. Numerical tests are
shown in Figs. 4.2a and 4.2b: similarly to Figs. 4.1a and 4.1b, they compare the left-
and right-hand sides of equation (4.3.18) for various values of ¢ and different levels of
truncation in the sum.

The considered examples are: - (o(7)o(0))s, where ¢ is the Virasoro primary of con-
formal weights (1/16,1/16) in the two-dimensional critical Ising model; - (¢(7)¢(0)) g,
where ¢ is the only Virasoro primary in the Lee-Yang minimal model.

The Lee—Yang model is the simplest conformal field theory: it is a non-unitary minimal
model with a single primary field of conformal weights (—1/5, —1/5). Despite its sim-
plicity, it provides a non-trivial test of the sum rules. In particular, the non-unitarity
of the theory highlights that the derivation of equation (4.3.18) only assumes the KMS
condition, and thus the sum rules also hold for non-unitary theories, such as Lee—Yang.

A first attempt at solutions The simplest way to use equations (4.3.15) is to
truncate the OPE. This is analogous to the Gliozzi method in conformal bootstrap,
originally proposed in [107]. In general, it is not guaranteed that a simple truncation
of the infinite sum over operators will give reliable results: we will discuss this point in
more detail below. In fact, we will later show analytically that this approach does not
work, and we will provide a complete explanation of why this is the case.
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Figure 4.2: Comparison between the left-hand side (dashed lines) and right-hand
side (solid lines) of equation (4.3.18) for various values of €. As in Figs. 4.1a and
4.1b, larger  requires summing more operators for convergence. Left (a): test for the
correlator (o(1)o(0))s in the two-dimensional critical Ising model. Right (b): test for
the correlator (p(7)e(0))s in the Lee—Yang model, i.e., the non-unitary minimal model
Mo . In both panels, a rescaling by 1/¢! has been applied for convenience.

Finally, let us comment that in our approach the equations (4.3.15) are used to constrain
the thermal OPE coefficients. However, it would also be interesting to use them to
constrain the zero-temperature CFT data, as discussed for example in [2].

4.3.2 Tauberian theorems and heavy operators

In this section, we explore how the divergences of the two-point correlation function,
together with the KMS condition, can be used to extract information about the thermal
OPE coefficients when the spatial coordinates are fixed to zero. This result can be
derived by invoking Tauberian theory (see [159] for an extensive review). Tauberian
theory is a branch of mathematics that found early applications in physics in [160], and
more recently in [136, 161-169]. Notably, its application to one-dimensional CFTs is
rigorously treated in [170].

Motivated by these works, we aim to derive the thermal OPE density for heavy op-
erators by combining a Tauberian theorem with the KMS condition and the parity
transformation 7 — —7 on the thermal circle.

We begin with a heuristic derivation of the theorem to provide intuition about its mean-
ing and implications (see Section 4.3.2). We will then outline the steps necessary for a
rigorous proof. A crucial hypothesis of the theorem—mnamely, the boundedness of the
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OPE coefficients—will be justified by showing that the OPE coefficients corresponding
to heavy operators all share the same sign (beyond a certain cutoff).

Derivation of the theorem

Here we present the derivation of the thermal Tauberian theorem. We begin with a
heuristic derivation to clarify the physical intuition, and later provide a justification of
the result.

Heuristic derivation

Let us consider a scalar, local operator ¢(7,Z) and its thermal two-point function

{o(7,7)(0,0))s , (4.3.36)
and study the same two-point function in the limit of vanishing spatial separation:
(e(1)(0))s = {@(7,0)9(0,0))5 - (4.3.37)
In this limit, the thermal OPE expansion of the two-point function reads
ao _ o0
{o(T)p(0)) Z FaaT B0 — ;28 /0 dA p(A)z™ | (4.3.38)
Ocpxp

where we introduced the spectral density p(A):

p(A) = ) a0 (A —Ao) , (4.3.39)

Ocpxp

and the dimensionless variable z = 7/3. The thermal OPE converges only within the
open interval 0 < z < 1 [51], due to the presence of an infinite number of poles on the
real 7 axis.

This can be seen by noting that the KMS condition implies

T—k _
(p(7)p(0))5 "7 (kB — 1) 72 (4.3.40)
for any k € Z. Therefore, from equation (4.3.38), we deduce

/ dA p(A)z® “RY (1 — )28 (4.3.41)
0

Now, we make the ansatz that the large-A behavior of p(A) follows a power law:

p(A) AR AN (4.3.42)
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This ansatz will be justified in Section 4.3.2. Plugging it into the two-point function
(4.3.38), we obtain

a—2
(p(T)p(0))s "~ AT(2 — a)r22e (1 - %) ) (4.3.43)
from which we read: ]
=—2A,+2 A= . 4.3.44
° oL [(2A,) (4344
Therefore, the asymptotic behavior of p(A) becomes
p(A) 2R L pea (4.3.45)

T(2A,)

The physical interpretation of this result is that it captures the average density of heavy
operators in the ¢ x ¢ OPE (in the limit A — o0). Although the spectrum is generally
discrete and the density p(A) is a sum of J-functions, the expression (4.3.45) makes
sense when interpreted in an averaged sense:

A N N —00 A2A‘P
/ p(A) dA 2R . (4.3.46)
0

(2A, +1)

The precise derivation

The derivation above is valid once the ansatz in equation (4.3.42) is justified—namely,
that the density of states grows as a power law in the conformal dimension A as A — oc.
As previously discussed, this must be understood in an “integrated” sense, as shown
in equation (4.3.46). The proof is non-trivial and relies on the theory of Tauberian
theorems.

First, we stress that the assumption is not universally valid. A well-known counterex-
ample is the series [170, 171]

1

— 2 3 4
<I+1)2(1_I>—1—2x+2x —3z° + 32"+ ... . (4.3.47)

While this series has the expected divergence near x — 1, behaving as (1 — z)~!, the
partial sums of its coefficients oscillate: 1,0, 2,0, 3,0, ..., alternating between 0 and n as
n — o0o. This prevents a clean power-law behavior in the partial sums. A more general
problematic case was analyzed in [170], where it was shown that, in absence of further
assumptions, partial sums can oscillate between two different power-law regimes.
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This issue was rigorously studied by mathematicians in the last century, and the corre-
sponding results are known as Tauberian theorems. In [161, 170], the key hypothesis is
the non-negativity of the weighted spectral density p(A). However, this does not hold
in our case: from the definition (4.3.39), the coefficients ap can take negative values.
The lack of positivity in thermal OPE coefficients is a well-known obstruction in the
thermal conformal bootstrap program.

To overcome this issue, we relax the positivity requirement and instead consider the
following three sufficient conditions:

* The OPE coefficients ap are real;
* The OPE coefficients ap are bounded from below;

x The external scaling dimension satisfies A, > %

For a rigorous derivation of the Tauberian theorem under these assumptions, see [2] or
Theorems 95 and 97 in [172].

The last condition ensures that o > 1, which controls the divergence (1 — z)™“ as
x — 1. This is crucial for the validity of the theorem in cases where positivity fails
but the density is bounded from below. Physically, this condition is motivated by the
unitarity bound for scalar fields:

A, >—2 (4.3.48)

which implies that the only unitary, physically relevant theory violating this bound
(for d > 2) is the free scalar theory in d = 3, where the bound is saturated. Since this
theory can be solved analytically, we do not consider it problematic. Similarly, in two
dimensions, scalar operators may have A < 1/2, but those cases can also be solved
analytically using the conformal map from the plane to the cylinder.

The reality of the OPE coefficients ae is ensured by unitarity, and follows from clus-
tering and reflection positivity:

lim (p(2)(0))s = {¢*)5 > 0 . (4.3.49)

T—00

The remaining task is to prove that the ap are bounded from below. To do so, we
show that there exists a cutoff dimension A such that for all A > A, the thermal
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OPE coefficients share the same sign (say, positive®). Since each coefficient is finite,
boundedness from below follows directly.

This behavior is not universal (as illustrated by the counterexample (4.3.47)), but is
instead enforced by the KMS condition. Physically, since individual OPE terms are reg-
ular as 7 — 3, the divergence (8 — 7)~22¢ must arise from the cumulative contribution
of heavy operators with A > 1. This channel duality enforces sign stability.

The proof of this stability is presented in Appendix C of [2|. The idea is to use the
inversion formula and compute aa in terms of other OPE coefficients. By comparing
ap and apisa (where 0A is the smallest gap in dimension), one finds:

s -as[teo(L)] L a1 o

If ap does not vanish asymptotically, then beyond some A the correction becomes
negligible, and the signs stabilize.

This is supported by all known examples. In addition to free and 2D theories, holo-
graphic calculations confirm the behavior using the geodesic approximation [155]. As
another check, we analyze the 3D O(N) model at large N in the next section.

Note that this does not imply the positivity of the aa coefficients, but rather that they
all have the same sign in the heavy sector. This is sufficient to establish the Tauberian
result by redefining the sign of the density, if needed.

As an alternative to the analysis in [2], we take a complementary route: we invert the
identity operator using the inversion formula. This amounts to applying the thermal
inversion formula to 1/(r? + 72)2¢ in the KMS-dual channel. The computation yields
poles in a(A) located at

A=2A,+2n+J . (4.3.51)

These correspond to the spectrum of a generalized free field, and match results from
conformal bootstrap [110, 111, 117, 145, 173]. Notably, this inversion does not in-
clude anomalous dimensions, which appear only upon inverting other (non-identity)
operators.

The thermal inversion formula also encodes information about the thermal OPE coef-

8If the sign is negative—as in the Lee-Yang model—the same result holds by flipping the overall
sign of the density.
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ficients. By taking residues at (4.3.51), one finds:

& (D)) ()M )+ 20T (@) (v + 10T +7) (FE)T(n+7+ Ay)
A28 +2n+J = ;0 FA)L(r+ 1) (n+r+1)I(—r+v+1)I(J+r+v+1) '

(4.3.52)
These coefficients are all positive, and dominate the asymptotic spectrum. Inverting
other light operators produces only subleading corrections. As a concrete case, invert-
ing ? (spin zero, n = 0) shows that the resulting anomalous dimension corrects the
positions (4.3.51).

The inversion formula computes contributions proportional to ap, regardless of their
sign. However, the heavy sector remains dominated by the identity inversion. Thus, in
the discrete case, while the coefficients aa are not necessarily positive, they are bounded
from below.

In conclusion, under mild assumptions of unitarity and analyticity (as discussed in the
previous section), the thermal Tauberian result is rigorously valid for d > 3. A complete
proof can be found in Appendix C of |2].

Heavy operators’ asymptotic The most interesting application of the Tauberian
theorem is the approximation of the OPE coefficients a in the limit A — oo, i.e., for
heavy operators. Recalling the definition of the thermal OPE density (4.3.39), we can
isolate the OPE coeflicient of a heavy operator of dimension Ay by integrating over the
interval [Ay — dA, Ay, where JA parametrizes the gap between Ay and the closest
smaller-dimension operator appearing in the OPE:

Ag
osn= [ pA)dAL pa)= 3 a0 38~ Bo). (4:3.53)
Ag—5A Ocpxyp

By employing the Tauberian theorem, in the heavy operator regime we can invoke its
asymptotic form (4.3.46)°

An Ap—6A o AZAe
_ _ oo By
- ( /0 JA /0 dA> p(A) iy (4.3.54)

in the limit 0A = 2 < Ag. Therefore, we obtain:

AH—N)O H
~ 2 ) 4.3.55
a’AH F(2 ﬁ <p) ( )

9Making this statement mathematically rigorous is highly non-trivial: deriving a Tauberian theorem
for short intervals from one of the form (4.3.46) is a notoriously difficult problem.
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Let us emphasize that in this derivation, Ay refers to the conformal dimension of a
heavy operator, and 0A = 2 corresponds to the spacing with the next lower operator in
the generalized free field (GFF) asymptotic spectrum. We do not claim that this result
holds for arbitrary values of Ay and §A. To make such a claim, one would need to
prove a finite-size version of the Tauberian theorem, which is generally stronger than
the version employed here.

Tauberian theorem and the tail of heavy operators

Previously, we used the KMS condition to predict thermal one-point function coeffi-
cients of light operators, introducing the hypothesis of a gap between the light and
heavy sectors. In this Section, we employ the Tauberian theorem to estimate the con-
tribution of the heavy operator tail.

Let us consider a theory with N light operators. Suppose that the first heavy operator
has conformal dimension Ay > 1: the sum rule (4.3.18) can then be split as

> aaF(A2p-1)+ > aaF(A2p-1)=0, p=1,...,N, (4.3.56)
A<Agy A>Ag

where F(A,2p — 1) is defined in equation (4.3.18). Plugging the asymptotic behavior
from equation (4.3.55) into the second sum gives
A28e—1
F(A2p—1)~ 2—F(A,2p—1) . 4.3.57
ZQA(ap ) Z F(QASO)(’p ) ( )

A>Ag A>Ag

Assuming Ay > 2A,+ 2N — 2, the sum (4.3.57) contains only positive terms. We can
estimate the right-hand side by replacing the sum with an integral:

00 AQA*”_I Anst 1 AQ(Aw+P71)
2 dA F(A2p—1) 7K Ll . 4.3.
/AH T(2A,) (A:2p—1) 251 T(2A,,) log 2 (4:3.58)

We conclude that the sum rule (4.3.56) can be rewritten by bounding the heavy sector
contribution as follows:

A2A+p-1)
> anF(A2p-1)=0 HQT ., p=1,....N. (4.3.59)

A<Ap
The behavior above can be explicitly checked in theories for which the two-point func-

tion admits an analytic expression. In particular, in Figs. 4.1a, 4.1b, 4.2a, 4.2b, we
plot the right-hand side of equation (4.3.18) as a function of the cutoff dimension and
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compare it with the identity contribution (the left-hand side of (4.3.18)) in 2d CFTs
and generalized free field theories. It is also possible to include the identity contribution
in the right-hand side of (4.3.18) and compare the result with the bound (4.3.59).

The interpretation is the following: the appearance of double-twist operators makes it
impossible to solve the sum rules by a simple truncation, as in the Gliozzi method in
the conformal bootstrap. In fact, a naive truncation would require

Az(Aerpfl)

but if we want as many equations as unknowns, then p must scale with Ay, and the
condition above is never satisfied. Nevertheless, thanks to the Tauberian theorem,
we obtain a good estimate of the tail of heavy operators. This suggests a promising
direction: solving the bootstrap problem by implementing the Tauberian asymptotic
contribution directly into the sum rules.

4.4 Numerical bootstrap

We now construct a numerical method to solve for thermal OPE data, based on the
sum rules given in equation (4.3.18) and the improved Tauberian estimate (4.3.55).

The starting point of our analysis is the KMS condition. The sum rules can be written
as

> anF(AAy,m) =0, (4.4.1)

A

where the sum runs over all operators in the OPE of ¢ x ¢. The kernel F, defined in
equation (4.3.18), depends solely on the zero-temperature CFT data, which we treat
as input. On the other hand, the coefficients an encode the thermal dynamical infor-
mation,

- bof¢¢o J' v
ap = ; P (V)chu) : (4.4.2)
A

where the sum is over operators of fixed dimension A but varying spin J.

The ultimate goal of the thermal bootstrap program is to compute these coefficients
and thus complete the thermal CFT data.
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A naive attempt to solve equation (4.4.1) would involve truncating the sum at some
cutoff dimension A,... However, this approach fails because the contribution of heavy
operators cannot be neglected.!”

To overcome this issue, we approximate the contribution from the heavy operators
using their asymptotic behavior as predicted by the Tauberian theorem:

2A4—1
heavy AN

C1

A

where A is the gap between the given scaling dimension A and the one immediately
below it in the OPE spectrum. The coefficient ¢; encodes the first subleading correction,
which is theory-dependent.

Note that to derive equation (4.4.3), additional analyticity assumptions on aa are
needed, since the Tauberian theorem controls only the leading term. While the power
of A in the first correction is universal, higher-order corrections are theory-dependent.

We can now split the constraints (4.4.1) into two parts:

£(m) = Y aaF(AAgm)+ > ax™F(A Ay m). (4.4.4)

A<Amax A>Amax

Since the spectrum in the heavy sector is not fully known, further approximation is nec-
essary. In this work, we include only the operators [¢¢],, , in the second sum in equation
(4.4.4), which—by channel duality—are dual to the identity.!! These operators take
the schematic form ¢9‘[1"¢, and their dimensions are approximated by their mean-field
value: A,y = 2A4 + 2n + £. The main sources of error are the anomalous dimensions
of these operators and the neglect of additional trajectories, which are estimated in [4].

With this approximation, we are left with a finite number of unknowns: the coefficients
ap for A < Ay, and the subleading corrections in (4.4.3), i.e., ¢1, etc.

The constraints (4.4.1) can now be imposed by minimizing the cost function:

nfw}) = D wnt(m)?, (4.4.5)

Mm<Mmax

0The error from neglecting the heavy tail is analyzed in [2] and the previous Section. This is in
contrast to the zero-temperature case, where a naive truncation can still yield useful approximations
[107-109]. Nonetheless, even there, accounting for the heavy tail improves precision, as discussed in
[174-176]. In particular, [175, 176] adopt a similar strategy to estimate the error.

HUThe identity block inverts to double-twist operators in both zero- and finite-temperature
Lorentzian inversion formulas [51].
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where M.y is the maximum number of derivatives considered, and w; € (0,1) are
random weights used to test the numerical stability of the procedure, similarly to [176].

To summarize, we propose the following pseudo-code for the algorithm:

Require: A < Ay, Mmay, iter
: Define the heavy tail approximant;
: Compute £(m) for m < Mpax;
. Initialize ap = {};
. for n < iter do

Compute cost n = Y™ w,, £ (m)?%;
Minimize n — Add result to an;
: end for

1
2
3
4
5: Sample random weights w1, ..., Wi
6
7
8
9: Output: Mean(an)

Estimation of the error The minimization procedure yields estimates for the un-
known parameters, which are affected by numerical errors stemming from two sources:

e A statistical error, estimated via the square root of the variance across multiple
runs of the minimization of equation (4.4.5);

e A systematic error, due to the approximation of the heavy operator contribution
using equation (4.4.3), estimated below.

The errors quoted in this work should be understood as estimates and do not correspond
to rigorous bounds.

The statistical error is straightforward to evaluate. Since the cost function n({w;})
depends on the random weights {w; }, different random initializations will yield slightly
different values for the OPE coefficients. This motivates computing the final result
as the average over several runs, with the (square root of the) variance serving as a
measure of the statistical error. This procedure was also adopted in the context of the
zero-temperature bootstrap in [176].

The systematic error is more subtle to estimate. We explain the general strategy below
and refer concretely to the case of the 3d Ising model, discussed in detail in Chapter 6.

This error originates from the subleading corrections to the Tauberian approximation
for the heavy tail. The outcome of the minimization procedure depends on three key
parameters:
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e Number of derivatives m,,: As shown in [2], the contribution of the heavy tail
increases with my.c. The error can thus be minimized by choosing the smallest
Mmax compatible with having as many equations as unknowns;

e Number of Tauberian corrections ¢y, ...: As discussed, the asymptotic form
can be refined with corrections of the type ¢;/A®, where ¢; and «; are theory-
dependent. For the O(N) model, where A, € [1/2, 1], we retain only one correc-
tion (i.e., ¢1), as higher-order terms are suppressed. In Section ??, we explicitly
show the impact of subleading corrections in the 4d free scalar theory. A more
systematic treatment is left for future work;

e Cutoff dimension A,,,: This parameter sets the separation between light and
heavy sectors. There is no universal prescription for choosing it. We tested values
in the range Ay € (3,10) and selected the one that gave the most stable min-
imization, i.e., the smallest variance across runs. Table 4.1 shows the results for
the OPE coefficient ar for various choices of m.x and Apa. For A = 6, the
coefficient a. was provided as input to ensure convergence. As expected, increas-
ing mupmax increases instability, due to the greater influence of heavy operators.
The case Apax = 3 corresponds to retaining only € and T in the light sector.
The inclusion of ¢ significantly improves convergence. In conclusion, choosing
three light operators optimizes numerical stability. An alternative would be to
compute a variance-weighted average over all {A.x, Mmax} combinations, but
the selected value would still dominate the outcome. We also note that current
zero-temperature bootstrap results naturally limit how large A,.x can be taken.

Once these parameters are set, the systematic error—dominant over the statistical
one—can be estimated. We distinguish three main contributions:

[. Neglecting anomalous dimensions: In the heavy sector, we approximate op-
erators as double-twist composites with A = 2A4 + 2n 4 ¢. The dominant con-
tributions come from large-spin operators. For these, subleading corrections due
to anomalous dimensions are of order O(1/¢) [110]. In the 3d Ising model, this
introduces a relative error of about ~ 2% in ar.

IT. Neglecting higher Tauberian corrections: We include only the first correc-
tion term in equation (4.4.3). To estimate the effect of the next correction, we
assume ¢y ~ ¢ and as &~ a1 + 1, consistent with expectations from the inversion
formula. The resulting relative error in ar is about ~ 3%.
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III. Neglecting subdominant trajectories: In the heavy sector, we consider only
[¢b]n.e operators. Other contributions, such as €™ in the 3d Ising model, are
neglected. To estimate their effect, we use the large- N approximation where these
correspond to ¢™ composites. Their thermal OPE coefficients are estimated as

2m
My
Agm = ——e | 4.4.6
F@2m+1) ( )
where myy, is the thermal mass from Eq. (6.2.6). These corrections are subdomi-
nant, contributing a relative error of ~ 0.5% in ar.

The total error is estimated by combining the three effects above in quadrature. This
is conservative, since some of the contributions are not fully independent—for instance,
correction II already incorporates anomalous dimensions via pole shifting, as predicted
by the inversion formula [51].

A more refined analysis of the heavy tail and its systematic contributions would re-
quire further developments, possibly via improved inversion techniques or numerical
bootstrap at finite temperature.

4.4.1 Tests in free scalar theory in d =4

To test the validity of the method proposed above, we apply it to simple models where
analytical results are available. The simplest case is the free scalar field theory in four
dimensions. The two-point function can be computed explicitly using the method of

Table 4.1: OPE coefficient ar in the 3d Ising model for my,.. = {5,7,9,11} and
Apae = {3,4,6}. Results are shown as value(variance). For Ay = 6, Mye = 7,
the number of unknowns exceeds the number of equations and the minimization fails.
The highlighted value corresponds to the choice adopted in this work.

ar (variance)
mmax
5 7 9 11
Amax
3 1.492(1-10719) | 1.599(3-1072) | 1.66(6-1072) | 1.69(4-10~2)
4 no solution | 1.973(2 - 10~8) | 2.038(4- 107%) | 2.068(2 - 10?)
6 no solution no solution 2.053(5-107%) | 2.105(1 - 1073)
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images, and the thermal OPE data can be directly extracted. As shown previously, the
bootstrap problem can also be solved analytically in this case, with the solution given
in equation (4.2.32).

When reduced to zero spatial separation, the two-point function of fundamental scalars

reads
T

2
g(1,0) = ECSC2 (%) : (4.4.7)
Only double-twist operators appear in the OPE between two fundamental scalars. Fur-
thermore, the equation of motion [J$p = 0 implies that only conserved currents are
allowed, i.e., operators of the schematic form ¢0*! ...0"/ ¢, with spin J and conformal

dimensions A =2 + J.

To obtain predictions for the OPE coefficients via the numerical method, we include
a varying number of corrections to the Tauberian approximation. This is a useful
exercise, as increasing the number of corrections demonstrates that the only source
of error is due to approximating the tail of heavy operators. In the free theory, the
spectrum is exactly given by double-twist operators with integer scaling dimensions.
The Tauberian asymptotic takes the form

ageavy:A<1_‘_c_1+2+_+> (448)

Recall that only the first correction is universal, but in this case further corrections can
be added since anomalous dimensions vanish.

The results of this analysis are presented in Fig. 4.3, where we compare the exact results
to the numerical predictions. Note that the discrepancy decreases as more Tauberian
corrections are included. In these tests we neglect the error bars, as the precision can
be systematically improved by adding further corrections to the asymptotic expansion.

4.4.2 Tests in the two-dimensional Ising model

Another useful model for testing the numerical method is the two-dimensional Ising
model, where analytical results are also available. In this case, all one-point functions
vanish, except for those of operators in the vacuum module. This follows from the
existence of an anomalous conformal map between the plane and the cylinder.

The two-point function of the Virasoro primary field o, with conformal dimension
A, =1/8, is given by
1/4

(4.4.9)
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Figure 4.3: Left panel (a): Contribution of the stress-energy tensor to the two-point
function of fundamental scalars in the free theory, for different approximations of the
heavy operator tail. Right panel (b): Numerical versus analytical predictions in the
free scalar theory. The operator ¢* (A = 2) contributes to the two-point function as a
constant and is therefore not constrained by the KMS condition.

As noted above, the non-vanishing thermal one-point functions correspond to the op-
erators 1,T* TH'TP? ... in the vacuum module. These operators have conformal
dimensions A € 2N, with A < J, and their one-point functions are proportional to the
central charge.

The corrections to the Tauberian approximation can also be predicted, since the confor-
mal dimensions are integer-valued. We perform the same analysis as in the free scalar
case, and present the comparison between analytical and numerical results in Fig. 4.4.

This analysis can in principle be extended to any two-point function of primary fields
in two-dimensional conformal field theories. We focus here on the 2d Ising model to
provide a concrete and physically relevant example.

4.5 Analytic bootstrap

At zero temperature, considerable effort has been devoted to analytical approaches to
the bootstrap of correlation functions in CFTs (see for instance [110, 156, 177-180]). In
the same spirit, we now explore possible analytical strategies for the bootstrap at finite
temperature. In this Section we will make use of analytical properties of thermal two-
point functions encoded in the inversion formula and the dispersion relation presented
in 3.3 to construct an analytical bootstrap problem at finite temperature.
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Figure 4.4: Left panel (a): Contribution of the stress-energy tensor to the two-point

function of the lightest scalar in the 2d Ising model, for different approximations of the
heavy operator tail. Right panel (b): Numerical versus analytical predictions in the
2d Ising model.

4.6 A formula for thermal correlators

We begin by considering the special kinematical configuration in which the two opera-
tors lie on the same thermal circle.!?

4.6.1 The complex-time plane

Let us consider a thermal two-point function in the zero spatial direction limit. It
becomes a function g(7) of the coordinate 7 along the thermal circle. By complexifying
the 7 coordinate, we promote the correlator to a function of £ = 7 + it in the complex
plane. The analytic structure of f(&) is strongly constrained by the KMS condition:
the function must have simple poles on the real axis at

E=np, neZ. (4.6.1)

We cannot exclude a priori the presence of branch cuts connected to each of these
poles. If present, KMS invariance requires them to be vertical and all aligned with
respect to the real axis.

In the £ plane, the two-point function can be written using a dispersion relation, i.e.,

12T thank Dalimil Mazac for interesting comments and suggestions regarding this section.
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Figure 4.5: Analytic structure in the complex & = T + it coordinate. In the simplest

cases, the branch cuts are absent and the contour surrounds only the real poles. In the
case of the O(N) model at first order in €, the branch cuts extend to infinity.

via the Cauchy integral formula:

9(&) = % ]idé’g:(f/)g (4.6.2)

Using KMS symmetry, the contour can be decomposed into an infinite sum of contours,

each surrounding a different image of the branch cut:

, 9§ +m)
Z 27”74 5§/+m y: (4.6.3)

Neglecting arc contributions, and assuming ¢(§) is polynomially bounded at infinity
(as verified in explicit examples), we arrive at:

o~ 1o o

On the arcs Until now, we have neglected potential arc contributions. Here we show
that they must vanish. Define the dispersion part as

e 1 100 e’
so that
9(&) = 9ar(€) + Garc(§) - (4.6.6)

Since gq,(§) accounts for all non-analytic structure, g...(§) must be entire. Moreover,
periodicity of g(¢) and gq,(£) implies that g...(€) is periodic on the real axis.
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We now show that ga.(€) is bounded at large |¢|. Following the argument in [51], we
write

g(&) = (¥|e*Frx|w) . (4.6.7)
This can be decomposed as
PR = VIUVE | V= e 3tPrK U = ¢imPrK (4.6.8)

where V' is Hermitian and positive, and U is unitary. By the Cauchy—-Schwarz inequal-
ity,
9(&)] < (WIVIW) = |g(it/2)] . (4.6.9)

We use the real-time representation

9(&) = e PP B B|g| B[ (4.6.10)

1,3
and, assuming F; > A, we get
g(it) < e ™ - const. (4.6.11)

In a thermal CFT on S! x R4!, the spectrum is E; = A;/R, and in unitary theories,
the minimal A is zero, hence A = 0, and

9(6)] < const. - €. (4.6.12)

Thus garc(£) is an entire function, periodic on the real axis, and exponentially bounded
in the complex plane, implying it must be constant.

The zero spatial direction limit in the w-plane In the w coordinate, and in the
limit of vanishing spatial separation, the analytic structure includes:

e two cuts from oo to w = £1/4/7;
e two cuts from w = £7 to w = 0;

e poles at w = +1.

This structure is meaningful only if |7| < 1, suggesting that the analysis in the w plane
is valid only within a fundamental domain of the £ plane.

The logic is then as follows:
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Figure 4.6: Fundamental domain in the & plane, corresponding to the domain for the
variable w used to study the analytic properties of thermal correlators. Each domain
represents a different image.

e Reduce to a fundamental domain in the ¢ plane;
e Use dispersion relations to compute g(¢) in that domain;
e Extend the result via image summation to cover the full £ plane;

e Generalize to the case with non-zero spatial separation.

4.6.2 Combining KMS and dispersion relations

We already observed that the result from the dispersion relation in Section 3.3.3 is not
KMS invariant. A possible strategy to restore KMS invariance is to sum over images.
This procedure naturally gives a KMS-invariant function with the correct analytic
structure, though arc terms might still be needed.

The KMS compensator One strategy is to define a KMS compensator:

9(2,2) = gar(2,Z) + Geomp.(2, Z) (4.6.13)

While geomp. (2, Z) is difficult to guess exactly, the inversion formula suggests that contri-
butions from outside the OPE regime are exponentially suppressed in spin, of order 2/
[51]. Thus, a reasonable ansatz for perturbative theories is to model non-perturbative

a0 = ol (1 +3 %) , (4.6.14)
k

with unknown coefficients c;. Truncating this sum and imposing KMS symmetry in

spin corrections via

the OPE regime allows one to solve for ¢;. In simple theories, this yields closed-form
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results. However, this approach is heuristic, and the general validity of (4.6.14) is
unclear.

Images over DR A second approach is

IR R - -
g9(z,2) = 5 Z gar(z = m,Z —m) + Gares(2,2) (4.6.15)

m=—0Q

where summing over images restores KMS invariance, and ga..s includes only operators
of spin J < J,. The prefactor 1/2 avoids double-counting due to 7 — —7 symmetry
already implemented in gq;,.

Importantly, g...s must reduce to a constant in the limit 2 — Z. For example, in free
theory, the identity operator might seem to contribute to arcs, but its conformal block
is not constant in this limit.

The motivation for (4.6.15) comes from the structure of the complex-time plane. While
a general proof is lacking, the formula has been shown to reproduce correct results in
various cases. It satisfies all bootstrap axioms (KMS, analyticity, OPE, zero-temperature
limit), with arcs possibly needed to ensure the correct Regge and large-distance behav-
ior.

In cases where the image sum does not converge, one must treat 2,z as complex variables
and interpret the result via analytic continuation.

4.6.3 Tests in 4d free theory

The simplest possible application is the free scalar theory in d = 4: we already encoun-
tered this example in the thesis. Recall that the two-point function of two fundamental
scalars can be decomposed into an OPE, where only higher spin currents and the iden-
tity contribute. Schematically:

o x ¢ =[1]+ [¢d]o.s , (4.6.16)

where the higher spin currents can be written as [p@los = ¢O* ...0" ¢, and their
dimensions are given by A = 2+ J (in d = 4). The two-point function can be computed
directly using the method of images, yielding:

9(2,7) = f: (z—m)2(Z—m)"2 = ﬁ (—cot <%z) + cot <%2)) . (4.6.17)

m=—0Q

The block expansion of this equation automatically gives the thermal OPE data:
g, = 2¢(2+ J) and a; =1 [1, 51].
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The dispersion relation (DR): As recalled in Section 3.3.4, the discontinuity over
individual blocks in the OPE vanishes for all higher spin currents. Therefore, the only
contribution to the discontinuity in the OPE regime comes from the identity operator,
whose discontinuity is given by:

T —Ag r
Disc[1] = —2i sin(rA,)r?Ae <J - 1) (1—ru/)"240 (J - 1) . (4.6.18)
This must be integrated against the appropriate kernel in equation (3.3.25). While
direct integration is difficult, a power series expansion in r allows us to reconstruct the
result order by order. In (z,Z) coordinates, we obtain:

—_A 1— Ay 1-% Ay
gdr(Z,f):§z§¢ (<z+i> (E+i) +1), (4.6.19)

€= d-20-7 (4.6.20)

2z

where

As expected, the result from the dispersion relation is not KMS invariant. The OPE
coefficients extracted from this correlator differ from those of the exact free scalar
theory. In fact, expanding (4.6.19) in thermal blocks gives exactly the same result as
the inversion formula, as both rely on the same input.

Lorentzian Inversion Formula (LIF): Using the inversion formula, it is well known
that the contribution of an operator O to the OPE always contains a pole at A =
2A4 +n+ J. Specifically, the contribution to [¢¢]o s is given by [51]:

Ky

aﬁﬂb]n:o((]) =ao(l+ (—1)J)—K Sho—Ag.0y (R, (4.6.21)
Jo
with
L(j+ 1)(v) — 1 T(h—A-¢) Bimuh—A—c1+c¢)
K; = PEYCETE Sealh) = — —
mI(j +v) L(—o)T(h—A+1) T(—o)T(1+c)

(4.6.22)

The residues at these poles yield:
agg),, =1+ (=1)" . (4.6.23)

This matches the expansion of (4.6.19), confirming that the inversion formula and the
dispersion relation provide the same answer. We compare the exact results with those
from DR and LIF in Table 4.2.
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@ ap exact | from DR | from LIF

1 1 0 0
[6¢lo.s | 2¢(2+ J) 2 2

Table 4.2: Thermal OPE coefficients in the ¢ x ¢ OPFE in free theory, computed from
the exact correlator, DR, and LIF. Only even-spin operators contribute.

Imposing KMS: In the free theory, we know that the only operator contributing to
the arcs is the identity operator: its one-point function is simply the normalization of
the scalar field ¢, and we can choose to unit-normalize the zero-temperature two-point
function so that a; = 1. This contribution must be added by hand, yet the resulting
function is still not KMS invariant. According to the discussion in the previous section,
the ansatz for the correlator is:

1
9(2,2) = gar(2,2) —|— — —|— chgmmp , (4.6.24)

where the first term is the outcome of the dispersion relation, the second is the iden-
tity contribution (i.e., the only arc term in this case), and the last term represents
corrections from operators outside the OPE regime. The ansatz for these corrections

ao = al’ (1 + Z ) : (4.6.25)

In the free scalar case, the only operators are the higher-spin currents [¢¢]o s the

compensators ggfr)np, can be computed directly. We obtain:

1s:

(n) n?(n? + 2z)
Yeomp. = 2\
AR [

(4.6.26)

To impose KMS, we truncate the ansatz (4.6.24) at ny.x and numerically fit the co-
efficients ¢, by expanding the correlator around both z,Z ~ 0 and 2,Z ~ 1. Varying
Nmax allows us to verify the stability of the solution. For sufficiently large np.., all
coefficients turn out to be rational (as expected from the exact result), and can be
identified exactly using Rationalize in Mathematica.

Table 4.3 and Figure 4.7 show the convergence of the coefficients ¢, as ny.y increases.
We observe very good agreement, especially for the first few coefficients. A clear pattern
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Table 4.3: Values of the first correction coefficients c,, for the case Ay =1, extracted
by imposing KMS.

Nmax 2 3 4 5 10  Exact result
o 0.614 0.486 0.501 0.500 0.500 1/2
C3 — 0.384 0.172 0.232 0.222 2/9
C4 — — 0.323 0.017 0.125 1/8
IS S S
é 3 4 5 16 ’Ié 26 2‘5 3‘0

Mmax

Figure 4.7: First five corrections in equation (4.6.24), computed by imposing KMS
and varying the number of included corrections Nq.

emerges:
2
which leads to the correct OPE coefficients: ajg), , = 2¢(2 + J), perfectly matching

the exact result.

Using images over DR: We now consider the KMS-symmetrized version of the
dispersion relation:

9(2,z) = Z (gdr(z —m,zZ—m)+ = m)’?;c_ m)> . (4.6.28)

m=—0Q0

A direct computation shows that choosing aq 4. = —1 yields:

o) = 5 <_cot (5) t cot (E)) | (4.6.29)

which is the exact result. Note that this is not a naive method of images acting on the
identity block: the contribution is nontrivial and results from the full analytic structure.
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The momentum space interpretation: As discussed in Section 3.3.5, in free the-
ory the thermal OPE in momentum space yields:

1
k wy,) 6 —— .
g(k, wn) o 15— 2
As observed in [63], operators with A = 2A 4+ 2n+J do not appear in the momentum-
space OPE. In free theory, this means only the identity contributes. This matches the

(4.6.30)

prediction from the dispersion relation, see also equation (3.3.36). While e=* corrections
are in principle allowed, they originate from non-local interactions and are absent in
free theories.

Thus, equation (4.6.30) is exact. Performing the Fourier transform and using Poisson

resummation gives:
oo

g(r,®) = Y m (4.6.31)

m=—0oQ

which can be computed explicitly and reproduces the correlator in (4.6.17).

4.6.4 Tests in 2d CFTs

It is interesting to apply the same analytic bootstrap methodology to the case of Vira-
soro primaries in two spacetime dimensions. As already explained earlier in this thesis,
the two-point functions of identical Virasoro primaries can be written exactly thanks
to a conformal map from the plane to the cylinder. This map is anomalous: in fact, the
only non-vanishing one-point functions are those of the Virasoro vacuum module, as
they are the ones affected by conformal anomalies. For a primary of conformal weights

(h, h), we have: )
(6(2,2)9(0,0))5 = (g) (%) (%‘) | (4.6.32)

We focus on scalar primaries, so that h = h = Ay/2. The operators appearing in the
OPE belong to the vacuum module, meaning that they satisfy A < J, with A € 2N
and J € 2N. In the following, we study the cases Ay =1 and A, = 2.

We note that the block expansion defined in general dimensions is not well-defined in
d = 2, because the OPE coefficients contain I'(v), which diverges when v =0 (d = 2).
On the other hand, the blocks involve Gegenbauer polynomials CSO) (n), which vanish.
The divergence in the OPE coefficients exactly cancels the zero of the Gegenbauer
polynomials in the limit » — 0. To handle this, we redefine the blocks as:

J! a A Z+7Z
2,%) = lim z2A¢§2A¢C(”)( ) , 4.6.33
fAJ( ) 50 (V)J J 2\/5 ( )
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so that the OPE coeflicients become:

Jopobo
= 2 4.6.34
00 = 1207 (1.6.34)
With slight abuse of notation, we will use the same symbols for blocks and coefficients
in d =2 and d > 2, keeping in mind this redefinition.

The case A, =1

We study here the case where A, = 1.

Dispersion relation (DR): If A, is an integer, e.g., Ay = 1 or 2, one might expect
that all block discontinuities vanish except for the identity, as happens for the operators
[¢¢],.s in the GFF case. This is not so in two dimensions: twist is not bounded below
by a positive number. In particular, operators with zero twist (i.e., A = J) contribute
to the discontinuity. The contribution of a single such block to the dispersion relation
is:

2177 (22 +1)(22 - 1)/

N, =
= 4.6.35
9ar (Zv Z) ay 23(22 _ 1)<§2 _ 1) ( )
We can compute the coefficients a; using the exact result:
ay = —2"MLiz(-1) . (4.6.36)
Summing over all spins:
2m27(2%22 — 1) cse(m2z)
r 7_ = - 4637
9d (Z Z) (22 _ 1)(22 _ 1) ( )

Expanding in blocks, we find a; = 0, while the remaining coefficients arrange into:
aa,; = —4Lia—g)2(—1) , (4.6.38)

which correctly reproduces the large-spin behaviour.

Imposing KMS: It is possible to use compensators as before, but in this case, we
need infinitely many 1/n’ corrections for each twist. Thus, the final ansatz becomes:

[ S INe o]

9(2,2) = gar(2,2) + Gare(2.2) + Y D Carglii) (2,7) (4.6.39)

n=2 7=0

with /2 /2( 4 2 2)
(rn) (o =) _ 2TEZTE(nT — 272 4.6.40
gcomp.(z7 Z) 25(712 _ 2’2)<7’L2 _ 22) . ( e )
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We must truncate both the number of corrections (ny.y) and the maximum twist (Tiax)-
This procedure is systematic but numerically costly. For instance, with n,., = 12 and
Tmax = 16, the first few ¢, ¢ converge well:

C8,0

—20 _0.9976, —2L
exact exact
8,0 9,0

= 0.9652 . (4.6.41)

However, generalization becomes hard. The image method is more efficient.

Using images over DR: We can test the image-summed DR in special kinematic
limits. First, z = Z, i.e., operators on the same thermal circle:

g(z,2) = mesc?(n2) (4.6.42)

matching (4.6.32) with h = h = 1/2. The second limit is z = —%, i.e., equal times and
spatial separation:

oo

g(ll’, —ZI’) = Z gdr(ix - m, —iT — m)
1 1 (m+ 1
== 2L
2;(x2+(m—1)2+x2+ (m+1 ) AZ>2 ia(= ; (m+1)2
(4.6.43)
After simplification:
g(iz, —iz) = w?csch?(rx) | (4.6.44)

which again matches the exact result.

The case Ay = 2

Dispersion relation (DR): Also in this case, only zero-twist operators (A = J)
contribute. One might expect twist-2 operators to appear, but they vanish in the
thermal OPE. The contribution of each zero-twist operator is:

(J) N 2(1 — ZE)J_Q
Jar (2,%) = aJ(l —22)2(1 - 22)2

147 — (J+2)22(1 — 21 - 7°)

+27 1+ 27+ J1-2)+ 221 = (J+6)22+ (J+1)zY)) | . (4.6.45)
This can be resummed to match the large-spin limit of the exact result:

ary = (17 —2)(2J + 7 — 2)Li,jo(1)Lisyr2(1) , ang =2J(7 —2)Li, o(1) + O(277) .
(4.6.46)
Since the KMS correction method is inefficient here, we focus directly on the image-
summed DR.
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Using images over DR: Again, two kinematic limits simplify the computation.
First, 2 = Z (same thermal circle), only the identity and stress tensor (A = J = 2)
contribute. Resumming;:

g(z,2) = 7 csct(n2) | (4.6.47)
which matches the exact result. In the collinear limit (z = iz = —%), after analytic
continuation:

gliz, —iz) = n*csch*(rx) | (4.6.48)

again perfectly agreeing with (4.6.32).

4.7 Summary of the chapter

This chapter represents the conceptual core of the thesis. After reviewing how thermal
CFT data are connected to thermodynamic quantities, we proposed a bootstrap prob-
lem for thermal one-point functions, based on the KMS condition applied to thermal
two-point functions and its compatibility with the operator product expansion (OPE).

We began by enumerating the general bootstrap conditions expected to hold for thermal
correlators and discussed the issue of uniqueness. The KMS condition was then recast
as a channel duality: the two-point function at 7 must equal the two-point function
at B — 7. This duality has a fixed point at 7 = /2, around which we can expand
to derive sum rules for the thermal OPE coefficients, which are proportional to the
thermal one-point functions. We derived these sum rules in full generality and then
specialized them to the case ¥ = 0. We also provided explicit checks in free theories
and in the two-dimensional Ising model.

While the sum rules arise from an expansion around 7 = /3/2, one can also consider
the limit 7 — S. In this limit, the identity operator dominates one of the two channels,
while reproducing the full correlator in the other requires an infinite sum over heavy
operators. This observation allows us to extract the asymptotic behavior of thermal
OPE coefficients for heavy operators in the limit # = 0. This result can be heuristically
obtained via a simple Legendre transform, but can also be rigorously derived using
Tauberian theorems under appropriate assumptions.

By combining the heavy-operator asymptotics with the sum rules derived earlier in the
chapter, we constructed a numerical method to bootstrap thermal one-point functions.
This method was tested in the cases of the four-dimensional free scalar theory and
the two-dimensional Ising model. We also discussed how to estimate the numerical
error. The approach relies on a truncated OPE expansion in which the contribution
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from heavy operators is not discarded, but instead approximated using an analytic
continuation of the asymptotic formula obtained from the KMS condition.

Schematically, the logic of the method can be summarized as follows:

T~ g = sum rules for thermal OPE coefficients , (4.7.1)

T— [ = asymptotics for heavy operators , (4.7.2)

and by combining these two limits, we are able to obtain numerical predictions also for
the one-point functions of light operators.

In addition to the numerical approach, we also proposed an analytic method based on
the dispersion relation constructed in the previous chapter. This method was tested in
simple theories, and we introduced a hybrid analytic-numerical strategy that provides
highly accurate results. In particular, we proposed a closed-form expression—up to
arcs—in which the two-point function can be interpreted as a KMS-invariant version
of the dispersion relation. Concretely, we suggest applying the method of images to
the dispersion relation output in order to enforce KMS invariance. In the complex
r-plane (with # = 0), this procedure can be shown to be well-defined, and the resulting
correlator is exact up to an additive constant.

Applications of both the numerical and analytical methods to the O(N) model will be
presented in Chapter 6.
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Chapter 5

Conformal line defects at finite
temperature

In this chapter, we discuss the symmetries of a CFT with a defect at finite tempera-
ture. We present possible configurations and analyze which symmetries are broken or
preserved when the defect wraps the thermal circle. We then examine the correlation
functions associated with the thermal defect CF'T and identify the OPE data required
for a complete characterization.

5.1 Line defects on the thermal manifold

Configurations

Our starting point is a Euclidean CF'T at zero temperature, i.e., a CFT on the flat
manifold R?. We label the representations of the conformal group by the scaling di-
mensions A and the spin J. A defect CFT can be defined by inserting an extended
operator of codimension ¢ (called a conformal defect) that preserves part of the original
symmetry. Specifically, for a conformal line defect, the codimension is ¢ = d — 1 and
the symmetry is broken in the following way:

SO(d +1,1) — SO(2,1) x SO(d — 1) (5.1.1)

The group SO(2,1) can be interpreted as the one-dimensional conformal symmetry
preserved along the defect, while SO(d — 1) corresponds to the unbroken rotations
around the defect. From the 1d perspective, the latter can be viewed as a global
symmetry [181, 182]. Defect representations are then labeled by the quantum numbers
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A, the 1d scaling dimension, and s, the transverse spin, associated with the group

SO(d — 1).

Our goal is to study this system at finite temperature. More precisely, we consider the
defect CFT not on flat space, but on the thermal manifold

Mg =S xR, (5.1.2)

where the original time direction is compactified along a circle of length 5 = 1/T, with
T being the temperature. In the absence of a defect, this compactification explicitly
breaks the conformal symmetry of the bulk theory [1, 51]. Contrary to the zero-
temperature case, the orientation of the line defect plays a significant role in how the
symmetries are broken or preserved. We can consider three different configurations:

(a) The line defect wraps the thermal circle;
(b) The line defect is placed along one of the (non-compactified) spatial directions;

(c) The line defect is placed in a direction that includes both time and space com-
ponents. In two dimensions, this defect may take the shape of a spiral wrapping
the thermal cylinder.

Graphical representations of cases (a) and (b) are shown in Fig. 5.1. At zero tem-
perature, all configurations are equivalent in Euclidean space. However, at finite tem-
perature, these setups describe distinct physical systems. For instance, in setup (a),
the defect preserves translations along the time direction and maintains an SO(d — 1)
symmetry. In contrast, in setup (b), only rotations orthogonal to the defect remain
unbroken, reducing the symmetry group to SO(d — 2).

Although all configurations have interesting physical applications, this work focuses on
case (a), which maximizes the residual conformal symmetry of the defect CFT. Impor-
tantly, in the context of gauge theories, this configuration corresponds to Polyakov loops,
whose one-point function acts as the order parameter for the confinement /deconfinement
transition.

Broken and unbroken symmetries

Let us summarize the effect of turning on the temperature on the symmetries of the
conformal group in the case where the defect wraps the thermal circle. Building upon
the discussion of the previous section, we have:
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Figure 5.1: The left figure shows a temporal line defect wrapping the thermal circle
at the spatial position & = 0. This configuration corresponds to case (a) in the main
text, and is the focus of this paper. On the right side, the setup (b) is illustrated, in
which a spatial line defect is placed at 7 = 0 and extends along a spatial direction.

* Translations: Time translations around the thermal circle are unbroken, while
spatial translations are broken by the presence of the defect.

* Rotations: Spatial rotations are unbroken, while boosts are broken by both the
defect and finite-temperature effects.

* Dilatations and SCTs: Dilatations and special conformal transformations (SCTs)
are broken only by finite-temperature effects.

* Global symmetries: Any global symmetry is preserved at finite temperature,
but can be broken by the defect. The potential breaking of external symmetries
by the defect depends on the details of the theory.

This set of symmetries defines the thermal defect CFT that we study in the rest of this
work. It is possible to derive (broken) Ward identities in the spirit of [1]. These result
in non-trivial constraints on the correlation functions of the theory. The (broken) Ward
identities are derived and presented below.

Broken Ward identities

We derive (broken) Ward identities for both broken and unbroken generators, following
the procedure adapted in [1] for the case without defects, where many details are given.
The main idea is that, since conformal symmetry is expected to be non-anomalous, the
action of the theory must be non-invariant under the broken generators. Using the path
integral formulation, one can derive how a symmetry generator acts on a correlation
function and relate it to the variation of the action.
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Concretely, consider the following formal action as a starting point:

B
S = Shuk + h/ dT(]ﬁ(T, 0) , (513)

0
where we include a term describing a line wrapping the thermal circle located at the
spatial origin.! The term Sy denotes the action in the absence of the defect.

For any non-anomalous, infinitesimal symmetry transformation 60 = w*G,0O, the
following Ward identity holds:

(5(@1(1‘1) Ce On(l'n)P>ﬁ = <5Sbulk 01(1’1) e On(mn)P>5 . (514)
Isolating the variation of the Polyakov loop, we obtain:

(5.1.5)
Expanding the defect term using (5.1.3):

-,

B
(0 (O1(x1) ... On(20)) P)g — hé/o dr (O1(21) ... Op(x,)P(1,0)P) 5
= <5Sbulk Ol<$1) ce On(xn)P>5 . (516)

Following [1], we obtain:

i3 (O1) GO a) . Onla)P)s = / 41y (TPA() Oy (21) ... On ()P

(5.1.7)
where the breaking term I'7"? is a defect-induced correction to the thermal breaking
term I'7:

B8
IPH(g) = T2() + ho(7) Ga / dr o(7.7) (5.1.8)

Broken translations. Let us begin with translations. Since the purely thermal
breaking term is Ffj = 0, we have:

B8
IP8(5) = hé(7) / a7 (0,6)(r. ) - (5.1.9)

If ¢ is periodic on the thermal circle, this simplifies to:

B
P =0, PH=hs@) [ dr D). (51.10)
0

IThe field ¢ is not necessarily a fundamental field of the theory, but rather an operator of conformal
dimension one.

140



where D; is the displacement operator. Hence, as expected, time translations are
preserved, while spatial translations are broken, leading to the Ward identity:

B
Z(Ol(xl) . 0,0i(x) ... Op(x,)P) g = h/ dr (Di(7,0)01 (1) . .. Op ()P .

i 0

(5.1.11)
The unintegrated form can be written as an operator equation:

0,T"(7,9) = 6(§) Di(7,9) , (5.1.12)

which is well known from early studies of defects in CFTs [183]. Finite-temperature
effects do not modify the breaking term.

Broken dilatations. We now consider dilatations, which are broken both by thermal
effects and by the defect. The thermal breaking term is I'? = 37, so:

B
IP8() = BT™(0, ) + h 6(5) D /0 dr 6. 7) (5.1.13)

The action of the dilatation operator is:
8 8 ,
D [ drotrp) = [ dr (v0r 440+ 80) 6 )
0 0

8 B
= (A, — 1)/0 dr ¢(7,9) +y’/0 dr Di(7,9) + B¢(0,y) . (5.1.14)

The corresponding Ward identity is:
D(O,...0,P)s = 5/dd—1y (T*(0,9) + hé(§)$(0,7)) O1...0,P)s

B
+h(A¢—1)/ dr (7, )01 ... OxPYs . (5.1.15)

0

If the defect is conformal, i.e., Ay = 1, the expression simplifies:

D(O,...0,P)s = ﬁ/ddly (T*(0,9) + hé(§)¢(0,7)) O1...0,P)s . (5.1.16)
This can be interpreted operatorially as:
D=-3(H+ Ey+ ho) , (5.1.17)

where H is the thermal Hamiltonian and Ej is the vacuum energy [1]:

d—1bp

ek (5.1.18)

H = —/dd_ly (T(r,9) + Eo) E, =
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In this case, dilatations receive corrections from both the thermal background and the
defect. Equation (5.1.17) is strictly valid for conformal defects admitting a Lagrangian
realization as in (5.1.3).

Finally, note that the definition (5.1.3) is not the most general way to define a conformal
line defect. For example, disorder-type defects are often implemented via boundary
conditions. Nevertheless, identities based purely on symmetry (such as (5.1.11)) are
expected to remain valid.

5.1.1 Correlation functions

We now turn our attention to the implications of these symmetries: our aim is to provide
the OPE data necessary to (in principle) fully solve the system through repeated use
of the bulk and defect OPEs.

Bulk and defect OPEs

One crucial aspect of this setup is that the thermal geometry described by (5.1.2) is
conformally flat.> This implies that local properties of the zero-temperature theory
are preserved when the time dimension is compactified. In other words, the scaling
dimensions of the operators remain unaffected, and products of two (or more) operators
can be expanded using the same OPE as at zero temperature. For instance, the bulk
OPE for two identical scalar operators ¢ of dimension A, is given by

1
P(x1)(w2) = IR, Z M¢<z>(9|$12|A_‘]$12u1 c 19y, OF 1T (29) (5.1.19)
T12 ' Ocpxs

where the conformal data (i.e., the scaling dimensions A and the structure constants
Hepo) appearing in this equation are zero-temperature data. Before proceeding, let us
note that the OPE convergence, discussed in similar CFT contexts in [161, 184, 185],
is now limited to a finite region. Concretely, the convergent region of the bulk OPE
(5.1.19) in the presence of the defect is given by

iy + Ty < min {82, |71, |22} (5.1.20)

with |Z;| the transverse positions of the two operators with respect to the defect.

2A manifold is conformally flat if each point has a neighborhood that can be mapped to an open
subset of flat space via a conformal transformation. This does not imply the existence of a conformal
map between the full thermal manifold and flat space: this only happens in d = 2.
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In defect CFT, it is well known that bulk operators can be expanded in terms of the
defect operators introduced in Section 5.1, by bringing the bulk operator close to the
defect. For a scalar operator ¢, this results in the defect OPE

g 1 S|A—s 7yiy...d
o7, %) = WZ%@WA Tiy oo x;, O () (5.1.21)
o

where |Z] is the transverse distance between the operator and the defect. The OPE
above is expected to converge in the region |¥| < f, unless other operators are closer
to the defect. Once again, the OPE data appearing in this equation correspond to
the zero-temperature case. Here, the coefficients A 40 describe bulk-defect two-point
functions, which are fixed kinematically at 7' = 0 [183].

Bulk and defect one-point functions

Non-local properties of the theory can however be affected by the compactification of
the time dimension. Since dilatations are not preserved, one-point functions of local
operators (without defects) can in general be non-zero. Translational invariance along
the thermal circle fixes them to be constant and dependent on a single coefficient |1, 51|

b
(ORI g = ﬁ_i (etr... e — traces) , (5.1.22)
where e* is non-zero only in the time direction. We refer to these as bulk thermal
one-point functions.

To understand the OPE data required to characterize the thermal CFT in the pres-
ence of a defect, we study the first kinematically non-trivial correlator: the one-point
function of a bulk operator in presence of the defect P. At zero temperature, it is
kinematically fixed, but since translations orthogonal to the defect are broken, the
correlator becomes

((r, )P )p Fol2) (5.1.23)

G

for a scalar operator ¢, where z is the dimensionless ratio

7]
Z=—. 0.1.24
3 ( )
Using the defect OPE (5.1.21), we can rewrite (5.1.23) as
= 1 S1A—s i1 ..
(O(1,2)P ) = e Z A¢@]x|A Tiy .z (O (T)P) g (5.1.25)
o
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which converges for |Z| < 5. As mentioned in Section 5.1, the defect operators O are
labeled by their quantum numbers A and s, corresponding respectively to SO(2, 1) and
SO(d — 1). At zero temperature, the correlator on the right-hand side vanishes for all
operators except for the identity 1. From time-translation invariance, defect one-point
functions take the form

S by
i1...15 _ O 78115
(O " )s = ﬁ_AH Lots (5.1.26)
where T is an SO(d — 1)-invariant tensor structure.®> We refer to these as defect
one-point functions bg.

Importantly, these are not one-dimensional thermal one-point functions. Indeed, in
a ld CFT on § é, conformal invariance and absence of anomalies imply that thermal
one-point functions vanish. The apparent contradiction with (5.1.26) is resolved by
noting that thermal bulk effects induce non-trivial one-point functions on the 1d defect
theory.

Contracting the tensor structure with z;, ... z;, gives

7Yil..is 7 |f|s
so that (5.1.23) becomes )
Fy(z) =Y Apbs ™. (5.1.28)
o

Operators with the same A but different s contribute at the same order in z. In
interacting theories, degeneracies are rare and can be lifted by considering several bulk
insertions.

The function Fj(z) must satisfy the limits

Fol2) X000, Falz) 5% by (5.1.29)
The first corresponds to the zero-temperature limit, where only the identity con-
tributes.? The second corresponds to the high-temperature limit, and implies that
bs can be non-zero in general.

In summary, any correlator in this thermal defect CFT can be expanded via the bulk
and defect OPEs, using the zero-temperature data (scaling dimensions and OPE co-
efficients) together with the thermal one-point functions by and bs. For example,

3We choose the normalization such that x;, ...z; 1% = |Z|* to simplify later expressions.
4We assume the normalization (1) = (1)g = 1.
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bulk data bulk-defect data defect data

_ Ao ~ (00) Moo ~ (00)  Ag ~(00)
Wik ~ <Oz’0jok> ﬁz‘jk ~ <6z Aj@k>
T=1/8  bo~{0)s bs ~ (O)s

Table 5.1: Summary of the OPE data needed to characterize the thermal defect
CFT, and how the coefficients are related to correlation functions at zero and finite
temperature. Notice that the only two new sets of coefficients appearing at T' # 0 are
the thermal bulk one-point functions bp and the defect one-point functions 13@

two-point functions of defect operators ggl and ngﬁz are controlled by ﬁ$1 3,0 and l;@ We
summarize the necessary data in Table 5.1.° While thermal correlators can, in princi-
ple, be reconstructed from zero-temperature data, doing so is difficult in practice [51].
Instead, we will see that a bootstrap approach for the 3@ is more tractable and closely
parallels the standard thermal bootstrap.

An inversion formula for defect one-point functions

We have seen in the previous Section that defect one-point functions are the fundamen-
tal quantities to determine, and that they are induced by the bulk theory as thermal
excitations. We now show how these coefficients can be computed through a bulk calcu-
lation. Indeed, it is possible to write the OPE expansion of Fj(z) (defined in (5.1.23))
as

Fy(z2) = /__Hm dA @zﬁ, (5.1.30)

£—100 2mi

where the function a(A) has poles at the scaling dimensions of physical operators, with
residues fixed to be

Ao b
¢0 Y0
a(A) ~ ———— 5.1.31
(&) ~ =202 (5.1.31)
and, as a technical condition, a(A) is required not to grow exponentially in the positive-

A half (complex) plane. Here, € parametrizes the vertical contour in the complex plane,

At zero temperature, certain observables (e.g., the Bremsstrahlung function) depend on the nor-
malization of defect two-point functions. This normalization can be viewed as a function of the
bulk-to-defect OPE coefficients, so we omit them here.
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which can be chosen arbitrarily as long as the integral converges. A Mellin transform
can be applied to (5.1.30) to extract the function a(A):

a(A) = /01 dz 27271 Fy(2). (5.1.32)

Using (5.1.31), we obtain the inversion formula for the OPE coefficients:

1
Ao b = Resy 4 / dz 27571 Fy(2). (5.1.33)
0

This equation provides a way to extract defect one-point functions from a scalar bulk
one-point function and the known zero-temperature structure constants A 50

To conclude, note that in (5.1.33) operators are identified solely by their scaling di-
mensions. As mentioned in the previous Section, degeneracy in the transverse spin
cannot be resolved using bulk one-point functions alone. However, it is possible that
two degenerate operators appear in different bulk correlators with different structure
constants; in such cases, the degeneracy can in principle be resolved.

5.2 Setting up a bootstrap problem

This section is dedicated to formulating a bootstrap problem for defect one-point func-
tions at finite temperature. We present novel sum rules derived from the KMS con-
dition, which impose strong constraints on the coefficients 3@ With this in mind, we
also discuss the behavior of heavy operators.

5.2.1 From the KMS condition to sum rules

Our starting point is the KMS condition for two identical scalar operators ¢(7, ). In
order to write an equation where both sides can be expanded in OPEs, we additionally
consider 7 — —7.% Explicitly,

0="{(0(8/2+7,71)0(0,Z2)P)s — ($(B/2 — 7,%1)$(0, T2)P )5 . (5.2.1)

We now describe how to use the bulk and defect OPEs to derive sum rules for the
one-point function coefficients b5.

SFor parity-invariant theories, 7 — —7 is a symmetry. In general, we can compose it with a parity
action on one spatial direction to preserve the same Z; symmetry [51].
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Figure 5.2: The configuration for the KMS condition in the collinear limit is depicted
on the left. Here, the two local operators are located at a distance |Z| from the Polyakov
loop, and separated in the time direction by 7. The figure on the right shows the
order in which the OPEs must be taken to obtain the sum rules: (1) the bulk OPE
dx ¢ — S0, (2) the defect OPE O x P — 3" O. The dotted circle emphasizes the
condition 7 < |Z| < 3, necessary to be in the appropriate OPE regime.

We begin by applying the bulk OPE (5.1.19) to both terms in (5.2.1). For the expansion
to be convergent, the operators must satisfy |z12| < min(|Z|, |Z2|) < 5. We obtain:

Z Ligpo{ OF 1 (Bo)P ) glug |72 ug o ovgy, =
Ocpx

= 37 fsoo OB (@) P Yl Ao, (5.2.2)
Ocpxo

with the vectors vy defined as

vy = (/2 £ 7, 9) . (5.2.3)

In the collinear limit, where the operators are placed on the same thermal circle, we

vl = 5% (é + T) : (5.2.4)

have:

2

This simplifies the expression considerably. The resulting equation can be expanded in
7, and each term must vanish separately:

0= % o0 (@P )z (7 25)), (5.25)

n

with n € 2N + 1, since even powers cancel.
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We now perform the defect OPE (5.1.21) for O%%(%). Thanks to the collinear config-
uration, spinning blocks are avoided and only primaries contribute due to time trans-
lation invariance.” We arrive at the sum rule:

~ (A 2A, A4
0= Z“MO)‘oéb@( " ¢> 5A (5.2.6)
0,0

or, relabeling as A = A — A,

~ (A =20 22
0= Z ,ud)d)o)\(,)@b@( n ¢) Q_A . (527)
AA

These equations are more constraining than in the bulk thermal case (e.g. [2]), as they
depend on two indices (A, n) instead of just one. Despite the added complexity due to
spin, this system of equations offers a promising route to constrain the defect data bg.

A few comments: - These sum rules only explore a subset of constraints, namely those
in the collinear configuration. - The binomial coefficients can take negative values, and
there’s no positivity requirement on the OPE coefficients—making standard bootstrap
techniques more subtle.

5.2.2 Heavy operators

The sum rules above relate light and heavy operators, via the KMS condition. This
mirrors known results at zero temperature, where relations among light operators and
heavy ones arise from crossing symmetry [110, 111, 170|, and similar relations also
appear at finite temperature [2|. Here, we generalize these results to the defect setting.

In the collinear limit, we can write:

. pA-2A, A
<¢(T;f)¢(0>f)73>5:Zﬂodxb/\o@béwz : (5.2.8)
0,0

~

The identity defect operator 1 certainly contributes. Projecting to A = A (ie., |7]Y),

we isolate:
FA=2A,

f5(7) = ((7, D)9 (0, E)P )l 0 = D IMO¢¢)\O@B—A‘ (5.2.9)

A=A

"Note that in the OPE ¢ x ¢ (Equation (5.2.2)), not only bulk primaries contribute. However,
in the collinear setup, descendants are obtained by acting with time derivatives, and their one-point
functions vanish by time translation invariance.
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KMS symmetry implies:

fa(m) = fa(B—1). (5.2.10)
We define the OPE spectral density:
p(A) = and(A - A), (5.2.11)
A
with ax = poggApa- Then:
o0 FA-20, 1
/0 dA p(A) 8 ~ TRk (5.2.12)

Using inverse Laplace methods or Tauberian arguments, we find:

p(A) 2R ?(222); [1 +0 (%)} . (5.2.13)

This result is standard in channel duality literature (e.g. [110, 131]), though not always
rigorous. If ap > 0 at large A, then Tauberian theorems ensure (5.2.13) holds.

Finally, since the spectrum is discrete, the statement is best understood as:
dA p(A) 2R —— |1 — . 2.14
[ o e e (5)] oo
5.3 Defect thermodynamics

We now discuss the thermodynamics of defects at finite temperature. We determine
the free energy and entropy density of the system in terms of OPE data, starting from
the one-point function of the stress-energy tensor in the presence of a line defect. To
conclude, we discuss the free energy of moving quarks in gauge theories.

5.3.1 Free energy density and entropy

Among all bulk operators, a special role is played by the stress-energy tensor. It is
directly related to standard thermodynamic quantities, such as the free energy and
entropy of the system. As a starting point, let us consider the general constraints
imposed by spatial rotation symmetry. At zero temperature, its one-point function in
the presence of a conformal line defect is fixed up to a single function of the marginal
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couplings [181]. At finite temperature, the one-point function depends on two functions
of the dimensionless ratio z defined in (5.1.24) and the marginal couplings.

By combining SO(d — 1) invariance with the tracelessness condition, we can write the
following Ansatz for d > 2:

(T (1, Z)P )5 = ﬁ <|d)5w |‘”|f+]2f2( 2), (5.3.1)
(TO(1,Z)P)g = _d=DAG) = 25() , (T, B)P)s=0. (5.3.2)

||
The case d = 2 will be discussed separately below. There are no further constraints
from symmetry alone, but we can expand the stress tensor in the OPE regime. For
instance, the time-time component yields:

—(d—=1)fi(z) +2f2(2 Z Ao b 2™ (5.3.3)

It is important to notice that fi(z) and f5(z) are not independent. The (broken) Ward
identities associated with spatial translations imply:

0,(T" (1, 7)P) g = 6" D(F) DI (1), (5.3.4)

which, away from the defect (|| # 0), leads to a differential equation relating f;(2)
and fo(z):

—d fi(z) + 4f2(2) + 2(fi(2) — 2/3(2)) = 0. (5.3.5)
This equation admits the analytical solution
z i /
0

with ¢; an integration constant.

Using (5.3.3) and (5.3.5), we obtain the following expression for f; and fo:

. —A A

© p ) A (5.3.7)

_ 170 Y0 A

fg(Z)—Z 5 <1+d—2A_1>Z :

o
The asymptotic behavior is:
O O R e P O R B heay)

(5.3.8)
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where A is the zero-temperature one-point function of the stress tensor, while by is
the bulk thermal coefficient in absence of the defect.

The stress tensor determines the energy density of the system:

B@) =S8 _ 10 2Py, (5.3.9)

|7

Using the thermodynamic identity
dF (%)

F(7)=E@) —T5(Z) = E(Z) + Td—T , (5.3.10)
and defining F(7) = |#|74f(z), this becomes
f(z) = E(2) + 2 (2) . (5.3.11)
Its solution is
z dy
f(2) = caz — z/ 7 Ey), (5.3.12)
1
and the entropy density reads
. dF 1 *dy E(z)
- - - - — ) 3.1
@) =~ = it (eo- [ Yew - £2) (5:3.13
In terms of CFT data,
1 N
F(&) = 7 | + Z A6 b5 7 (5.3.14)
o
and
= 1 7 A A-1
o

The constant c3 is fixed by requiring that the entropy vanishes at zero temperature.
This imposes that no defect operators with A < 1 and A\, 5b5 # 0 contribute. This
condition is verified explicitly in Appendix D of [3]. When satisfied, we can set ¢3 = 0.

Defect thermodynamics ind =2 In d = 2, equations (5.3.1) and (5.3.2) simplify.
There is only one symmetric invariant tensor structure:
11 /00 _J(2) 10\ 01\
(T""P)g=—(T"P)s (I'")g=(I")pg=0. (5.3.16)

e

151



Stress tensor conservation 9y (T P)s = 0 implies

2f'(2) = 2f(2) = 0= f(2) = c12°. (5.3.17)
Thus, the energy density is constant. Only defect operators with A = 2 contribute.

Integrating over space, the entropy is

S = —Q%Vol(R) + const. . (5.3.18)
This agrees with the result from modular invariance:
S = %Vol( ) + const. , (5.3.19)

where c is the central charge. Comparing (5.3.18) and (5.3.19), we fix:

¢ = Z Aobs = —= - (5.3.20)

This matches the known thermal one-point function of 7" on the cylinder |1, 144| and
reflects the fact that only the vacuum module contributes.

5.3.2 The free energy of a quark

In gauge theory, the expectation value of the Polyakov loop is an order parameter
for the confinement/deconfinement transition [186]. Although we do not study this
transition here, our setup applies to Polyakov loops.

We define the loop as

B
P = iT:fPeXp (/ dr AO(T)) : (5.3.21)
N 0

where P denotes path ordering. This quantity requires regularization.

We normalize correlation functions by (P):

(O1(x1) ... Op(x,)P) .

(O1(z1) ... Op(,)P) = (P)

(5.3.22)

With this convention, (P )z = (P) =175

8The divergences at finite temperature coincide with those at 7' = 0, so (P) is finite.
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To match the standard definition of Polyakov loops as measuring the quark free energy,
we define instead

Tr P exp (fO’B dr A0(7)>
P = ;
N<Pfree>6

(5.3.23)
so that
<P>ﬁ — e_ﬂ(Fquark_Ffrcc quark) . (5324)

In this definition, the Polyakov loop becomes a well-defined order parameter: finite in
the deconfined phase and vanishing in the confining phase. This definition assumes a
Lagrangian description.

In our work, we focus on the deconfined phase of CF'Ts at infinite volume, and use P
to denote the regularized defect insertion.

Finally, the free energy difference is given by

b
Fquark - Ffree quark — /ddlx |:F(f) - Ffree(-i") - ET , (5325)

where F'(Z) is determined via the defect OPE as in (5.3.14). This highlights the use-

fulness of studying line defects at finite temperature via bootstrap techniques.

5.4 Examples

We present here applications of the concepts developed in the previous sections to simple
models, where computations can be carried out analytically. The simplest example is
the case of generalized free fields.

5.4.1 Magnetic lines in generalized free field theory

We begin with the simple case of a magnetic line in Generalized Free Field (GFF)
theory, in any spacetime dimension d. The thermal defect CF'T is defined by the action

B
S = Sagrr + h/ dr ¢(7’, 0) , (5.4.1)
0
where ¢ denotes the fundamental field of the GFF theory and h is the defect coupling.

The defect in (5.4.1) is conformal when A, = 1, corresponding to non-local theories in
2 < d < 4, and to a free scalar field in d = 4.
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Since the theory is free, we can write the exact scalar propagator at finite temperature
using the method of images. We represent it in Feynman diagrams using a solid black
line:

7f)¢(07 6) >ﬁ

(|7 —z‘T)) + coth <%<|f| +i7))} . (5.4.2)

I
=
\]

= |:C0th
|

T
8

b
IS
L

The defect itself is defined as

P = exp {—h/f dr ¢(r, 6)} : (5.4.3)

(P)s

In Feynman diagrams, the defect is represented by a red line, with Feynman rule:

O_ = —h/oﬁdT. (5.4.4)

One-point functions of bulk operators

We now compute the one-point functions of the bulk operators ¢ and ¢? using standard
Wick contractions in the free theory.

One-point function of ¢». The one-point function of ¢ is given by a single connected

diagram:’

(o(r, )P )p = O—O (5.4.5)

Using (5.4.2), this evaluates to

hm

B
—o == [ (olr)o(7) )y =~ (5.4.6)

This corresponds to the zero-temperature one-point function in presence of the mag-
netic line. By comparing with (5.1.25), we find that only the identity defect operator
contributes to this correlator. This is consistent with the fact that, in free theory, the
defect OPE of ¢ contains only derivatives of gg, whose expectation values vanish.

9An additional disconnected term, corresponding to the thermal one-point function of ¢, vanishes
due to the Zs symmetry of GFF in absence of the defect.
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One-point function of ¢2. For ¢?, the computation includes both the connected
and disconnected parts:

(@raP)s () O+ (- (5.4.7)
After normal ordering, the result reads
(P*(1,Z)P)s = =53 (h27r2 + 7T—zz> : (5.4.8)

where the second term corresponds to the thermal one-point function of ¢?.

This implies that both the defect identity and the operator &5\2 (with A= 2) contribute.
Symmetry forbids a contribution from the displacement operator D* = 3¢, confirming
that the thermal piece is due to ¢

The two-point function ( p¢P )s

The two-point function of scalar fields in presence of the defect reads:

<¢(T1,fl)¢(72,fz)73>5 = <¢(T1,fl)¢(7'2752) >/3 + <¢(717fl)77>6<¢(7'2a52)73>ﬁ- (5'4'9)

In the collinear limit (|Z;| = |#3|), the thermal two-point function becomes

2

(9. 2)0(0, ) )a = T s° (%) _ %g}(% D (%)%_2 . (54.10)

This structure matches the form expected from the OPE expansion. Only operators
satisfying A = A contribute to thermal corrections, and parity ensures that only even
powers survive. It is straightforward to check that the sum rules (5.2.6) are satisfied.

Free energy and entropy

We now compute the one-point function of the stress-energy tensor in the d = 4 free
scalar theory.
The result is

1 h2 2 2 2
LB 4). (5.4.11)

TOO - o ="
(TP )s \5614( > 15
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The corresponding free energy is given by

2

F(Z) = @ (c2z + 3—0(1 — 2)(45h° +4z(1 + 2 + 22))) : (5.4.12)

and the entropy density reads

L s(@) 7w (45h? 4162 — 4) — 90c,y
S(7) = = . 5.4.13

To ensure the entropy vanishes at T'=0 (z — 0), we fix

71_2

= —(45h% — 4). 4.14
C2 90( 5h ) (5 )
Substituting this back, we find
72 (4502 — 42%) 8m2T3
F(z) = S(T) = . 5.4.15

In this free theory, the entropy density is independent of the defect, though this is not
expected to hold in interacting theories. As expected, the free energy diverges near the
defect core (]Z] — 0) and asymptotes to the free energy of the bulk theory at large z.

5.5 Summary of the chapter

In this chapter, we extended the physical setup discussed previously by adding a con-
formal line defect to the thermal CFT. These defects preserve a specific subgroup of
the original conformal group, including in particular the conformal symmetry along the
line. Physically, this implies that the theory living on the defect is a one-dimensional
conformal field theory (1D CFT). We considered the defect placed along the (imagi-
nary) time direction, such that, after thermal compactification, it becomes a circular
defect wrapping the thermal circle.

We analyzed the pattern of broken and unbroken symmetries and discussed their con-
sequences for correlation functions. In particular, we showed that the data needed to
fully characterize the thermal defect CF'T includes new one-point functions of opera-
tors localized on the defect. These are analogous to thermal one-point functions, but
originate from a distinct mechanism: they arise because a circular defect wrapping the
thermal circle cannot be mapped to a straight line via a conformal transformation.
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We expressed bulk one-point functions in terms of this new defect-CFT data, and from
the stress-energy tensor one-point function, we derived expressions for the local energy
density, free energy density, and entropy density of the system. We also discussed the
special case of gauge theories, where the defect can be identified with a Polyakov loop,
and its expectation value serves as an order parameter for confinement.

Moving to bulk two-point functions in the presence of the defect, we formulated a
bootstrap problem in analogy with the one proposed in Chapter 4. The sum rules
derived in this context follow a similar derivation and structure to those in the defect-
free case, with the KMS condition again playing a central role. However, providing a
rigorous derivation of the heavy-operator asymptotics is more challenging in this setup,
since the assumptions required for invoking Tauberian theorems are more difficult to
verify.

We concluded the chapter with explicit examples in (generalized) free field theories,
where all relevant quantities can be computed analytically. More involved examples,
such as magnetic lines in the O(N) model at large N and in the e-expansion, will be
presented in Chapter 6.
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Chapter 6

The O(IN) model at finite
temperature

6.1 A primer on the O(IN) model

We have already discussed the 3D Ising model and, more generally, the O(/N) models
throughout this thesis. Before turning to finite temperature effects and applying the
tools developed in previous chapters, we review the zero-temperature features of these
theories.

In the Landau paradigm [187], based on the concept of universality, strongly cou-
pled conformal models can often be described effectively by weakly coupled field the-
ories, provided they share the same symmetries. From a Wilsonian point of view,
this connection is made precise by the existence of renormalization group (RG) flows
from weakly coupled UV fixed points (often free theories) to the IR CFTs of interest.
Among all universality classes, the Ising model and its simplest generalization—the
O(N) model—play a particularly central role.

In fact, the N = 1 case describes the critical behavior of spin chains or lattice models
governed by the Hamiltonian

(1,5 i

where (i, 7) denotes a sum over nearest-neighbor spin sites, and o; = £1 is a spin
variable. This universality class appears in a wide range of physical systems, and
its critical exponents have been measured experimentally. Theoretically, the model
exhibits no phase transition in d = 1 [188], while in d = 2 it was famously solved by
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Onsager [189]. Its critical point corresponds to the minimal model M3, 4), which is the
simplest unitary two-dimensional CFT [86]. In d = 3, the model is strongly coupled,
and precise information on critical exponents has been obtained only via Monte Carlo
simulations and modern numerical bootstrap methods.

The generalizations to N = 2 and N = 3 are also of great interest: the former describes
the A-transition in liquid helium and phase transitions in binary fluid mixtures, while
the latter is relevant for statistical Heisenberg models [190]. The N = 4 model is
noteworthy due to its connection with QED in three dimensions at its IR fixed point
[191], making it a basic theoretical framework for studying confinement. Motivated by
the ubiquity and importance of these models, we now study their behavior using the
Landau paradigm.

To identify the Landau-Ginzburg description of a theory in the O(/N) universality class,
one writes the simplest O(/N)-invariant Lagrangian:

1 A
L= 5(3@)2 + I(@@)Q' (6.1.2)

A standard perturbative analysis shows that the operator (¢;¢;)? is relevant for d < 4,
marginally irrelevant in d = 4, and irrelevant for d > 4. Therefore, the theory flows to
a nontrivial IR fixed point in dimensions d < 4. The fixed point is weakly coupled near
d = 4, making it accessible via the e-expansion [99]. At leading orders in € = 4 — d,
the fixed-point coupling is

(ﬁli)2 N Ni 55T QE?VN:;;Q e+ 0(). (6.1.3)

Perturbative calculations allow one to extract a great deal of information about the
CFT data, including scaling dimensions and OPE coefficients. However, extrapolating
these results reliably to the physical dimensions d = 2 and d = 3 remains challenging.
Fortunately, recent developments in the conformal bootstrap have yielded remarkably
precise determinations of physical quantities in these models, matching experimental
and Monte Carlo results. A comparison of estimates for the critical exponents n and
v in the three-dimensional Ising model is shown in Table 6.1. For more comprehensive
reviews, we refer to [190, 192].

Having introduced the O(N) models and their physical significance, we now focus
on their zero-temperature CFT data and features, which serve as the basis for our
study of finite temperature effects. We begin with the simplest tractable limit—the
large-N O(N) model—which is analytically accessible even at finite temperature. We
then proceed to investigate the 3d O(1), O(2), and O(3) models, corresponding to
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Method n v Reference
Conformal Bootstrap (2024) | 0.036297612(48) | 0.62997097(12) | [106]
Monte Carlo (2021) 0.036284(40) 0.62998(5) [193]
e-expansion (2020) 0.03653(65) 0.62977(22) | [194]
Fuzzy Sphere (2020) 0.036298(20) 0.629971(4) | [195]
Experiment (1988) 0.032(13) 0.629(3) [196]
Experiment (2004) 0.041(5) 0.632(2) [197]

Table 6.1: Estimates and measurements of the critical exponents n and v in the three-
dimensional Ising model from various theoretical and experimental approaches.

the Ising, XY, and Heisenberg universality classes, all of which are experimentally
relevant. Finally, we explore the evolution of the free energy in the e-expansion in the
range 3 < d < 4.

6.2 Large N analysis

The O(N) model simplifies drastically in the limit N — oo, where exact results can
be extracted using the Hubbard—Stratonovich transformation, yielding the effective

Lagrangian
1 1
In this formulation, the momentum-space propagator takes the form
Gij(wn,k’) (622)

T2 e 2’
wn + k: + mth

where m3, = (o) is the thermal mass. Fourier transforming to position space, we

obtain the two-point function as a sum over free massive propagators in d dimensions:

K(a—2)2(mmy/22 + (1 + mp)?)
)(d—Q)/2 !

mth)d_2
2

(6:(7,7)5(0,0))5 = b (6.2.3)

mez (mth\/$2 + (7 4+ mp)?
where K is the modified Bessel function of the second kind.

To fully determine the two-point function, we must compute the thermal mass. This
is obtained by evaluating the saddle point of the effective action,

Z = / Do ¢ 2 Trlea(@+o) (6.2.4)
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(a) Thermal mass my, vs. dimension d (b) Thermal OPE coefficient ap vs. d

Figure 6.1: Left (a): Thermal mass as a function of the spacetime dimension. Right
(b): Stress-energy tensor OPE coefficient in the two-point function of fundamental
scalars in the O(N) model at large N. Numerical results are compared with e-expansion
and exact values.

which in flat space yields o = 0, but on Sé x R%~1 results in a nonzero constant saddle.
Imposing the saddle point equation

9 rlog O+ 0) = i / " p Ly (6.2.5)
do & 7= @m)d-twi+p2+o -

n=—oo

ensures that ¢? does not contribute to the two-point function of fundamental scalars
at leading order in 1/N. This sum can be computed analytically in d = 3, yielding
[51, 198, 199]

1+ 5
—m =2log (1-em8) 5 m = 2log ( +2\/—> . (6.26)

For d # 3, the sum can be evaluated numerically to high precision, as shown in Fig. 6.1a.

Once myy, is known, the thermal OPE coefficients can be extracted from the small 7
expansion of the two-point function. In particular, the OPE coefficient for the stress-
energy tensor in d = 3 is given by [51, 19§]

8
a?? = =¢(3). (6.2.7)

The numerical results in Fig. 6.1b are in excellent agreement with the analytical pre-
dictions derived from the thermal mass data in Fig. 6.1a. As expected, the e-expansion
accurately approximates the result in the vicinity of d = 4, as shown in the inset.
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Figure 6.2: Left (a): Two-point function (¢;(7,0)¢,(0,0))s in the large-N O(N)
model. Right (b): Thermal OPE coefficients an compared with Tauberian predictions

at large scaling dimensions.

Beyond the expansion, observe that the correlator (6.2.3) does not simplify in general

for arbitrary 7 and r, nor for arbitrary d. However, in the case r = 0 and d = 3, the

summation can be carried out explicitly, giving the closed-form expression

(9i(7,0)$;(0,0))5 = d;; {671(1) (é, 1,1— T) X emthTF(FL)

oFy (1,757 + e |
(6.2.8)

1+7)

where myy, is the 3d thermal mass, ® is the HurwitzLerch function,! and ,F} is the

ordinary hypergeometric function. We have set 5 = 1, but the temperature can easily

be restored via dimensional analysis.

Figure 6.2 presents the exact thermal two-point function at r = 0 in d = 3, along

with a comparison between the extracted thermal OPE coefficients and the asymptotic
prediction obtained via Tauberian theorems. The agreement at large A confirms the

consistency of our results with the general bootstrap expectations developed in earlier

chapters.

6.3 Ising model in 3d

The opposite limit of the N — oo case is N = 1.

The O(1) model is the Ising

model, which in 2 and 3 dimensions describes a variety of physical phenomena, as

'Defined as ®(z,s,a) = Y ooy 2 (k+a)*.
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already discussed in this thesis. Thanks to recent advances in the conformal bootstrap
program, we now have access to certain key physical quantities at zero temperature
with extremely high precision. We summarize relevant operator data in Table 6.2.

Table 6.2: Some operators in the 3d Ising model, their classical (Ginzburg—Landau)
descriptions (Ogr ), and their conformal dimensions obtained via conformal bootstrap.
Only the operators relevant for this thesis are listed.

O Ocr Ao [106, 200, 201]
o ¢ 0.518148806(24)
€ ¢ 1.41262528(29)
T, T,, 3
¢ o 3.82951(61)
Cly | GO100P07) | 5.022665(28)
T, | $0"9"0¢ 5.50915(44)

To numerically determine thermal one-point functions (i.e., thermal OPE coefficients),
it is sufficient to know the conformal dimensions of the operators appearing in the
relevant OPE. However, to compute the free energy, we also need the central charge.
The most recent estimate at the time of writing is given in [106]:

cr

— 0.946538675(42) . (6.3.1)

CT free

With this zero-temperature data, we can bootstrap thermal OPE coefficients entering
the expansion of the thermal two-point function

(0(1)o(0)s= > ao folr,B) =[]+ [€ + [Tw] +[€] + ... (6.3.2)

For the heavy sector, a good approximation is to include only double-twist operators

of the form [o0],, s, which encompass operators like Clupos T,y and others.

In Fig. 6.3, we plot the thermal OPE coefficients and compare them to previous boot-
strap [58] and Monte Carlo results [64, 202]. With knowledge of the light spectrum
and an approximation for the heavy sector, we reconstruct the thermal two-point func-
tion in the OPE regime. We check KMS symmetry by comparing (o(7,0)c(0,0))s to
(o(8 —7,0)5(0,0))p, finding a relative discrepancy of order 1073—a strong indication
of numerical convergence.
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Figure 6.3: Left (a): Thermal OPE coefficients. Right (b): KMS condition check:
the relative discrepancy is ~ 1073,

O || This work ([4]) | MC [64, 202] | PR [58]

e 0.75(15) 0.711(3) | 0.672(74)

T, 1.97(7) 2.002(13) | 1.96(2)

¢ 0.19(6) 0.17(2) 0.17(2)

Table 6.3: Thermal OPE coefficients an for light operators in the 3d Ising model,
compared with Monte Carlo (MC) and previous results (PR). The value of the Tauberian
correction is c; ~ —0.065, with negligible error.

A more quantitative comparison of OPE coefficients is given in Table 6.3.

All results are consistent with previous findings, with the exception of the stress-energy
tensor coefficient, which shows a mild discrepancy with Monte Carlo results.

Using the relation (4.1.8), we can convert ar into a free energy density estimate. Our
results, compared with MC values, are:

27 . 7
In=2 = —%3(12) ; In=s = —%3(1). (6.3.3)
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Although the two values do not perfectly match, they are within 20 agreement.?

Comparison with large spin perturbation theory: An alternative approach to
the 3d Ising thermal bootstrap was proposed in [58], based on large spin perturbation
theory. The authors also imposed the KMS condition on (0o)g, but took a different
route: instead of truncating the OPE, they modeled the heavy tail using only double-
twist operators [oc]o, s and [0o]; s, which dominate the asymptotics.

Using the inversion formula, one can show that the contribution of light operators such
as 1, ¢, and T}, generates poles at A = 2A, + J + n, corresponding to the classical
dimensions of [o0], ;. This allows one to express the heavy operator coefficients in
terms of the light data:

a[o—a]O,J - a[UJ}O,J(a’57 aT) ) a’[O’O’]l"] - a/[O'O']l’J(a/Ey a/T) 9 (634)

and hence the entire correlator becomes a function of just two parameters:

g(r,7) = g(r,7)(ac ar) . (6.3.5)

One can then numerically optimize KMS to fix a, and ar. For a full implementation,
see |58].

In contrast, our approach uses a Tauberian tail with open parameters (¢, ..., ¢,) that
are not explicitly tied to the light operator data. This makes the method more flexi-
ble: the Tauberian tail can incorporate multiple subleading trajectories, and the cost
function 7 is universal across theories, depending only on known CFT data. On the
downside, our method is currently limited to collinear configurations (¥ = 0), while
[58] has access to full spatial dependence.

6.4 XY and Heisenberg models in 3d

Other crucial models for simulations and experimental applications are the O(2) and
O(3) models. The case N = 2 describes the A-line in helium, phase transitions in
XY ferromagnets, and the statistical XY model. The N = 3 model captures isotropic
magnets and the statistical Heisenberg model [190].

2 After our publication, we were informed of new Monte Carlo results from an independent group
[203]. It would be interesting to clarify the origin of the discrepancy and compare additional observ-
ables.
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Table 6.4: Conformal dimensions of selected operators in the 3d O(2) and O(3) mod-
els, together with their classical (Ginzburg—Landau) counterparts. Only operators rele-
vant for this thesis are listed.

Ocr | Ap in N = 2 [200, 204, 205] | Ap in N = 3 [200, 206]
®i 0.519088(22) 0.518942(51)
Giths 1.51136(22) 1.59489(59)
Ty 3 3
(¢ihi)? 3.794(8) 3.7668(100)

As in previous examples, only the conformal dimensions of the operators in the relevant
OPE are needed to numerically determine thermal one-point functions (i.e., thermal
OPE coefficients). To compute the free energy, the central charge is also needed. The
most up-to-date estimates, at the time of writing, are given by [204, 206]:

N=2: - —0.944056(15) (6.4.1)
CT free
Cr
N=3: — 0.944524(28) . (6.4.2)
CT free

This zero-temperature data is sufficient to bootstrap thermal OPE coefficients in the
two-point function (¢;(7)¢;(0))s, using the OPE expansion of ¢; x ¢;. For the heavy
operator sector, it is a good approximation to consider only the double-twist operators

[¢i¢j]n,J‘

Figure 6.4 displays the thermal OPE coefficients for the XY (/N = 2) and Heisenberg
(N = 3) models. In Table 6.5, we provide the values for the first three light operators.

) N=2 | N=3
¢ip; || 0.73(14) | 0.76(14)
T 1.90(8) | 1.81(8)

(ds55)? || 0.20(7) | 0.21(7)

Table 6.5: Thermal OPE coefficients an for light operators in the 3d O(2) and O(3)
models. The Tauberian tail corrections are ¢; ~ —0.0539 (N = 2) and ¢; =~ —0.0471
(N = 3), with negligible error.
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Figure 6.4: Thermal OPFE coefficients for the lightest operators in the OPE spectrum
of the O(2) and O(3) models. Points without error bars correspond to Tauberian pre-
dictions.

Using the relation in Eq. (4.1.8), we convert the values of ar into estimates for the free
energy density. Our results, compared to Monte Carlo simulations, are:

0.143(5 0.1526(16
fBoot. = _T()’ fue = —%. (6.4.3)
Interestingly, the large NV prediction is given by
f 2 ¢(3) 1
— = -~ - 4.4
N a e T9\W (6.4.4)

Somewhat unexpectedly, this result lies closer to the N = 1 case than to N = 2 or
N = 3. This behavior can arise if the 1/N corrections are large and do not have a fixed
sign. In fact, this is known to be the case [50], and has been further verified through
Monte Carlo simulations [203].

6.5 The free energy in e-expansion for N =1,2,3

One of the most physically relevant observables we can compute is the free energy
density of a system. As shown in equation (4.1.8), the free energy density is expressed
in terms of the coefficient ar. In this section, we investigate how this quantity evolves
in the range 3 < d < 4.

In d = 4, the O(NN) models describe a set of N free, non-interacting scalar fields.
Therefore, the free energy density is simply N times the free energy of a single free
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scalar field. In d = 3, the conformal bootstrap program provides extremely precise
zero-temperature data, enabling accurate computations of the free energy density for
N =1,23.

However, it is particularly interesting to understand how the free energy interpolates
between the free theory in d = 4 and the strongly interacting regime in d = 3. To study
this interpolation, we employ zero-temperature data obtained from the e-expansion.
Specifically, we use the following expressions for the conformal dimensions of relevant

operators:

e  e2(N+2)
Ay, =1—+-—— 3 5.1
b 2+4(N—|—8)2+O(8)’ (6.5.1)

6e e?(N + 2)(13N + 44)

Ny oy =2 — — o(e? 6.5.2
#ids N+8 2(N + 8)3 +0), (652)
Ar,=4—c¢, (6.5.3)

7e2(N + 2
A[¢i¢i]0,4 =6—¢+ M + 0(53) . (654)

20(N + 8)2

Additional operators and their anomalous dimensions in the e-expansion can be found
in [192]. The central charge is also known perturbatively and is given by

cr 5<N—|—2) 9 3
=1 —— . 0.
— 12(N+8)E + O(e”) (6.5.5)

With this input, we impose the KMS condition on the OPE ¢; x ¢; and numerically
compute ar for N = 1,2, 3 across the interval 3 < d < 4 (or equivalently, 0 < e < 1).
We then translate these values into free energy densities using equation (4.1.8).

The results are displayed in Fig. 6.5. The error bars shown reflect uncertainties in
the zero-temperature input data from the e-expansion, which propagate through the
minimization procedure used to solve the bootstrap problem. In particular, predictions
at d = 3 derived from e-expansion are expected to be less precise than those obtained
using direct 3d bootstrap data.

To estimate the uncertainty, we compare e-expansion data with the high-precision
bootstrap results at d = 3.> We find that deviations in the conformal dimensions of
operators contribute relatively little to the overall error, while variations in the central
charge dominate the uncertainty in the computed free energy.

3Bootstrap errors are negligible compared to the propagated uncertainties from the e-expansion.
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Figure 6.5: Free energy density of the critical O(N) models for N = 1,2,3 in 3 <
d<4 (ie.,0<e<1), computed using the e-expansion.

These findings demonstrate the importance of accurately determining the central charge
across dimensions. The bootstrap approach in d = 3 provides a reliable benchmark
against which e-expansion results can be compared.

6.6 Analytical bootstrap: O(IN) critical model in e-expansion

In this section, we demonstrate the validity of the procedures outlined in Section 4.5
in concrete, physically relevant examples. In particular, we focus on the free theory in
d =4 and on the critical O(/N) model at leading order in the e-expansion.

O(NN) model at criticality in e-expansion

It is known that the operator product expansion (OPE) between fundamental scalars
in the O(N) model, to first order in ¢, takes the schematic form

¢ x ¢ = [1] + [pd]o,s + [pd]1,s - (6.6.1)

The operators [¢p¢]; s correspond classically to ¢ 3/C¢. At the free point (d = 4), these
operators are null states due to the equations of motion. However, in the interacting
theory at d = 4 — ¢, the equation of motion reads

O¢p ~ Ap> ~ e ¢, (6.6.2)

implying that [¢¢]; ; ~ € 0’ ¢* and hence are present at leading order in e.
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Regarding the spectrum, we have Ay, =1 — 5 + O(e?), as expected for a free scalar in
d =4 — . At this order, the only operator acquiring a non-zero anomalous dimension

iS ¢2 (i.e., [qub]()’()).

Diagrammatic calculation We begin with a direct diagrammatic computation. At
first order in perturbation theory, the relevant contribution comes from the tadpole
diagram:

—Q oD (5 )

m=—0o0

00 oo 1
X Z Z /0 dT’/dd_lx'G(a:,x'+n)G(x',0+€),

n=—00 {=—00

(6.6.3)

where G(x,z') is the thermal propagator of a massless scalar field in d dimensions,

1
(7 — &) + (1 — 7)2]4/2-1°

G(z,2') = (6.6.4)

Shifting 7/ and performing the sums and integrals, the diagram reduces to a convolution
of massless propagators:

B [(d/2 —1)T(d/2 - 2) - 1
OJLO = A(N +2) 9t G2 Y I (6.6.5)

Expanding around d = 4 — ¢, we find

O :_% Z {%—|—~yE+log7r—|—%log[(n+z)(n+2)]—%Cﬁ}‘FO(EZ)-

(6.6.6)

After regularizing the divergent sum (we use the same prescription as in the dispersion
relation approach), the renormalized result reads

L N+272 _ _ _
§(z,2) = “Nisg log(22) +logT'(z) + log'(—2) 4+ logI'(2) + log I'(—2)

—12log A —log(27?) + 27ri) ,
(6.6.7)

where A = 1.282427 ... is the Glaisher—Kinkelin constant, related to ¢} by

¢ =G (ve +log(2m) — 121log A) . (6.6.8)
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From this expression, we can extract the thermal OPE coefficients and the anomalous

dimension of ¢?:
N +2
—e— " 6.6.9
V2 € N +8 ) ( )
which agrees with well-known results. The corresponding OPE coefficients are pre-

sented in Table 6.6.

Note: the full O(e) corrections also include contributions from the shift in Ay in the
GFF blocks:

gelo, = 2C(2+J) —2eC'(2+ J) + O(£%). (6.6.10)

Dispersion relation (DR) The conformal dimensions of all operators (except ¢?)
match those of the GFF spectrum in d = 4 — . Thus, the only new contribution to
the discontinuity in the dispersion relation comes from ¢?. Its discontinuity reads

Oz -1). (6.6.11)
The resulting contribution to the correlator is

2
g5 = @)y [log(1 = 2%) + log(1 —2%)] (6.6.12)

(0)

where a 42

is the free theory one-point function.

Interestingly, imposing KMS naively suggests

0 _ 2e
Q. = )
¢ g — ’Y¢2

(6.6.13)

but this is inconsistent with the known free theory result. We interpret this as an
artifact of the arc contribution: ¢? sits on the arc, and must be treated separately in
the DR formulation.

Lorentzian inversion formula (LIF) Using the inversion formula for a scalar ex-
change, we find that the contribution of ¢? to the thermal OPE coefficients is

(0) (0)
(09 _ A o B 7y e e
Upglos — — (1 +(=1) ) 2] Upgly ;s — (1 +(—1) ) m, (6.6.14)

with all higher n vanishing at this order. Table 6.6 summarizes the results from all
approaches.
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Operator O ao (Exact) DR LIF
1 1 0 0

Olosse | —20 2+ ) = La0:0(0) | —2alve | —1alve

[9¢]1. ﬁaéng{’@ +J) ﬁagg)%g J_+2a<(p2)7¢2

Table 6.6: Thermal OPE coefficients in the ¢ x ¢ OPE to leading order in €. We
compare results from exact block decomposition, the dispersion relation (DR), and the
Lorentzian inversion formula (LIF). We do not consider the operator ¢?, since inversion
formula gives divergent results and its contribution is surely in the arcs of the dispersion
relation. Only even spin operators contribute, due to symmetry.

Imposing KMS The first method we propose to complete the correlator computed
from the dispersion relation is to impose KMS symmetry. For simplicity, we work order-
by-order in the e-expansion. Furthermore, we subtract the free theory contribution:

3(2,2) = 9(2,2) — gree(2,2) , (6.6.15)

where ggee is the free scalar two-point function in d = 4 — ¢. Since both ¢ and gg.ee are
KMS invariant, the difference g also preserves KMS.

At first order in €, g is proportional to 7,2. Thus, we only need to impose KMS on
this contribution. The identity operator and ¢* contribute from the arc term. While
the scalar [p¢];o would also naively contribute from the arc, we will show its arc
contribution vanishes.

We make the ansatz:

i 1 () N G _ 1 = dy,
Uodlo,s = ~ 72 V6 (1 T n; W) T ey ag2 v ( ZI _J>
(6.6.16)
where a refers to the thermal OPE coefficients in g. The coefficients ¢,,, d,, are numeri-

cally determined by imposing KMS. Resumming the corrections leads to the contribu-
tion of the compensator:

2 =2
zlog(l—%)—zlog( z—2>
g (2,%Z) = a(g)w)zcn .
comp ¢ 2(z — 2)
o n? [z log <1 - i—i) — Zlog (1 — fT2> +22(z — z)]
i . (6.6.17
g 2(z —2) ( )

173



The scalar operators ¢? and [¢¢], o are treated separately as arc contributions, with
open coefficients age and apg), ,- However, since ¢? contributes as a constant in the
correlator, its value cannot be fixed by KMS.

The numerically determined values with n,,,, = 30 are:

Gy Gs Gy | dy ds d,
1.0000 1.0000 1.0000 ... |0.2500 0.1111 0.06250
We also find:
Apg), o = 0.3073. (6.6.18)
We thus conclude: ]
Cn=1, d, = 3 (6.6.19)

which reproduces the exact results from Table 6.6.

Sum over images on the dispersion relation We now perform the sum over
images on the dispersion relation, following the prescription in Eq. (?7?7). We restrict
to g, since ggee can be treated exactly in d =4 — ¢.

The relevant sum is:

Z gg’;)(z —m,zZ—m). (6.6.20)

m=—0oQ

This sum diverges on the real axis, so we compute it via analytic continuation. The
basic building block is:

Z log(1 + (z — m)?) = Zlog(l —(z—m)) + Zlog(l +(z—m)). (6.6.21)

m=—0oQ

To handle each term, consider:

0 1
os(1-+ (e =) == 5 | s (6.6.22)
We analytically continue the sum:
o 1 . S
m;m Trermy - U s =20+ (Z1%Cu(s, 1+2)] (6.6.23)
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where (g is the Hurwitz zeta function. Differentiating at s = 0, we obtain:

Zlog(l%—(z—m)) = —log'(—z—1)+log'(2)+log z+log(—z—1) —log(27) . (6.6.24)

Using this, we find that the sum over images reproduces the perturbative result in
Eq. (6.6.7), up to a constant. This constant can be attributed to the arc contribution
of the ¢? block.

Momentum-space interpretation We finally verify that the momentum-space OPE
matches expectations. As discussed in [63], only the identity and ¢* contribute at lead-
ing order in large momentum.

The identity contribution is:

) 1
Identity ~ Ea (6.6.25)
while the leading correction from ¢? is:
2")/ 2
2 ¢
~ . 6.6.26
¢ (k% 4+ w?)? ( )
Thus, the one-loop corrected two-point function in momentum space is:
1 (0) 2’}/(;52
g(k,wy,) = e (1 + ays ot (6.6.27)

Since the expansion is perturbative and local, no exponential corrections (e.g., ~ =)
arise. Therefore, the OPE in momentum space is exact at this order. One can explicitly
check that its Fourier transform matches the results from both the dispersion relation
and diagrammatic computation.

6.7 Mixing numerical and analytical methods in the 3d Ising
model

The analytic techniques proposed in this thesis—such as the dispersion relation in the
complex &-plane—can be tested numerically for any strongly coupled theory, even when
analytic control is not available. In this section, we test the validity of our approach
in the case of the three-dimensional Ising model, focusing on the two-point function
(0(1)e(0))s in the limit where & = 0. We make use of thermal one-point functions
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and operator dimensions extracted in [4] and compare our results with the numerically
constructed correlator in that work.

We consider the thermal OPE:
oxo=[1]+[+ [T+ []+- -, (6.7.1)

and restrict to operators with conformal dimension A < 4. The corresponding confor-
mal data is listed in Table 6.7.

O OaL Ao [106, 200, 201] | a7 [4]
o ¢ 0.518148806(24) 0

e @2 1.41262528(29) | 0.75(15)
Ty Ty, 3 1.97(7)
¢ ¢ 3.82951(61) 0.19(6)
Oty | GO1O0PO7 | 5.022665(28) /
T, | $0"9"0¢ 5.50915(44) /

Table 6.7: Light operators in the 3D Ising model, their classical (Ginzburg-Landau)
interpretation, conformal dimensions from bootstrap, and thermal one-point coefficients
from [4]. Only operators with A < 4 are used in this analysis.

To reconstruct the correlator, we invert the contribution of the blocks listed above us-
ing the dispersion relation in the complex &-plane. Strictly speaking, this inversion is
not formally justified: the OPE may not commute with the discontinuity in a strongly
coupled theory. However, since we are truncating the expansion and assuming that
the asymptotic spectrum consists of generalized free field (GFF) double-twist opera-
tors [110, 111, 117, 145, 173|, we expect the dominant discontinuity to come from the
low-dimension operators included here. The inversion of each block in the complex
plane can be performed exactly and is expressible in terms of Hurwitz zeta functions.

To fix the overall additive constant ambiguity in the dispersion relation, we match the
result to the numerical data of [4] at 7 = /2. This choice is convenient, as it sits
symmetrically between the region dominated by the identity and its KMS-dual.

In Fig. 6.6, we show the reconstructed two-point function and its relative difference
with the numerical result. The discrepancy is ~ 1073—comparable to the numerical
precision reported in [4]. The maximal deviation appears near 7/8 ~ 0.8, where
corrections to the Tauberian approximation used in [4] become more important, as
expected.
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Figure 6.6: (a) Two-point function (o(7)c(0))s at & = 0, computed from the dis-

persion relation in the complex {-plane using thermal OPE coefficients from [4] (black
curve), compared to the direct numerical evaluation from [4] (dashed curve). (b) Rel-
ative discrepancy between the two results. The discrepancy is of order 1073,

Extending the method: the (e(7)e(0))s correlator

The dispersion relation method can now be extended beyond the (0o)s channel. In
particular, the Tauberian approximation in [4] was not sufficiently accurate to bootstrap
(e(7)€(0)) 5. However, one can use the thermal OPE coefficients extracted in the o x o

channel, combined with zero-temperature OPE coefficients from [106], to estimate the
thermal OPE coefficients in the € x € channel:

agee» _ agcnf)) . fOee ' (672)
f@oa
From this, we obtain:
al’) =1.09267, ol =5.37898.
We then consider the thermal OPE:

(6.7.3)
exe =[]+ [+ +--

and invert only the operators explicitly shown. The resulting two-point function is
displayed in Fig. 6.7.

(6.7.4)

As before, the result is determined up to an additive constant. We fix this by matching
the OPE expansion near 7/ = 0, choosing 7/ = 0.03. One can verify that including

additional operators, even with Tauberian-approximated thermal coefficients, has a
negligible effect on the correlator in this regime.
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Figure 6.7: Two-point function (e(7)e(0))s computed from inverting 1, €, and T},
using the dispersion relation in the complex &-plane. The overall additive constant was

fized by requiring agreement with the OPE approzimation at 7/ = 0.03.

6.8 The magnetic line in the O(IN) model

We now turn our attention to the O(N) model to provide an example in which in-
teractions are turned on, while computations can still be carried out analytically. At
zero temperature, this theory has been extensively studied in the absence of defect
insertions [100, 178, 200, 207, 208|, while its coupling to a localized magnetic line has
also received considerable attention [209-212|. At finite temperature, the O(/N) model
without defects is one of the most widely studied thermal CFTs [51, 199, 213, 214]. In
this section, we present two different yet complementary approaches: the e-expansion
and the large-N analysis.*

g-expansion

The Wilson-Fisher fixed point. The O(N) model in d dimensions, at finite tem-
perature and in the presence of a magnetic line, is described by the action

B
S:/O dr /ddlx B(a“@)z—i-%(@(ﬁiy—#—héd1(f)¢1(7') : (6.8.1)

This action defines a conformal defect for specific values of the coupling constants A
and h. The strategy of the e-expansion is to set d = 4 — ¢ and determine the fixed
point perturbatively in €. This fixed point, known as the Wilson-Fisher fixed point,

4We are grateful to Simone Giombi for insightful discussions related to this section.
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corresponds to the following couplings [209, 211]:

A 3 93N + 14) ,

= 8.2

()2 N+86+ (N+8)3€+O(€), (6.8.2)
4N? + 45N + 170

h2=N +8+ N+ 16 e+ 0(e?). (6.8.3)

Note that, at leading order, A\, ~ ¢ and h, ~ 1. The Feynman rule associated with the
bulk quartic interaction is given by

><: _A/: dT/dd_lx, (6.8.4)

while the thermal bulk propagator in arbitrary dimensions reads

_T{d/2-1) 1
e (72 + |7 + mpBR)a21" (6.8.5)

meZ

One-point function of ¢;. At order O(e), the one-point function of ¢; is given by
the following Feynman diagrams:

(¢1(T, D)P )p = O_O+O_CLO+O>_O+ O(e?). (6.8.6)

To compute these diagrams, we adopt the conventions for the normalization of vertices
and propagators used in [211], and we make use of the following master integrals:

/OO . - ) (6.8.7)
(e Ve e s
'y T ()T (5 (245 o072
|T12|*| %o N r(2)r)r (2(d—1)—a—b> |7 [arbri—d (6.8.8)
2 2 2

The first diagram is similar to (5.4.6):

1 e (1-e) 1
o= —hrETr((— ) . 8.
=i () 659

The second diagram in (6.8.6) does not appear at zero temperature (as massless tad-
poles vanish) and can be interpreted as a manifestation of the thermal mass. At order
O(e), the thermal mass is given by [120, 215-217|

9 eN

myy, = m + 0(82) , (6810)
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and the diagram evaluates to
em 1
Ollo hmthw = (— ;5> Fiad (6.8.11)

The third diagram also appears at zero temperature and does not receive thermal

corrections: , (1 )
1 3e—3) 12 (== 1
>S—o0=———nA1 7 2 : 6.8.12
C’> 768" " (1 3¢) |7 (68.12)
This expression (6.8.12) diverges in the € — 0 limit and requires renormalization. We
follow the procedure explained in {209, 211].

Putting everything together, we obtain

(p1(@P)s  VN+8 [1 . (N2 — 3N — 22+ 2(N +8)log(27]) ,

V(o) (0)) 2] 4(N +8)2

(6.8.13)

ﬁ%) €+ 0(52)} (6.8.14)

where (¢1(00)¢1(0) ) refers to the normalization of the two-point function, and z is the
usual temperature-dependent cross-ratio defined in (5.1.24).

OPE data. The first and second terms in (6.8.14) correspond to the zero-temperature
result. The logarithmic dependence on |Z| arises from the expansion of Ay at order ¢,
and matches the results of 209, 211]. The z-dependent (hence, S-dependent) terms are
induced by the thermal mass. The powers of z indicate the presence, at this order, of a
defect operator with bare 1d scaling dimension A=2 Among the operators with this
dimension, only ¢ 2 — the square of the tilt operator ¢, = gba# — contributes, since the
one-point function of the displacement operator D; vanishes by SO(d — 1) symmetry.
Following the notation of (5.1.28), we extract the OPE data:

Agj72 bpa = — e+ 0(). (6.8.15)

N
8v/N +8
This is a new prediction, which we will also use in the next section after performing
the large N analysis.

Large N analysis

We now consider the same system in the limit N — co. In this regime, it is convenient
to normalize the coupling constants such that the action (6.8.1) becomes

/dT /dd ! [ 0u:)” + (¢i¢i)2+\/ﬁﬁad*1(f)¢1(7) : (6.8.16)
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With these conventions, we have A, ~ O(1) and h, ~ O(1) [209]. The Hubbard-
Stratonovich transformation of the action yields

B ~
S = /0 dr / e B(@M(bi)QvL%Uqﬁiqﬁi—l—\/ﬁhéd_l(f)gf)l(ﬂ} : (6.8.17)

Integrating out the fields ¢;, we obtain the effective action for o:

Sealo] = 3 Trlog(~0+0) — %TN /Mﬁ d's /Mﬁ dy 5 () ( ) (2= )5 (7).

(6.8.18)

—O+4+0

In principle, the extremization of (6.8.18) gives the one-point function (o (Z)P )s. In
the absence of the defect (ﬁ = 0), this procedure is straightforward and reproduces
the known result for the thermal mass at large N [51, 198]. In the presence of the
defect, the computation becomes more involved—even at zero temperature [218]—but
a combination of equations of motion and conformal symmetry constraints can be used
to derive (o (Z)P )z [209].

A similar approach applies in the finite-temperature case. From the action (6.8.18),
the equations of motion yield the differential equation

* d—2 9 B U
<0If\2 * ERCER <"<5’3>7’>ﬁ) (¢1(Z)P)s =0, (6.8.19)

valid for |Z| # 0. In the large N limit, the scaling dimensions of ¢; and o are known
to be [209]

—2 1 1
Ay = dT+(’) (N) . A, =240 (N) . (6.8.20)

The defect spectrum in the bulk-defect OPE of ¢o,..., ¢ is known to all orders in
¢ at large N, while for ¢; it is not fully known. Nonetheless, using the known defect
spectrum [209], one can write the first few terms in the OPE, corresponding to a low-
temperature expansion of the correlator. The thermal one-point function of ¢; in the
presence of the defect reads

((T)P)p =

!

ot ciztez 432+ 0 (27 ] : (6.8.21)

at least in the range 3 < d < 4, where the leading terms are attributed to: the identity
i, the tilt operator #,, the scalar defect operator g/gl, and the composite operator t 2,
respectively. Here A=2+¢ (with € > 0) denotes the dimension of the next lightest
defect operator. In the OPE (6.8.21), v is the anomalous dimension of ¢1, which in
d=3is 34 = 0.541728 ... [209], and ¢; are the OPE coefficients defined as in (5.1.28).
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Note that other operators (e.g. 8@1) exist in the spectrum, but their one-point func-
tions vanish due to SO(d — 1) symmetry. Also, ¢; = 0 since the tilt operator is an
O(N — 1) vector and its one-point function vanishes by symmetry. Nonetheless, it is
instructive to retain this term in the expansion.

The normalization of the identity contribution is fixed by the zero-temperature behavior

of the correlator: in d = 3, one has (c340)* = N x 0.558113. .. [209], i.e. co = A, 3-

Plugging (6.8.21) into the equation of motion (6.8.19) gives an expansion for the one-
point function of the Hubbard-Stratonovich field:

+ =1+ )M+ 2824, (z*)] . (6.8.22)
4 Co Co

The first term corresponds to the zero-temperature result [209], while the second is
the leading thermal correction due to the operator ¢;. The operator with A = 2 also
contributes, corresponding to the tree-level term in (¢;¢;P)g, i.e., order O(g).

To fully determine the one-point functions (6.8.21) and (6.8.22) at order O(z?), only ¢y
and c3 are needed. These coefficients are generally hard to compute, even at large N.
In principle, they could be obtained by minimizing the effective action (6.8.18). Here,
we estimate them using the e-expansion results from the previous section.

Comparing (6.8.21) with (6.8.14), we find:

. R
Co = >\¢>1$1 b$1 = 0(52) ) C3 = )‘¢1?2 btAQ = _TE + O<€2) : (6823)
Finally, we note that the equations of motion relate OPE coefficients in (¢/P) 4 to those
in (¢1P)s. From the comparison above, one obtains
71 +7) 2
)\U& - A\, = G117 Aotz = )\¢>1tA2' (6'8'24>
$11

ot /\¢1i

These relations are non-trivial to extract at zero temperature, where all one-point
functions of local defect operators vanish (except for the identity).

6.9 Summary of the chapter

In this chapter, we applied the bootstrap problems and methodologies proposed in
Chapters 4 and 5 to the physically relevant and non-trivial case of the O(/N) models in
2<d< 4.
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We began by reviewing the model from a Ginzburg-Landau perspective and motivated
the use of the e-expansion for computing correlation functions perturbatively near four
dimensions. We also presented non-trivial agreements between different theoretical
approaches, as well as with experimental data for the critical exponents of the 3d Ising
model.

We first analyzed the large N limit of these theories, which can be solved both exactly
using the Hubbard—Stratonovich trick and numerically. This regime provides an ideal
testing ground for comparing analytical and numerical methods in a non-trivial, yet
analytically tractable, theory.

We then applied our numerical techniques to compute the two-point function (oo)g
in the 3d Ising model. Our results show excellent agreement with existing bootstrap
and Monte Carlo simulations, up to a small deviation in the free energy, which remains
within two standard deviations. We discussed this discrepancy and compared our
method to other bootstrap approaches and Monte Carlo results.

Subsequently, we extended our analysis to predict the same correlator in the O(2) and
O(3) models, providing new predictions for physical observables such as correlation
functions, free energies, and one-point functions of various operators.

We also computed the free energy in the range 3 < d < 4 using zero-temperature input
from the e-expansion and showed how the free energy evolves across dimensions.

We then focused on the analytic bootstrap, computing the one-loop correlation function
of two fundamental scalars in the O(N) model. The results show perfect agreement
with both the Lorentzian inversion formula and the perturbative Feynman diagram
calculation. We also discussed the connection between this approach and the OPE in
momentum space, both in this context and more generally in perturbative settings.

Finally, we explored a hybrid analytical /numerical approach that incorporates thermal
one-point functions obtained numerically in order to compute new correlation functions,
in particular the correlator (ee)s in the 3d Ising model. Although this method is less
rigorous than the previous ones, we showed that the results are very promising and the
approach highly efficient, suggesting it deserves further study in the future.

Furthermore, we perform an e-expansion and a large-/N analysis for the magnetic line
defect in the O(N) model, as an example of a conformal defect wrapping the thermal
circle. This computation explicitly demonstrates that it is possible to extract both
finite-temperature and zero-temperature data from the knowledge of a bulk one-point
function. These computations provide an explicit example of such a correlator, repre-
sented as discussed in Chapter 5.
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Chapter 7

Conclusions and outlook

7.1 Summary of the thesis and main results

In this thesis, we have developed a novel, non-perturbative framework for the study of
finite-temperature conformal field theories using both numerical and analytical boot-
strap techniques. Building on the Matsubara formalism and exploiting the Kubo-
Martin-Schwinger (KMS) condition together with the Operator Product Expansion
(OPE), we have formulated a thermal bootstrap approach that allows one to extract
non-perturbative information about thermal correlation functions from symmetry, an-
alyticity, and consistency alone. These consistency conditions stem from the compat-
ibility of the OPE with the KMS condition, which can be thought of as the thermal
analog of the crossing equation in S-matrix theory or the associativity of the OPE in
the conformal bootstrap.

The kinematic structure of thermal correlators was analyzed by studying the conse-
quences of compactifying Euclidean time, identifying the broken and unbroken sym-
metries of the thermal manifold S x R*™!, and writing down the corresponding Ward
identities. We also reviewed the analytic structure of thermal two-point functions,
which provides a natural setting for the application of inversion formulas and disper-
sion relations.

We then presented a comprehensive analysis of thermal dynamics, including sum rules,
consistency conditions, asymptotic behavior, and numerical implementations. Our re-
sults reproduce known features of free theories and two-dimensional models, and predict
novel, nontrivial thermal one-point functions in strongly coupled models in d > 2. The
framework was further extended to include conformal line defects wrapping the ther-
mal circle, analogous to Polyakov loops in gauge theories. This setup is entirely new
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from the bootstrap perspective: we studied its kinematics and proposed a bootstrap
formulation adapted to it.

In particular, we successfully applied our methods to the 3D Ising model, and extended
them to study the XY and Heisenberg models in three dimensions. Results are provided
in Figs. 6.3, 6.4 and Tables 6.3, 6.5. We also applied analytical bootstrap techniques to
compute thermal two-point functions in the O(N) models in the e-expansion, finding
agreement with direct diagrammatic computations. Finally, we studied the magnetic
line defect in the O(N) models using both the e-expansion and large-/N methods.

Beyond the specific results, this thesis emphasizes a general strategy: that of adapting
bootstrap techniques to the thermal setting. This opens up a new avenue for exploring
quantum field theories at finite temperature using controlled, non-perturbative tools,
and highlights the deep analogy between crossing symmetry and thermal periodic-
ity. Furthermore, some of the techniques developed here—such as the hybrid numeri-
cal /analytical methods—may be of broader interest, with potential applications to the
conformal bootstrap, (conformal) defects, deformed CFTs, moduli space dynamics, and
beyond.

7.2 Outlook

The bootstrap approaches proposed in this thesis have already been applied to non-
trivial and physically relevant theories, such as the O(N) models in three dimensions.
Nevertheless, many directions remain open and offer exciting possibilities for future
exploration using the tools developed here.

Spinning operators In this thesis, we focused on the bootstrap of two-point func-
tions involving identical scalar operators. A natural generalization is to consider cor-
relators involving spinning operators or non-identical scalars. In particular, one would
like to study the two-point function of currents and the stress-energy tensor and ex-
plore integrals over the latter correlator. In the zero-temperature case, such integrals
along null directions lead to energy correlators—quantities that would be extremely
interesting to investigate at finite temperature.

Breaking conformality Another important direction is to study deformations away
from the conformal point (as illustrated by the red dashed line in Fig. 1.2) in order to
access thermal effects in more general quantum field theories. From an experimental
perspective, it is often desirable to compute correlation functions and thermodynamic
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observables at arbitrary values of the coupling and temperature. Once the thermal
CFT is under good theoretical control, it becomes natural to consider perturbations
around it to explore the neighboring regions in theory space, particularly at finite
temperature [10].

Accuracy and comparison with Monte Carlo and experiments This thesis
presents new predictions for thermal one-point functions and the free energy in the
O(N) models. A key objective for future work is to improve the precision of these
estimates. As demonstrated in Chapter 6, a promising direction involves combining
analytical and numerical techniques to enhance the accuracy of the results [5]. More-
over, the observables computed in this work are directly testable using Monte Carlo
simulations and, in some cases, through experimental measurements—making this an
especially compelling avenue for cross-validation and potential phenomenological im-
pact.

Keldysh-Schwinger formalism and real-time evolution The bootstrap problem
studied in this thesis is formulated within the Matsubara formalism, i.e. in terms of
correlation functions defined on the Euclidean manifold with compact imaginary time,
Sé. However, for many physical applications one is ultimately interested in the real-
time evolution of finite-temperature systems. This can be achieved by extending the
time coordinate to the complex plane: the imaginary part encodes thermal effects, as
in the Matsubara approach, while the real part describes the physical time evolution
of correlators. A natural target for future bootstrap developments is the computation
of real-time observables, such as retarded, advanced, and Wightman correlators, at
finite temperature. In the long term, this could allow for the bootstrap-based study of
thermalization in isolated quantum systems.

Hydrodynamics and moments Closely related to the Keldysh-Schwinger formal-
ism is the study of hydrodynamic behavior and transport in quantum systems. It
would be extremely valuable to derive bootstrap bounds or even direct predictions
for hydrodynamic observables, which are relevant across a broad range of contexts,
from condensed matter and statistical physics to the physics of the quark-gluon plasma
and holography. One possible route involves the analysis of integrated correlation
functions—commonly referred to as moments (for possible precise definitions see e.g.
[38, 219] —which, if suitably defined, may satisfy positivity constraints and could there-
fore be incorporated into bootstrap equations.
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Eigenstate thermalization hypothesis Thermal correlation functions in equilib-
rium quantum systems may also be understood via the Eigenstate Thermalization
Hypothesis (ETH)[220, 221]. In conformal field theory, ETH suggests that thermal
two-point functions can be approximated by heavy-heavy-light-light correlators of the
form

<OO>5 ~ lim <OA| 0o |OA>
A—o0

If this holds, one could in principle incorporate ETH as an additional constraint in a
bootstrap setup, thereby relating finite-temperature correlators to the heavy limit of
four-point functions. This would provide a new perspective on the thermal bootstrap
and connect it more directly to the standard conformal bootstrap framework.

AdS/CFT and black hole physics As emphasized in the introduction, the study of
thermal conformal field theories is closely related to the physics of black holes in Anti-
de Sitter space. In particular, strongly coupled quantum systems at finite temperature
are holographically dual to black holes (or black branes) in AdS. Since the CFT is
strongly coupled, the bootstrap approach developed in this thesis may offer a viable
non-perturbative tool for studying holographic correlators. Arguably, the simplest and
most well-studied example is N/ = 4 Super Yang-Mills theory, which is dual to gravity
in AdSs [5]. A natural long-term goal would be to compute the quasi-normal mode
spectrum of the black hole from the thermal CFT data alone. Furthermore, more gen-
eral black hole geometries—including those corresponding to finite-temperature CFTs
on compact manifolds—can be probed by placing the boundary theory at both finite
temperature and finite volume. It would be of great interest to generalize the bootstrap
approach developed in this thesis to such setups.

Different manifolds and modularity As just mentioned, placing a CFT on § é X
S9-1 is especially relevant in holographic contexts. More broadly, however, it would
be very interesting to extend the thermal bootstrap approach to CFTs defined on
more general Euclidean manifolds. Among these, toroidal geometries stand out as
natural settings for studying the implications of modularity in higher dimensions. It
is expected that consistency conditions arising from modular invariance or background
diffeomorphism invariance on such manifolds can lead to non-trivial constraints on the
CFT data [128, 151], in analogy with the success of the modular bootstrap in two
dimensions [131]. Extending the current methods in this direction could thus reveal
deep structural information about CFTs beyond flat space or thermal cylinders.
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