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Chapter 1.

Introduction

Digital technologies and artificial intelligence (AI) have now permeated nearly all areas of public

and private life. Driven by rapid advances in machine learning and the availability of large data,

these systems have become central to high-stakes decision-making processes and are altering

how individuals work, communicate, and access information. Given their far-reaching societal

implications, a growing body of research and policy debate has focused on ensuring that these

technologies are developed and deployed in ways that are both ethically sound and socially

beneficial.

As a result, a range of technical and regulatory principles has been implemented to guide

their design, implementation, and governance (Barocas et al., 2023). This often involves a deli-

cate balancing act. For instance, when training and developing such systems, attention is given

to which aspects of society they should reflect, such as social values, and which they should

explicitly not reflect, such as social injustices and discrimination (Barocas and Selbst, 2016;

Gillis and Spiess, 2019; Simon et al., 2020). Regarding the technological transformation of the

labor market, there is a trade-off between leveraging the benefits of technological advancement

and ensuring that automation and unequal access do not exacerbate social disparities (Ace-

moglu, 2021a). Finally, an increasingly central question is who should define these principles.

A growing number of scholars argue that broader public involvement is needed to enhance

democratic legitimacy and reduce the concentration of power among private actors (Acemoglu,

2021b; Sætra et al., 2022).

In this thesis, I draw on methods and literature from behavioral economics to empirically

demonstrate that, although well-intentioned, these efforts may be undermined by human be-

havior. These principles are often developed under the assumption that these technologies

operate either in fully automated settings without human involvement or are used by agents

who are rational and unbiased. I show that these assumptions may not hold, leading to un-

intended consequences. First, individuals often exhibit preference misrepresentation and fail

to articulate attitudes that reflect their true preferences. Second, even when algorithmic tools

are optimized for accuracy and fairness, these system-level gains can break down when used

by decision-makers whose behavior deviates from payoff maximizing rational behavior (which

would predict full adoption in this case), and distorting biased beliefs and tastes. The results in

this thesis also challenge the growing assumption that such technologies will reduce inequality

in the labor market (Autor et al., 2024; Brynjolfsson et al., 2025). While they may increase

productivity and reach across occupational boundaries, the results in this thesis suggest that
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Chapter 1. Introduction

adoption may be unevennot only due to skill disparities as shown in other studies (Humlum

and Vestergaard, 2025), but also because of biases in individuals beliefs about their own abil-

ity to leverage these tools. These findings should not be interpreted as a critique of efforts to

promote the ethical design and governance of new technologies. Rather, they highlight that

human behavior often differs from the assumptions underlying much of the current discourse.

For this reason, behavioral mechanisms should be given greater consideration when designing

and evaluating institutional frameworks for emerging technologies, to ensure that the intended

objectives are realized in practice.

Chapter 21, titled ”Fragile AI Optimism” (coauthored with Hendrik Hüning and Lydia

Mechtenberg), addresses the issue of the public legitimacy in the use of predictive machine

learning tools in public decision-making. For institutions to maintain public trust and ensure

compliance, broad public approval is essential. In line with this, a growing body of scholar-

ship has called for greater public involvement in debates surrounding AI and advocates for

more inclusive governance frameworks to ensure that these technologies reflect diverse societal

values and uphold democratic principles. An increasing number of surveys and opinion polls

have sought to elicit public perceptions of emerging technologies, including which features and

institutional safeguards are prioritized (Starke et al., 2022). However, existing findings tend to

be inconsistent, highly context-dependent, and sensitive to survey design and framing (Chen

et al., 2022; Nussberger et al., 2022; Zhang and Dafoe, 2019; Schmager et al., 2024). Overall,

there is a growing tendency indicating that the public is generally open to the use of predictive

machine learning tools, including AI, for supporting in the public sector, provided certain safe-

guards and normative principles are guaranteed (Dietvorst et al., 2018; Kennedy et al., 2022;

Chen et al., 2025).

The contribution of this chapter is to provide empirical evidence that such stated public

approval is fragile. It presents results from an online deliberation study with 2,358 UK citizens

focused on the use of predictive machine learning tools in the criminal justice system. In the

study, the participants state their approval of these systems both before and after discussing

it with two other participants in online messenger chats. The data shows that while initial

approval aligns with prior survey findings, especially when certain normative criteria are met

(Gesk and Leyer, 2022; Kennedy et al., 2022; Scurich and Krauss, 2020; Sidhu et al., 2024), the

supportive attitudes converge downward after the discussion, and the impact of specific design

features diminishes. In contrast, participants who entered the discussion with critical views

are especially resistant to change. The results of the quantitative analysis of chat transcripts

1An earlier paper of this project was recognized as Best Paper in the category ”Technology, Information, and Pri-
vacy” at the 2023 American Law and Economics Association Conference in Boston, and awarded the “Theodore
Eisenberg Prize” at the 2024 Conference on Empirical Legal Studies in Atlanta.
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Chapter 1. Introduction

suggests that these individuals contribute more frequently, raise a broader range of arguments,

and are less responsive to counterarguments.

Following the behavioral economics literature, we interpret these findings as indicator that

stated public approval reflects higher uncertainty. Stated approval for these tools appears to

be quickly increased through favorable framing, but just as quickly eroded through deeper

deliberation. This asymmetry in attitude strength - weak approval yet robust resistance - has

several implications. First, survey-based measures of public approval, including those showing

that certain tool or institutional features increase public support, should be interpreted with

caution. Stated approval may reflect uncertainty rather than stable preferences, especially given

the novelty and complexity of the domain. Second, there is a need to educate and inform the

public about the technological transformation of public institutions. Ensuring meaningful public

input and evaluation requires that citizens are equipped to form robust, well-informed views.

The findings here indicate that there is still an inherent uncertainty about this topic. Third, the

robustness of opposition suggests that in case of well-designed and socially beneficial systems,

it may require targeted efforts to build public trust and to achieve the intended (welfare)

gains. Finally, our data is consistent with prior research, in showing that individuals value

human decision authority and express concern about algorithmic bias, which was a key driver

of opposition and negative attitude shifts following deliberation.

In Chapter 3, titled ”Algorithmic Fairness and Human Discrimination”, I show that these nor-

mative preferences for non-discriminatory algorithmic design may fail to hold when individuals

shift perspectives: from evaluating such tools as citizens to applying them as decision-makers.2

Using an online lab-style hiring experiment, I find suggestive evidence that algorithmic tools

that provide performance predictions of job candidates are less adopted when they explicitly

exclude sensitive attributes from their training data. Participants first show that they are more

conservative in their belief updating about candidates when presented with an algorithm that

is blinded to protected group membership. Then, regarding subsequent hiring decisions, I find

that discrimination under this hiring significantly increase under this algorithm. In short, the

system-level intervention may reduce adoption, meaning decision-makers do not fully update

according to the algorithm’s signals, and statistical discrimination may persist. The data shows

that this is not driven by an intervention into the training data per se, but pertains specifically

to the exclusion of sensitive attributes. Moreover, following the economics literature on discrim-

ination, I additionally find that human decision-makers base their decisions not only on their

beliefs about performance differences, but also on personal preferences for individuals from cer-

2Similarly, in the context of autonomous vehicles, Bonnefon et al. (2016) find that while people state that they
endorse utilitarian AVs (vehicles that would sacrifice their passengers for the greater good) in principle and
want others to adopt them, they would not be willing to purchase such a vehicle.
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Chapter 1. Introduction

tain groups ("taste-based discrimination"). In such cases, neither the algorithm nor its fairness

features are sufficient to prevent discrimination. The algorithms objective functionmaximizing

predictive accuracy simply diverges from the human decision-makers utility function, involving

a preference for individuals from certain groups.

These findings add a behavioral perspective to the established debate on disparate treatment

and disparate impact in algorithmic decision-making. The existing discussion has mainly fo-

cused on the legal prohibition of using sensitive attributes in algorithmic models, which often

stands in tension with technical requirements for accuracy and fairness (Hellman, 2020). This

thesis shows that excluding sensitive attributes can also produce unintended behavioral effects.

Individuals may become less willing to adopt algorithmic tools when these tools are subject

to certain fairness interventions. This reluctance highlights a potential trade-off: while fairness

interventions aim to reduce discriminatory inputs, they may also reduce acceptance and limit

the effectiveness of such systems (if designed well) in practice. From a regulatory standpoint,

this suggests that two foundational principles of AI governance, i.e., non-discriminatory design

and human oversight, may in combination produce unintended consequences unless behavioral

mechanisms are explicitly accounted for.

Chapter 4, titled ”Social Disparities in Digital Skills: Evidence from Germany”, relates to

the longstanding issue of the digital divide. The chapter shows that the digital transformation

of the labor market may exacerbate existing inequalities by amplifying unequal preparedness

for the growing demand for digital skills. Using data from a representative German household

panel, the chapter documents persistent gender and socioeconomic disparities in job-relevant

digital skills. Men and individuals with higher levels of education perform better on all skills

measures. A novel contribution of this study is that these two groups also show greater con-

fidence in outperforming others, even when actual skills levels are held constant. These belief

gaps appear not to be driven by overconfidence (which is in contrast to much of the prior

behavioral economics literature, e.g.,Malmendier and Tate (2005)), but by underconfidence

among highly skilled women and individuals with lower education levels. This may be impor-

tant for the discussion on the digital divide and growing labor market inequalities in the face of

the technological transformation: The behavioral economics literature shows that such beliefs

about ones own ability are a key determinant for individuals’ labor market decisions, includ-

ing application decisions, wage negotiations, and investment in further training and education.

When both, actual digital skills and confidence in these skills, are unequally distributed, such

dynamics can reinforce each other and contribute to the persistence of inequality in accessing

and leveraging emerging job market opportunities. At the same time, this chapter provides

suggestive evidence that intergenerational socioeconomic disadvantage may play a reduced role
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Chapter 1. Introduction

in determining labor market outcomes (Corak, 2013). I find no significant relationship between

early-life socioeconomic status and digital skills or confidence in these skills in adulthood. While

digitalization may introduce new forms of exclusion through skill and belief disparities, it may

also weaken the link to inherited disadvantage. Still, digital skills are strongly associated with

education, which is typically strongly associated with socioeconomic background, but requires

a distinction.

These findings highlight three key policy implications for the digital labor market. First,

addressing gaps in digital skill proficiency alone may prove insufficient; policymakers must also

target confidence gaps, particularly among women and individuals from less advantaged edu-

cational backgrounds. Interventions should combine skills training with programs that foster

encouragement for participation in an increasingly digitalized work environment. Second, edu-

cation remains a key mechanism for equalizing opportunity, also in the digital economy. To be

effective, policies should embed digital training early in the education system, where dispar-

ities in access and engagement are smaller and interventions are more likely to have broader

and lasting effects. Finally, the weakening association between early-life socioeconomic status

and adult digital preparedness suggests a new channel for social mobility. This also implies

that targeted interventions, especially those anticipating and addressing future skill demands,

may effectively reduce persistent inequalities and expand labor market opportunities across

socioeconomic groups.

5





Chapter 2.

Fragile AI Optimism1

Abstract

We study how public attitudes toward AI form and shift using an online deliberation study
with 2,358 UK citizens in the criminal justice context. First, we replicate prior survey
evidence suggesting widespread public support for adopting AI as a decision-support tool,
particularly when certain fairness features are met. We then show that this stated support
is fragile: it declines significantly with group deliberation, as supporters are 2.6 times more
likely than opponents to change their attitudes. Results from the quantitative text analysis
of the chat content indicates that opponents contribute more arguments, both in terms
of frequency and topic range, and supporters are more responsive to counterarguments.
These results suggest that stated public support for AI reflects lower attitude strength as
it appears to be quickly raised through informational framing but just as quickly reversed
through deliberation. More broadly, they caution against inferring public legitimacy of
increased AI deployment from stated support alone.

Keywords: Deliberation, Public Attitudes toward AI, Algorithmic Risk Tools, AI and Law,
Text Analysis

JEL Classification: C91; J71; O33

2.1 Introduction

Public approval is a key requirement for institutional legitimacy and compliance (Tyler and

Huo, 2002; Sunshine and Tyler, 2003; Tyler, 2006). The rapid and widespread integration of new

technologies, such as artificial intelligence (AI), in the public sector has consequently prompted

efforts to elicit public attitudes toward these tools and their deployment (Acemoglu, 2021b;

Sætra et al., 2022; Stilgoe, 2024). Yet public legitimacy, to be effective and enduring, requires

that public attitudes be well-informed and firmly held, not merely transient (Suchman, 1995;

Fishkin, 2018; Lafont, 2023). How informed and robust public attitudes toward AI are is an

intricate and open question: the topic is rapidly evolving, media coverage is polarized, and

stances are not (yet) anchored in political identities.

In this chapter, we provide both causal and descriptive evidence from a collective deliber-

ation experiment showing that support for AI is less stable than opposition to it. Although

many participants initially express support, this stance proves more malleable and appears

to reflect weaker underlying attitudes. We demonstrate this asymmetry in attitude strength

based on three complementary indicators: first, supporters are significantly more likely than

opponents to change their views following deliberation; second, they are more responsive to

1This chapter is co-authored by Hendrik Hüning and Lydia Mechtenberg.
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Chapter 2. Fragile AI Optimism

counterarguments; and third, opponents provide stronger reasoning for their stance in terms of

both frequency and heterogeneity.

The deliberation study was conducted online and involved 2,358 UK citizens deliberating on

the implementation of AI in the UK criminal justice system. Participants were presented with

a scenario in which AI served as a decision support tool for judges, providing predictions about

future criminal behavior. The scenario varied along three dimensions involving a 2 x 2 x 2

between-subjects design: (i) the degree of judicial discretion, (ii) the level of public oversight,

and (iii) whether sensitive attributes were excluded at the cost of predictive accuracy. Each

participant was assigned to one scenario, defined by a combination of the three dimensions,

and placed in a group with two others who received the same version to discuss in a real-time,

text-based messenger chat. Participants stated their individual attitudes before and after the

chat. We measure the impact of deliberation on attitude change and apply quantitative text

analysis to the chat transcripts to explore how these attitudes form and shift. Specifically, we

classify message content by stance using supervised machine learning methods2 and examine

how message stance is associated with participants (i) initial attitudes and (ii) subsequent at-

titude change. We train the classifiers on labeled data collected during the experiment, where

participants provided separate free-text responses outlining the perceived advantages and dis-

advantages of introducing such AI tools in the criminal justice system.

We report three main findings. We first replicate prior survey results showing that stated

attitudes toward AI decision-support tools are overall favorable (54% favorable, 29% opposed,

and 14% neutral), but sensitive to design. Approval significantly increases when tools are un-

der public oversight and when human discretion is retained, while attitudes remain ambiva-

lent when deciding between the two fairness criteria of higher predictive accuracy versus non-

discriminatory input factors. The first key finding of this study is that deliberation significantly

reduces both overall approval and the heterogeneity raised through the framing in attitudes.

Regardless of the information participants initially received about the AI, their views became

more skeptical and more uniform following deliberation. The second key finding is that changes

in attitudes are driven by initially confident supporters: those who were firmly in support of

AI before the discussion were 2.6 times more likely to shift their views than those who initially

strongly opposed it. This is notable considering that most participants were matched with other

participants holding favorable attitudes. The third key finding provides causal evidence that

opponents were more persuasive in the chat. Conditional on prior attitude, encountering at

least one opponent in the chat increased the odds of attitude change by approximately 64.2%

compared to encountering at least one supporter. Descriptive results from the text analysis

2We use BERT, Lasso, and Wordscore (Bag-of-Words approach) for this task and cross-validate the output
across these three methods.
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Chapter 2. Fragile AI Optimism

strengthens this by showing that opponents were more active in the chat, raising more negative

arguments in terms of both frequency and topic range. Opponents were also less susceptible to

counterarguments than supporters.

These results suggest that stated support for AI may be quickly generated through informa-

tional framing but just as quickly eliminated through deliberation. We interpret such reversals

as indicative of weakly held attitudes and underlying uncertainty. According to economic mod-

els of social learning, individuals with weak priors are more likely to update their beliefs in

response to social cues, i.e., others actions or information, which results in a convergence in

opinions and behavior (Banerjee, 1992; Avery and Zemsky, 1998; Bikhchandani et al., 2024).

This interpretation is also consistent with models of Bayesian persuasion, which show that

individuals with weak or diffuse priors are more responsive to external information, strate-

gic framing, and counterarguments, even when signals are noisy or limited (DellaVigna and

Gentzkow, 2010; Kamenica and Gentzkow, 2011). A sender has greater influence over a re-

ceivers opinions or actions when the receivers prior beliefs are weak. We therefore interpret

our findings in reverse: individuals who are more responsive to both (i) informational framing

in the experimental prompt, and (ii) social cues during deliberation likely hold weaker priors

and greater uncertainty. Conversely, regarding the sender behavior, the economic literature

shows that those with more informed priors and more certain preferences are more likely to

express their views when communicating and deliberating with others (Schwardmann et al.,

2022). They individuals have been shown to act as more effective advocates and persuaders

(DellaVigna and Gentzkow, 2010; Kamenica, 2019; Fafchamps et al., 2024).

These findings contribute to understanding the mixed empirical evidence on public attitudes

toward AI, with some studies reporting support and others reporting opposition (we replicate

the former). Prior work has attributed such variation to high context sensitivity, emphasizing

the importance of specific features of the AI system (e.g., accuracy, fairness constraints), char-

acteristics of the respondent (e.g., demographic traits, AI familiarity), and the nature of the

alternative (e.g., a human decision-maker, human worker) (Dietvorst et al., 2015; Castelo et al.,

2019; Logg et al., 2019; Starke et al., 2022). We offer a complementary explanation: given the

novelty and complexity of AI systems, individuals often face inherent uncertainty about how

to evaluate them. As a result, they may be especially susceptible to persuasive framing and

express approval in response to optimistic or authoritative descriptions. However, such stated

support may be fragile, easily reversed when exposed to countervailing information, and does

not necessarily reflect well-informed and robust preferences. This interpretation aligns with

broader concerns in the economics literature about the limited validity of stated responses in

one-shot surveys (Bertrand and Mullainathan, 2001; Hausman, 2012; Cohen et al., 2020). Our

9



Chapter 2. Fragile AI Optimism

findings highlight the importance of more robust methods for eliciting public AI attitudes, such

as open-ended responses, deliberative formats, and repeated measurement over time (Ferrario

and Stantcheva, 2022).

Methodologically, we make two main contributions. First, we add to the literature on free-

form communication experiments (Brandts et al., 2019; Muehlheusser et al., 2024; Promann

et al., 2025), particularly those involving messenger-based chat interventions (Hüning et al.,

2022b; Corgnet et al., 2024; Grunewald et al., 2024; Hausladen et al., 2024). This setup mirrors

the digital environments in which people frequently exchange information and opinionssuch

as social media and messaging platformswhile also ensuring anonymity and minimal infras-

tructure. It allows us to collect rich communication data to study first-order concerns and the

formation of opinions through peer interaction. We also contribute to the emerging literature in

economics that uses free-form, open-ended responses to elicit beliefs and opinions (Ferrario and

Stantcheva, 2022; Haaland et al., 2025). Second, we add to the growing application of quan-

titative text analysis methods in economics (Gentzkow et al., 2019; Ash and Hansen, 2023),

particularly recent approaches that analyze unstructured communication data using machine

learning (Hüning et al., 2022a; Lange et al., 2022; Andres et al., 2023; Ash et al., 2025). Our

approach is novel in that it derives labeled training data directly from participants’ free-form

text responses. We also deviate from prior literature by validating the classification output

using multiple classifiers, which offers a scalable, efficient, and less error prone alternative to

manual human annotation.

This chapter proceeds as follows. Section 2 describes the experiment and data. Section 3

presents the main results. Section 4 discusses the findings, and Section 5 concludes.

2.2 Experiment

This section describes the experimental design (Section 2.2.1) and the sample (Section 2.2.2).

2.2.1 Experimental design

Figure 2.1 outlines the stages of the experiment. Full instructions are provided in Appendix 2.A.1.

At the beginning of the experiment, participants report their level of knowledge of AI. 3 Par-

ticipants also report how familiar they think the general population is with AI as a relative

measure of their own AI knowledge. They then answer two questions about their general at-

titudes toward AI: one about the strength of their positive views and one about the strength

of their negative views. This approach allows us to identify ambivalent participants and avoid

3Throughout the experiment, we use the term AI rather than algorithm or "algorithmic risk tool" because it is
more familiar to the general public.
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conflating neutral responses with a mix of strong opposing views. All attitudes are elicited

using 5-point Likert scales.

Participants then read a brief explanation of how AI tools would be used in the criminal

justice system. The scenario describes a hypothetical situation in which judges receive AI pre-

dictions about a prisoner’s likelihood of reoffending to inform decisions about early release. We

chose this setting of early-release decisions because it is more familiar and relevant to UK par-

ticipants, unlike bail decisions, which are more prominent in the U.S. context. The explanation

emphasizes that the AI serves as an advisory tool and that judges retain final decision-making

authority. It also notes potential benefits such as saving time and reducing public spending.

To ensure comprehension, participants answer a multiple-choice question about the tool; those

who respond incorrectly receive a clarifying explanation before proceeding.

Introduction
Beliefs
AI +

Human Judges

Vignette
Scenario

(Treatment)
Attitudes Group Chat Attitudes

Re-elicitation

Figure 2.1: Overview of Stages in the Experiment

Next, participants are introduced to the issue of bias in human and algorithmic decision-

making. They learn that algorithmic predictions can reflect statistical patterns in historical

data, including biased or discriminatory decisions. They are also informed that human judges

may be biased, and that evidence shows judicial decisions can be influenced by stereotypes.

Finally, they are explained that some AI tools exclude sensitive variables from training data to

meet fairness criteria, which may reduce predictive accuracy.

We then elicit participants beliefs about these issues. First, they are asked how biased they

perceive the average judge to be. Second, they indicate whether they believe AI systems trained

on all available data produce more or less biased predictions than the average judge. Third,

they are asked whether they believe an AI that excludes sensitive features, such as race, is less

accurate than one that includes them. All responses are measured on 5-point Likert scales.

As a next step, participants are introduced to the specific scenario they are asked to eval-

uate. The scenario describes an AI tool that assists judges in making early release decisions.

It explains that the tool generates categorical risk scores (high, medium, or low) that reflect

estimates of a prisoner’s likelihood of reoffending if granted early release, similar to tools al-

ready used to support sentencing and release decisions in other countries. It makes clear that

the AI serves solely as a support tool, not a replacement for judicial decision-making. The

scenario varies across participants along three factors, each with two levels, resulting in a

2Œ2Œ2 between-subjects design: (i) whether the judge retains full discretion or is required to

incorporate the tools prediction; (ii) whether the tool is developed and monitored by a public
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institution or a private company; and (iii) whether sensitive attributes are excluded from the

training data, potentially at the cost of reduced predictive accuracy. An overview of the factor

variation is presented below in Table 2.1.

Table 2.1: Factor Variation in Scenario Descriptions

Factor (1) (0)

Restricted
Inputs

Sensitive characteristics (e.g.,
race) excluded from training
data to meet fairness standards;
may reduce prediction accuracy.

All available data used in train-
ing, including sensitive charac-
teristics, to maximize prediction
accuracy.

Judge Full
Discretion

Judge retains full discretion; AI
tool is used only as optional in-
put.

Judge must incorporate the AI
prediction into the final decision.

Public
Oversight

AI developed by a public institu-
tion with public access and over-
sight.

AI developed by a private com-
pany without public access or
oversight.

Notes: Factor variations for scenario descriptions. Participants were randomly assigned to one level of
each of the three factors, resulting in a 2×2×2 between-subjects design. Treatment level (1) indicates
feature presence; level (0) indicates absence or an alternative.

After reading the scenario, participants state their level of approval for implementing the

described AI tool in the UK criminal justice system. They are reminded that there are no

right or wrong answers and that their considered personal judgment is what matters most.

While stated responses are not monetarily incentivized (doing so would be conceptually and

methodologically problematic), participants are told that findings from studies like this one are

often used to inform real-world policymaking. Attitudes are measured on a 5-point Likert scale.4

In addition, participants respond to two open-ended questions about the perceived benefits

and drawbacks of implementing the tool.5 Implementing these free-text responses offers two

main advantages. First, by prompting participants to articulate both potential benefits and

drawbacks before entering group deliberation, the design introduces a brief phase of individual

deliberation. Comparing these responses with those later expressed in the group discussion

allows us to isolate the specific role of persuasion, i.e., to distinguish the effects of collective

deliberation from individual reasoning by examining how participants’ arguments evolve in

response to others’ contributions. Second, these individual responses are used to fine-tune

machine learning models for analyzing the chat transcripts, thereby improving the accuracy of

stance classification in the chat content.

4The exact wording is: How strongly do you agree with this statement?: The AI, as explained in this scenario,
should be used in UK criminal courts.

5The exact phrasing of the two questions: Would this AI, as described in the scenario, have positive [negative]
effects? If yes, why? Before filling in the two text boxes, participants are reminded that we are interested in
their personal judgment and that there are no correct or incorrect answers.
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Each participant is then introduced to a real-time group chat session and matched with two

other participants who received the same specific scenario description. 6 Prior to joining the

group discussion, participants are informed that all communication will remain anonymous.

Each chat session is scheduled to last exactly seven minutes and concludes automatically when

the time limit is reached. Figure 2.2 shows the chat interface used in the experiment. To ensure

anonymity and avoid any social associations, the two other participants are represented only

by geometric symbols, a triangle and a circle.

Figure 2.2: Chat Interface
Note: This figure shows the chat interface presented to all participants. The
messages are fictional and originate from test runs; they do not reflect actual
participant data. There was no monitoring of the chats.

After the chat, participants are shown their initial response on the Likert scale and asked

whether they wish to revise it. If they choose to do so, they can update their response using the

same 5-point Likert scale. All participants are then presented with a free-form text box asking

them to explain why they did or did not change their attitude. Finally, participants rate how

persuasive they found their chat partners using a 5-point Likert scale. The study concludes

with the collection of demographic information.

The study was fielded in October and November 2021, with participants recruited through

the Prolific platform. Each of the eight treatment groups was conducted on separate days (see

Appendix Table A1 for exact session dates). We conducted a pilot study with 25 students

in summer 2021 at the University of Hamburgs online laboratory to confirm the technical

feasibility. The fully computerized experiment was implemented using oTree (Chen et al., 2016).

6In cases where matching is not possible due to technical issues or participant dropout, individuals are redirected
to the end of the study.
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During our initial eight sessions, a sampling error on the Prolific platform led to an oversam-

pling of female participants.7 To address this imbalance, we conducted additional re-sampling

sessions with a focus on increasing the proportion of male participants.

2.2.2 Sample

Overall, we recruited 2,864 participants from the UK general population exclusively through

the Prolific platform. Prior to the chat phase, the dropout rate was 5.4%. Participants who

could not be assigned to a chat group due to real-time matching constraints were automatically

excluded. We also exclude from the final sample those matched with only one other person to

ensure consistent chat conditions. The final sample consists of 2,358 participants (82% of those

recruited) and 786 chat groups. From this sample, we collected a total of 15,429 chat messages.

Of the final sample, 68% are female, 31.4% male, and 0.6% identify as other. Individuals

with a college degree are moderately overrepresented compared to the general UK population.

Detailed summary statistics are provided in Appendix Tables A4 through A6.

Regarding participants knowledge and beliefs (elicited after the introduction to potential

biases in both human judges and AI systems, and before the scenario), participants self-report

a moderate level of general AI knowledge (mean=3.14, SD=0.97 on a 1–5 scale), comparable

to that of others in the UK population (mean difference=–0.08, SD=0.93). They perceive

human judges as moderately biased (mean = 3.04, SD=0.72). Their beliefs about AI are overall

optimistic. On average, participants tend to believe that AI predictions with restricted inputs

remain accurate (mean=3.29, SD=1.07), though responses to this item exhibit greater variance.

They also consider AI to be less biased than human judges (mean=2.61, SD=0.99, values below

3 indicate favorability toward AI).

2.3 Results

This section reports the main findings. Section 2.3.1 describes attitudes prior to group discussion

and the effects of the information treatments. Section 2.3.2 presents attitudes after the group

chat. Section 2.3.3 turns to causal determinants of attitude change (group composition). Section

2.3.4 presents descriptive results from the chat content.

2.3.1 Prior attitudes

After reading the scenario, the majority of participants report favorable attitudes. Across treat-

ment conditions, 51–57% express approval or strong approval of implementing the AI according

to the scenario (mean = 3.25, SD = 1.01). Disapproval (disagree or strongly disagree) is less fre-

7This issue affected multiple studies during that period and was not specific to our experiment.
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quent and ranges from 24–33% across treatments. Neutral responses, representing the midpoint

of the scale, are the least common, with 15–20% of replies (for detailed results see in Appendix

Table A5). This finding of widespread stated public approval of data-driven prediction tools in

decision-making replicates several other survey studies (e.g., Logg et al. 2019), including those

focusing on the public sector and criminal justice(Gesk and Leyer, 2022; Kennedy et al., 2022;

Scurich and Krauss, 2020; Sidhu et al., 2024).

The data further confirm prior survey research showing that public attitudes are sensitive

to specific design features of algorithmic tools (e.g., Jussupow et al. 2020; Nussberger et al.

2022; Starke et al. 2022). As shown in Figure 2.3, we replicate previous findings that approval

is significantly higher when the tool is developed by a public institution rather than a private

company (p < 0.001)Zhang and Dafoe 2020; Kennedy et al. 2022) and when humans retain

full discretion over the tool, in particular judges in the criminal justice settings (p = 0.098;

Bogert et al. 2021; Alon-Barkat and Busuioc 2023; Simmons 2017; Kennedy et al. 2022; Chen

et al. 2022, 2025). Finally, in the more complex treatment condition, i.e., where participants

must weigh the trade-off between excluding sensitive variables and improving accuracy, we

find no significant effect (p = 0.8128). This null result is consistent with mixed findings in

prior research on public approval of different fairness metrics (e.g., Saxena et al. 2019, 2020;

Nussberger et al. 2022; Starke et al. 2022; Wang et al. 2022; Bansak and Paulson 2024). Our

data thus corroborate these prior findings that the public values both accuracy and fairness

in predictive tools, but often exhibit ambivalence or uncertainty when these objectives are in

tension.

Appendix Table A7 presents corresponding results from ordered logistic regressions including

the associations between AI knowledge, beliefs about AI and judge bias, demographics, and

support for AI in court decisions. Beliefs that judges are biased, that AI is less biased than

judges, and that AI remains accurate when restricted are positively associated with attitudes.

Among demographic factors, only age is associated with attitudes, which confirms prior research

showing that acceptance of AI declines with age (Kelly et al., 2023; Kim and Peng, 2024). With

respect to our experimental design, which involved endogenous participant matching for the

chat discussions, the fact that a majority of participants initially stated favorable attitudes

implies a higher likelihood of encountering supporters during deliberation.
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Figure 2.3: Distribution of Prior Attitude Levels by Treatment

Note. The figure displays the distribution of participants’ attitudes toward AI implementation in
UK courts after reading the scenario. Responses are measured on a five-point Likert scale (1 =
"strongly oppose" to 5 = "strongly support") and visualized as stacked proportions. Group means
are shown above each bar, and p-values are derived from MWU-tests comparing mean attitudes
between treatment conditions.

2.3.2 Posterior attitudes

Overall, 476 (20.2%)8 changed their attitudes after the discussion, with 315 shifting downward

and 161 shifting upward. On average, deliberation led to a statistically significant decline in

support, with mean attitudes decreasing from 3.25 to 3.14 on the 5-point scale (p < 0.001,

paired t-test).

Figure 2.4: Distribution of attitude changes by prior attitude

Attitude changes are concentrated among participants who initially expressed more favor-

able views. Those who changed their attitudes showed significantly higher priors compared to

8This fraction is in line with results of other deliberation experiments, e.g., Hüning et al. 2022a.
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non-changers (mean = 3.41 vs. 3.21; MWU-test, p = 0.0026). Figure 2.4 illustrates this asym-

metry: participants who initially supported the tool (Rather Support or Strongly Support) were

more likely to shift their attitudes after the chat (20.9%) than those who initially opposed

it (Rather Oppose or Strongly Oppose) (12.5%; χ2(1) = 20.25, p < .001). This asymmetry is

most pronounced at the extremes. Among participants who initially strongly supported the AI

implementation, 21.4% became more skeptical after the chat. In contrast, only 8.3% of those

who initially strongly opposed the AI shifted to a more favorable view (χ2(1) = 7.79, p = .005).

Thus, individuals who initially expressed strong support were approximately 2.6 times more

likely to change their opinion than those who initially expressed strong opposition. Figure A1

in the Appendix illustrates this graphically.

The highest rate of attitude change occurred among participants who initially held neutral

views (score = 3), with 31.0% changing their opinion after the chat intervention. Among these

410 participants, 17.3% (n = 71) shifted toward greater skepticism, while 13.7% (n = 56)

became more supportive. Although more participants moved in a negative direction, this dif-

ference is not statistically significant (χ2(1) = 1.32, p = 0.25). However, it is important to note

that these are aggregated results and do not account for the influence of individual chat part-

ners attitudes at the individual level. Since group composition was endogenous, participants

were more likely to engage in discussions with others who initially held favorable attitudes.

The negative deliberation effect applies to all treatment conditions. Table 2.2 presents prior

and posterior mean attitudes among participants who changed their views, along with associ-

ated p-values by treatment. While the information treatments initially led to heterogeneity in

attitudes (means ranging from 3.31 to 3.52), these differences diminish after deliberation, with

attitudes converging to a narrower range (2.85 to 2.89). The distribution of posterior attitudes

shows significantly reduced variance compared to those of priors (Levenes F(1, 950) = 16.525,

p < 0.001). This suggests that while initial information about the algorithms features and

deployment, e.g., development by a public institution, increased stated support for AI, these

effects diminished following deliberation, resulting in more uniform and generally more skep-

tical attitudes. These findings of attitudinal convergence through deliberation align with prior

research showing that group discussion can moderate extreme views, foster consensus, and can

increase knowledge, particularly when initial attitudes are weak or formed under uncertainty

(e.g., Barabas 2004; Goeree and Yariv 2011a; Schwartzstein and Sunderam 2022; Arnesen et al.

2024).
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Table 2.2: Deliberation Effect by Treatment Group

Treatment Count Prior Attitude Posterior Attitude p-Value
Restricted Input = 1 249 3.44 2.88 p < 0.001
Restricted Input = 0 227 3.39 2.86 p < 0.001
Public Oversight = 1 230 3.52 2.88 p < 0.001
Public Oversight = 0 246 3.31 2.85 p < 0.001
Judge Full Discretion = 1 246 3.47 2.85 p < 0.001
Judge Full Discretion = 0 230 3.35 2.89 p < 0.001

Note: This table reports the mean of the prior and posterior attitudes of participants who changed their
attitudes after the chat discussion by treatment. P-values refer to the difference between the means of the prior
and posterior attitudes and are derived from paired t-tests.

Appendix Table A11 shows corresponding logistic regression results with a binary dependent

variable indicating whether a participant changed their attitude. The main insight is that

those stating higher levels of AI knowledge are significantly less likely to change their attitudes

following deliberation (β = −0.139, p < 0.001), confirming that attitude changes reflect lower

attitude strength. The results also confirm that treatment assignment is not significantly linked

to attitude change and participants with more favorable prior attitudes are more likely to change

their attitudes (β = 0.177, p < 0.001). Belief in the accuracy of AI trained on restricted data

also increases the likelihood of change (β = 0.133, p < 0.001).

2.3.3 Determinants of attitude change: Chat partners’ attitudes

We now examine potential mechanisms underlying this effect, beginning with testing whether

the attitudes of the randomly matched chat partners impact attitude change. The experimental

design allows us to test this causally as participants were randomly assigned to chat groups

within the same treatment conditions with sufficient heterogeneity in priors. Appendix Table A9

provides an overview of the group constellations and their frequencies. Most participants entered

with supportive views and the likelihood of encountering supporters of AI implementation was

therefore higher than encountering opponents.

Table 2.3 reports OLS estimates9 where the dependent variable is the size of attitude change,

measured as the difference between participants posterior and prior attitudes (on a 5-point

Likert-scale). Columns 1 and 2 present results using the full sample. Columns 3 and 4 restrict the

sample to participants with neutral prior attitudes, i.e., those that were uncertain or ambivalent

when entering the chat. All models use chat partners’ attitudes as independent variables. The

reference group is being matched with two neutral chat partners.

9Ten participants dropped out after the chat, so their posterior attitudes and changes in attitudes are missing.
Observations of their group members remain in the analysis to preserve the observation of that specific group
constellations in the sample.
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Table 2.3: Attitude of Chat Partners and Attitude Change

DV: Attitude Change Size (Posterior - Prior)
(1) (2) (3) (4)

One Opponent −0.196∗∗ −0.476∗
(0.091) (0.252)

One Supporter 0.008 −0.358
(0.083) (0.245)

Two Opponents −0.255∗∗∗ −0.742∗∗∗
(0.086) (0.246)

Two Supporters 0.079 −0.241
(0.078) (0.228)

Prior attitude −0.203∗∗∗ −0.155∗∗∗
(0.024) (0.019)

Observations 745 952 131 154
Controls YES YES YES YES

Note: This table presents results from four OLS regressions with Atti-
tude Change as dependent variable, which is defined as posterior attitude
minus the prior attitude. The independent variables refer to the prior
attitude of the two randomly matched chat partners. In all models, the
reference group is encountering two neutral chat partners. One Oppo-
nent indicates being matched with one chat partner with a negative at-
titude (the other being neutral). One Supporter indicates being matched
with one chat partner with a positive attitude (the other being neutral).
Two Opponents (Two Supporters) indicates being matched with two chat
partners with negative (positive) attitudes. Models (1) and (2) include
all participants. Models (3) and (4) include only participants with neu-
tral priors. All models control for participant age, gender, and education.
Robust SE are in parentheses. Significance levels: ∗p < 0.1, ∗∗p < 0.05,
∗∗∗p < 0.01.

Model 1 investigates whether being matched with one opponent or one supporter alongside

one neutral affects attitude change. The results show that deliberating with one opponent sig-

nificantly decreases support for algorithmic tools (β = −0.196, p = 0.033), while one supporter

shows no significant effect (β = 0.008, p = 0.921). This asymmetry between meeting one op-

ponents as compared to one supporter is statistically significant(F = 12.97, p =< 0.001, linear

hypothesis test). Model 2 compares participants who were matched with two opponents versus

two supporters. Interacting with two opponents leads to a significantly more negative attitude

change (β = −0.255, p = 0.008), while the effect of two supporters remains non-significant

(β = 0.079, p = 0.319). This difference is again statistically significant (F = 30.99, p < 0.001,

linear hypothesis test). Both Models 1 and 2 control for prior attitudes to account for baseline

differences.

Model 3 focuses on participants who initially held neutral attitudes. We find a large but

only marginally significant negative effect of being matched with one opponent on subsequent

attitudes (β = −0.476, p = 0.062), while the effect of one supporter remains statistically

insignificant (β = −0.358, p = 0.147). The difference between these two conditions is not
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statistically significant (F = 1.24, p = 0.268). However, this analysis is based on a smaller

subsample, also because of the lower frequency of opponents.

In Model 4, being matched with two opponents leads to a large and negative reduction in

attitudes (β = −0.742, p = 0.005), whereas meeting two supporters again does not show a

significant effect on attitude change (β = −0.241, p = 0.310). This difference is statistically

significant (F = 13.86, p < 0.001).

Appendix Table A10 shows the share of participants who changed their opinion after the

chat, broken down by the prior attitude composition of their chat group. The likelihood of

attitude change was highest when participants were matched with two opponents (26.8%) or

a group including one opponent (24.9%). Appendix Table A11 shows that encountering an

opponent in the chat significantly increases the odds of attitude change by 20.8% (p = 0.092)

compared to not encountering one, while encountering a supporter significantly decreases these

odds by 26.4% (p = 0.018). A direct comparison between these two (ignoring neutrals) shows

that discussing the issue with an opponent instead of a supporter increases the odds of attitude

change by 64.2%.

Taken together, the results demonstrate an asymmetry in how chat partners influence at-

titude formation: deliberating with opponents significantly reduces support for AI, whereas

engagement with supporters shows no such an effect. Encountering even a single opponent in-

creases skepticism, suggesting that opponents are more persuasive in the discussions. We next

explore this further by applying quantitative text analysis to the chat content.

2.3.4 Chat content

We collected 15,875 individual messages from the 786 chat group conversations. The descriptive

data indicates that opponents are more active in the chat. Participants with negative prior

attitudes wrote more words on average (M = 99.1) than those with neutral views (M = 89.0,

p < 0.001, MWU test) and supporters (M = 90.0, p < 0.001, MWU-test). The number of

words written by participants with neutral and positive views does not differ significantly

(p = 0.878). They also sent more messages on average (M = 5.94) compared to neutrals

(M = 5.55, p = 0.017) and supporters (M = 5.72, p = 0.021). Again, there is no significant

difference between the latter two groups (p = 0.472).

To focus the content analysis on substantive arguments and reduce noise introduced by the

conversational nature of the chats, we excluded brief messages containing five words or fewer,

such as greetings (hey how are you doing) or simple affirmations (I agree with your statement),
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from the sample.10 The final dataset comprises 12,569 messages. The average message length

is 16.7 words (median = 15; SD = 9.68).

Our text analysis classifies chat messages according to whether they express supportive or

critical stances on AI implementation in the criminal justice system. To ensure robustness, we

apply three distinct classification models and compare their outputs.11 For illustrative examples

of randomly sampled messages along with predicted labels and associated confidence scores,

see Appendix Table A15.

The first classifier is based on BERT (Bidirectional Encoder Representations from Transform-

ers) 12. BERT is a transformer-based language model that captures the contextual meaning of

words by jointly considering both preceding and following terms in a sentence (Devlin et al.,

2019).13 BERT generates contextualized word embeddingsnumerical representations that reflect

both the meaning and context of words within a given sentence. Unlike traditional embeddings,

BERTs representations vary with context. For example, the word bank is embedded differently

in I went to the bank to deposit money versus The boat rested on the river bank. This capacity

to disambiguate meaning is particularly valuable for our conversational dataset, where similar

terms can convey different stances depending on usage. For instance, the term biased in human

judges are more biased than ai signals support for AI, whereas ai is biased because it is trained

on biased data reflects a critical view. For our analysis of conversational and unstructured chat

data, we use RoBERTa (Robustly Optimized BERT Pretraining Approach) (Liu et al., 2019).

RoBERTa follows the same architecture as BERT but uses more training data and a revised

training procedure. The model has shown strong performance in handling informal language

and dialogue, which fits the characteristics of our dataset (Adoma et al., 2020). We fine-tune the

RoBERTa model on written responses that participants submitted prior to the chat. In these

responses, participants reflected on potential benefits and drawbacks of using the AI tool. The

training set helps the model learn how context-specific language signals supportive or critical

views. To reduce noise, we include only responses with at least four words, excluding very short

answers such as yes or I dont know. The final training set consists of 2,314 supportive responses

and 2,303 critical ones. After training, we apply the model to classify each of the 12,569 chat

messages as either supportive or critical of the AI tool.

10While expressions of agreement are relevant to our broader research question, our primary interest lies in
quantifying attitude change, which we measure based on participants scale responses after the chat. Including
such phrases could introduce a positivity bias in the text analysis without contributing substantive content.

11We do not use manual human coding for classification due to the large sample size. Coding a small subset
(e.g., 500 messages) would not meaningfully validate results across the full dataset, while coding a sufficiently
large portion would be prohibitively costly. Moreover, human annotation is itself subject to inconsistency and
error (Bojić et al., 2025).

12We use Python for this task.
13BERT-based models are among the most widely used tools for text analysis in economics. For a review, see Ash

and Hansen (2023); for recent applications, see Ferrario and Stantcheva 2022; Bursztyn et al. 2023; Moreno
et al. 2025.
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To further increase robustness, we train and apply two additional classifiers. The first is a

Wordscore model, which is a supervised text scaling method that uses a simple bag-of-words

approach (Benoit et al., 2018).14 The model assigns a numerical score to each word based on

its relative frequency in reference texts drawn from free-form responses labeled as positive or

negative arguments. It then classifies new messages by averaging the scores of the words they

contain, while ignoring word order and syntax. Messages with higher average scores are classified

as positive; those with lower scores are classified as negative. It then classifies new messages by

averaging the scores of the words they contain, while ignoring word order and syntax. Messages

with higher average scores are classified as positive; those with lower scores are classified as

negative. The second classifier is a Lasso-penalized logistic regression model as a weighted bag-

of-words approach (Tibshirani, 1996; Ng, 2004). The model assigns a weight to each word based

on how well it predicts whether a message is supportive or critical. The Lasso penalty reduces

overfitting by shrinking the weights of less informative words to zero. This process selects a

subset of relevant words and improves the models generalizability. Unlike Wordscore, which

relies on fixed word scores derived from frequency patterns in labeled texts, the Lasso model

adjusts word weights to maximize predictive accuracy. This makes Lasso more flexible but also

less transparent than Wordscore. Because of the large sample size, we can restrict the text

analysis to a conservative subset in which all three classifiers agree (n = 6,879). This approach

reduces noise and bias in results. We also provide robustness checks based on predicted classes

from each individual classifier.

We find that negative arguments appear significantly more frequently in the chat conver-

sations, across all three classification methods (p < 0.001, binomial test, for each method).

In the conservative subset of messages for which all three classifiers agree on the classifica-

tion (n = 6,879), 66.9% of messages (4,599) are classified as negative, while 33.1% (2,271) are

classified as positive. According to the BERT classification, 53.9% of all messages (6,879) are

negative and 46.1% (5,899) are positive. The Wordscore model classifies 65.4% of messages as

positive and 34.6% as negative. The Lasso model produces 59.9% positive and 40.1% negative

classifications. This pattern is notable given that the majority of participants reported positive

attitudes prior to the chat

In line with this pattern, we find that opponents contribute more arguments aligned with

their stated attitudes than supporters do. Table 2.4 presents Poisson regression results where

the dependent variable is the number of arguments contributed, and the key independent

variables are participants prior attitudes, categorized as negative, neutral, and positive (with

neutral as the reference category). The analysis is based on the conservative subset of 6,879

chat messages for which all three classification methodsBERT, Lasso, and Wordscoreagree on
14We use the quanteda package in R for this task.
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the stance classification.15 Corresponding results based on each individual classification method

are reported in Appendix Tables A12, A13, and A14.

Model (1) reports results for the total number of arguments contributed, regardless of argu-

ment direction. Model (2) restricts the analysis to negative arguments, and Model (3) to positive

arguments. The intercept in Model (1) is positive and significant, indicating that participants

with neutral prior attitudes (the reference category) contribute actively in the chat, with an

average of nearly three arguments (exp(1.060) ≈ 2.89). This shows that neutral participants

do engage in the discussion and have views to express.

Models (2) and (3) break this down by argument direction. The intercepts show that neutral

participants contribute more negative than positive arguments. Specifically, they contribute

about 2.34 negative arguments on average (exp(0.850)) and about 1.47 positive arguments

(exp(0.384)), i.e., 1.6 times more negative than positive arguments.

Table 2.4: Prior Attitudes and Number of Positive and Negative Arguments Contributed

DV: Number of Arguments Contributed
(1) (2) (3)

Total Negative Arguments Positive Arguments
Intercept 1.060∗∗∗ 0.850∗∗∗ 0.384∗∗∗

(0.029) (0.031) (0.037)
Negative attitude 0.148∗∗∗ 0.185∗∗∗ −0.052

(0.036) (0.039) (0.049)
Positive attitude 0.036 −0.112∗∗∗ 0.172∗∗∗

(0.033) (0.036) (0.043)
Observations 2,221 1,941 1,394
AIC 8,479 6,521 3,920

Notes: Poisson regression models using a conservative subsample where chat message classification (positive
versus negative argument) agrees across BERT, Wordscore, and LASSO methods (N=6,870 messages). The
dependent variable is the number of arguments contributed during the chat and independent variables are
participant’s attitude prior to the chat. Measures are at the participant level, yet participants vary in their
number of arguments raised and can provide arguments for both positions, positive and negative. The
reference group consists of participants with a neutral prior attitude (score = 3 on a 5-point Likert scale).
Negative attitude refers to participants who stated a 1 or 2 (opposition) before entering the chat. Positive
attitude refers to those who stated a 4 or 5 (support). Model (1) includes all participants who contributed
any argument (whose classification matched across classifiers), regardless of direction. Models (2) and (3)
restrict the sample to participants who contributed at least one negative or positive argument, respectively.
Participants who raised both positive and negative arguments are included in both Models (2) and (3),
which explains why the sum of observations in Models (2) and (3) exceeds that of Model (1). Standard
errors are clustered at the participant level and reported in parentheses. Coefficients represent log counts.
Significance levels: ∗p < 0.1, ∗∗p < 0.05, and ∗∗∗p < 0.01.

In Model (1), the coefficient for negative prior attitudes is positive and significant (β = 0.148,

p < 0.001), indicating that opponents contribute significantly more arguments in total than

neutrals. The coefficient for positive prior attitudes is smaller and not significant (β = 0.036,

15These 6,879 messages were contributed by 2,221 of the original 2,358 participants, thus covering the vast
majority of the sample.
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p = 0.275), suggesting that supporters do not differ significantly from neutrals in the total

number of arguments contributed.

Model (2) shows that opponents contribute significantly more negative arguments than neu-

trals (β = 0.185, p < 0.001), while supporters contribute significantly fewer (β = −0.112,

p < 0.001). In contrast, Model (3) shows that supporters contribute significantly more positive

arguments than neutrals (β = 0.172, p < 0.001), whereas opponents do not differ significantly

from neutrals in their number of positive arguments (β = −0.052, p = 0.288).

Overall, these results show a strong link between participants’ prior attitudes and the ar-

guments they contribute during the chat. Moreover, opponents are more active overall, con-

tributing a higher number of arguments. The comparison with neutral participants as reference

group reveals an asymmetry: neutrals contribute more negative than positive arguments and do

not differ significantly from opponents in their contribution of supportive arguments. Despite

having reported a neutral stance prior to the chat, their argumentative behavior more closely

resembles that of opponents than of supporters. This suggests that their neutrality may not

reflect a lack of stance or disengagement. The main findings hold when using each classifier

separately, although these models exhibit substantially poorer fit (Appendix Tables A12, A13,

and A14). Results based on the BERT model are broadly consistent, although they indicate

higher argumentative activity among supporters. All models confirm the link between prior

attitudes and argument direction.

Table 2.5 reports OLS regression results examining the relationship between arguments re-

ceived from chat partners and subsequent attitude change. The dependent variable is attitude

change, measured as the difference between post-chat and pre-chat attitudes on a 5-point scale

(ranging from 4 to +4). Model 1 includes the standardized number of positive and negative

arguments received as predictors. Model 2 adds indicators for whether participants were sup-

porters (initial score 4 or 5) or opponents (score 1 or 2) before entering the chat. Participants

with neutral prior attitudes (score 3) are excluded, as we mainly focus on whether supporters

and opponents differ in how they respond to arguments.

24



Chapter 2. Fragile AI Optimism

Table 2.5: Attitude Change by Arguments Received in the Chat

(1) (2)
Positive arguments (std.) 0.058∗∗∗ 0.048∗

(0.016) (0.025)
Negative arguments (std.) −0.063∗∗∗ −0.014

(0.016) (0.026)
Supporter −0.412∗∗∗

(0.110)
Supporter x positive arguments (std.) 0.014

(0.032)
Supporter x negative arguments (std.) −0.075∗∗

(0.033)
Observations 1,826 1,826
R2 0.103 0.113
Adjusted R2 0.102 0.110

Note: OLS regression models with attitude change as dependent variable,
measured as difference between posteriors and priors (from −4 to +4). Posi-
tive/Negative arguments (std.) are standardized (z-scored) counts of arguments
received during the chat. The sample excludes participants stated stated neu-
tral priors before the chat. Supporter is a dummy for participants with initially
positive attitudes (score 4 or 5). Opponents serve as reference group. Sample
excludes those with neutral priors. The models control for prior attitudes. Ro-
bust SE in parentheses. Significance levels: ∗p < 0.1, ∗∗p < 0.05, ∗∗∗p < 0.01.

Model 1 estimates the baseline association between arguments received and subsequent at-

titude change. Receiving more positive arguments is associated with more positive attitude

changes (β = 0.058, p < 0.001), while receiving more negative arguments are associated with

negative attitude changes (β = −0.063, p < 0.001). The results suggest that participants up-

dated their attitudes based on the content of the discussion, consistent with prior literature on

persuasion and social learning (e.g., DellaVigna and Gentzkow 2010; Kamenica and Gentzkow

2011; Goeree and Yariv 2011b; Iaryczower et al. 2018; Schwartzstein and Sunderam 2022).

Model 2 tests heterogeneous effects based on prior attitudes (two groups: supporters vs.

opponents). The reference group is opponents, for whom an increase in the number of pos-

itive arguments is marginally associated with a more favorable attitude change (β = 0.048,

p = 0.059). This suggests that positive updates among opponents were partially driven by per-

suasive content. Supporters, by contrast, respond significantly more negatively when exposed

to negative arguments (β = −0.075, p = 0.023). This suggests that supporters respond more

strongly to negative arguments than opponents to positive ones. This difference in response to

counterarguments is statistically significant (F = 18.40, p < 0.001, linear hypothesis test). The

results are robust to ordered logistics regression models as reported in Appendix Table A23.
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Topics associated with attitude change

Although not the main focus of this study, we can gain insights into the persuasive content, i.e.,

the topics raised in the chat that contributed to shifts in participants attitudes. To this end, we

quantitatively analyze the written justifications for their positive or negative attitude change

that participants provided after the discussion. We apply a text classification approach that

combines term frequencyinverse document frequency (TF-IDF) representations with a logistic

regression model using L1 regularization (Wang and Manning, 2012). This method identifies the

most predictive words of each group, i.e. those justifying positive and those justifying negative

attitude change. Term Frequency (TF) captures how often a word appears in an individual

justification, while Inverse Document Frequency (IDF) reduces the weight of words that occur

in many justifications. The TF-IDF score therefore emphasizes words that are both frequent in

a single text and rare across others. The logistic regression model uses these weighted features

and applies L1 regularization, which penalizes the inclusion of weak predictors by shrinking

their coefficients to zero. As a result, the model selects a small set of words that best distinguish

between justifications associated with positive and negative attitude change.

Table 2.6 lists the 30 terms most strongly associated with each group, i.e., participants who

became more positive and those who became more negative, based on the absolute value of

the model coefficients. The training and output include both full words and lemmatized stems.

Comparing the terms across the two groups suggests that justifications associated with positive

attitude change exhibit greater thematic coherence than those associated with negative change.

Participants who became more supportive seem to highlight the role of AI as a tool used as

support for human judges, as reflected in terms such as alongside, help, tool, addition, aid,

extra,support, inform and provide. In other words, their increased support appears to rest on

the assumption or condition that AI will complement, rather than replace, judges, and can

improve human decision-making.

What is particularly striking is the magnitude of the log-likelihood coefficients in the posi-

tive group. Terms like alongside and help display substantially higher log-likelihood G2 values

than any term in the negative group. Combined with the frequent appearance of similar and

connected words, this suggests that this specific theme is especially predictive and distinctive

of positive attitude change.
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Table 2.6: Top keywords by log-likelihood ratio in justifications of positive vs. negative attitude
change

Positive Change Negative Change
Word stem Log-likelihood (G2) Word stem Log-likelihood (G2)
alongside 2.999 data 0.802
help 2.666 people 0.556
benefit 1.988 negative 0.343
long 1.669 wrong 0.080
judge 1.275 develop 0.070
tool 0.904 risk 0.068
opinion 0.891 go 0.066
useful 0.864 emotion 0.064
better 0.840 bias 0.062
outweigh 0.737 individual 0.060
still 0.441 much 0.058
extra 0.341 create 0.056
positive 0.327 company 0.054
agree 0.319 someone 0.052
work 0.146 life 0.050
addition 0.128 big 0.048
aid 0.120 oversight 0.046
final 0.118 issue 0.044
inform 0.112 malfunction 0.042
never 0.109 point 0.040
support 0.103 error 0.038
good 0.099 reflect 0.036
replace 0.093 enough 0.034
assist 0.091 program 0.032
make 0.089 machine 0.030
perfect 0.087 bad 0.028
would 0.084 difficult 0.026
provide 0.082 technical 0.024
though 0.078 offend 0.022
N = 161 N = 315

Note: This table displays the top 30 keywords predictive of justifica-
tions for positive vs. negative attitude changes after the chat, ranked
by log-likelihood ratio (G2). The values are obtained through keyness
analysis comparing word frequencies in written justifications. Higher
G2 values indicate stronger statistical distinctiveness of a word for
the respective group.

In contrast, words predictive of justifications for negative attitude changes show a greater

topic heterogeneity. Predictive keywords include data and bias, risk, malfunction, and error,

oversight and company, as well as emotion, individual, and reflect. These clusters capture dis-

tinct themes such as technical failure, fairness and data integrity, institutional accountability,

and concerns related to human values and empathy. This thematic dispersion likely contributes

to the lower predictive strength of individual keywords in this group. Given prior results that

opponents contributed more negative arguments, this finding also suggests that opponents ar-
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ticulated a broader range of concerns. Many of these predictive topics were not introduced in

the experimental instructions, which suggests that attitude changers learned these concerns

when discussing the topic with others. These findings suggest that opponents’ attitudes were

shaped not only by the information provided during deliberation but also by prior knowledge,

as indicated by the correlation between initial attitudes and argument stance. Their responses

reflect more developed reasoning, both in the number of arguments and the diversity of topics

addressed. Supporters, by contrast, appear to introduce few additional benefits beyond those

presented in the experiment, for example, advantages such as improving consistency.

Appendix Tables A17 through A22 present the most frequent words used by participants,

grouped by their prior attitudes (positive, negative, neutral), as well as the most frequent

words they received from others in the chat, categorized by the direction of their attitude

change (positive, negative, no change), respectively.

2.4 Discussion

The rapid expansion of predictive technologies such as artificial intelligence (AI) in public

sector decision-making is fundamentally transforming public institutions and their procedures.

Yet how citizens - those most affected by this transformation - form their attitudes toward

these technologies is not well understood (De Freitas et al., 2023; Stilgoe, 2024). Even less is

known about the extent to which their stated attitudes truly reflect their preferences.

To our knowledge, this is the first study to provide evidence that stated approval of AI is

less robust than stated opposition. We demonstrate this using several indicators. First, effects

of informational treatments that initially increase support for AI, consistent with prior survey

evidence, are eliminated through peer deliberation. Second, individuals initially expressing AI

support are significantly more likely to revise their stance toward skepticism. Third, individuals

with an initial oppositional stance are less susceptible to counterarguments, more persuasive,

and show more extensive reasoning, both in argument frequency and heterogeneity. Participants

who became more skeptical referred to a broader range of topics when justifying their attitude

change, suggesting opponents presented a greater diversity of considerations (Gennaioli and

Shleifer, 2010).

The findings suggest that there is a substantial public uncertainty regarding the evaluation

of AI adoption in critical public domains. This has important implications for the public legiti-

macy of this institutional transformation, suggesting that stated acceptance may be superficial

and vulnerable to shifts. Such fragility could trigger future public resistance, complicate im-

plementation efforts, and erode the sustained trust required for widespread and ethical AI

integration. Moreover, the results challenge prior literature that emphasizes technical and pro-
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cedural adjustments as pathways to increasing public acceptance of AI and related tools, (e.g.,

Dietvorst et al. 2018; Chen et al. 2025). Instead, the findings point to the need for greater

investment in public information, education, and deliberative mechanisms to foster more stable

and well-informed attitudes Sætra et al. 2022; Arnesen et al. 2024). At the same time, the data

reveal that opposition to AI appears robust. This suggests that, in case certain AI systems

offer demonstrable social benefits, realizing those gains in practice may require more sustained

efforts to persuade skeptics.

The findings may have implications not only for ethical and democratic AI governance but

also for other domains, including political campaigning and consumer marketing. In politi-

cal campaigning, the uncertainty surrounding AI among many individuals creates a strategic

opening for political actors. Unlike more established policy domains, such as climate change or

migration, AI has not yet become deeply polarized and can be framed in ways that resonate

across diverse constituencies. In marketing, the results align with the current wave of consumer

enthusiasm surrounding AI: many consumers quickly adopt AI-branded products despite their

limited understanding of the underlying technologies and their implications. The results of

this study indicate that such endorsement may stem from inexperience and uncertainty, which

makes it both widespread and easily swayed.

Our findings should be interpreted with caution due to several methodological limitations.

As with any controlled experiment, the question of external validity remains. Although this

design has the advantage of using multiple measures of attitudes, including both scaled re-

sponses and written statements, which enhances robustness, our ability to assess how these

attitudes translate into real-world behavior is nonetheless limited. In particular, it remains un-

clear whether similar patterns would emerge in other public domains, where public attitudes

toward AI may be more stable due to greater familiarity and experience with the technology.

We selected the criminal justice context because it offers a realistic yet relatively unfamiliar

policy domain. We assumed that most individuals have limited direct experience in this do-

main, which reduces the likelihood of noise and bias in their response behavior due to personal

experience. Second, the sample is not representative of the broader population. Participants

were recruited through Prolific, a platform known for high data quality but nonetheless subject

to selection effects that undermine representativeness. Also, due to a technical issue at Prolific,

our sample contains a higher proportion of female and highly educated respondents. Although

we attempted to correct this imbalance through resampling, it remains present. Importantly,

our analyses do not reveal significant associations between gender or education and the main

outcomes, suggesting the imbalance is unlikely to drive the results. Nonetheless, given that

public attitudes toward AI are likely shaped by a range of demographic and social factors,

29



Chapter 2. Fragile AI Optimism

generalizability remains limited. Third, our quantitative analysis of the chat content relies on

automated text classification using three distinct approaches: BERT, LASSO, and Wordscore.

To ensure reliability, we restricted the analysis to the subset of messages for which all three

classifiers agreed. While this conservative approach enhances internal validity, it leads to con-

siderable data loss. Furthermore, in the absence of human-annotated ground truth, we cannot

fully verify the accuracy of the remaining classifications. The opacity of some methodsparticu-

larly BERTalso limits our ability to interpret why a given label was assigned. These challenges

resemble those faced in other empirical contexts, such as noisy survey responses or inconsistent

behavioral measures. Future research could address these limitations in several ways. First, de-

liberative studies using nationally representative samples (for a recent example in the context

of AI, see Arnesen et al. (2024)) could enhance external validity and test whether the observed

patterns hold across different cultural contexts and application contexts. It would also be valu-

able to explore how deliberative frameworks can be scaled to include broader segments of the

public in discussions about AI and its governance. Online formatssuch as the one employed in

this studyoffer a low-cost and scalable approach capable of reaching diverse populations across

social groups and countries. Second, further exploration of AI adoption in other domains, such

as education, employment, or healthcare, would help determine whether the observed patterns

are specific to the criminal justice context or indicative of broader public dynamics surrounding

emerging technologies. Finally, the use of large language models (LLMs) for text classification

may provide a scalable and cost-effective alternative to our current ensemble method Korinek

(2023); Ash et al. (2025). In future work, we plan to leverage advances in LLMs to analyze the

content of deliberative discussions in greater detail, with the aim of identifying which specific

arguments and discussion dynamics are most influential in shaping public attitudes toward AI.

2.5 Conclusion

Public attitudes toward AI are still forming and not yet stable. This study finds that many

individuals express initially positive views, but these may reflect uncertainty rather than firm

preferences. Rather than treating public support for AI as a fixed input into institutional design,

our findings suggest that these attitudes are malleable and still emerging. This has implications

for how scholars model public preferences, how policymakers interpret survey data, and how in-

stitutions measure legitimacy in the face of rapid technological change. Contrary to the current

optimism surrounding AIs technical potential, the social foundations of its acceptance remain

fragile and uneven. Understanding not only how citizens evaluate AI, but how their views

evolve, is critical for ensuring that the governance of algorithmic tools remains democratically

legitimate and practically effective.
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2.A Appendix

Appendix A: Sessions and Sample Details

Table A1: Overview of Treatments and Fielding Dates

Treatment Obs. Session Dates (Year 2021)
Judge_full_discretion1, Public_institution0, Restricted_inputs0 383 20/10, 25/10, 15/11
Judge_full_discretion1, Public_institution0, Restricted_inputs1 363 26/10, 15/11
Judge_full_discretion1, Public_institution1, Restricted_inputs0 353 27/10, 16/11
Judge_full_discretion1, Public_institution1, Restricted_inputs1 354 28/10, 16/11
Judge_full_discretion0, Public_institution0, Restricted_inputs0 353 29/10, 17/11
Judge_full_discretion0, Public_institution0, Restricted_inputs1 350 02/11, 17/11
Judge_full_discretion0, Public_institution1, Restricted_inputs0 358 03/11, 18/11
Judge_full_discretion0, Public_institution1, Restricted_inputs1 350 04/11, 23/11

Note: This table presents the dates of when the treatment sessions were fielded, incl. re-sampling sessions.

Table A2: Age Distribution

Age Group (Years) Frequencies %
18-24 579 24.64
25-34 833 35.34
35-44 485 20.64
45-54 268 11.40
55-64 141 6.00
65-74 38 1.62
75-81 6 0.26

Note: The table shows the age distribution of
participants in the final sample, with absolute
frequencies and proportions across seven age
categories. NAs are excluded.

Table A3: Disposable Household Income

Income Level Count %
less than 500 0 0
500-1000 616 27.5
1000-2000 622 27.7
2000-3000 526 23.5
3000-4000 265 11.8
4000-5000 148 6.6
more than 5000 65 2.9

Note: The table shows the house-
hold income distribution (in pounds)
of of participants in the final sample
(N=2,358). NAs are excluded.
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Table A4: Education Distribution

Education Level Frequency %
Primary School 1 0
Secondary School (up to 16 years) 159 6.8
Higher Education (A-levels, etc.) 549 23.4
College or University 1,169 49.8
Post-graduate Degree 461 19.6
Prefer not to say 9 0.4

Note: This table presents the distribution of education
among the participants in the final sample. NAs are ex-
cluded.

Table A5: Distribution of Attitudes before the Chat Discussion

Treatment Str. Dis. Disagree Neutral Agree Str. Agree Pos % Neg % Mean N

Restr. inputs = 0 80 270 181 579 71 0.55 0.29 3.25 1181
Restr. inputs = 1 52 269 229 564 55 0.53 0.27 3.26 1169
Public inst. = 0 92 288 191 526 64 0.51 0.32 3.16 1161
Public inst. = 1 40 251 219 617 62 0.57 0.24 3.34 1189
Judge full d. = 0 64 243 208 578 64 0.55 0.26 3.29 1157
Judge full d. = 1 68 296 202 565 62 0.52 0.30 3.22 1193

Note: This table presents the distribution of attitudes in each treatment condition before the chat (as counts).
Pos % represents the proportion of participants with positive attitudes (agree or strongly agree), while Neg %
represents the proportion of participants with negative attitudes (disagree or strongly disagree). The question
participants responded to was: How strongly do you agree with this statement: The AI, as explained in this
scenario, should be used in criminal courts?

Table A6: Distribution of Prior Attitudes and Direction of Attitude Changes

Prior Attitude Count (Percentage) Positive Change Negative Change
1 133 (5.60%) 11 (8.27%) 0 (0.00%)
2 541 (22.90%) 63 (11.65%) 10 (1.85%)
3 410 (17.40%) 56 (13.66%) 71 (17.32%)
4 1148 (48.70%) 31 (2.70%) 207 (18.03%)
5 126 (5.30%) 0 (0.00%) 27 (21.43%)

Note: This table reports the distribution of participants’ prior attitudes (measured on a
15 scale, where 1 = strongest opposition and 5 = strongest support) and their subsequent
attitude changes after deliberation. Count (Percentage) refers to the number and share
of participants at each attitude level. Positive Change and Negative Change indicate the
number and percentage of participants whose attitudes shifted upward or downward after
the chat, respectively.
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Figure A1: Alluvial Plot of Attitude Changes

Table A9: Chat Group Constellations by Prior Attitudes

Chat Group Constellation Frequency Relative Frequency (%)
negative positive positive 197 25.06
negative neutral positive 134 17.05
positive positive positive 128 16.28
neutral positive positive 110 13.99
negative negative positive 97 12.34
neutral neutral positive 45 5.73
negative negative neutral 35 4.45
negative negative negative 21 2.67
negative neutral neutral 16 2.04
neutral neutral neutral 3 0.38
Total 786 100.00
Note: This table reports the absolute and relative frequency of
each chat group constellation based on the attitudes of participants
before entering the chat conversations (positive, neutral, negative).
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Table A7: Attitudes Before Chat

DV: Prior Attitudes
(1) (2)

Judge full discretion 0.186∗∗ 0.204∗∗∗
(0.078) (0.079)

Public institution 0.338∗∗∗ 0.364∗∗∗
(0.078) (0.079)

Restricted inputs −0.001 0.003
(0.078) (0.078)

AI knowledge 0.086 0.071
(0.055) (0.056)

AI knowledge (confidence) −0.067 −0.074
(0.058) (0.059)

Belief: Judge bias 0.143∗∗ 0.103∗
(0.056) (0.058)

Belief: AI less biased than judge 0.571∗∗∗ 0.592∗∗∗
(0.042) (0.042)

Belief: Restricted AI is accurate 0.382∗∗∗ 0.374∗∗∗
(0.038) (0.038)

Age −0.015∗∗∗
(0.003)

Female −0.034
(0.090)

Education 0.042
(0.048)

Observations 2,358 2,348
AIC 5906.60 5866.09

Notes: Ordered logistic regression predicting stated support for the imple-
mentation of AI in court decisions, measured on a 5-point Likert scale (1 =
strongly oppose, 5 = strongly support). Judge full discretion, Public insti-
tution, and Restricted inputs are treatment indicators (1 = feature present
in scenario). AI knowledge and AI knowledge (confidence) are self-assessed
measures of understanding of AI (absolute and relative). Judge bias, AI
less biased than judge, and Restricted AI is accurate are belief measures.
Model 2 includes demographic controls. Education is an ordered categorical
variable. Standard errors in parentheses. ∗p < 0.1, ∗∗p < 0.05, ∗∗∗p < 0.01.
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Table A8: Attitude Change (Binary)

DV: Attitude Change (Binary)
(1) (2) (3)

Public institution -0.160 -0.169 -0.152
(0.104) (0.104) (0.105)

Judge full discretion 0.112 0.100 0.113
(0.103) (0.104) (0.104)

Restricted inputs 0.124 0.129 0.130
(0.104) (0.104) (0.104)

AI knowledge -0.133∗∗ -0.140∗∗ -0.136∗
(0.060) (0.061) (0.064)

AI knowledge relative to others 0.043 0.042 0.040
(0.076) (0.076) (0.076)

AI attitude general (positive) -0.002 -0.001 0.003
(0.084) (0.084) (0.084)

AI attitude general (negative) -0.119 -0.121 -0.133
(0.088) (0.088) (0.088)

Belief: Judge bias 0.029 -0.017
(0.072) (0.074)

Belief: AI less biased than judge -0.103∗ -0.083
(0.054) (0.054)

Belief: Accuracy AI with restricted input 0.148∗∗∗ 0.136∗∗∗
(0.051) (0.051)

Prior attitudes 0.219∗∗∗ 0.217∗∗∗ 0.201∗∗∗
(0.054) (0.057) (0.057)

Age -0.019∗∗∗
(0.005)

Female 0.118
(0.123)

Education 0.005
(0.064)

Observations 2350 2350 2348
AIC 2358.0 2350.3 2337.7
Notes: The dependent variable is Attitude Change (Binary), coded as 1 if a participant
changed their attitude after the chat. Model 1 includes treatment indicators, self-assessed
AI knowledge (actual and relative), general attitudes toward AI, and prior attitudes.
Model 2 adds beliefs about judges and AI. Model 3 includes demographics. Belief: Judge
bias captures perceptions that human judges are influenced by prejudice. Belief: AI less
biased than judge reflects whether participants believe AI is fairer than judges. Belief: Ac-
curacy AI with restricted input measures the belief that AI remains accurate even when
sensitive attributes are excluded from its inputs. Robust standard errors are in parenthe-
ses. Significance levels: ∗p < 0.1, ∗∗p < 0.05, ∗∗∗p < 0.01.
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Table A10: Attitude Change by Chat Composition

Chat Composition N Changed Change Rate Difference (pp)
negative negative 194 52 0.268 2.52
negative neutral 233 58 0.249 0.61
neutral neutral 70 17 0.243 0.00
negative positive 722 150 0.208 −3.51
neutral positive 442 86 0.195 −4.83
positive positive 689 113 0.164 −7.89
Total 2,350 476 0.203 —
Note: This table reports the number and share of participants who changed
their opinion after the chat, by chat partner composition. Change is defined as a
difference between the pre- and post-chat attitude (measured on a 5-point Likert
scale). The column “Difference (pp)” indicates the change in percentage points
compared to the baseline case of being matched with two neutrals.

Table A11: Determinants of Attitude Change (Binary)

Attitude Change (Binary)
Intercept −1.874∗∗∗

(0.224)
Encountered Opponent 0.189∗

(0.112)
Encountered Supporter −0.307∗∗

(0.129)
Prior Attitude 0.194∗∗∗

(0.051)
Observations 2342
AIC 2348.4

Note: Logistic regression model with Attitude Change as depen-
dent variable, measured as a binary indicator (1 for change, 0 for
no change). Encountered Opponent is a binary variable indicat-
ing if the participant was paired with at least one opponent in
the chat. Encountered Supporter is a binary variable indicating
if the participant was paired with at least one supporter. The
reference group for these variables is encountering a neutral par-
ticipant. Standard errors are reported in parentheses. Coefficients
represent log-odds. Significance levels: ∗p < 0.1, ∗∗p < 0.05, and
∗∗∗p < 0.01.
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Table A12: Prior Attitude and Number of Arguments Contributed (BERT)

Dependent variable: Number of Arguments
(1) Total (2) Negative (3) Positive

Intercept 1.630∗∗∗ 1.075∗∗∗ 1.025∗∗∗
(0.023) (0.028) (0.029)

Negative attitude 0.092∗∗∗ 0.182∗∗∗ 0.026
(0.029) (0.035) (0.035)

Positive attitude 0.181∗∗∗ 0.015 0.219∗∗∗
(0.024) (0.029) (0.030)

Observations 2339 2151 2123
AIC 10830.23 8249.78 7678.92

Note: Poisson regression models using based on BERT classifier. The depen-
dent variable is the number of arguments contributed during the chat. The
reference group consists of participants with a neutral prior attitude (score
= 3 on a 5-point Likert scale). Negative attitude refers to participants who
stated a 1 or 2 (opposition) before entering the chat. Positive attitude refers to
those who stated a 4 or 5 (support). Model (1) includes all participants who
contributed any argument, regardless of direction. Models (2) and (3) restrict
the sample to participants who contributed at least one negative or positive
argument, respectively. Participants who raised both positive and negative ar-
guments are included in both Models (2) and (3), which explains why the sum
of observations in Models (2) and (3) exceeds that of Model (1). Standard
errors are clustered at the participant level and reported in parentheses. Co-
efficients represent log counts. Significance levels: ∗p < 0.1, ∗∗p < 0.05, and
∗∗∗p < 0.01.

Table A13: Prior Attitude and Number of Arguments Contributed (Lasso)

Dependent variable: Number of Arguments
(1) Total (2) Negative (3) Positive

Intercept 1.630∗∗∗ 1.220∗∗∗ 0.783∗∗∗
(0.023) (0.028) (0.030)

Negative attitude 0.092∗∗∗ 0.154∗∗∗ -0.037
(0.029) (0.035) (0.039)

Positive attitude 0.043 -0.095∗∗∗ 0.199∗∗∗
(0.027) (0.033) (0.035)

Observations 2339 2215 2063
AIC 10830.23 8842.83 7046.11

Note: Poisson regression models based on Lasso (glmnet) classifier. The de-
pendent variable is the number of arguments contributed during the chat. The
reference group consists of participants with a neutral prior attitude (score
= 3 on a 5-point Likert scale). Negative attitude refers to participants who
stated a 1 or 2 (opposition) before entering the chat. Positive attitude refers to
those who stated a 4 or 5 (support). Model (1) includes all participants who
contributed any argument, regardless of direction. Models (2) and (3) restrict
the sample to participants who contributed at least one negative or positive
argument, respectively. Participants who raised both positive and negative ar-
guments are included in both Models (2) and (3), which explains why the sum
of observations in Models (2) and (3) exceeds that of Model (1). Standard
errors are clustered at the participant level and reported in parentheses. Co-
efficients represent log counts. Significance levels: ∗p < 0.1, ∗∗p < 0.05, and
∗∗∗p < 0.01.
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Table A14: Prior Attitude and Number of Arguments Contributed (Wordscore)

Dependent variable: Number of Arguments
(1) Total (2) Negative (3) Positive

Intercept 1.630∗∗∗ 1.290∗∗∗ 0.708∗∗∗
(0.023) (0.027) (0.029)

Negative attitude 0.092∗∗∗ 0.142∗∗∗ -0.028
(0.029) (0.033) (0.040)

Positive attitude 0.043 -0.065∗ 0.162∗∗∗
(0.027) (0.031) (0.034)

Observations 2339 2242 1956
AIC 10830.23 9118.62 6390.77

Note: Poisson regression models based on Wordscore classifier. The dependent
variable is the number of arguments contributed during the chat. The refer-
ence group consists of participants with a neutral prior attitude (score = 3 on
a 5-point Likert scale). Negative attitude refers to participants who stated a 1
or 2 (opposition) before entering the chat. Positive attitude refers to those who
stated a 4 or 5 (support). Model (1) includes all participants who contributed
any argument, regardless of direction. Models (2) and (3) restrict the sample
to participants who contributed at least one negative or positive argument,
respectively. Participants who raised both positive and negative arguments are
included in both Models (2) and (3), which explains why the sum of obser-
vations in Models (2) and (3) exceeds that of Model (1). Standard errors are
clustered at the participant level and reported in parentheses. Coefficients rep-
resent log counts. Significance levels: ∗p < 0.1, ∗∗p < 0.05, and ∗∗∗p < 0.01.
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Table A15: Examples of Chat Messages and Corresponding Classifier Predictions

Message Wordscore
Prediction

Wordscore
Conf. Score

BERT
Prediction

BERT
Conf. Score

Lasso
Prediction

Lasso
Conf. Score

judges are highly
intelligent and well
trained and must
undergo years of
training and sit
difficult exams

negative -0.074 negative 0.54 negative 0.57

you are not wait-
ing for me to finish
responding to that
question

positive 0.290 negative 0.54 negative 0.56

my concern is that
private companies
might not be ac-
countable

negative -0.439 negative 0.81 negative 0.78

its impossible for
there not to be bias
as judges are only
human

positive 0.057 negative 0.74 positive 0.73

ai can be used to sup-
port judges not re-
place them

positive 0.120 positive 0.89 positive 0.76

i dont think we
should let ai take the
lead

negative -0.182 negative 0.91 negative 0.74

resources could be
better allocated with
ai

positive 0.349 positive 0.77 positive 0.66

theres still value in
human judgme in
court decisions

positive 0.311 negative 0.86 positive 0.75

ai can reinforce his-
torical biases in the
justice system

negative -0.461 negative 0.90 negative 0.77

humans can also be
inconsistent or emo-
tional in judgments

positive 0.298 negative 0.67 positive 0.74

i mean a lot of pro-
cesses are being au-
tomised which does
help as well

positive 0.278 positive 0.88 positive 0.75

i believe it will help
judges

positive 0.726 positive 0.94 positive 0.82

we need to be cau-
tious about how
much we rely on ai

negative -0.422 negative 0.84 negative 0.70

algorithms can’t un-
derstand context like
a person can

negative -0.391 negative 0.86 negative 0.77

ai in sentencing
might lead to more
consistency

positive 0.471 positive 0.88 positive 0.76

Note: Randomly sampled chat messages with predicted class labels and confidence scores from
three classification models.

39



Chapter 2. Fragile AI Optimism

Table B9 (continued): Examples of Chat Messages and Corresponding Classifier Predictions

Message Wordscore
Prediction

Wordscore
Conf. Score

BERT
Prediction

BERT
Conf. Score

Lasso
Prediction

Lasso
Conf. Score

yeah the i think
judges should just be
vetted a bit more

positive 0.106 negative 0.50 positive 0.56

it would help reduce
court waiting times

positive 0.769 positive 0.89 positive 0.96

people could also be
very against technol-
ogy as they dont
trust it

negative -0.484 negative 0.76 negative 0.95

yes facial movement
detector is great

negative -0.118 positive 0.92 none 0.51

i think the positives
would outweigh the
negatives

positive 0.069 positive 0.59 positive 0.51

how is being released
early a good thing

negative -0.073 positive 0.87 none 0.53

yeah its interesting i
find ai kinda scary
though

negative -0.331 negative 0.79 negative 0.97

who will oversee all of
this

negative -1.000 negative 0.58 negative 0.64

definitely and theres
little information on
who this private com-
pany is

negative -0.552 negative 0.58 negative 0.93

enjoy the rest of your
day

negative -0.115 positive 0.62 positive 0.68

i think it would have
mostly a negative ef-
fect

negative -0.332 negative 0.76 negative 0.96

should prison behav-
ior data be included
in the ai data set as
well to counter that

negative -0.275 negative 0.81 negative 0.90

sorry it s late please
excuse my poor
grammar

negative -0.323 negative 0.60 negative 0.68

i think ai will be
more successful at
determining whether
a criminal will reof-
fend

negative -0.047 positive 0.81 negative 0.66

i think judges should
take more training in
being biased

negative -0.135 negative 0.60 positive 0.66

Note: Randomly sampled chat messages with predicted class labels and confidence scores from
three classification models.
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Table A17: Top 50 Words in Messages Sent by Participants with Positive Prior Attitudes

Rank Word Absolute Frequency Relative Frequency
1 ai 1674 0.047279
2 judge 940 0.026548
3 positive 846 0.023894
4 decision 740 0.020900
5 agree 598 0.016889
6 bias 594 0.016776
7 data 568 0.016042
8 human 499 0.014093
9 judges 494 0.013952
10 negative 343 0.009687
11 people 334 0.009433
12 decisions 325 0.009179
13 time 319 0.009010
14 system 311 0.008784
15 biased 249 0.007033
16 person 246 0.006948
17 impact 235 0.006637
18 yeah 234 0.006609
19 based 219 0.006185
20 feel 207 0.005846
21 information 199 0.005620
22 justice 193 0.005451
23 true 183 0.005168
24 its 176 0.004971
25 final 171 0.004830
26 money 164 0.004632
27 tool 147 0.004152
28 don 146 0.004123
29 biases 145 0.004095
30 lot 140 0.003954
31 factors 127 0.003587
32 implications 127 0.003587
33 crime 126 0.003559
34 account 123 0.003474
35 court 118 0.003333
36 negatives 117 0.003304
37 save 116 0.003276
38 idea 113 0.003191
39 release 112 0.003163
40 effect 105 0.002966
41 fair 102 0.002881
42 prisoner 100 0.002824
43 process 100 0.002824
44 race 100 0.002824
45 reoffending 100 0.002824
46 humans 99 0.002796
47 reduce 99 0.002796
48 past 95 0.002683
49 prison 94 0.002655
50 individual 93 0.002627

Note: Top 50 words sent by participants with positive prior attitudes. Stopwords are removed.
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Table A18: Top 50 Words in Messages Sent by Participants with Negative Prior Attitudes

Rank Word Absolute Frequency Relative Frequency
1 ai 1092 0.050904
2 judge 388 0.018087
3 data 379 0.017667
4 bias 344 0.016036
5 decision 331 0.015430
6 negative 326 0.015197
7 human 313 0.014591
8 agree 309 0.014404
9 judges 268 0.012493
10 people 259 0.012073
11 system 234 0.010908
12 decisions 221 0.010302
13 positive 207 0.009649
14 biased 177 0.008251
15 time 165 0.007692
16 person 146 0.006806
17 justice 145 0.006759
18 don 135 0.006293
19 impact 127 0.005920
20 based 126 0.005874
21 biases 123 0.005734
22 money 113 0.005268
23 feel 112 0.005221
24 company 103 0.004801
25 information 101 0.004708
26 yeah 90 0.004195
27 individual 89 0.004149
28 account 86 0.004009
29 humans 86 0.004009
30 idea 83 0.003869
31 implications 82 0.003822
32 release 79 0.003683
33 private 77 0.003589
34 true 76 0.003543
35 previous 73 0.003403
36 its 72 0.003356
37 cost 69 0.003216
38 computer 68 0.003170
39 risk 68 0.003170
40 factors 66 0.003077
41 past 63 0.002937
42 process 62 0.002890
43 public 61 0.002844
44 save 60 0.002797
45 prisoner 59 0.002750
46 crime 57 0.002657
47 historical 57 0.002657
48 prison 56 0.002610
49 fair 55 0.002564
50 lot 55 0.002564

Note: Top 50 words used by participants with Negative Prior Attitudes. Stopwords are removed.

42



Chapter 2. Fragile AI Optimism

Table A19: Top 50 Words in Messages Sent by Participants with Neutral Prior Attitudes

Rank Word Absolute Frequency Relative Frequency
1 ai 618 0.054411
2 judge 221 0.019458
3 positive 198 0.017433
4 decision 192 0.016904
5 agree 191 0.016816
6 human 185 0.016288
7 bias 175 0.015408
8 data 172 0.015144
9 negative 147 0.012942
10 judges 134 0.011798
11 people 110 0.009685
12 decisions 108 0.009509
13 time 107 0.009421
14 system 86 0.007572
15 biased 75 0.006603
16 person 75 0.006603
17 feel 72 0.006339
18 information 68 0.005987
19 based 66 0.005811
20 yeah 64 0.005635
21 don 55 0.004842
22 individual 55 0.004842
23 justice 52 0.004578
24 money 52 0.004578
25 biases 47 0.004138
26 court 47 0.004138
27 true 47 0.004138
28 account 43 0.003786
29 final 43 0.003786
30 its 42 0.003698
31 process 42 0.003698
32 prisoner 41 0.003610
33 crime 40 0.003522
34 humans 40 0.003522
35 implications 40 0.003522
36 factors 39 0.003434
37 idea 38 0.003346
38 impact 38 0.003346
39 lot 37 0.003258
40 tool 35 0.003082
41 bad 34 0.002993
42 company 33 0.002905
43 release 33 0.002905
44 computer 31 0.002729
45 dont 31 0.002729
46 previous 31 0.002729
47 private 30 0.002641
48 reduce 30 0.002641
49 save 30 0.002641
50 cost 29 0.002553

Note: Top 50 words sent by participants with neutral prior attitudes. Stopwords are removed.
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Table A20: Top 50 Words in Messages Received by Positive Attitude Changers (N = 161)

Rank Word Absolute Frequency Relative Frequency
1 think 521 0.037474
2 ai 489 0.035172
3 judge 239 0.017191
4 agree 207 0.014889
5 positive 202 0.014529
6 yes 181 0.013019
7 decision 165 0.011868
8 human 152 0.010933
9 data 143 0.010286
10 bias 141 0.010142
11 good 135 0.009710
12 also 118 0.008487
13 judges 112 0.008056
14 used 105 0.007552
15 negative 100 0.007193
16 people 98 0.007049
17 make 87 0.006258
18 time 86 0.006186
19 system 86 0.006186
20 decisions 82 0.005898
21 need 77 0.005538
22 cases 76 0.005466
23 true 76 0.005466
24 see 73 0.005251
25 biased 68 0.004891
26 like 65 0.004675
27 yeah 65 0.004675
28 feel 64 0.004603
29 person 64 0.004603
30 less 64 0.004603
31 justice 63 0.004531
32 definitely 57 0.004100
33 still 56 0.004028
34 help 55 0.003956
35 impact 52 0.003740
36 use 52 0.003740
37 say 50 0.003596
38 information 48 0.003452
39 one 48 0.003452
40 point 46 0.003309
41 though 46 0.003309
42 making 45 0.003237
43 based 45 0.003237
44 hi 44 0.003165
45 way 44 0.003165
46 final 43 0.003093
47 take 43 0.003093
48 case 42 0.003021
49 maybe 42 0.003021
50 implications 41 0.002949

Note: Top 50 words received by participants with positive attitude change. Stopwords are re-
moved.
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Table A21: Top 50 Words in Messages Received by Negative Attitude Changers

Rank Word Absolute Frequency Relative Frequency
1 ai 1026 0.034886
2 think 950 0.032302
3 judge 412 0.014009
4 agree 399 0.013567
5 decision 347 0.011799
6 positive 329 0.011187
7 yes 319 0.010847
8 bias 315 0.010711
9 data 307 0.010440
10 human 298 0.010133
11 negative 271 0.009215
12 judges 253 0.008603
13 also 248 0.008433
14 people 241 0.008194
15 like 213 0.007242
16 good 212 0.007208
17 system 203 0.006902
18 decisions 189 0.006426
19 make 189 0.006426
20 used 186 0.006324
21 time 165 0.005610
22 cases 163 0.005542
23 true 150 0.005100
24 case 144 0.004896
25 biased 143 0.004862
26 need 132 0.004488
27 yeah 131 0.004454
28 take 128 0.004352
29 see 126 0.004284
30 person 123 0.004182
31 use 121 0.004114
32 feel 120 0.004080
33 justice 116 0.003944
34 making 115 0.003910
35 still 112 0.003808
36 based 109 0.003706
37 impact 106 0.003604
38 help 104 0.003536
39 exactly 101 0.003434
40 someone 98 0.003332
41 money 96 0.003264
42 one 96 0.003264
43 maybe 95 0.003230
44 much 94 0.003196
45 etc 93 0.003162
46 using 90 0.003060
47 way 89 0.003026
48 definitely 88 0.002992
49 point 87 0.002958
50 really 86 0.002924

Note: Top 50 words received by participants with negative attitude change. Stopwords are re-
moved.
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Table A22: Top 50 Words in Messages Received by Participants without Change

Rank Word Absolute Frequency Relative Frequency
1 think 5552 0.034728
2 ai 5289 0.033083
3 judge 2471 0.015456
4 agree 2216 0.013861
5 positive 2100 0.013135
6 decision 2020 0.012635
7 yes 1921 0.012016
8 data 1802 0.011271
9 bias 1780 0.011134
10 human 1546 0.009670
11 judges 1435 0.008976
12 also 1368 0.008557
13 negative 1339 0.008375
14 good 1193 0.007462
15 make 1140 0.007131
16 people 1091 0.006824
17 decisions 1043 0.006524
18 like 1008 0.006305
19 system 975 0.006099
20 time 951 0.005948
21 used 893 0.005586
22 see 879 0.005498
23 biased 801 0.005010
24 cases 781 0.004885
25 yeah 778 0.004866
26 person 751 0.004697
27 true 724 0.004529
28 need 723 0.004522
29 making 692 0.004328
30 based 670 0.004191
31 impact 646 0.004041
32 case 642 0.004016
33 help 619 0.003872
34 information 609 0.003809
35 still 606 0.003791
36 justice 601 0.003759
37 feel 600 0.003753
38 take 595 0.003722
39 use 581 0.003634
40 definitely 570 0.003565
41 one 538 0.003365
42 biases 535 0.003346
43 money 535 0.003346
44 point 527 0.003296
45 maybe 521 0.003259
46 way 501 0.003134
47 less 500 0.003127
48 sure 463 0.002896
49 etc 462 0.002890
50 say 457 0.002859

Note: Top 50 words received by participants without attitude change. Stopwords are removed.
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Table A23: Attitude Change by Arguments Received (Ordered Logistic Regression)

(1) (2)
Positive arguments (std.) 0.263∗∗∗ 0.222∗∗

(0.063) (0.101)
Negative arguments (std.) −0.256∗∗∗ −0.144

(0.061) (0.117)
Supporter −1.987∗∗∗

(0.453)
Supporter Œ positive arguments (std.) 0.063

(0.129)
Supporter Œ negative arguments (std.) −0.152

(0.136)
Prior attitude −0.790∗∗∗ −0.073

(0.066) (0.179)
Observations 1,826 1,826
AIC 2,492 2,476

Note: Ordered logistic regression models predicting attitude change (ordinal
outcome: −4 to +4). Positive/Negative arguments (std.) are standardized (z-
scored) counts of arguments received during the chat. The sample excludes
participants stated stated neutral priors before the chat. Supporter is a dummy
for participants with initially positive attitudes (score 4 or 5). Opponents serve
as reference group. Sample excludes those with neutral priors. The models con-
trol for prior attitudes. Robust SE in parentheses. Significance levels: ∗p < 0.1,
∗∗p < 0.05, ∗∗∗p < 0.01.

47



Chapter 2. Fragile AI Optimism

2.A.1 Experimental Instructions

Slide 1

Welcome to this survey. Thank you for your participation!

This survey is conducted by researchers at the University of Hamburg.

We are interested in your opinion on the application of artificial intelligence (AI) in court

decisions. You do not need any pre-knowledge on AI or law.

Later, you will be asked to chat with other participants about the scenario presented to you.

Including the chat discussion, the study will last approx. 30 minutes. Payment will be paid

out only for completed surveys and chat participation. Please note that during the study, you

cannot go back to previous questions.

Your answers will be kept confidential and anonymous. You can withdraw from the survey at

any time. Please note that only completed surveys are valuable for research.

Your answers can make an impact: The UK government may consult the aggregated results of

this study in their decision-making process on the implementation of AI systems in criminal

courts.

• Yes, I’d like to participate.

• No, I don’t want to participate.

Slide 2

Please answer the following questions: How familiar are you with the topic of Artificial Intelli-

gence (AI)?

Likert-scale format: 1=very familiar to 5=not familiar at all

• How familiar are you with the topic of Artificial Intelligence (AI)?

• How familiar do you think other UK citizens are with the AI topic?

Slide 3

Please answer the following questions:

Likert-scale format: 1=very strong to 5=not strong at all

• How strong is your positive attitude toward AI?

• How strong is your negative attitude toward AI?

Slide 5

Artificial intelligence (AI) refers to computer systems that learn from data to make predictions
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about uncertain events. In decision-making, AI uses large amounts of past data to predict how

someone might behave in the future.

It compares an individuals characteristics to patterns found in others and uses that information

to generate a prediction, which can then support human decision-making.

Slide 6

Imagine a scenario in the criminal justice system: the AI system supports judges in making

decisions about early release for prisoners. The AI system analyzes prisoners’ characteristics,

such as age and criminal record, and compares them to thousands of past cases. Based on these

comparisons, the AI system predicts the likelihood that the prisoner will commit another crime

if released early. The judge then receives a probability of the prisoner’s reoffending behavior.

The judge always makes the final decision.

Slide 7

How is Artificial Intelligence (AI) used in this scenario?(only one answer is correct)

• Revealing criminals identity.

• Predicting the probability that a prisoner reoffends.

• Communicating between prisoner and lawyer.

• Supporting in the investigation if a defendant is guilty of a crime.

Slide 8

Random factors and personal biases can influence how judges make early release decisions.

Research shows that factors such as the weather, a judges mood, or characteristics of the

prisonersuch as gender, skin color, or religioncan affect a judges decision, even if they are not

legally relevant. These influences may lead to unfair or inconsistent outcomes.

Sources: Englich Soder (2009), Danzinger et al. (2011), and Davids (2017).

Slide 9

Please answer the following questions: Judges are required to base their decisions on evidence

relevant to the specific case at hand. (Being "biased" means being influenced by random factors

or prejudices when judging a case.)

Likert-scale: 1=always biased to 5=never biased

Slide 19

Biased judgment of judges in the past may become part of the data that AI uses for its

predictions. The AI can learn these biases.
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Slide 20

AI makes predictions based on historic data. This data can carry prejudices and discriminatory

decisions made by judges. Do you think AI using all past data makes more or less biased

predictions than the average judge?

Likert-scale: 1=a lot more biased to 5=a lot less biased

Slide 21

Alternative Method: Restrict AI to exclude data related to common prejudices.

This means excluding attributes like race, gender, and religion, from the data.

However, this could lead to reduced accuracy of the predictions. The predictions may be less

informative about the prisoner.

Slide 22

AI can be restricted to exclude data related to the most common prejudices. Do you think

AI that is based on such a restricted database generates more or less accurate predictions,

compared to AI that is based on an unrestricted database i.e. use of all possible information

about the prisoner?

Likert-scale: 1=a lot more accurate to 5=a lot less accurate

Slide 23

You are now presented a scenario, which you are asked to evaluate later on.

There is no correct or wrong answer. We are interested in your subjective assessment.

Results from studies like this one often inform real-world policy-making.

Please read all information carefully.

Slide 24

Several industrial countries worldwide are increasingly using artificial intelligence (AI) to assist

criminal courts in making early release decisions. These AI systems can predict the likelihood

that prisoners will reoffend if released from prison. Each prisoner is assigned a low, medium,

or high risk of reoffending score. The AI makes predictions based on the prisoner’s personal

characteristics (e.g., criminal history, family relationships, social exclusion, and attitudes) using

sophisticated machine learning models linked to a national database on criminal behavior.

Predicting future behavior, including a prisoners probability of reoffending, is generally one of

the main factors judges consider when making early release decisions.

• The judge must incorporate the reoffending risk score in the final decision. [Treatment

variation: The judge has free discretion in using or ignoring the risk score.]

• The AI is developed by a private company. As the tool is proprietary to the company

and protected by trade secrecy laws, it is subject to very limited federal and public
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oversight. Nobody can access the inner functioning of the tool, including how it weighs

certain characteristics, and about the data it uses for prediction.[Treatment variation:

The AI tool is developed by a public institution. Independent experts from these public

institutions can access the system and review how it works, including how it weighs

different characteristics and what data it uses to make predictions.]

• The AI is built upon a vast amount of historic and current legal data. Therefore, it

can carry in itself potential judgment biases (e.g. with regard to gender, religion) and in-

equalities in the society, thereby potentially amplifying discrimination in court judgments.

Although it is technically possible to counter such biases underlying the data, any such

intervention is avoided as this could require dropping valuable information. [Treatment

variation: The AI is built upon a vast amount of historic and current legal data. Therefore,

it can carry in itself potential judgment biases (e.g. with regard to gender, religion) and

inequalities in the society, thereby potentially amplifying discrimination in court judg-

ments. The AI excludes such variables from its data. However, such interventions could

lead to less informative predictions.]

Slide 25

Your opinion

How strongly do you agree with the following statement?: "The AI, as explained in the scenario,

should be implemented in criminal courts."

Likert-scale: 1=strongly agrree to 5=strongly disagree

Slide 26

Your opinion

Would this AI, as described in the scenario, have positive effects? If yes, why? Free-form text

box here

Would this AI, as described in the scenario, have negative effects? If yes, why? Free-form text

box here

Slide 27

Chat discussion Next, you are randomly matched with two other participants of the survey to

discuss in a chat the whether this AI should be implemented in UK courts or not. The chat

will last 7 minutes. Chat rules:

• Do NOT reveal your identity.

• Do NOT insult, harass, or isolate other participants in any way.

• Do NOT lie about the procedures of the survey.
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Slide 28

Waiting Room

A chat group is now being created. You have a max. waiting time of 7 minutes. Please stay

in front of the screen. The chat will start as soon as enough participants have entered the

chat section. Please watch this browser window during the waiting period. If your device and

browser have a speaker or audio setup enabled, you can hear a sound as soon as the chat with

your assigned partners is ready. Please wait. The chat will start soon.

Slide 29

Chat discussion

Slide 30

Would you like to change your previous answer?

How strongly do you agree with the following statement?: "The AI, as explained in the

scenario, should be implemented in criminal courts." Previous answer is shown here.

• Yes, I would like to change my answer

– (Likert scale: 1=strongly agree to 5=strongly disagree)

• No, I don’t want to change my answer.

(If "Yes", a free-form text box appears asking: Why did you change your answer?)

Slide 31

With how many chat partners did you agree?

With how many chat partners did you disagree?

Do you think you convinced any chat partner of your viewpoint?

For each of these questions the following scale is used:

• 0 (none)

• 1 (with one chat partner)

• 2 (with both chat partners)

Slide 32

Demographic questions

Slide 33

This is the end of the survey. Thank you very much for your participation. [Redirect to Prolific]
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Chapter 3.

Algorithmic Fairness and Human Discrimination

Abstract

Fairness constraints in algorithm design aim to reduce discrimination. Their impact, how-
ever, also depends on the adoption of the algorithm by human-decision makers as they
typically retain full authority in high-stakes contexts. In a hiring experiment, I first find
suggestive evidence that protecting group membership in algorithmic predictions leads in-
dividuals to be more conservative in updating their beliefs about candidates based on these
predictions. I then find a significant increase in discrimination in their hiring of candidates
under this algorithm, driven by those who initially believe that group membership predicts
performance. Finally, irrespective of the algorithm features, about 26% of participants make
hiring decisions that cannot be explained by beliefs and are likely based on taste. These
results suggest that algorithmic fairness features can paradoxically exacerbate human dis-
crimination based on statistical beliefs by hindering adoption and, unsurprisingly, remain
orthogonal to taste-based discrimination.

Keywords: Algorithmic Fairness, Belief Updating, Hiring Experiment

JEL Classification: C91; J71; O33

3.A Introduction

Do discriminatory human decision-makers accept recommendations from non-discriminatory

algorithms? Recent years have seen ambitious technical and regulatory efforts to ensure that

predictive algorithms used in high-stakes domains, such as hiring and criminal sentencing, do

not discriminate against protected groups. Yet in precisely these settings, humans typically

retain full discretion and authority. The effectiveness of these efforts therefore depends on

whether they adopt and act on these tools. Whether this is affected by fairness constraints

in the algorithm design, particularly among those who themselves base decisions on group

membership, is unclear. This paper presents an experiment to explore the mechanisms and

implications of placing a non-discriminatory algorithm in the hands of a discriminatory human

decision-maker.

According to the economics literature, human discrimination is primarily driven by statis-

tical beliefs (Phelps, 1972; Arrow, 1973). This framework assumes that decision-makers hold

prior beliefs about average group differences in an unobservable outcome of interest (e.g., job

performance) (Bordalo et al., 2019; Bohren et al., 2019, 2025). In the absence of sufficient

individual-level information, they use group membership to infer that outcome for a given in-

dividual (e.g., a job candidate). As individual-specific signals become available, these beliefs

are updated, and group-based inference declines. In principle, algorithmic predictions should
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reduce statistical discrimination by providing informative, individual-level signals. However,

when decision-makers retain full discretion, this effect depends on whether they follow these

predictions. Fairness interventions that make algorithmic predictions uninformative with re-

spect to group membership may reduce adoption when group membership is believed to be

predictive. Behavioral economics research shows that perceived signal strength depends not

only on content but also on the signal-generation process, which individuals assess through

their priors (Gentzkow and Shapiro, 2006; Ambuehl and Li, 2018; Conlon et al., 2022; Chopra

et al., 2024). When this process diverges from beliefs about relevant predictors, the signal may

be discounted, resulting in limited belief updating and persistent statistical discrimination.

Another source of discrimination arises from individual preferences for or against certain

groups, commonly referred to as taste-based discrimination (Becker, 1957). Unlike statis- tical

discrimination, which stems from information asymmetries, taste-based discrimination reflects

the decision-makers’ underlying preferences and is therefore unlikely to be influenced by the

provision of non-discriminatory algorithmic recommendations (Oreopoulos, 2011; Delavande

and Zafar, 2018).

I design an online hiring experiment to study how the exclusion of group membership from

the input data of algorithms1 providing predictions about candidates’ job performance affects

(i) belief updating about candidates, and (ii) discrimination in final hiring decisions. The ex-

periment uses gender as the protected attribute, and job performance is defined as a candidates

relative ranking on a math and science test. Such tests are often associated with the belief that

men perform better, despite no actual gender difference in outcomes (Exley and Nielsen, 2024).

I elicit participants prior beliefs about gender differences in performance, that is, whether they

believe gender predicts job performance, and measure how these beliefs relate to (i) belief up-

dating, and (ii) hiring behavior. The algorithm is explicitly designed and explained as highly

informative, due to its access to predictor variables that are unobservable to participants. All

predictions are accurate and equal in their categorization of candidates across genders. Thus,

fully following them is payoff-maximizing and implies no discrimination between male and

female candidates.

The design has several advantages, particularly over field settings. First, it allows me to

disentangle the underlying drivers of discrimination with non-discriminatory algorithms, sep-

arating statistical beliefs from taste-based motives. This distinction is policy-relevant: when

fairness interventions are undermined by statistical beliefs, targeted information interventions

1Excluding protected attributes such as race or gender from algorithmic input data is a common fairness inter-
vention, often motivated by legal concerns about disparate treatment. In the U.S., this practice is guided by the
Equal Protection Clause of the Fourteenth Amendment and, in employment contexts, by Title VII of the Civil
Rights Act of 1964. Predictive algorithms used in the U.S. criminal justice system, for example, omit race when
assessing reoffending risk. From a technical perspective, this approach is contested, as other variables may act
as proxies and reproduce disparities; see Barocas and Selbst (2016); Gillis and Spiess (2019) for discussion.
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to improve the perceived accuracy of non-discriminatory algorithmic predictions may be ef-

fective. In contrast, adverse effects driven by tastes may require institutional responses, such

as changes to decision-making authority. Second, I generate genuine algorithmic performance

predictions using a model trained on data collected in a separate pre-study. This allows me to

vary the algorithms input data while holding prediction outcomes and all other factors con-

stant. This is an advantage over field settings, where changes to the algorithms inputs are often

confounded with changes in outcomes. Third, to isolate reactions to the exclusion of gender

specifically from any interventions to the input data, I implement a placebo treatment in which

a non-stereotypical attribute is excluded instead.2

I find suggestive evidence that protecting group membership in algorithmic predictions leads

participants to update their beliefs about candidates more conservatively. Contrary to expec-

tations, this effect is not related to prior beliefs about gender as a predictor. Instead, the inter-

vention appears to generate general uncertainty about the algorithms informativeness across

participants, resulting in less correction of beliefs about candidates. Regarding behavioral ef-

fects, I find a significant increase in discrimination under the gender-blind algorithm: male

candidates are 63% more likely to be hired than equally qualified female candidates in this

treatment. This increase appears to be driven by prior statistical beliefs. Participants who be-

lieve that men outperform women on the test are more likely to discriminate in hiring (and

thus to override the algorithms recommendation) with the gender-blind algorithm as compared

to the gender-aware algorithm. This effect is not driven by participants with extremely strong

priors but also appears among those with more moderate ones. Finally, about 26% of partici-

pants make hiring decisions that cannot be explained by posterior beliefs, significantly favoring

female candidates.3 This share is robust across treatments and, given the asymmetric favoring

of female candidates, is likely driven by taste rather than noise. These results suggest that fair-

ness constraints can paradoxically exacerbate human discrimination based on statistical beliefs

by hindering algorithm adoption. Moreover, taste seems to remain a major source of human

discrimination and, as expected, designing non-discriminatory algorithms does not seem to

mitigate it.

To my knowledge, this is the first experiment to provide causal evidence on the impact of

protecting group membership in algorithms on their adoption. It specifically disentangles the

impact on (i) belief updating from (ii) final decision-making, and uniquely allows for measuring

the association with prior statistical beliefs about protected groups. The finding that dispari-

ties in outcomes increase under the blinded algorithm broadly confirms the theoretical model

by Gillis et al. (2021). They demonstrate that excluding protected characteristics from an al-

2This additional treatment was added to the pre-registration on September 26, 2024.
3This fraction is in line with findings from prior hiring experiments, e.g., Campos-Mercade and Mengel (2024).
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gorithm’s input leads to more discriminatory decisions by human decision-makers who hold

biased beliefs about protected groups because blinded algorithms fail to sufficiently correct for

these beliefs. The authors provide experimental evidence showing that when asked to predict

others’ math performance, participants perceive gender-specific average scores as more infor-

mative than gender-neutral ones. However, their study does not elicit participants prior beliefs

about gender differences in performance, despite these beliefs being central to the theoretical

framework.

While my findings replicate the predicted increase in disparities and reduced belief updating

under the blind algorithm, they depart from the theoretical model in one key respect: the

decline in belief updating is not moderated by prior beliefs. Instead, it appears to reflect a

more general reduction in the perceived informativeness of fairness-constrained algorithms,

regardless of belief accuracy. My design allows me to measure this association. Another unique

feature of my design is that participants are given a genuine, highly informative algorithm that

is trained on real data instead of simple group averages. This is important because it allows me

to test whether excluding a single variable affects adoption even when the algorithm is known

to be highly predictive.

Overall, these results suggest that human decision-makers’ behavioral factors can undermine

technical fairness at the system level. This is particularly relevant given the extensive resources

currently devoted to designing, regulating, and implementing non-discriminatory and welfare-

enhancing algorithms in high-stakes public and private sectors. However, these efforts may

be ineffective if the incentives and behavior of human decision-makers are overlooked and

algorithmic fairness is treated solely as a design problem rather than a problem of human-

algorithm interaction.

The remainder of this chapter is structured as follows. Section 2 reviews the relevant litera-

ture. Section 3 outlines the experimental design and sample. Section 4 presents the empirical

results. Section 5 discusses the findings and Section 6 concludes.

3.B Related Literature

This study contributes to four main strands of literature in economics.4 First, it adds to the

young economics literature on algorithmic fairness (Lambrecht and Tucker, 2019; Cowgill et al.,

2020; Rambachan et al., 2020; Capraro et al., 2024; Lambrecht and Tucker, 2024). Much of this

literature deals with identifying the sources of disparate impact, i.e., systematic differences in

outcomes across protected groups, from two perspectives: (i) algorithm design, and (ii) human

biases in the interaction with these tools. On the design side, prior work shows that excluding
4The topics discussed here are also extensively studied in other disciplines. For brevity, this section focuses on
relevant work within economics.

57



Chapter 3. Algorithmic Fairness and Human Discrimination

sensitive attributes does not necessarily reduce disparities in algorithmic predictions and can

even worsen them (Ludwig and Mullainathan, 2021; Kallus et al., 2022). For example,Kleinberg

et al. (2018b) develop a theoretical framework and provide empirical evidence from U.S. college

admissions showing that removing race from predictive models can reduce both accuracy and

equity in predictions. Their model argues that fairness constraints should not be imposed at

the prediction stage. Instead, predictions should be optimized for accuracy, and fairness should

be introduced at the decision stage, e.g., by adjusting decision thresholds across groups. Arnold

et al. (2021) find that excluding race from pretrial risk assessments does not eliminate dispari-

ties, as race is inferred from correlated inputs. White defendants are more often recommended

for release than equally qualified Black defendants, even under quasi-random judge assignment.

Matthew et al. (2024) show that Facebooks ad delivery system continues to produce racial dis-

parities in targeting, and in some cases worsens them, even though race is excluded as an input.

These disparities arise because the algorithm infers group membership from patterns in user

behavior that serve as proxies for race.

On the behavioral side, evidence shows that decision-makers interpret algorithmic recom-

mendations through their own beliefs and biases (Ludwig and Mullainathan, 2021; Agan et al.,

2023; Pethig and Kroenung, 2023; Morewedge et al., 2023; Celiktutan et al., 2024; Glickman

and Sharot, 2025). For example, Davenport (2023) finds that police officers apply risk scores

selectively based on the defendants race. They use the tool less often for Black defendants

in low-severity cases and issue more warrants for Black than white defendants with identical

scores. This leads to racially disparate outcomes despite an explicilty neutrally designed and ac-

curate algorithm, not because of flaws in the tool itself, but because officers apply it differently

depending on the defendants race. Albright (2019) further demonstrates that judges systemat-

ically override algorithmic risk assessments in U.S. courts toward stricter bond conditions for

black defendants compared to similar white defendants beyond differences in risk scores. My

experimental design allows me to connect these two strands of the fairness literature: algorithm

design and human behavior.

Second, this study contributes to the literature on algorithm adoption, particularly in conse-

quential decision-making (Castelo et al., 2019; Logg et al., 2019; Burton et al., 2020; Allen and

Choudhury, 2022; Garcia et al., 2024; Kim et al., 2024). Prior research indicates that adoption

depends on the decision-context (e.g., task type), system-level attributes (e.g., error rates), and

human decision-maker characteristics (e.g., domain expertise) (Dietvorst et al., 2015; Castelo

et al., 2019; Angelova et al., 2023). Consistent with the finding that transparency and explain-

ability foster algorithm adoption (Dietvorst et al., 2018; Kawaguchi, 2021; Reich et al., 2023),

my findings indicate that participants are responsive to the specific model predictors used,
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even in a setting where the algorithm’s accuracy remains constant and high. My findings also

corroborate evidence of confirmation bias in algorithm use, as decision-makers favor predictions

that align with their prior beliefs (Liu et al., 2023). Furthermore, this study contributes to the

growing literature on incentive alignment between humans and machines. It demonstrates that

even effective algorithms face limited adoption when the decision-maker’s objectives conflict

with the algorithm’s goals (McLaughlin and Spiess, 2022; De-Arteaga et al., 2025). For in-

stance, Stevenson and Doleac (2024) find in the U.S. context, that judges in the systematically

override algorithmic predictions of defendants’ reoffending behavior because. Specifically, they

find that judges exhibit a significantly higher leniency for young defendants (often predicted to

have a higher risk of reoffending) and thus diverge from the algorithms objective of minimizing

reoffending risk. In line with this, my findings reveal that such preferences, independent of

beliefs, may constrain algorithm adoption.

Third, this study contributes to the extensive literature on belief updating (for a review, see

Benjamin (2019)). Prior research has robustly documented confirmation bias and conservatism

bias in updating, i.e., the tendency to overweight prior beliefs and underreact to new infor-

mation (Kahneman and Tversky, 1973; Rabin and Schrag, 1999; Mobius and Rosenblat, 2006;

Weizsäcker, 2010; Coutts, 2019; Campos-Mercade and Mengel, 2024). Agarwal et al. (2023)

demonstrate that these biases extend to settings with machine-generated signals: in a medical

field experiment, they show that doctors do not optimally integrate AI predictions for treat-

ment but deviate from Bayesian updating, resulting in worse outcomes than human-only or

fully automated decisions. My findings also directly relate to the literature on the endogenous

assessment of signal informativeness (Gennaioli and Shleifer, 2010; Enke and Zimmermann,

2019; Fryer Jr et al., 2019; Enke and Graeber, 2023), and confirms prior research showing that

the source and how a signal is generated significantly influences its perceived strength (Griffin

and Tversky, 1992; Simonsohn et al., 2008; Ambuehl and Li, 2018; Conlon et al., 2022).

Fourth, this study contributes to the extensive literature on discrimination, in particular in

hiring (Goldin, 1994; Reuben et al., 2014; Bertrand and Duflo, 2017; Blau and Kahn, 2017).

Recent work increasingly focuses on identifying the mechanisms underlying discriminatory be-

havior, in particular disentangling the role of inaccurate and accurate statistical beliefs, cog-

nitive biases, and preferences ("taste", which can also include image concerns)(Bohren et al.,

2019, 2025; Barron et al., 2024; Coffman et al., 2021b; Campos-Mercade and Mengel, 2024;

Exley and Nielsen, 2024). In recent years much focus has been attributed to the impact of

algorithms on discrimination in hiring, both from the perspective of candidates and managers.

Avery et al. (2024) demonstrate that integrating AI into the hiring process for STEM candi-

dates reduces the gender gap on both the demand and supply sides. Specifically, their study
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finds women are more inclined to apply for positions when they know they will be evaluated

using AI screening. Moreover, when recruiters are informed of an applicants AI score, they

exhibit a greater propensity to choose women than in situations where they are unaware of the

score. Cowgill (2020) demonstrates that even when a hiring algorithm is trained with a biased

data set from human decision-makers, it can discriminate less than the underlying training set.

Building on this, Rabinovitch et al. (2024) show in experimental studies that individuals often

fail to discount irrelevant attributes such as gender or race in hiring decisions, yet perform

more accurately when receiving advice from either a human or an algorithm, suggesting that

algorithmic input can help mitigate discriminatory hiring.

Most closely related to my experiment is the recent experimental study by Dargnies et al.

(2024), which examines the acceptance of algorithms in hiring from the perspective of both man-

agers and candidates. Although the algorithm outperforms the human manager, both groups

initially prefer the human manager to make the hiring decision. However, when the algorithm

excludes gender from its input variables, candidates prefer the algorithm to the human man-

ager. The authors do not examine how managers respond to this intervention. My experiment

addresses this gap and provides suggestive evidence that managers may be less likely to follow

the recommendations of algorithms that exclude gender. As such, these results also speak to

the affirmative action literature and confirm previous experimental findings highlighting the

potential for reduced acceptance as a counterproductive outcome of such interventions (Holzer

and Neumark, 2000; Miller and Segal, 2012; Niederle et al., 2013).

3.C Experiment

This section describes the design of the pre-studies (Section 3.C.1) and the main experiment,

including details on the participant sample (Section 3.C.2). The full experimental instructions

are provided in Appendix 3.A.1.

3.C.1 Pre-studies

Two pre-studies precede the main experiment, with participant recruitment conducted via

Prolific in July and September 2024, respectively. In the first pre-study, 400 U.S. adults, rep-

resentative of the general population, complete two standardized multiple-choice tests in math

and science. This pre-study serves two purposes: (i) to generate a candidate pool for the main

experiment, and (ii) to provide training data for the algorithm. One test score defines can-

didate performance in the main study, while the other serves as an input to the algorithm.

This ensures that the algorithm produces accurate and consistent predictions across variations

in the input variables. It also allows for a clear and credible explanation to participants that
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the algorithm is highly informative. The test questions are adapted from the Armed Services

Vocational Aptitude Battery (ASVAB), following previous hiring experiments (e.g., Exley and

Nielsen, 2024). Participants are given 15 seconds per question. At the end of the study, partici-

pants provide demographic information and consent to the use of their data for future research

and algorithm training (for research purposes only). Average completion time is 12 minutes.

Compensation includes a base payment of $2 plus $0.10 per correct answer.

Results show that performance on the first test is the strongest predictor of job performance,

i.e. relative ranking in the main test (Pearson’s r = 0.6828, p < 0.001). Given the strength

of this correlation, adding demographic covariates to the prediction model does not change

prediction outcomes. Among the elicited demographic variables, education, defined as holding

a Bachelor’s degree or higher compared to not, is significantly correlated with performance,

although the correlation is modest (Pearson’s r = 0.1242, p = 0.0129, 62% hold a Bachelor’s

degree or higher). Age, defined as being older than 45 years compared to younger adults, is

also significantly correlated with performance and shows a negative relationship (Pearson’s

r = −0.1602, p = 0.0013,46.0% are older than 45). Gender, comparing men and women, is

not a predictor of performance (Pearson’s r = 0.0072, p = 0.8858, 50.7% in the top half are

male). Month of birth, comparing individuals born in even-numbered months to those born

in odd-numbered months (Pearson’s r = 0.0372, p = 0.4576, 50.7% in the top half is born in

an even-numbered month), and marital status, comparing married to unmarried participants

(Pearson’s r = 0.0020, p = 0.9681, 48.9% in the top half is married), are not correlated with

performance.

The second pre-study elicits beliefs regarding demographic differences in performance on

math and science tests. This study aims to select variables for candidate CVs and algorithm

training, and confirm that beliefs about gender as a predictor of performance on a math-and-

science test are sufficiently heterogeneous. In this study, I ask 300 participants, representative

of the U.S. adult population, to estimate expected performance differences based on five de-

mographic variables: gender (male vs. female), age (over vs. under 45), education (Bachelors

degree or higher vs. no Bachelors degree), month of birth (even- vs. odd-numbered), and mari-

tal status (married vs. not married). Participants are informed about the test’s focus on math

and science, and about the fact that the sample is representative of the U.S. and thus balanced

across these demographics. They are then asked to estimate the likelihood that a top performer,

defined as someone whose performance ranks in the top half, belongs to each respective group.5

Beliefs are elicited on a 0–100% scale and incentivized using the Becker–DeGroot–Marschak

5For example, the question used to elicit beliefs about gender is: “You are randomly assigned a top performer,
defined as a participant who ranks in the top 50% of the 400 participants from the other study. What is the
probability that this individual is male rather than female?”
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(BDM) mechanism: if a participants belief for the selected candidate exceeds a randomly drawn

number X ∈ {0, . . . , 100}, they receive $1 if the randomly selected participant belongs to the

specific group, and $0 otherwise. If their belief is below X, they receive $1 with a probability of

X% and $0 otherwise (Karni, 2009). Participants are informed that it is in their best interest

to state their true beliefs and are provided with a link to detailed information about the payoff

mechanism (Danz et al., 2022). Participants receive a $0.50 base payment and can earn an

additional $1 from one randomly selected belief.

Results show that participants, on average, believe that a top performer is more likely to

have a higher level of education: the average estimated probability that a top performer holds

a Bachelor’s degree or higher is 72.1% (SD = 18.5). For gender, participants assign an average

probability of 56.2% (SD = 16.5) to the top performer being male. For month of birth, they

belief that the likelihood that a top performer was born in an odd-numbered month is 49.8%

(SD = 14.3). For age, participants estimate that the average probability that a top performer

is over 45 years old is 48.3% (SD = 18.2). For marital status, participants estimate that the

average probability that a top performer is married is 50.7% (SD = 18.3).

Out of five demographic variables, I select three to include in the candidate CVs: education,

gender, and month of birth. I include education because it is a realistic CV feature and is

correctly perceived as predictive of performance (M = 72.1, SD = 18.5). Its inclusion reduces

experimenter demand effects and ensures credible variation across candidates. I also include

gender, which serves as the protected attribute in the main treatment. Beliefs about its predic-

tive value exhibit sufficient heterogeneity (M = 56.2, SD = 16.5), despite the absence of actual

gender differences in test performance. Moreover, gender is a realistic and widely recognized

protected characteristic. Finally, I include month of birth.6 Month of birth is perceived as unre-

lated to performance (M = 49.8, SD = 14.3) and is unlikely to interact with other demographic

attributes when multiple variables are jointly presented. I include a placebo treatment in which

month of birth, rather than gender, is excluded from the algorithms input. This allows me

to disentangle whether participants respond specifically to the exclusion of gender or to the

exclusion of variables more generally.

From the 400 participants in the first pre-study, I select eight individuals to serve as candi-

dates in the main experiment. Each candidate is presented with a short CV containing binary

demographic information. The eight candidates are selected to be gender balanced across edu-

cation level and month of birth categories.

To train the algorithm to predict the performance on the math-and-science test (the "job

task") for each of these eight workers, I use the three binary demographic variables and the

score on the other math-and-science test. Specifically, I estimate a simple logistic regression
6The use of month of birth as a non-stereotypical attribute is adapted from Coffman et al. (2021b).
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model using data from 392 of the 400 pre-study participants to predict whether or not they will

be classified as "top" or "low" performers. All classifications of the eight selected candidates are

accurate and balanced across the symmetric female and male candidates. Given the predictive

power of the performance score on the other math-and-science test, varying the demographic

inputs does not affect the classification outputs. The small number of predictors and their low

correlation avoid proxy issues when excluding one of them.

3.C.2 Main study

The experiment includes a final sample of 1,251 participants (4.5% dropout rate), recruited via

Prolific in September 2024. The baseline and main treatment each consist of 451 participants,7

and the placebo treatment consists of 349 participants. Each treatment sample is representative

of the U.S. adult population. Appendix Tables A4–A6 report detailed summary statistics.

The design of the main experiment closely follows the one in Campos-Mercade and Mengel

(2024). Figure A1 shows the experimental stages.

Figure A1: Stages in the Experiment

First, participants receive general instructions and are informed that 400 U.S. adults took

a standardized online math and science test. They are explicitly informed that these test

takers are representative of the general U.S. adult population in terms of gender balance (i.e.,

approximately half are female and half are male), educational level (i.e., approximately half

do not have a bachelor’s degree and half have a bachelor’s degree or higher), and birth month

(i.e., approximately half were born in an even-numbered month and half were born in an odd-

numbered month). Participants are then shown eight candidate CVs in randomized order, each

presented sequentially and displaying binary information on gender, education, month of birth,

and U.S. citizenship. For each candidate, participants are asked to estimate the likelihood

(on a scale of 0 to 100%) that s/he is a top performer, defined as someone who ranks in

the top half of all 400 participants (prior beliefs). Beliefs are incentivized using the stochastic

BeckerDeGrootMarschak (BDM) mechanism equal to the second prestudy (Karni, 2009): If a

participants estimate exceeds a randomly drawn number X ∈ {0, . . . , 100}, they receive $5 if

the candidate is a top performer and $0 otherwise. If the estimate is below X, they receive $5

with probability X% and $0 otherwise. Participants are informed that truthfully reporting their
7The identical sample sizes after attrition are coincidental.
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beliefs maximizes expected payoffs and are provided with a link explaining the payment rule.

This method has been shown to improve response validity and reduces experimenter demand

effects, especially for stereotype-related questions (Danz et al., 2022).

Figure A2: Example CVs Presented to Participants (Female on Left, Male on Right)

After reporting their initial perceptions, participants learn that they will receive algorith-

mic predictions for each worker, classifying each worker as a "top" or "low" performer. They

receive instructions on how the algorithm works and what data it is trained with, i.e., from

the remaining 392 participants. The input variables are explicitly listed: (i) each demographic

variable, and (ii) the performance score on a similar math and science test. They are explicitly

explained that performance on the other test is an informative indicator of test performance.

For each worker, they see their initial estimate and the algorithm’s predicted category (i.e.,

"top" or "low" performer) and can update their prior beliefs. Participants are informed that

their payoff for this estimation task is based solely on this final, updated estimate.

In the baseline condition the algorithm includes all demographic variables. In the main

treatment it excludes the gender variable, while in the placebo treatment it excludes month-

of-birth information. Participants in the treatment conditions are explicitly informed that the

respective variable is excluded from the algorithm’s training data.

After providing their final estimates (posterior beliefs), they advance to the second stage,

during which they can hire any of the candidates. They make a yes/no decision for each worker,

and one of these decisions is randomly selected for payment. Hiring involves risk. They are given

an initial endowment of $2.50, and their payout increases to $5 if they hire a top performer, but

decreases to $0 if they hire someone who is not. If they do not hire a candidate and that can-

didate is randomly selected for payment, they keep their initial endowment. Candidates hired

through the randomly selected decision receive a fixed payment, regardless of their performance.

This allows for taste-based discrimination and makes the decisions consequential.

The study concludes with one incentivized question about the perceived accuracy of the

algorithm and one quantitative question to measure cognitive bias, as well as two short ques-
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tionnaires assessing their attitudes toward algorithms and their perceptions of gender discrim-

ination in the US.

Throughout the study, participants must answer comprehension questions to proceed. Par-

ticipants who answer incorrectly receive immediate feedback with the correct answer and a

further explanation.

Participants receive a base fee of one $1 for their participation. They are compensated for one

randomly selected part of the experiment, i.e., either the estimation task (beliefs) or the hiring

decision. This payment structure is used to prevent participants from hedging their responses

across different stages of the experiment. The average total payment is $4.80 on average, with

a median completion time of 11 minutes.

3.D Results

This section reports the main results. First, I present the distribution of prior beliefs regarding

gender differences in performance. Second, I study treatment differences in belief updating.

Finally, I investigate ultimate outcomes in hiring discrimination across treatments. Throughout,

I focus on the role of prior beliefs about gender as a predictor of performance.

3.D.1 Prior beliefs

Sufficient heterogeneity in prior beliefs about gender as a predictor of performance across the

sample is a necessary condition for studying the research question. Before presenting the main

results, I therefore report their distribution within the sample. Participants’ initial average

belief that men are top performers is 57.63%, and for women, is 56.73% 8(detailed summary

statistics by treatmetns are shown in Appendix Tables A7 and A8). To quantify statistical

beliefs about gender-based performance differences, i.e., gender as a perceived predictor of

performance, I subtract the average values assigned to the four female candidates from those

assigned to the four male candidates (Carlana, 2019). Positive values indicate a belief favoring

males, negative values favoring females. The resulting distribution of these beliefs is centered

around zero: 57.7% of participants report no substantial difference (defined as within ±0.5

SD on a 0–100% scale, accounting for potential noise), while 20.1% provide higher average

estimates for male candidates and 22.2% for female candidates (see Appendix Figure A4).

It is unclear whether estimates that female outperform male candidates purely reflect statisti-

cal beliefs, as prior work suggests that these can be driven by image concerns and experimenter

demand effects (Coffman et al., 2021b; Dargnies et al., 2024; Barron et al., 2024). I cannot

8This difference is smaller than expected based on results from previous experimental research Bordalo et al.
(2019). One possible explanation is the inclusion of additional information about education as an informative
predictor of performance.
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rule out these motivations in this experiment, and the main goal of this paper is to study the

role of statistical beliefs in the acceptance of non-discriminatory algorithms. I therefore exclude

these observations from the following main analyses and restrict the sample to cases where the

reported gender difference is non-negative (n = 728). Corresponding results of the full sample

are documented in the Appendix. Within this restricted sample, the male-female gap in like-

lihood of being a top performer range from 0 to 58.75 percentage points (mean 5.7 pp., SD:

7.5). Detailed statistics can be found in Table A10.

3.D.2 Belief updating

I begin by investigating belief updating across treatment conditions. Table A1 reports the

results of Ordinary Least Squares (OLS) regressions with belief updating as the dependent

variable. Following the convention in prior work on Bayesian updating (Möbius et al., 2022;

Campos-Mercade and Mengel, 2024), I define belief updating as the absolute change in log-odds:

|log(posterior odds)− log(prior odds)| =
∣∣∣∣∣log

(
ppost
i

1− ppost
i

)
− log

(
pprior
i

1− pprior
i

)∣∣∣∣∣ .
This transformation maps stated probabilities (pprior

i and ppost
i , representing participant i’s

belief on a 0100% scale that a candidate is a top performer before and after observing the

algorithmic prediction, respectively) onto an unbounded scale to ensure comparability across

participants. Observations with initial estimates (prior beliefs) of 0 or 100 that are not updated

are excluded, as they result in undefined log-odds transformations. I exclude observations where

participants update their beliefs in the direction opposite to the algorithmic prediction (e.g., a

downward update following a "top" prediction), as these are likely to reflect errors and could

bias the results. Results including these cases, for both the restricted and the full sample, are

reported in Table A11.

I find a marginally significant average treatment effect in Model (1): the absolute change in

participants’ belief log-odds (belief updating) is smaller when the algorithm excludes gender

(p = 0.071). This result remains robust when controlling for gender difference priors (i.e., when

gender is believed to be a predictor of performance) in Model 2 (p = 0.076) and algorithm/can-

didate characteristics in Model 3 (p = 0.076). The interaction term between gender-blind

treatment and gender difference priors is not significant (p = 0.750 in Model 2, p = 0.748 in

Model 3), nor is the main effect of gender difference priors (p = 0.548 in Model 2, p = 0.549 in

Model 3). Contrary to expectations, reduced belief updating under the gender-blind algorithm

is not moderated by prior beliefs about gender as a predictor of performance. Instead, the in-

tervention appears to generate general uncertainty about the algorithms informativeness. This

leads to weaker correction of beliefs about candidates under this algorithm.
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Table A1: Belief Updating

(1) (2) (3)
Gender-blind −0.088∗ −0.087∗ −0.087∗

(0.049) (0.049) (0.049)
Mob-blind 0.010 0.001 0.001

(0.055) (0.055) (0.055)
Gender diff. priors (std.) – 0.024 0.023

(0.039) (0.039)
Algorithm prediction: low – – 0.008

(0.019)
Candidate gender: male – – −0.020

(0.013)
Gender-blind × Gender diff. priors (std.) – 0.016 0.016

(0.051) (0.051)
Mob-blind × Gender diff. priors (std.) – 0.046 0.046

(0.055) (0.055)

Observations 5,383 5,383 5,383
Controls Yes Yes Yes

Notes: This table reports results from OLS regressions with belief updating as the
dependent variable. Belief updating is defined as the absolute change in log-odds be-
tween prior and posterior beliefs, |log(posterior odds)− log(prior odds)|. Gender-blind
and Mob-blind indicate treatment conditions in which the algorithm excludes gender
or month-of-birth information, respectively. Gender diff. priors (std.) measures the
standardized statistical belief that males outperform females, i.e., that gender predicts
performance. Algorithm prediction: low is a binary indicator for a low performer (vs.
top performer) prediction. Candidate gender: male indicates the candidate’s gender.
All models control for participant age, gender, education, attitudes toward algorithms,
cognitive bias, and priors (log-odds). The sample excludes observations where partici-
pants updated in the direction opposite to the algorithmic prediction. Standard errors
are clustered at the participant level. ∗p < 0.10, ∗∗p < 0.05, ∗∗∗p < 0.01.

Reactions are also not driven by the type of signal, i.e., "top" vs. "low" prediction (p =

0.687), or by the gender of the candidate being evaluated (p = 0.123). However, the marginally

negative coefficient on candidate gender may indicate greater conservatism when evaluating

male candidates. These two results align with those of the hiring experiment by Campos-

Mercade and Mengel (2024), who report no significant effects on belief updating based on the

type of signal (in their case "positive" vs. "negative"), but a marginally significant effect for

greater conservatism when evaluating male candidates. Removing month of birth information

does not affect belief updating, with consistently high p-values in Model 1 (p = 0.861), Model 2

(p = 0.981), and Model 3 (p = 0.980). This suggests that reduced belief updating is specific to

the exclusion of gender information rather than to variable exclusion in general. Full regression

results, including results for all control variables and also for the full sample, are reported in

Appendix Table A12.

The next section turns to the behavioral implications and examines how excluding gender

from algorithms affects participants’ discrimination in hiring.

67



Chapter 3. Algorithmic Fairness and Human Discrimination

3.D.3 Hiring

A total of 2,903 candidates are hired (49.8%), with no gender difference at the aggregate

level (49.4% female, 50.3% male, p = 0.529, two proportion test). Figure A3 shows the aggre-

gate hiring rates of female and male candidates by treatment. In each treatment, the average

hiring rates for male and female candidates are nearly identical, with small and statistically

insignificant differences (male female hiring rates: control: 0.4 percentage points, p = 0.896;

month-of-birth: +0.2 pp, p = 0.961; gender-blind: +2.5 pp, p = 0.256). The gender gap slightly

increases in the gender-blind condition compared to the control group (difference-in-differences:

+2.9 pp, p = 0.526, χ2 test) and the month-of-birth treatment (+2.3 pp, p = 0.850, χ2 test),

yet neither difference is statistically significant. The reduction in female hiring in the gender-

blind treatment (48.6%) compared to the control group (50.4%) is not statistically significant

(p = 0.203), nor is the difference relative to the month-of-birth treatment (49.3%, p = 0.382).

Likewise, the increase in male hiring in the gender-blind treatment (51.1%) compared to the

control group (50.0%) is not statistically significant (p = 0.300), nor is the difference relative

to the month-of-birth treatment (49.5%, p = 0.242).

Notes: This figure shows the percentage of female and male candidates hired in each
treatment condition.

Figure A3: Hiring rates by gender across treatment conditions.

At the individual level, I find significant treatment effects on discriminatory hiring behavior.

Table A2 presents the results of logistic regression models, where the dependent variable is

hiring discrimination (see Table A13 for full output). Discrimination is coded as 1 if a male

candidate is hired while an otherwise identical female candidate is not, and 0 if either both or

neither candidate is hired (Coffman et al., 2021b). I exclude cases of discrimination in favor of
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women (coded 1) to align with the exclusion of observations of participants holding pro-female

prior beliefs and to reduce noise in results. Table A14 reports OLS results using the full sample,

including cases of discrimination against male candidates.

Table A2: Discrimination in Hiring

(1) (2) (3)
Gender-blind 0.490∗∗ 0.413∗ 0.399∗

(0.212) (0.219) (0.242)
Mob-blind 0.062 0.085 0.373

(0.234) (0.242) (0.256)
Gender diff. priors (std.) 0.422∗∗∗ 0.367∗

(0.116) (0.210)
Gender diff. priors (std.)2 0.016

(0.050)
Gender-blind × gender diff. priors (std.) 0.267∗ 0.204

(0.156) (0.329)
Mob-blind × gender diff. priors (std.) −0.226 0.499

(0.168) (0.389)
Gender-blind × gender diff. priors (std.)2 0.031

(0.131)
Mob-blind × gender diff. priors (std.)2 −0.395∗∗

(0.160)
Observations 2,735 2,735 2,735
Controls Yes Yes Yes

Notes: This table reports results from logistic regression models with discrimination as
the dependent variable. Discrimination is coded as 1 if a male candidate is hired and a
female candidate with otherwise identical characteristics is not, and 0 if both or neither
are hired. Observations where the female candidate is hired and the male candidate
are excluded. Gender-blind and Mob-blind indicate treatment conditions in which the
algorithm excluded gender or month-of-birth information, respectively. Gender diff.
priors (std.) measures prior beliefs that male candidates outperform female candidates,
i.e., that gender is a performance predictor. All regressions control for participant
age, gender, education, and algorithm attitudes. Standard errors are clustered at the
participant level. ∗p < 0.10, ∗∗p < 0.05, ∗∗∗p < 0.01.

Model 1 estimates the average treatment effects on discriminatory hiring. In the gender-

blind condition, discrimination is significantly higher than in the control group (β = 0.49,

p = 0.021). This corresponds to a 63% rise in the odds of hiring a male over an equivalent female

candidate when the algorithm excludes gender (exp(0.49) ≈ 1.63). In contrast, the month-of-

birth treatment shows no significant effect (β = 0.06, p = 0.79). These results suggest that the

increase in discrimination is specific to the exclusion of gender in the algorithm, which is in

line with the earlier finding on reduced belief updating under this algorithm.

Model 2 adds prior statistical beliefs about gender differences in performance to investi-

gate potential mechanisms behind the treatment effect. The average effect of the gender-blind

treatment remains significant, though only marginally (β = 0.413; p = 0.059), which suggests

that priors partially mediate the treatment effect. The main effect of priors is highly signifi-
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cant (β = 0.422; p < 0.001). This shows that participants base their hiring decisions on their

prior beliefs about gender differences, and thus tend to override the algorithmic recommen-

dations (which are designed to be balanced across gender). Moreover, the interaction between

the gender-blind condition and prior beliefs is positive and marginally significant (β = 0.267,

p = 0.089). This implies that for each standard deviation increase in the belief that gender

predicts performance, the log-odds of hiring discrimination are 0.267 higher under the gender-

blind condition relative to the control. In contrast, the interaction effect for the month-of-birth

condition is not statistically significant (β = −0.226, p = 0.179), suggesting that the observed

effect is specific to the exclusion of gender rather than to algorithm intervention more generally.

Taken together, these results indicate that excluding sensitive attributes from algorithms may

increase human discrimination based on statistical beliefs.

Model 3 includes a squared term for standardized priors to test whether the moderating effect

of beliefs is concentrated among individuals with extreme beliefs. The average treatment effect

of the gender-blind condition remains marginally significant (β = 0.399, p = 0.098). The main

effect of prior beliefs is also marginally significant (β = 0.367, p = 0.080). Their squared term

is not significant (β = 0.016, p = 0.746) and neither is its interaction with the gender-blind

treatment (β = 0.031, p = 0.813). The interaction between prior beliefs and the gender-blind

condition, marginally significant in Model 2, loses significance (β = 0.204, p = 0.536) likely

due to collinearity or reduced power. These results suggest that the increase in discrimination

under the gender-blind algorithm is not limited to participants with extreme priors, but may

also extend to those with more moderate beliefs. However, due to limited statistical power

and potential multicollinearity, I cannot rule out that nonlinear patterns exist but remain

undetected.

I find an unexpected significant interaction between the squared term of prior beliefs and the

month-of-birth treatment (β = −0.395, p = 0.014). Among participants who strongly believe

that gender predicts performance, discrimination decreases when the algorithm excludes month-

of-birth information. These participants therefore follow the algorithmic recommendations more

often then, likely because they perceive it as more credible when it relies only on variables they

consider relevant: gender, education, and performance on another test. This result from the

placebo treatment illustrates that even minor changes to the algorithm’s input can influence

its adoption (Dietvorst et al., 2018), which is, in turn, driven by human decision-makers’ priors

about the predictive value of input features.

Taste-based hiring

Hiring decisions are not driven solely by beliefs about candidate performance. I find that a

total of 25.54% of all participants deviate from their posterior beliefs in their hiring behavior,
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i.e., they hire a candidate they believe has less than a 50% chance of being a top performer

after viewing the algorithm’s prediction. This fraction is consistent with previous findings in

Campos-Mercade and Mengel (2024). I find no significant difference in this behavior across

treatments (control: 23.0%, gender-blind: 26.7%, birth month: 27.3%; χ2(2) = 1.42, p = 0.491).

I also find that this behavior does not vary significantly with participant demographics or

education level (see Appendix Table A15), again consistent with Campos-Mercade and Mengel

(2024).

The data suggest that these deviations are asymmetric across candidate gender and system-

atically favor female candidates. When participants assigned low probabilities (below 50%) to a

male and the equivalent female candidate, 11.1% of them hired the female but not the male at

least once, while 7.6% did the opposite. This difference is statistically significant (χ2(1) = 4.60,

p = 0.032, McNemar’s chi-squared test). I find this in all treatment groups (control: 10.3%

female vs. 5.7% male (p = 0.090); gender-blind: 11.8% female vs. 6.5% male (p = 0.061);

birth-month treatment: 12.7% female vs. 7.8% male (p = 0.165), note that the sample size in

the birth-month treatment is smaller than in the other two treatments). While the treatment-

specific differences do not reach the 5% significance level, the significant result in the pooled

sample and the similar behavior across treatment groups suggests that this behavior is driven by

preferences ("taste"), and not only noise. This result is consistent with Coffman et al. (2021b),

who also find that hiring decisions not explained by statistical beliefs tend to favor female

candidates.

At the decision level, 10.16% of all hires are inconsistent with participants posterior beliefs.

Consistent with the participant-level analysis, these deviations appear asymmetric and favor

female candidates. Table A3 presents results from a logistic regression using a restricted sub-

sample of hiring decisions in which participants assigned both a male and an equivalent female

candidate a posterior probability below 50% of being a top performer. The dependent variable,

discrimination, is coded as 1 if only one of the two candidates is hired and 0 if both or neither

is hired. The results indicate that female candidates are significantly more likely to be hired

than male candidates in these belief-inconsistent cases (p = 0.090). Appendix Table A16 shows

results for the full sampleincluding participants with pro-female priorsand confirms the same

direction of the effect, with a smaller p-value (p = 0.036).
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Table A3: Taste-Based Hiring (Decision-Level)

Candidate gender: female 0.1733∗

(0.1023)
Gender-blind 0.0975

(0.2592)
Mob-blind 0.0483

(0.2715)
Participant gender: female 0.0145

(0.2130)

Observations 1742
Controls Yes

Notes: This table reports results from a logistic regression. It uses a sub-
sample of observations where participants assigned predicted performance
below 50% to both an equivalent male and female candidate (posterior be-
liefs). Discrimination is coded as 1 if only one of the two candidates is hired,
and 0 if both or neither are hired. Controls include participant age and ed-
ucation. Standard errors are clustered at the participant level. ∗p < 0.10,
∗∗p < 0.05, ∗∗∗p < 0.01.

Further results

Confirmation bias: I find strong evidence of confirmation bias in participants adoption of al-

gorithmic recommendations, in line with previous research (Liu et al., 2023; Davenport, 2023).

When the algorithm predicts both a lower-educated male and female candidate to be top per-

formers, participants are significantly more likely to hire only the male (β = 1.979, p < 0.001,

full logistic regressions results are in Table Appendix Table A17). This implies that partici-

pants appear to adopt the algorithms recommendation when it aligns with their prior beliefs,

but discount it when it contradicts those. Although this paper focuses on the decision-maker’s

behavior (the demand side), these results also reveal implications for the supply side: female

candidates with lower education are comparatively disadvantaged, even when supported by

non-discriminatory and accurate algorithmic recommendations. These findings demonstrate

that confirmation bias in human decision-making can undermine the intended neutrality of

algorithmic decision tools.

Ingroup Bias: Participants exhibit ingroup bias in their hiring behavior, consistent with Coff-

man et al. (2021b). Appendix Table A13 and Table A14 report full regression outputs, including

demographics, using the restricted and full samples, respectively. In both samples, female par-

ticipants are less likely than male participants to discriminate against female candidates. In

the restricted sample, which excludes participants who believe that women outperform men,

this difference is large and marginally significant (β = −0.304, p = 0.087). When control-

ling for prior beliefs, the effect diminishes and becomes statistically insignificant (β = −0.234,

p = 0.176). This suggests that beliefs explain part of the gender difference. In the full sample,
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the gender gap remains large and statistically significant across all models, even after control-

ling for priors: β = −0.038 (p = 0.002) in Model 1, β = −0.037 (p = 0.002) in Model 2, and

β = −0.035 (p = 0.003) in Model 3.

Perceived algorithm accuracy: I find significant treatment effects in perceived algorithm ac-

curacy. Participants rate the gender-blind algorithm as less accurate in predicting candidate

performance (mean accuracy: 62.4%) than both the control algorithm that uses all available

variables (mean accuracy: 65.6%, p = 0.0017, one-sided t-test) and the algorithm that excludes

month-of-birth information (mean accuracy: 64.7%, p = 0.027, one-sided t-test). Regression

results in Appendix Table A18 confirm this finding and show that the reduction in perceived

accuracy under the gender-blind treatment is not moderated by prior beliefs about gender as

a predictor of performance. This aligns with the earlier result that belief updating is more

conservative under the gender-blind algorithm, regardless of participants prior beliefs.

3.E Discussion

Discussions of algorithmic fairness interventions often adopt a technical or normative lens.

This paper takes a behavioral approach and presents evidence from a hiring experiment on

how fairness-constrained algorithms interact with human decision-makers. I find suggestive

evidence that protecting group membership in algorithmic predictions makes individuals more

conservative in updating their beliefs about candidates, regardless of their prior beliefs about

group differences. This is supported by the finding that "blind" algorithms are also perceived as

significantly less accurate, regardless of participants’ priors. When it comes to hiring decisions,

I find that discrimination in hiring increases under the fairness intervention, driven by those

who initially believe that group membership predicts performance. The findings also highlight

a distinct source of human discrimination that lies outside the scope of algorithmic design:

individual preferences ("taste") for or against certain groups.

These results are novel in the algorithmic fairness debate, yet align with well-established

behavioral findings from other domains. A large body of work on affirmative action policies

shows that well-intentioned fairness interventions can elicit unintended responses by reduc-

ing trust in the decision-making process, generating greater resistance from decision makers

when their goals are misaligned with the goals of the affirmative action policy, and ultimately

even exacerbating disparities in outcomes (Holzer and Neumark, 2000; Miller and Segal, 2012;

Niederle et al., 2013). Although the elimination of the gender variable in this setting was not

explicitly framed as a fairness intervention, participants may likely have perceived it as such

(Anderson et al., 2006; Fryer et al., 2008; Hughey, 2022). These findings are also consistent

with prior research on algorithm acceptance and trust (Dietvorst et al., 2018; Burton et al.,
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2020). People are highly sensitive to how algorithms are designed and framed when evaluating

their credibility . If users do not understand or trust an algorithms design, they are less likely

to follow it. Finally, cognitive biases well, documented in the literature, may also help explain

these effects (Benjamin, 2019; Exley and Nielsen, 2024). In this experiment, participants re-

spond disproportionately to the removal of a single input variable, even though they know that

the algorithm includes other strong predictors. Also, they do not fully update their beliefs in

response to highly informative signals (even those who estimate them to be accurate), which

is consistent with the large literature on errors in Bayesian updating.

Importantly, these results should not be interpreted as a case against anti-discrimination

approaches at the system-level or the critical role of human oversight in high-stakes domains.

In fact, both are core components of recent AI regulation, such as the EU AI Act (2024), and

are individually essential for responsible AI: the former for preserving equity and mitigating

discriminatory development and outcomes, and the latter for ensuring accountability, risk min-

imization, and fostering institutional compliance. Rather than challenging these principles, the

findings underscore the need to design institutional frameworks that account for how these com-

ponents interact in practice. This includes defining the optimal delegation of decision-making

authority between algorithms and humans (Athey et al., 2020; Garcia et al., 2024), particularly

when their objectives are not fully aligned (Cowgill and Tucker, 2020; McLaughlin and Spiess,

2022). It also complicates the question of transparency and explainability in decision proce-

dures, both in terms of how the algorithm operates and why human decision-makers override

it (Angelova et al., 2023). Finally, it raises the issue of where fairness interventions should be

applied: at the prediction stage, where models are trained, or at the application stage, where

decisions are made (Kleinberg et al., 2018b).

The results of this study should be interpreted with some caution due to several limita-

tions. The experiment relies on a highly stylized setting in which the algorithm is assumed

to be correct, informative, and non-discriminatoryboth in treatment and in impact. These as-

sumptions are necessary to ensure internal validity and to isolate the behavioral response to

fairness constraints. However, they likely come at the cost of reduced external validity. Al-

gorithms used in practice often do not outperform human judgment and involve trade-offs

between different fairness notions (Narayanan and Kapoor, 2024). This study does not claim

that algorithmic predictions are inherently more accurate or less discriminatory than humans in

real-world applications. Another important limitation concerns the relatively low heterogeneity

in participants’ endogenous prior beliefs about group differences, which is lower than in com-

parable experimental studies. In addition, a large share of participants believed that females

outperform males, which led to the exclusion of more observations than originally anticipated.
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This reduces the statistical power to detect interactions between prior beliefs and treatment

effects and suggests that future research may benefit from approaches that exogenously create

greater variation in prior beliefs. Furthermore, the experimental design is intentionally stylized

and uses a simplified fairness intervention, i.e., the exclusion of a single input variable, which

does not reflect how fairness is operationalized in most real-world algorithmic systems. Thus,

the results may not generalize to settings with more complex algorithmic fairness approaches.

Finally, in this stylized setting, decision makers are assumed to be motivated solely by accu-

racy in predicting candidate performance, which is implicit in the incentive structure of the

experiment. In real-world contexts, however, decision makers often pursue multiple objectives

that may shape their response to algorithmic recommendations. For example, managers who

value team diversity may be more likely to follow fairness-oriented algorithmic hiring tools.

In addition to addressing these limitations, also through the use of observational data from

field settings where fairness-aware algorithms are increasingly adopted, future research could

explore potential remedies to the backfiring behavioral effects identified in this study. One

avenue may be to examine information interventions that increase trust in the algorithms ac-

curacy, provided the tool is well-designed (Haaland et al., 2023). This could be particularly

relevant, as low perceived accuracy appears to hinder adoption. Another promising direction is

to shift from individual to collective decision-making, which has been shown to mitigate the in-

fluence of individual biases and beliefs (Mann, 2020). Finally, building on Esponda et al. (2023),

future work could investigate whether disclosing sensitive attributes only after the algorithmic

prediction has been presented increases the acceptance of non-discriminatory algorithms and

thereby helps reduce statistical discrimination.

3.F Conclusion

Efforts to reduce discrimination when algorithms are used in consequential decision-making may

fall short if the behavioral dynamics of humanalgorithm interactions are not considered. Even

when provided with non-discriminatory and accurate algorithmic recommendations, human

decision-makers may continue to rely on their own statistical beliefs or taste-based preferences.

As a result, disparities in outcomes may persist unless such behavioral responses are explicitly

addressed. This confirms prior calls to extend the focus of algorithmic fairness beyond model

design to the broader institutional context in which these tools are deployed (Mitchell et al.,

2021; Barocas et al., 2023; Corbett-Davies et al., 2023). This is particularly important given

the potential welfare and equity gains of algorithms used in domains such as hiring, lending, or

criminal justice (Kleinberg et al., 2018b,a), and the substantial resources currently invested in

their development and deployment. Realizing the intended social impact of fairness interven-
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tions requires interdisciplinary approaches that integrate technical, behavioral, and institutional

perspectives.
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3.A Appendix

Table A4: Gender Distribution of the Sample

Gender Count Percentage (%)
Female 633 50.60
Male 602 48.12
Non-binary 15 1.2
Prefer not to say 1 0.08
Total 1251 100

Notes: This table displays the gender distribution of the sample.

Table A5: Age Distribution of the Sample

Age Category Count Percentage (%)
18-29 231 18.47
30-39 266 21.26
40-49 181 14.47
50-59 253 20.22
60-69 238 19.02
70-79 75 6.00
> 80 7 0.56
Total 1251 100

Notes: This table displays the age distribution of the sample.

Table A6: Education Levels Distribution of the Sample

Education Count Percentage (%)
Bachelor’s degree 419 33.49
Some college credit, no degree 264 21.1
Master’s degree 170 13.59
High school graduate (or equivalent) 149 11.91
Associate degree 135 10.79
Trade/technical/vocational training 47 3.76
Doctorate degree 24 1.92
Professiol degree 24 1.92
Some high school, no diploma 13 1.04
Prefer not to say 4 0.32
No schooling completed 1 0.08
Nursery school to 8th grade 1 0.08
Total 1251 100

Note: The table reports the distribution of education levels in
the sample.
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Table A7: Summary Statistics of Prior Beliefs About Male candidates (by Treatment)

Treatment Mean SD Min Q1 Median Q3 Max N
Control 57.9 10.2 27.2 50.6 57.0 64.0 90.0 451
Gender 56.8 9.29 25.0 50.1 56.2 62.5 84.8 451
Month-of-Birth 58.3 9.86 23.8 50.8 57.5 65.0 82.8 349

Notes: This table reports summary statistics of participants’ prior beliefs about
male candidates performance, measured as the estimated probability (0100) that
candidate is a top performer. Results are shown separately by treatment group.

Table A8: Summary Statistics of Prior Beliefs About Female candidates (by Treatment)

Treatment Mean SD Min Q1 Median Q3 Max N
Control 57.5 10.3 26.2 50.2 56.5 63.8 100.0 451
Gender 56.0 10.0 10.5 50.0 55.0 62.2 85.0 451
Month-of-Birth 56.7 10.6 25.0 50.0 55.5 63.8 84.2 349

Notes: This table reports summary statistics of participants’ prior beliefs about
female candidates performance, measured as the estimated probability (0100) that
candidate is a top performer. Results are shown separately by treatment group.

Table A9: Summary Statistics of Prior Beliefs about Gender Differences (by Treatment)

Treatment Mean SD Min Q1 Median Q3 Max N
Control 0.4 8.91 -50.0 -3.1 0.0 3.8 50.2 451
Gender 0.8 8.74 -27.8 -2.5 0.0 3.8 58.8 451
Month-of-Birth 1.6 9.03 -29.0 -2.5 0.0 4.5 37.2 349

Notes: This table reports summary statistics of the difference in participants’
prior beliefs about male and female candidate performance, measured as the
estimated probability (0-100) that the candidate is a top performer. Positive
values indicate a belief that male candidates are more likely to be top performers.
Results are shown separately by treatment group.

Table A10: Summary Statistics of Prior Beliefs about Gender Differences (Subsample)

Treatment Mean SD Min Q1 Median Q3 Max N
Control 5.3 6.96 0.0 0.0 2.5 8.0 50.2 261
Gender 5.5 7.60 0.0 0.2 2.8 7.0 58.8 262
Month-of-Birth 6.4 8.02 0.0 0.2 3.2 9.2 37.2 205

Notes: This table reports summary statistics of the difference in participants’
prior beliefs about male and female candidate performance, measured as the
estimated probability (0-100) that the candidate is a top performer. Observa-
tions with pro-female prior beliefs are excluded. Results are shown separately
by treatment group.
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Figure A4: Distribution of Prior Beliefs About Gender Performance Gap (standardized)

Notes: This figure displays the distribution of participants’ standardized prior beliefs about the performance gap
between male and female candidates (male − female). The performance gap is measured as the average estimated
probability that a candidate is a top performer for male candidates minus that for female candidates. The x-axis
is centered at zero, with each bar representing a one standard deviation interval. Zero indicates no perceived
performance difference, meaning the belief is that gender is not a performance predictor. Positive values indicate
that a belief that males perform better, and negative values indicate a belief that females perform better.
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Table A11: Belief Updating (Incl. Updating in Opposite Direction)

Restricted Sample Full Sample
Gender-blind −0.088∗ −0.042

(0.049) (0.037)
Mob-blind 0.010 0.028

(0.055) (0.042)
Gender diff. priors (std.) 0.023 0.024

(0.039) (0.029)
Algorithm prediction: low 0.008 0.016

(0.019) (0.015)
Candidate gender: male −0.020 −0.006

(0.013) (0.011)
Gender-blind × gender diff. priors (std.) 0.016 −0.031

(0.051) (0.041)
Mob-blind × gender diff. priors (std.) 0.046 0.029

(0.055) (0.042)
Prior log-odds 0.019 0.018∗

(0.013) (0.010)
Age −0.006∗∗∗ −0.005∗∗∗

(0.001) (0.001)
Gender: Non-binary 0.062 0.119

(0.194) (0.113)
Gender: Prefer not to say 0.159 −0.068

(0.202) (0.202)
Gender: Female 0.059 0.062

(0.045) (0.033)
Education: Bachelor’s 0.036 −0.014

(0.083) (0.064)
Education: Doctorate −0.060 −0.125

(0.131) (0.107)
Education: High school −0.123 −0.056

(0.096) (0.073)
Education: Master’s −0.049 −0.057

(0.089) (0.069)
Education: Prefer not to say −0.485∗∗ −0.352∗

(0.206) (0.206)
Education: Professional 0.129 0.013

(0.129) (0.096)
Education: Some college −0.080 −0.080

(0.088) (0.065)
Education: Some high school −0.055 0.045

(0.161) (0.133)
Education: Vocational −0.159 −0.121

(0.129) (0.091)
Attitude toward algorithms 0.175∗∗∗ 0.170∗∗∗

(0.033) (0.026)
Cognitive bias −0.077∗ −0.026

(0.047) (0.038)

Observations 5,611 9,660
Notes: This table reports the full output from OLS regressions with belief updating as the
dependent variable, including observations of participants that updated their estimates in the
direction opposite to the algorithm. Model 1 uses the restricted sample (no pro-female prior
beliefs); Model 2 uses the full sample (incl. participants with pro-female prior beliefs). Belief
updating is defined as the absolute change in log-odds between prior and posterior beliefs,
|log(posterior odds) − log(prior odds)|. Standard errors are clustered at the participant level.
∗p < 0.10, ∗∗p < 0.05, ∗∗∗p < 0.01.
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Table A12: Belief Updating (Full Output)

Restricted Sample Full Sample
Gender-blind −0.088∗ −0.042

(0.049) (0.037)
Mob-blind 0.010 0.028

(0.055) (0.042)
Gender diff. priors (std.) 0.023 0.024

(0.039) (0.029)
Algorithm prediction: low 0.008 0.016

(0.019) (0.015)
Candidate gender: male -0.020 −0.006

(0.013) (0.011)
Gender-blind × gender diff. priors (std.) 0.016 −0.031

(0.051) (0.041)
Mob-blind × gender diff. priors (std.) 0.046 0.029

(0.055) (0.042)
Prior log-odds 0.019 0.018∗

(0.013) (0.010)
Age −0.006∗∗∗ −0.005∗∗∗

(0.001) (0.001)
Gender: Non-binary 0.062 0.116

(0.194) (0.113)
Gender: Prefer not to say 0.159 −0.065

(0.202) (0.203)
Gender: Female 0.059 0.066

(0.045) (0.034)
Education: Bachelor’s 0.036 −0.012

(0.083) (0.064)
Education: Doctorate −0.060 −0.126

(0.131) (0.107)
Education: High school −0.123 −0.051

(0.096) (0.073)
Education: Master’s −0.049 −0.055

(0.089) (0.069)
Education: Prefer not to say −0.485∗∗ -0.344

(0.206) (0.207)
Education: Professional 0.129 0.011

(0.129) (0.096)
Education: Some college −0.080 −0.077

(0.088) (0.065)
Education: Some high school −0.055 0.051

(0.161) (0.133)
Education: Vocational −0.159 −0.119

(0.129) (0.091)
Attitude toward algorithms 0.175∗∗∗ 0.171∗∗∗

(0.033) (0.026)
Cognitive bias −0.077∗ −0.026

(0.047) (0.038)

Observations 5,383 9,237
Notes: Full output from OLS regressions with belief updating as the dependent variable, corre-
sponding to Table A1. Model 1 uses the restricted sample (no pro-female prior beliefs); Model 2
uses the full sample (incl. participants with pro-female prior beliefs). Belief updating is defined
as the absolute change in log-odds between prior and posterior beliefs. The sample excludes
observations where participants update in the direction opposite to the algorithm prediction.
SE clustered at the participant level. ∗p < 0.10, ∗∗p < 0.05, ∗∗∗p < 0.01.
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Table A13: Discrimination in Hiring (Full Output)

(1) (2) (3)
Gender-blind 0.490∗∗ 0.413∗ 0.399∗

(0.212) (0.219) (0.242)
Mob-blind 0.062 0.085 0.373

(0.234) (0.242) (0.256)
Gender diff. priors (std.) 0.422∗∗∗ 0.367∗

(0.116) (0.210)
Gender diff. priors (std.)2 0.016

(0.050)
Gender-blind × gender diff. priors (std.) 0.267∗ 0.204

(0.156) (0.329)
Mob-blind × gender diff. priors (std.) −0.226 0.499

(0.168) (0.389)
Gender-blind × Gender diff. priors (std.)2 0.031

(0.131)
Mob-blind × Gender diff. priors (std.)2 −0.395∗∗

(0.160)
Attitude toward algorithm −0.037 0.071 0.074

(0.155) (0.138) (0.139)
Age 0.009 0.005 0.005

(0.006) (0.006) (0.006)
Gender: Non-binary −13.850∗∗∗ −13.614∗∗∗ −13.670∗∗∗

(0.189) (0.198) (0.205)
Gender: Prefer not to say −15.806∗∗∗ −15.358∗∗∗ −15.577∗∗∗

(0.796) (0.917) (0.749)
Gender: Woman −0.299∗ −0.228 −0.199

(0.179) (0.175) (0.175)
Education: Bachelor’s degree −0.443 −0.403 −0.409

(0.325) (0.316) (0.321)
Education: Doctorate degree −0.035 0.363 0.413

(0.669) (0.659) (0.645)
Education: High school graduate −0.134 0.151 0.196

(0.371) (0.373) (0.377)
Education: Master’s degree −0.072 0.246 0.184

(0.352) (0.353) (0.350)
Education: Prefer not to say 1.006 1.485 1.636∗

(0.796) (0.922) (0.770)
Education: Professional degree −1.602 −1.299 −1.295

(1.022) (0.987) (0.993)
Education: Some college credit −0.220 −0.087 −0.078

(0.342) (0.336) (0.342)
Education: Some high school 0.991 1.419∗ 1.482∗

(0.777) (0.793) (0.801)
Education: Trade/technical training 0.415 0.683 0.678

(0.436) (0.435) (0.432)
Observations 2,735 2,735 2,735

Notes: This table reports the full results of logistic regression models with hiring discrim-
ination as the dependent variable, corresponding to Table A2. Discrimination is coded as
1 if a male candidate is hired while an otherwise identical female candidate is not, and
0 if both or neither are hired. Observations where the female candidate is hired but the
male is not are excluded. Standard errors are clustered at the participant level. ∗p < 0.10,
∗∗p < 0.05, ∗∗∗p < 0.01.
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Table A14: Discrimination in Hiring (Full Sample)

(1) (2) (3)
Gender-blind 0.008 0.007 0.003

(0.014) (0.014) (0.014)
Mob-blind −0.014 −0.019 −0.004

(0.014) (0.014) (0.015)
Gender diff. priors (std.) 0.027∗∗ 0.026∗

(0.012) (0.012)
Gender diff. priors (std.)2 0.003

(0.005)
Gender-blind × gender diff. priors (std.) 0.053∗∗ 0.045∗∗

(0.019) (0.019)
Mob-blind × gender diff. priors (std.) 0.007 0.019

(0.016) (0.016)
Gender-blind × gender diff. priors (std.)2 0.005

(0.007)
Mob-blind × gender diff. priors (std.)2 −0.015∗∗

(0.007)
Attitude toward algorithms 0.008 0.011 0.012

(0.009) (0.009) (0.009)
Age 0.000 0.000 0.000

(0.000) (0.000) (0.000)
Gender: non-binary −0.134∗∗∗ −0.130∗∗∗ −0.126∗∗

(0.047) (0.049) (0.050)
Gender: prefer not to say 0.199 0.199∗ 0.209∗

(0.131) (0.120) (0.120)
Gender: Female −0.037∗∗ −0.036∗∗ −0.034∗∗

(0.012) (0.012) (0.012)
Education: Bachelor’s −0.009 −0.015 −0.014

(0.023) (0.021) (0.021)
Education: Doctorate −0.046 −0.031 −0.029

(0.053) (0.051) (0.050)
Education: High school −0.020 −0.015 −0.011

(0.027) (0.026) (0.026)
Education: Master’s −0.001 0.004 0.005

(0.025) (0.024) (0.024)
Education: Prefer not to say −0.233∗ −0.221∗ −0.220∗

(0.131) (0.120) (0.121)
Education: Professional 0.006 0.009 0.012

(0.029) (0.028) (0.028)
Education: Some college −0.004 −0.002 −0.000

(0.024) (0.023) (0.022)
Education: Some high school 0.062 0.067 0.069

(0.092) (0.092) (0.092)
Education: Vocational 0.011 0.014 0.016

(0.043) (0.041) (0.041)
Observations 5,004 5,004 5,004

Notes: This table reports results from OLS regressions with the full sample and discrimination
as the dependent variable. Discrimination is coded as 1 if a male candidate is hired and a female
candidate with otherwise identical characteristics is not, −1 if the female candidate is hired
and the male is not, and 0 if both or neither are hired. Gender-blind and Mob-blind indicate
treatment conditions in which the algorithm excludes gender or month-of-birth information,
respectively. Gender diff. priors (std.) measures prior beliefs that male candidates outperform
female candidates, i.e., that gender is a performance predictor. Standard errors clustered at the
participant level. ∗p < 0.1, ∗∗p < 0.05, ∗∗∗p < 0.01.
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Table A15: Taste-based Hiring (Participant-Level)

(1) (2)
Restricted Sample Full Sample

Gender: Female −0.280 −0.304∗∗

(0.173) (0.128)
Gender: Non-binary −0.533 0.180

(1.101) (0.563)
Gender: Prefer not to say −0.532 −0.216

(1081.135) (1018.000)

Education: Bachelor’s degree 0.102 −0.073
(0.308) (0.221)

Education: Doctorate degree 0.516 0.501
(0.626) (0.458)

Education: High school graduate (GED) 0.242 −0.007
(0.375) (0.264)

Education: Master’s degree 0.105 −0.044
(0.351) (0.256)

Education: Prefer not to say (education) −13.230 −13.660∗

(624.192) (508.000)
Education: Professional degree −0.729 −1.113∗

(0.812) (0.648)
Education: Some college, no degree −0.083 −0.086

(0.341) (0.237)
Education: Some high school, no diploma −0.083 −0.309

(0.855) (0.688)
Education: Trade/technical training 0.079 0.210

(0.519) (0.363)
Age 0.007 0.001

(0.006) (0.004)
Treatment: Gender 0.198 0.089

(0.207) (0.150)
Treatment: Month-of-Birth 0.237 0.148

(0.218) (0.159)

Observations 728 1251
Notes: This table reports results from a logistic regression. The dependent variable is
a binary indicator (1 = participant hired at least one candidate rated with a posterior
probability of being a top performer below 50%; 0 = otherwise). Standard errors are in
parentheses. Model (1) includes restricted sample (without pro-female prior beliefs); Model
(2) includes all observations. The reference category for gender is male, and for education
levels is no formal education. ∗p < 0.10, ∗∗p < 0.05, ∗∗∗p < 0.01.
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Table A16: Taste-Based Hiring (Decision-Level, Full Sample)

Candidate gender: female 0.1662∗

(0.0795)
Treatment: gender-blind −0.0400

(0.1842)
Treatment: month-of-birth-blind 0.0753

(0.1931)
Participant gender: woman −0.2180

(0.1574)

Observations 1742
Controls Yes

Notes: This table reports the results of a logistic regression for the full sample
(including those participants who initially stated that female workers outperform
male workers, i.e., pro-female prior beliefs). It uses a subsample of observations
in which participants assigned a predicted performance below 50% to both an
equivalent male and female candidate (posterior beliefs). Discrimination is coded
as 1 if only one of the two candidates is hired, and 0 if both or neither is hired.
Controls include participant age and education. Standard errors are clustered at
the participant level. ∗p < 0.10, ∗∗p < 0.05, ∗∗∗p < 0.01.

Table A17: Confirmation Bias in Algorithm Adoption

(1) (2)
Restricted Sample Full Sample

Candidate: no bachelor −1.202∗∗∗ −0.015
(0.217) (0.014)

Algorithm: top −0.906∗∗∗ 0.013
(0.198) (0.013)

Candidate: no bachelor × algorithm: top 2.034∗∗∗ 0.007
(0.294) (0.020)

Observations 2,735 5,004
Controls Yes Yes

Notes: Model (1) is a logistic regression. The dependent variable is discrimination, coded as
1 if the male candidate is hired and the otherwise identical female candidate is not, and 0 if
both receive the same hiring outcome (either both hired or neither hired). The sample excludes
cases of pro-female discrimination and participants with prior beliefs favoring female candidates.
Model (2) is an OLS regression on the full sample. The dependent variable is coded as 1 if
only the male is hired, −1 if only the female is hired, and 0 if both receive the same outcome.
Candidate: no bachelor is 1 if the evaluated candidate has no bachelor’s degree. Algorithm: top
is 1 if the algorithm predicted the candidate to be a top performer. All models include controls
for participant age, gender, education, and algorithm attitudes. Standard errors are clustered at
the participant level. ∗p < 0.10, ∗∗p < 0.05, ∗∗∗p < 0.01.
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Table A18: Perceived Algorithm Accuracy

(1) (2) (3) (4)
Gender-blind −3.30∗∗ −3.39∗∗ −3.16∗∗∗ −3.21∗∗∗

(1.39) (1.39) (1.07) (1.07)
Mob-blind −1.92 −1.90 −0.95 −0.99

(1.48) (1.49) (1.14) (1.15)
Gender diff. priors (std.) −0.45 0.89

(0.59) (0.75)
Gender-blind × gender priors (std.) −2.34 −0.91

(1.44) (1.08)
Mob-blind × gender priors (std.) −1.74 −0.92

(1.49) (1.13)
Constant 66.43∗∗∗ 66.47∗∗∗ 65.60∗∗∗ 65.65∗∗∗

(0.98) (0.98) (0.75) (0.76)

Observations 728 728 1,251 1,251
Notes: OLS regressions with perceived algorithm accuracy as the dependent variable (mea-
sured on a 0–100 scale). Gender-blind and Mob-blind indicate treatments relative to the con-
trol. Gender diff. priors (std.) is the standardized belief that gender predicts performance.
Models (1) and (2) use the restricted sample (excluding participants with pro-female pri-
ors). Models (3) and (4) use the full sample. Standard errors clustered at participant level.
∗p < 0.10, ∗∗p < 0.05, ∗∗∗p < 0.01.

86



Chapter 3. Algorithmic Fairness and Human Discrimination

3.A.1 Experimental instructions

Pre-study: Beliefs about demographic differnces in test performance)

Slide 1
Welcome! Thank you for participating in this study. The study is conducted by a researcher at the
University of Hamburg, Germany.
Your Task: In a previous online study, 400 U.S. adultsrepresentative of the U.S. adult populationtook

a math and science test. Your task is to estimate whether there are demographic differences in average
test performance. You will be asked to make a total of five predictions.
Your Payment: You will receive a fixed payment of $0.50 for completing the study. In addition, you can

earn a bonus of $1 based on the accuracy of your predictions. At the end of the study, a computer will
randomly select one of your five predictions. You will receive a bonus of $1 if that prediction is accurate,
or $0 if it is not. The more accurate your predictions overall, the more likely you are to receive the bonus.
There are no penalties for incorrect guesses. Click here to see the exact method used to determine the
bonus payout.
Confidentiality: Your answers and data will be kept anonymous and confidential at all times.
Duration and Voluntary Participation: The study takes approximately 3 minutes to complete. Partici-

pation is voluntary, and you may withdraw at any time without penalty. Compensation is only provided
for completed studies.If you agree to participate, click Agree to begin, or Disagree to exit.

• Agree

• Disagree

Optional slide: Payment rule
If your prediction exceeds a randomly drawn number X between 0 and 100, then you get paid $5 if the
worker you assessed is a top performer and $0 otherwise. If your prediction is below or equal to the
randomly drawn number X, then you get $5 with probability X% and $0 otherwise.
Slide 2
400 U.S. adults, demographically representative of the U.S. adult population, participated in an online
math and science test. The test consisted of 20 multiple-choice questions covering general science, math
knowledge, arithmetic reasoning, object assembly, and mechanical understanding.
Your are now asked to estimate whether there are demographic differences in average test performance.
The more accurate you are, the more likely you receive the bonus payment.

Slides 3 through 7 (random order)
400 U.S. adults, demographically representative of the U.S. adult population, participated in an online
math and science test. The test consisted of 20 multiple-choice questions covering general science, math
knowledge, arithmetic reasoning, object assembly, and mechanical understanding.
Do you think average performance differs by gender?
There are an equal number of men and women among the 400 test takers.
Now, focusing on the top performers, these are those who scored in the top 50%: If one of these top
performers is drawn at random, what is the percentage chance that this top performer is male compared
to female?

Likert-Scale: 0% (women perform better) 100% (men perform better)
The same question format was repeated for four additional demographic factors. The order of the five

slides was randomized across participants:

• Age: About half of the 400 test takers were older than 45, and half were 45 or younger.
Now, focusing on the top performers those who scored in the top 50%: If one of these top
performers is drawn at random, what is the percentage chance that this top performer is older
than 45 compared to being 45 or younger?
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• Month of birth: About half of the 400 test takers were born in an odd month (January, March,
May, July, September, November) and the other half were born in an even month (February,
April, June, August, October, December).
Now, focusing on the top performers those who scored in the top 50%: If one of these top
performers is drawn at random, what is the percentage chance that this top performer is born in
an odd month compared to being born in an even month?

• Marital status: About half of the 400 test takers were married and half were not married.
Now, focusing on the top performers those who scored in the top 50% if one of these top
performers is drawn at random, what is the percentage chance that this top performer would be
married compared to being unmarried?

• Education level: Almost half of the 400 test takers had a Bachelors degree or an even higher
degree. Half of them had a lower degree or no degree at all.
Now, focusing on the top performers those who scored in the top 50% if one of these top
performers is drawn at random, what is the percentage chance that this top performer holds a
Bachelors degree or higher compared to not having a Bachelors degree?

Main Study

Slide 1
Welcome! Thank you for participating in this study. The study is conducted by a researcher at the
University of Hamburg, Germany.
The study will take approximately 10 minutes to complete.

• Base payment: You will receive $1 for completing this study.

• Bonus payment: You can earn an additional payment of up to $6.

Incorrect answers will not be penalized and will not reduce your payment.

You will receive the base payment within 24 hours and the bonus payment within 48 hours.

Please note that compensation can only be issued if you complete the study.
Your data will remain anonymous and confidential at all times.

Your participation is voluntary, and you may withdraw at any time without penalty.
Please confirm that you have read and understood these instructions and select Confirm to continue or
Decline if you choose not to participate.

• Confirm

• Decline

Slide 2
Instructions: Please read the instructions in this study carefully. You will be asked to answer compre-
hension questions throughout the study. There are two parts:

• Part 1 takes approximately 7 minutes to complete.

• Part 2 takes approximately 3 minutes to complete.

After you complete Part 1, we will provide details for Part 2. The study concludes with a brief survey.
Bonus Payments: At the end of the study, a computer will randomly select which part will count for
the bonus payment. Depending on your answers, you can earn an additional $5 in each part. There
is one additional question for which you can earn an additional $1.Upon completion of the study, you
will be notified of your bonus payment and total payment.

Slide 3
The Workers: In a previous online study, 400 U.S. adults 200 men and 200 women (referred to as
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workers) participated in a math and science test consisting of 20 multiple-choice questions.
The test assessed their skills in areas such as arithmetic reasoning, mechanical comprehension, math
knowledge, general science, and assembling objects.
The 400 workers were demographically representative of the U.S. adult population.
Your Task: You are asked to estimate how some of these workers performed on the math and science
test compared to other workers.
The more accurate your predictions, the better your chances of earning the bonus.

Slide 4
To make your predictions, you will be provided with basic information about each worker in the form
of a short CV. This will include their gender, education level, and month of birth.

• Gender: All participants in the sample identified as either male or female. There were an equal
number of male and female workers.

• Education Level: Approx. half of the workers held at least a Bachelors degree, while the other
half had a lower degree or no degree.

• Month of Birth: Approx. half of the workers were born in an odd-numbered month (January,
March, May, July, September, November), while the other half were born in an even-numbered
month (February, April, June, August, October, December).

• Citizenship: All workers were from the U.S.

Slide 5
Which of the following statements is true?

• The sample of "workers" in the previous online survey includes more men than women.

• The sample of "workers" in the previous online survey includes more women than men.

• The sample of ’workers’ in the previous online survey is demographically representative of the
U.S. population, with a balanced distribution in terms of gender (female/male), education level
(at least a Bachelors degree/no Bachelors degree), and month of birth (even/odd).

Slide 5
Which of the following statements is true?

• The test covered topics in arithmetic reasoning, mechanical comprehension, math knowledge,
general science, and assembling objects.

• The test assessed verbal reasoning skills.

• The test measured second language proficiency.

Slide 7
How can you maximize your bonus payment?
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• By giving random answers.

• By being as accurate as possible in my predictions.

• There is no chance of a bonus payment.

Slide 8
Part 1: On the following screens, you will see the CVs of workers. You do not know their performance.
Your goal is to estimate the likelihood that their performance is in the top half ("Top Performer")
or the bottom half ("Low Performer") relative to the performance of all other workers in the 400-
worker sample.
In other words, you are asked to estimate how likely it is that this worker’s performance will be in the
top 50%.
The more accurate you are, the more likely you are to receive an additional $5. To learn
more about the exact bonus payout rule and how it ensures that it is best for you to report your most
accurate guess, click here.
How to maximize your chances of earning the bonus?

• If you think the worker is likely to be a Top Performer, move the slider to the right toward 100.
The more certain you are, the farther to the right you move it.

• If you think the worker is likely to be a Low Performer, move the slider to the right toward 0.
The more certain you are, the farther to the left you move it.

• In any other case, keeping the slider in the middle will increase your chances of earning a bonus.

[Likert Scale: 0%100%]

Slide 9
Payment rule: If your prediction exceeds a randomly drawn number X between 0 and 100, you get
paid $5 if the worker you assessed is a Top Performer and $0 otherwise.
If your prediction is below or equal to the randomly drawn number X, then you get $5 with probability
X% and $0 otherwise.
By stating your most accurate guess, you can guarantee that no matter what the draw ends up being,
you will be paid according to the option that has the higher probability of paying you an additional $5:
the bet on your score or the lottery.

Slide 10: Comprehension Question
What is a Top Performer?

• The worker with the highest score on a test.

• A worker whose performance score ranks in the top 50% among all 400 workers.

• A worker who answered at least 75% of the questions correctly.

Slides 10 through 17: (Worker evaluation, random order)
Example of female worker:
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How likely is it that she is a Top Performer? Likert scale from 0% (very unlikely) to 100% (very likely).
Slides 10 through 17: (Worker evaluation, random order)
Example of female worker:

How likely is it that he is a Top Performer? Likert scale from 0% (very unlikely) to 100% (very likely).
....
Slide 18
You will now see predictions generated by a machine learning algorithm about whether these workers
are Top or Low Performers.
The algorithm was developed using data and performance results from the remaining 392 workers in the
sample of 400, and then applied to predict the performance of the eight workers you just evaluated.
Slide 19 [BASELINE CONDITION]: Features the Algorithm Uses to Make Predictions
The following features were used by the baseline machine learning algorithm to predict worker perfor-
mance:

• Education level (Bachelors degree or higher / no Bachelors degree)

• Month of birth (even / odd)

• Gender (female / male)

Performance on a similar test: Before taking the math and science test, workers took another 20-
question test that also covered topics such as arithmetic reasoning, mechanical comprehension, math
knowledge, general science, and assembling objects. Workers who were Top Performers on this pre-test
also tended to be Top Performers on the math and science test, while those who were Low Performers
on this pre-test typically remained Low Performers on the math and science test. The algorithm uses
performance on this pre-test to predict performance on the math and science test.

You now have the opportunity to revise your previous answers. Only the answers you provide
on the following screens will be considered for the $5 bonus payment, not the ones you
previously submitted.
[Treatment Group: Gender]
Gender is not included as bullet point. Below the bullets, it stated: "Gender is not included."
[Treatment Group: Month of Birth]
Month of Birth is not included as bullet point. Below the bullets, it stated: "Month of birth is not
included."
Slide 20 [BASELINE CONDITION]:
This is how the algorithm works:

logit (P (Y = 1)) = β0 + β1X1 + β2X2 + β3X3 + β4X4

Note: In the experiment, participants saw this equation with arrows and labels that explained each com-
ponent in simple terms.
[Treatment Group: Gender]
Gender is not part of the model. Below the equation, it stated: "Gender is not included."
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[Treatment Group: Month of Birth]
Month of birth is not part of the model. Below the equation, it stated: "Month of birth is not included."
Slide 21
Which of the following variables does the algorithm use to predict whether the worker is a Top or Low
Performer?

• Age

• Gender

• Height

• Performance on a similar test

• Month of birth (even/odd)

• Marital status

• Education level

• SAT score

Slides 22-29 (repeat 10-17 incl. performance prediction, same order as 10-17):
Would you like to change your previous answer?

Note: This slide shows one example of the eight prediction screens presented to participants.
Slide 30: Instructions for Part 2
You have completed Part 1.
Part 2 will take about 3 minutes to complete. You will first be asked if you would like to hire the workers
you just evaluated to work with you (you will make a total of 8 choices). You will then be asked to
complete a simple and short work task. Bonus payment in Part 2:

• If you do not solve the work task correctly, you will receive $0.

• If you solve the task correctly, one of your hiring choices will be randomly selected and your
payment will depend on whether you hired the worker to work with you:

– If you do not hire the worker, you get $2.50.

– If you hired the worker, and they are a Top Performer, you will get $5, and they will get $1.

– If you hired the worker, and they are a Low Performer, you will get $0, and they will get $1.

If you hire the randomly selected worker, they will receive the fixed payment regardless of their perfor-
mance.
Slides 22 through 29: Hiring decisions for the same eight workers (same order as in part
1)
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Would you like to hire the worker?

• Yes

• No

If this hiring choice is randomly selected:

• If you solve the simple task correctly and hire her, you get $5 if she is a top performer and $0 if
she is a low performer.

• If you solve the simple task correctly and do not hire her, you get $1.

• If you hire her, she will get $1 in any case.

Slide 30

Your task is to solve a short question. You have 45 seconds to answer it.

Question:

A cookie and a peppermint cost $1.10 in total. The cookie costs a dollar more than the peppermint.

How much does the peppermint cost (in cents)?

(Please omit writing “cents” and only write in the corresponding number (e.g., 0,1,2,).)

Answer: cents

Slide 31

You’ve completed part 2.

For the following question you can receive a bonus payment of $1, if you make an accurate

prediction.

Slide 32

Imagine applying the algorithm to 100 workers. On average, how many predictions would be

correct? [Insert number 0-100 here].

To increase your chances of receiving an extra $1, make your predictions as accurate as possible.

To learn more about the exact bonus payout rule that ensures accuracy leads to higher bonus

payouts, click here.

Slide 33

Please take a moment to answer a few basic questions before finding out how many questions

you answered correctly and the amount of your bonus payment.

Slide 34
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How much do you agree with the following statements? Participants were asked to indicate

their level of agreement using a 6-point scale:

Likert scale here: Strongly agree, Rather agree, Neutral, Rather disagree, Strongly

disagree, I don’t know (slides 34-36)

• There should be caution in replacing important people tasks with technology because

new technology is not dependable.

• Whenever something gets automated, you need to check carefully that the machine or

computer is not making mistakes.

• When searching for a job online, job offers displayed may vary from person to person

despite the same search entry.

• I can assess what the limitations and opportunities of algorithms are.

Slide 35

• The use of algorithms that classify people based on certain criteria can lead to systematic

discrimination of some people.

• The exclusion of variables from the algorithm’s input data will result in less accurate

predictions.

• The exclusion of variables from the algorithm’s input data is to ensure that the algorithm

is not discriminatory.

Slide 36

• Discrimination against women is no longer a problem in the U.S.

• Women are getting too demanding in their push for equality

• Over the past few years, women have gotten more economically than they deserve

Slide 37

Demographic questions

Slide 38

Thank you for participating in this study.

The predictions were entirely accurate for the eight workers you evaluated.

On average, the algorithm correctly predicts the performance of 74 out of 100 randomly selected

workers.
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• There were no significant differences in average performance on the math and science test

based on gender or birth month.

• Participants with at least a Bachelor’s degree typically scored higher than those without

one.

• The algorithm based its predictions only on performance on the other math and science

test, which was the best predictor of results.

• The correct answer to the question you solved is: 5.

Your bonus payment is .

Your total payment is .
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Chapter 4.

Social Disparities in Digital Skills: Evidence from
Germany

Abstract

This paper documents gender and socioeconomic gaps in digital skills relevant to the labor
market, using a representative German household sample. Men and individuals with a higher
level of education demonstrate greater proficiency. Both groups also hold more optimistic
beliefs about outperforming others, conditional on actual skills. These belief gaps are not
driven by overconfidence, but by underconfidence among women and individuals with lower
education backgrounds in the upper tail of the skill distribution. Early-life socioeconomic
background is not significantly associated with adult digital skills or beliefs.

Keywords: Digital Skills; Technological Transformation; Digital Inequality

JEL Classification: D63; I24; J24; O33

4.A Introduction

The rapid adoption of new technologies across firms and industries is fundamentally shifting

the skills required in the labor market (Acemoglu, 2002; Autor et al., 2003; Bick et al., 2024).

Demand for digital skills, in particular, is rapidly increasing as workers are now expected to

interact with, monitor, and adapt to new technologies (Bick et al., 2024; Carvajal et al., 2024).

These skills are already associated with rising labor market returns and are predicted to become

a determinant of inequality (Alekseeva et al., 2021; Jackman et al., 2021; Acemoglu et al., 2022;

Noy and Zhang, 2023; Eloundou et al., 2024; Gathmann et al., 2024; Brynjolfsson et al., 2025).

Despite their growing importance, little is known about their distribution in the population.

This is partly because such skills are typically acquired outside formal education systems and

redefine themselves with technological progress. It thus remains unclear whether this shift will

widen or narrow existing inequalities, and how it interacts with established mechanisms of

inequality, such as intergenerational transmission.

This chapter presents new evidence on the distribution of digital skills in the German working

population. It uses exclusive data from a survey module implemented in the German Socio-

Economic Panel Innovation Sample (SOEP-IS)1, which enables the study of both cross-sectional

disparities across groups and longitudinal links to early-life SES. The module elicits individuals

(i) digital skill levels, and (ii) two distinct sets of beliefs: perceived skill advantage relative

to others (of their age group and of the general population), and expectations about how

technological change will affect ones own labor market prospects and other life domains. The
1This module was developed and submitted in collaboration with Fabian Kosse and Tim Leffler.
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paper focuses on disparities by gender and socioeconomic status (SES), both current and early-

life.

Digital skills are measured using items adapted from the Youth Digital Skills Indicator

(yDSI)2, which is a cross-validated instrument designed to measure several digital skills dimen-

sions in large, representative populations (Helsper et al., 2020; ySKILLS EU Project, 2024).

This study focuses on yDSI items most relevant to job performance, specifically those measur-

ing programming, information navigation, and technical and operational skills. Beliefs about

own abilities relative to others are central to economic decision-making (Barber and Odean,

2001; Buser et al., 2014; Bordalo et al., 2019; Owen, 2023; Exley and Nielsen, 2024; Roussille,

2024). In the labor market, such beliefs influence whether individuals apply for jobs, choose

to compete, negotiate, invest in skill development, or self-promote. Holding abilities constant,

women and individuals from lower socioeconomic backgrounds tend to be less confident, in

line with stereotypes associated with the domain (Bénabou and Tirole, 2002; Coffman et al.,

2021a; Exley and Kessler, 2022; Coffman et al., 2024b; Roussille, 2024; Coffman et al., 2024a).

Despite their relevance, these belief gaps have received limited attention in the context of the

skill shift on the labor market due to technological change. Yet in precisely this setting, where

requirements are dynamic and objective assessments of ability are limited, beliefs about ones

own and others skills may be even more consequential (Kaniel et al., 2010). Beliefs about the

expected impact of technology on ones future labor market prospects and other life domains

are elicited because optimism about one’s own future standing has been shown to positively

influence forward-looking economic decisions, such as investment, educational choices, and en-

tering into competition (Brunnermeier and Parker, 2005; Puri and Robinson, 2007; Wiswall and

Zafar, 2015; Mueller et al., 2021). For example, people with higher income or higher education

are more optimistic about future macroeconomic developments (Das et al., 2020), significantly

impacting dispariteis in economic outcomes over the long-run.

The data show significant gender and socioeconomic disparities in both digital skills and

related beliefs. Men and individuals with higher education and income levels exhibit signifi-

cantly higher digital skill levels. The gender gap is particularly pronounced in advanced areas,

such as programming. The most striking finding pertains to disparities in beliefs: men and

higher-educated individuals are significantly more likely to believe they outperform others,

conditional on actual skills. This applies for both reference groups, comparisons with peers

from the same age group and individuals from the general German population. This gap in

beliefs does not appear to be driven by overconfidence, but rather by underconfidence among

2The youth Digital Skills Indicator (yDSI) was initiated by the European Commission and is an extensively
validated survey instrument designed to measure digital skills among young adults across Europe, assessing
competencies in areas such as data literacy, privacy, and content creation.
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women and lower-educated individuals at the upper tail of the skills distribution. Men and

higher-educated individuals with high skills hold better calibrated beliefs.

As for optimism about how the technological change will impact one’s own labor market

prospects, those with higher education levels and higher income are significantly more opti-

mistic. However, once digital skills are controlled for, these associations largely disappear, and

skills become the only significant predictor. This suggests that skills, rather than SES back-

ground, primarily drive personal optimism about future labor market prospects amid techno-

logical change. Finally, early-life SES, as measured by parental education, is not significantly

associated with digital skills or these beliefs in adulthood.

The findings on skill disparities are consistent with prior evidence on the unequal adoption

of technology across gender and socioeconomic groups (Venkatesh et al., 2000; Benyishay et al.,

2020; Bertrand, 2020; Breda et al., 2023). Specifically for generative AI, Carvajal et al. (2024)

document a significant gender gap in usage among students in Norway, with female students,

especially top performers, opting out. This behavior appears to be driven by honesty and

compliance concerns: the gap closes when AI use is explicitly permitted and widens under

bans. Among workers, Humlum and Vestergaard (2025) show in a Danish sample that women

are significantly less likely (16 pp.) to use generative AI at work, and that usage increases

with income, indicating parallel socioeconomic disparities in adoption. Bick et al. (2024) report

similar findings for the US context, where adoption of generative AI is higher among more

educated, younger, and male workers, though the gender gap is smaller (around 9 pp.). The

findings of this study also complement the extensive literature on biased technology-driven

job displacement that exacerbates existing inequalities (Acemoglu and Autor, 2011; Frey and

Osborne, 2017; Acemoglu and Restrepo, 2020; Aksoy et al., 2021; Autor et al., 2024), by

pointing to disparities in tech-complementary skills as a parallel mechanism. Cazzaniga et al.

(2025) present recent global data showing that female workers with a low-SES background

are at disproportionately high risk of job loss, as they are more likely to work in AI-exposed

occupations.

Disparities in individuals’ beliefs about their own skill levels, relative to others, align with

prior research showing beliefs respond to social stereotypes (Coffman, 2014; Bordalo et al.,

2019; Coffman et al., 2024a; Campos-Mercade and Mengel, 2024). The findings here can be

interpreted through the model in Bordalo et al. (2016), which incorporates the kernel of truth

property. This property posits that while stereotypes are rooted in actual average differences

between groups, these differences are exaggerated in perceived beliefs. Specifically, the skills

of individuals from groups performing better on average are overestimated, while the skills of

individuals from groups performing worse on average are underestimated. In short, the "kernel of
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truth" predicts stereotypes will exaggerate perceived performance gaps between groups. When

applied to this study’s context, the data shows that, on average, men and individuals with

higher education levels do indeed show higher proficiency levels on average. Thus, the direction

of the belief bias aligns with the true group-level variation. However, the perceived gap is

exaggerated: when actual skills are held constant, women and individuals with lower levels of

education tend to underestimate their skills relative to others. Contrary to existing literature

(Bordalo et al., 2019; Coffman et al., 2024a), the bias here does not reflect overconfidence among

higher-skilled groups, but rather underconfidence among individuals in groups that show lower

skills on average (in line with the mechanism in Campos-Mercade and Mengel (2024)).

The finding that optimism about the labor market implications of technological change is

associated with individual skills rather than socioeconomic background contrasts with earlier

research showing a strong relationship between socioeconomic conditions and beliefs about fu-

ture economic outcomes and upward mobility (Kearney and Levine, 2014; Genicot and Ray,

2017). Instead, it is more consistent with recent evidence suggesting that expectations are deter-

mined primarily by individual characteristicssuch as skills, knowledge, and endowmentsrather

than group membership (DAcunto et al., 2019; Dacunto et al., 2023). These results indicate

that beliefs about how technological change will affect ones future are less closely linked to

persistent socioeconomic circumstances and may be more responsive to individual learning and

skill acquisition.

Finally, the lack of a significant association between early-life socioeconomic status and either

digital skills or related beliefs suggests that intergenerational inequality plays a limited role in

shaping individuals ability to adapt to a digitalized labor market. This finding contrasts with

a large literature documenting strong and persistent links between childhood socioeconomic

environments and the formation of human capital, including cognitive and non-cognitive skills

as well as long-term economic outcomes (Heckman, 1976; Becker and Tomes, 1979; Erikson and

Goldthorpe, 2002; Heckman, 2011). One explanation lies in the nature of digital skills: unlike

traditional academic skills, they are frequently acquired outside formal education systems and

change in nature as technology advances. Also, for much of the sample, digital tools were

not present during early life and diffused across household backgrounds relatively evenly once

adopted (Keller, 2004).

Methodologically, this paper adds to a growing literature in empirical economics that lever-

ages large-scale, representative survey data to examine heterogeneity in preferences, beliefs,

and economic behavior across socioeconomic groups (Adda et al., 2022; Andre et al., 2022).

The German Socio-Economic Panel (SOEP), used in this study, is one of the most commonly

applied and extensively validated longitudinal dataset (Fischbacher et al., 2024). It is increas-
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ingly employed to measure beliefs and preferences in representative populations (see Stantcheva

(2023) for a review and guide), including those related to the labor market, e.g., pertaining to

perceived outside options (Jäger et al., 2024) and reservation wages (Mui and Schoefer, 2025).

In this study, beliefs are elicited without monetary incentives. While this approach departs

from standard economic literature, it is increasingly accepted when using large-scale popu-

lation panels where incentives may be prohibitively costly, infeasible, or introduce selection

effects.

The remainder of this chapter is organized as follows. The next section describes the measures

and samples. Section 3 presents results. Section 4 discusses the findings and Section 5 concludes.

4.B Measures and Sample

This section describes the measures and samples employed in the analysis. It begins with

the survey instrument used to measure digital skills and beliefs, followed by a description of

the representative German household sample drawn from the German Socio-Economic Panel

(SOEP).

4.B.1 Measuring skills and beliefs: Survey items

Digital skills are measured using survey items from the "Youth Digital Skill Indicator" (yDSI),

a survey instrument developed to assess digital proficiency among young adults across Europe,

initiated by the European Commission (Helsper et al., 2020; van Deursen et al., 2023; LSE

Media and Communications, 2024). The validity of these stated skill measures is supported by

cognitive interviews and performance-based validation, in which participants completed digital

tasks under controlled conditions to benchmark self-reports against actual performance. The

yDSI scale was specifically designed for use in large-scale, representative population surveys

and includes only items with high construct validity.3

The items included in this study are drawn from three of the five digital skill dimensions

in the yDSI, selected for their relevance to labor market applications.4 All questions from the

selected dimensions are used in their original German form (Appendix Table A21), with English

translations provided in Appendix Table A22. Each item is measured on a 5-point Likert scale,

with higher values indicating greater proficiency.5 The three selected skill dimensions are:

• Technical and Operational Skills (6 survey items; e.g., “I know how to adjust privacy

settings.”).
3The original German phrasing of the survey items follows Waechter et al. (2021).
4Due to space constraints in the SOEP questionnaires, the full yDSI battery (24 items across five dimensions)
was not implemented.

5Responses marked as no answer are coded as missing (NA). The response I dont know is coded as 1, reflecting
low proficiency.
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• Programming Skills (1 survey item: “I know how to use programming languages such as

XML, Python, Java, C++.”).

• Information Navigation and Processing Skills (6 survey items; e.g., “I know how to choose

the best keywords for online searches.”).

Beliefs about relative digital skill advantage are measured by asking respondents to estimate

their percentile rank based on two reference groups: (i) their age cohort and (ii) the general

population. Respondents are asked to estimate the proportion of each reference group with

weaker digital skills than those they possess, only based on the dimensions assessed in the

preceding items. The survey questions are phrased as follows: When we talk about digital

skills, we mean the dimensions you just rated. What do you estimate: (i) What percentage of

your age group in Germany currently has less developed digital skills than you? [0100%], and

(ii) What percentage of the general population in Germany currently has less developed digital

skills than you? [0100%].6

The two reference groups, age group and general population, serve distinct purposes. Com-

parisons with the age cohort reflect one’s perceived standing relative to direct labor market

competitors. In contrast, comparisons with the general population provide a broader bench-

mark and allow for cross-generational comparisons that also account for age-related differences

in digital skill levels. The general population reference group also allows for estimating the

accuracy of beliefs about others’ skills based on the representative SOEP data.

The survey concludes with four items eliciting subjective beliefs about the implications of

digitalization across distinct life domains. Respondents are first presented with the prompt:

Thinking about the progressive digitalization in various areas of life, what do you think: in which

areas do the risks outweigh the opportunities, and in which areas do the opportunities outweigh

the risks? The assessed domains include: (i) opportunities in the labor market; (ii) relationships

with friends and family; (iii) organization of free time; and (iv) the overall development of

society. Each item is rated on a 5-point Likert scale, ranging from 1 (digitalization is a risk) to

5 (digitalization is an opportunity).7

6The original German wording is: "Wenn wir über digitale Fähigkeiten reden, meinen wir die Dimensionen, zu
denen Sie sich gerade selbst bewertet haben. Was schätzen Sie: (i) Wie hoch ist zurzeit der Anteil in Ihrer
Altersgruppe in Deutschland, der schlechter ausgeprägte digitale Fähigkeiten besitzt als Sie?" and "(ii) Wie
hoch ist zurzeit der Anteil der allgemeinen Bevölkerung in Deutschland, der schlechter ausgeprägte digitale
Fähigkeiten besitzt als Sie?"

7Original German wording: "Wenn Sie an die fortschreitende Digitalisierung in den verschiedenen Bereichen
des Lebens denken, was meinen Sie, in welchen Bereichen überwiegen die Risiken und in welchen Bereichen
überwiegen die Chancen der Digitalisierung? (i) Ihre Möglichkeiten auf dem Arbeitsmarkt; (ii) Ihre Beziehung
zu Freunden und Familie; (iii) Die Gestaltung Ihrer Freizeit; (iv) Die Entwicklung der Gesellschaft."
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4.B.2 German Socio-Economic Panel (SOEP)

The digital skills measures were implemented as a new, one-time survey module within the

Innovation Sample of the German Socio-Economic Panel (SOEP-IS) (e.g., Richter and Schupp,

2012).8 The module was fielded in the 2023 wave of the SOEP-IS, conducted between April

and July 2023. A key advantage of the SOEP-IS is its linkage to the core SOEP panel, which

provides both cross-sectional socioeconomic (SES) measures and longitudinal background data,

including parental characteristics that proxy early-life SES.

The SOEP subsample assigned to this module includes 1,001 respondents, of whom 992

completed the digital skills items. The sample is 49.4% male, 50.2% female, and 0.4% not

identified, with a mean age of 59 years and an average gross monthly income of approximately

EUR 3,500. Appendix Tables A4–A7 provide additional information on the distributions of

age, income, and education. As the analysis focuses on labor market inequality, the sample is

restricted to non-retired individuals in all subsequent analyses.

4.C Results

This section presents findings on gender and socioeconomic disparities in digital skill levels

(Section 3.1) and beliefs about digital skill levels (Section 3.2). Section 3.3 presents findings

regarding beliefs about the implications of digitalization for one’s labor market prospects and

other life domains.

4.C.1 Skills: Gender and socioeconomic gaps

Table A1 reports OLS estimates with standardized digital skills as the dependent variable and

gender and socioeconomic characteristics as regressors.9 Digital skills (std.) are constructed as

the unweighted average of thirteen items, each of which is standardized across all respondents.

The sample excludes retired individuals to focus on the active labor force.10

8The SOEP Innovation Sample (SOEP-IS) is a sub-sample of the SOEP used to field new, specialized survey
modules. While the SOEP-IS sample is longitudinal, individual modules are typically implemented once, but can
be linked to longitudinal data from the core SOEP. New modules are selected annually through a competitive
application process at the German Institute for Economic Research (DIW). The application for this module
was submitted in 2022 and selected for implementation in 2023.

9Standard errors are clustered at the household level. In this sample, 43.4% of respondents share a household with
at least one other participant, which can introduce within-household correlation due to shared environments or
response behavior.

10This restriction accounts for the largest drop in observations. Roughly one-third of adults in Germany are
retired (21 million of 70 million; Statistisches Bundesamt 2023).
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Table A1: Disparities in Digital Skills (Std.)

Dependent Variable: Digital Skills (std.)
(1) (2) (3)

Male 0.215∗∗∗ 0.222∗∗∗ 0.164∗∗∗
(0.050) (0.051) (0.055)

Education level 0.072∗∗∗ 0.069∗∗∗ 0.050∗∗∗
(0.009) (0.009) (0.011)

Parents’ education level 0.010 0.003
(0.012) (0.013)

Income 0.081∗∗∗
(0.027)

Observations 431 375 347
Controls Age Age Age
R2 0.250 0.242 0.210
Adj. R2 0.244 0.235 0.199

Note: OLS regressions with standard errors clustered at the household level (shown in parentheses). The
dependent variable is standardized digital skills, calculated as the unweighted average of all thirteen survey
items on digital skills, each standardized across respondents. Male is a binary indicator equal to 1 for male
respondents. Education level refers to years of formal education. Parents’ education Level refers to the
years of education of the more highly educated parent. Income (std. within ten-year age group) denotes
gross monthly income, standardized within ten-year age cohorts to account for income variation over the
life cycle. The sample excludes individuals who are retired. ∗p < 0.1, ∗∗p < 0.05, ∗∗∗p < 0.01.

Model 1 estimates the association of gender and education with digital skills. These variables

are introduced first, as both are exogenous to skill acquisition and widely studied predictors of

digital inequality. Education is measured in total years of formal formal educationfor example,

approximately 18 years for a university degree (i.e., Diplom or Masters) and about 9 years for

the lowest secondary school qualification (i.e., Hauptschulabschluss). The results indicate that

men score significantly higher than women (β = 0.215, p < 0.001), that each additional year

of education is associated with a 0.072-point increase in the composite digital skills variable

(p < 0.001). Together, gender and education explain approximately 25% of the variation in

standardized skill levels. These variables are thus key predictors of skill differences.

Model 2 adds parental education to test whether early-life socioeconomic background predicts

digital skills in adulthood. Parental education is measured as the total years of formal education

completed by the more educated parent.11 The coefficient on parental education is small and

statistically insignificant (β = 0.010, p = 0.43). The estimates for gender (β = 0.222, p < 0.001)

and education (β = 0.069, p < 0.001) remain stable in magnitude and significance. These results

suggest that digital skills in adulthood are not strongly linked to parental education, i.e.,the

early-life SES background, and that intergenerational inequality plays a limited role in this

domain.

11Consistent with prior work, the more educated parent is used rather than the average or lower value, as this
parent tends to exert greater influence on household resources and childrens educational outcomes (Erikson
and Goldthorpe, 2002; Chetty et al., 2014).
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Model 3 adds income as a measure of current socioeconomic status to examine its association

with digital skills.12 Income is standardized within ten-year age cohorts to account for life-cycle

variation and to reduce collinearity with age. Unlike gender and education, income may be en-

dogenous to digital skills, as higher digital proficiency can influence labor market outcomes and

earnings. The results show a positive and statistically significant association between income

and digital skills (β = 0.081, p = 0.003).13 This indicates that individuals with higher earnings

tend to exhibit higher proficiency. The coefficients on gender (β = 0.164, p = 0.003) and ed-

ucation (β = 0.050, p < 0.001) remain statistically significant and large, which suggests that

the disparities associated with gender and education persist even after conditioning on income.

The lack of significance for parental education (β = 0.003, p = 0.77) remains stable.

Taken together, the results imply that gender and education are strong predictors of digital

skills, while income is positively associated with skill levels but may be subject to reverse

causality. Parental education, by contrast, shows no significant association. These findings

suggest that individual-level characteristics in adulthood account for more variation in digital

proficiency than early-life socioeconomic background. All results are robust to alternative model

specifications, including the use of a non-standardized dependent variable, a binary indicator

for Abitur (university entrance qualification), and two alternative measures of income, as shown

in Appendix Tables A8–A10. It should be noted that when education is conceptualized as a

binary indicator for Abitur in Appendix Table A9,the coefficient increases and exceeds the

magnitude of the gender coefficient.

12Variance inflation factors (VIFs) for all covariates in Model 3 are low: 1.12 for gender, 1.30 for education, 1.15
for parental education, 1.30 for income, and 1.04 for age. As all values fall well below conventional thresholds
(typically VIF > 5), multicollinearity is not a concern in this specification. The relatively low VIFs may reflect
the standardization of income within age cohorts and the use of years of formal education as a continuous
measure.

13The lower R2 in Model 3 may is based on the smaller estimation sample due to missing income data and does
not imply a decline in explanatory power of income.
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Figure A1: Disparities by Skills Dimension

Notes: The figure presents results for three dimensions of standardized digital skills: Information Navigation and
Processing, Technical and Operational Skills, and Programming Skills. The top row shows univariate correlations;
the bottom row shows coefficients from multivariate regressions, controlling for age and including household fixed
effects. Each skill dimension is standardized across respondents. Information and Technical Skills are based on
the average of six standardized self-assessment items each. Programming Skills are measured using a single item,
standardized across respondents. Male is a binary indicator equal to 1 if the respondent is male. Education refers
to completed years of formal education. Income is standardized within ten-year age groups. Parents’ Education
denotes the years of education completed by the more highly educated parent.

Yet these results do not capture potential heterogeneity across the three distinct dimen-

sions of digital skills: (i) Information Navigation and Processing, (ii) Technical and Operational

Skills, and (iii) Programming Skills. These domains differ in nature and complexity, and may

therefore vary in their relevance for labor market outcomes (Acemoglu et al., 2022; Kalyani

et al., 2025). Figure A1 presents univariate correlations and multivariate regression estimates

separately for each dimension. In the univariate models, all predictors are positively and sig-

nificantly associated with skill levels. The gender variable Male exhibits the greatest variation

in predictive strength, with particularly strong associations in the more advanced domains of

Technical and Programming skills. Education and Income are also positively associated with all

three dimensions, though their coefficients are more consistent in size across these dimensions.

The smaller size of the coefficients may be due to the fact that both variables are measured

continuously. Appendix Tables A11 and A12 provide summary statistics for each of the thirteen

elicited digtial skills items for the full sample and for the non-retired (working-age) population,

respectively.
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The next section investigates whether disparities in actual skills also extend to individuals

belief on their relative advantage in outperforming others.

4.C.2 Beliefs about skills: Gender and socioeconomic gaps

Table A2 reports OLS estimates of individuals beliefs about their percentile rank in the digital

skills distribution, measured relative to the general population (Models 1 and 2) and to others in

the same age group (Models 3 and 4) in Germany. Models 1 and 3 include gender, education, and

income as predictors; Models 2 and 4 additionally control for actual skill levels. In both reference

groups, men report significantly higher perceived ranks than women (general population: β =

0.341, p < 0.001; age group: β = 0.444, p < 0.001). The gender gap is larger when individuals

compare themselves to individuals from their age group (an increase of 0.103 in the coefficient).

Similarly, higher education levels are positively associated with beliefs in both reference groups

(general population: β = 0.082, p < 0.001; age group: β = 0.075, p < 0.001). In contrast,

parental education and income show no significant links with perceived skills advantages in

either reference group.

Table A2: Disparities in Beliefs about Skills Advantage

DV: Belief About Relative Digital Skill Advantage (Std.)
(1) (2) (3) (4)

Population Population Age Group Age Group
Male 0.341*** 0.232*** 0.444*** 0.352***

(0.090) (0.088) (0.092) (0.087)
Education level 0.082*** 0.051*** 0.075*** 0.050**

(0.019) (0.018) (0.019) (0.019)
Parents’ education level 0.029 0.030 0.007 0.008

(0.022) (0.021) (0.024) (0.024)
Income 0.020 -0.020 0.062 0.023

(0.053) (0.050) (0.062) (0.062)
Digital skills 0.615*** 0.524***

(0.085) (0.095)
Observations 344 344 348 348
Controls Age Age Age Age
R2 0.258 0.365 0.141 0.216
Adj. R2 0.247 0.354 0.129 0.202
Notes: OLS estimates with standard errors clustered at the household level (in parentheses). Dependent
variables of Models (1) and (2) are standardized measures of subjective skill ranking relative to the general
population. Dependent variables of Models (3) and (4) are standardized measures of subjective skill ranking
relative to others in the same age group. Survey question: : What percentage of the German general
population [those in your age group in Germany] do you believe has weaker digital skills than you? Male
is a binary indicator equal to 1 for male respondents. Education Level refers to years of formal education.
Parents’ Education Level refers to the years of education of the more highly educated parent. Income (std.
within ten-year age group) denotes gross monthly income, standardized within ten-year age cohorts to
account for income variation over the life cycle. All models control for age. The sample excludes retired
individuals. Significance levels: *** p < 0.01, ** p < 0.05, * p < 0.1.
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Given the similarity between these results and the previous ones on actual skill levels, one

might expect that belief differences simply reflect underlying skill differences, i.e., that indi-

viduals accurately estimate and report their advantage. However, when controlling for actual

digital skills in Models 2 and 4, the effects of gender and education remain large and statisti-

cally significant (general population: β = 0.232, p < 0.001; age group: β = 0.352, p < 0.001).

Actual skill differences explain approximately 32% of the gender gap in beliefs for the general

population comparison and 21% for the comparison with individuals from the same age group.

For education, the shares are 38% and 33%, respectively. These results indicate that differences

in beliefs about relative skill advantages do not reflect actual skill differences alone, but rather

reflect systematic variation across groups in how individuals subjectively evaluate their relative

standing. These findings are robust to alternative specifications using different measures of

education (Appendix Table A13), and to other measures of income, i.e., income not std. based

on age-group but full sample, and (ii) household income (Appendix Table A15).

Are these biases in beliefs driven by overconfidence among men and those with higher educa-

tion levels or underconfidence among women and individuals with lower education? Figure ??

plots individuals subjective beliefs about their digital skills percentile rank against their actual

percentile rank, based on SOEP panel data for the general population.14 Linear fits are esti-

mated separately by gender (left panel) and education level (right panel) using OLS estimates.

Appendix Table A16 and Appendix Table A17 report corresponding regression results.

For gender, as shown in all models in Appendix Table A16, the intercept is negative and

highly significant, implying that respondents underestimate their relative skill rank on average.

The coefficient on actual skills is also negative (β = −0.62 to −0.78, p < 0.001). This indicates

that individuals with higher skill levels are more prone to underestimation, which holds for

both genders. However, the extent of underestimation, differs significantly by gender. Women

underestimate their skills significantly more than men (Model 2: β = 4.07, p = 0.019), especially

at higher skill levels (Model 2 interaction: β = 0.24, p < 0.001; Model 3: β = 0.28, p < 0.001;

squared skill interaction: β = 0.005, p = 0.079). For example, at the 90th percentile of actual

skill, men rate their relative performance 20.2 percentage points higher than equally skilled

women. This difference reflects better calibration, not overconfidence: both genders continue

to underestimate their performance, but men do so to a significantly lesser degree. The gender

gap in underestimation widens with increasing skill. At lower skill levels, there are no gender

differences. At the 40th percentile, the interaction term is not significant (p = 0.823, N = 107),

nor at the 30th percentile (p = 0.574, N = 62).

14Comparisons to age group peers are excluded due to ambiguity in the reference category. The survey item did
not specify age thresholds, which prevents a valid interpretation across respondents.
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In terms of education, again across all models in Table A17, the intercept is significantly

negative, which confirms that individuals, on average, underestimate their relative skill rank.

The coefficient on actual skills is again negative and highly significant (β = −0.60 to −0.65,

p < 0.001), implying that individuals with higher digital skills tend to exhibit greater under-

confidence, consistent with the finding for gaps based on gender groups.

Figure A2: Skills Percentile Rank Relative to the General Population (Actual vs. Belief)
Notes: The figure presents linear trend lines estimated using ordinary least squares. It predicts the relation-
ship between individuals actual digital skill percentiles, calculated from the representative SOEP dataset,
to their belief about their skills relative to the population. Belief is measured by the survey question: What
percentage of the German general population do you believe has weaker digital skills than you? Both vari-
ables represent the percentage of the population performing worse. The left panel (n = 539) shows results
by gender. The right panel (n = 444) shows results by education level and distinguishes between those
with and without Abitur degree, i.e., the highest secondary school qualification in Germany. The sample
excludes retired individuals.

However, the extent of this underconfidence varies significantly by education level. In Model

1, respondents with an Abitur degree are significantly less underconfident than those without it

(β = 6.70, p < 0.01). Model 2 further shows that the interaction between education and actual

skills is significant (β = 0.160, p < 0.1). This indicates that the gap is increasing for individuals

at the upper skills distribution. Model 3 including quadratic terms confirms this, though the

interaction term becomes statistically insignificant.

To illustrate the magnitude of this difference, consider again the 90th percentile of actual

skill, i.e., 40 points above the mean. Based on Model 3, the predicted miscalibration at this

point is −23.64 percentile points for respondents with Abitur and −40.73 for those without,

corresponding to a gap of 17.09 points in beliefs despite equal skill levels. As with gender, this
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does not indicate overconfidence among the highly educated: miscalibration remains negative

for both groups when considering the intercept. Rather, the results suggest that individuals with

higher education levels, especially those with strong digital skills, have more accurate beliefs

of their skill advantage. In contrast, those with lower education levels tend to be significantly

more underconfident.

In terms of education, individuals with Abitur (the highest secondary education degree in

Germany) exhibit significantly less underconfidence than those without, conditional on actual

skill level (Model 2: β = 5.92, p = 0.002; Model 3: β = 6.87, p = 0.007). This difference

increases with skill; at higher levels, those with Abitur underestimate their performance less

than those without (Model 2 interaction: β = 0.16, p = 0.069). However, this interaction

becomes statistically insignificant in Model 3, which includes a squared term (p = 0.137).

These results suggest that individuals with higher levels of education report beliefs that more

closely align with their actual performance at particularly high skill levels, whereas those with

lower education continue to underestimate their skills.

4.C.3 Beliefs about the impact of technology

This subsection examines heterogeneity in beliefs about how they digitalization of the labor

market impacts own job market prospects. The results in Models 12 reported in Table A3

indicate that individuals with higher levels of education, and, to a lesser extent, those with

higher income are significantly more optimistic. In contrast to the prior results, there is no

significant association with gender. Parental education in Model 3 is not significantly linked to

those beliefs.

Model 4 includes digital skill levels as an additional explanatory variable. Digital skills are

positively and significantly related to optimism (p = 0.009). Strikingly, once digital skills are

included, the coefficients for education and income decline substantially and lose statistical

significance (p = 0.240 for education and p = 0.319 for income). The adjusted Rš increases

from 0.020 in Model 3 to 0.036 in Model 4, which corresponds to an 80 percent improvement

in explanatory power.

These results suggest that digital skills can offset the influence of socioeconomic background

on beliefs about the impact of technological change. Once skill differences are accounted for,

education and income no longer explain variation in optimism. This indicates that differences

in the ability to leverage technological change ("preparedness"), rather than background char-

acteristics per se, may shape beliefs about personal future labor market opportunities amid the

technological change.

Appendix Tables A18 to A20 present OLS regression results for beliefs about the impact of

digitalization on society, personal leisure time, and personal relationships. Digital skills do not
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significantly predict optimism in these domains, with the exception of a marginally significant

positive association for leisure time. There are also no statistically significant differences in

these beliefs by gender or socioeconomic background.

Table A3: Beliefs: Impact of Digitalization on Own Labor Market Prospects

DV: Digitalization is Opportunity for Own Labor Market Success (Belief)
(1) (2) (3) (4)

Male 0.018 0.003 -0.004 -0.027
(0.061) (0.064) (0.063) (0.065)

Education Level 0.035** 0.028** 0.021* 0.014
(0.012) (0.014) (0.012) (0.012)

Income 0.065* 0.054 0.041
(0.036) (0.040) (0.041)

Parent Education -0.004 -0.004
(0.016) (0.015)

Digital Skills (std.) 0.169**
(0.064)

Observations 430 375 365 365
Adj. R2 0.027 0.034 0.020 0.036
Controls Age, Locus of

Control
Age, Locus of

Control
Age, Locus of

Control
Age, Locus of

Control

Notes: OLS regressions with standard errors clustered at the household level. The dependent variable is stan-
dardized belief that digitalization improves ones labor market prospects. Male is a binary indicator equal to 1
for male respondents. Education Level is measured in years. Income is standardized within ten-year age cohorts.
Digital Skills (std.) is a standardized measure of actual digital skills. All models control for age and locus of con-
trol, measured by agreement with: The outcome of my life is within my control. The sample excludes individuals
in retirement. Standard errors in parentheses. ∗p < 0.1, ∗∗p < 0.05, ∗∗∗p < 0.01.

4.D Discussion

This paper makes three main empirical contributions to the study of digital inequality, using

representative German household panel data. First, it documents gender and socioeconomic

differences in digital skills. Individuals with higher levels of education and income, as well as

men, are significantly more proficient in all three measured skills dimensions. Digital proficiency

is thus disproportionately concentrated among groups with already exisiting labor market ad-

vantages. While prior work has emphasized disparities in digital access and usage, this paper

shifts the focus to skills, a related but distinct factor that is likely mutually endogenous with

technology adoption.

Second, and most strikingly, the paper presents novel evidence that these gender and so-

cioeconomic gaps also apply to beliefs about relative digital skill, i.e., who is confident that

they outperform others in when it comes to digital proficiency, even conditional on actual skill

endowment. Given prior evidence on the relevance of these beliefs for labor market decisions,

such miscalibrated self-assessments about own competitiveness, could imply that equally skilled

workers frmo disadvantaged groups may be less likely ot apply for jobs requiring skills, invest

in digital skills education, and self-promote htemselves in their relative advantage over others.
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Belief distortions of this kind may therefore contribute to the persistence of inequality, over

and above differences in measured skill.

Third, leveraging the longitudinal data of two panel datasets, the paper provides new, sug-

gestive evidence that digital skills and related beliefs are not strongly associated with early-

life socioeconomic background. While prior research has documented robust intergenerational

transmission of human capitalincluding both cognitive and non-cognitive skillsthe results here

suggest that such persistence may not extend to the digital domain. Instead, individual-level

factors such as current education and income appear to play a larger role in shaping both

skill endowments and beliefs. This weaker dependence on parental background may open new

avenues for upward mobility in a labor market increasingly demanding digital proficiency.

Disparities in digital skills and confidence in those skills can independently, and especially

jointly, exacerbate existing labor market inequalities as technological change quickly reshapes

job requirements. These findings underscore the urgent need for targeted policy interventions

in several areas: It is crucial to reinforce digital skill development and continuous training

from an early stage in the education system. These interventions should account for the needs

and expectations of children and students from different gender groups and socioeconomic

backgrounds to be effective. Furthermore, it is important to address bias in beliefs about own

skills and strengthen the confidence of individuals from disadvantaged groups in their ability to

improve their skills through learning. Otherwise, this can hinder their successful labor market

participation, upward mobility, and investment in training over the long run. Finally, regarding

the demand side, corporate policies should promote on-the-job learning and account for biases

in self-assessed skill levels and training needs, especially among individuals from disadvantaged

backgrounds. For instance, Exley and Nielsen (2024) show that even when employers are aware

of biased self-assessments in own abilities across groups (in their case, men overstating their

skills relative to women) they tend to fail to adjust appropriately in hiring and promotion

decisions, which ultimately reinforces disparities. This is particularly concerning in light of

recent evidence on dramatically rising returns to digital skills, not only in hiring and promotion

but also in their investment in worker training (Carvajal et al., 2024; Brynjolfsson et al., 2025).

The findings of this study should be interpreted with caution due to several methodological

limitations. First, the analysis relies on unincentivized self-reports of digital skills and related

beliefs, which introduces potential measurement error. Although the "Digital Skills Indicator"

used in this study was selected for its rigorous validation processes, the data reflects only

stated, not revealed, proficiency levels, raising questions about their validity. Additionally, these

responses may reflect not only objective skill levels, but also beliefs about relative performance.

Even though respondents were not yet asked about comparisons when reporting their own
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skill levels, social comparisons may already be embedded in these judgments (Bordalo et al.,

2019). Nevertheless, these results are informative because, in practice, employers often use self-

reported skill measures for hiring and promotion decisions, as objective evaluations are often

costly or unavailable.

Second, the measurement of digital skills is constrained by the surveys limited set of skill di-

mensions, due to space constraints, and some of these may already be outdated. As technology

and workplace tools evolve rapidly, skills captured in 2022 and 2023 may have lost relevance,

while newer skills, like prompting in generative AI applications, are increasingly valued by

employers. Although limited, the items used herecovering data privacy, keyword use, and pro-

gramming (as a proxy for IT proficiency)-still offer a reasonable proxy of digital proficiency.

Third, the sample size is limited because the SOEP subsample used in this study focuses on

the active labor force, excluding retirees, and the sample is older on average than the general

German adult population. As a result, a larger number of observations than expected had to be

excluded from the analysis. Additionally, sensitive sociodemographic variables such as income

are frequently missing or may be prone to reporting error and noise.

This study is also limited in that it conceptualizes inequality through the traditional economic

dimensions of gender, education, and income. However, other factors, such as age, ethnicity,

disability status, geographic location, and migration background, are major sources of discrim-

ination and exclusion from the labor market. A full analysis of these dimensions is beyond the

scope of this paper; however, this limitation does not reflect a judgment on their relevance.

For example, older individuals have been shown to face discrimination in the labor market

(Neumark et al., 2016), and, in parallel, are disadvantaged in the development, applications,

and regulatory frameworks of new technologies (Nielsen and Woemmel, 2024).

These considerations point to several directions for future research. First, the robustness

of these findings should be assessed using alternative skill and belief measures, cross-country

data, and proficiency tests. Second, given the pace of technological change, it is important to

continuously update the skill dimensions measured in this study. As shown by Kalyani et al.

(2025), the adoption of new technologies is initially associated with high-skilled workers and

high-return jobs, but over time draws in lower-skilled workers as the required skill premium

declines, e.g., as shown by the recent drop in value of programming skills due to generative AI.

Third, building on the long-standing economic literature (Acemoglu and Autor, 2011; Acemoglu

and Restrepo, 2018), future research should identify which digital skills complement emerging

technologies and which are likely to become obsolete. Distinguishing between these two is

essential for anticipating shifts in labor market demand and designing effective education and

training policies to reduce inequality.
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4.E Conclusion

The rapid technological change in the workplace may perpetuate inequality, not only through

biased automation and job displacement, but also through gaps in who can leverage the new

skill demands it creates. Even when technological change is implemented uniformly across

sectors and occupations, it may reinforce existing inequalities. Individuals from disadvantaged

groups may lack the skills and confidence necessary to compete and invest effectively. Thus,

the technology’s impact on inequality depends not only on its design and diffusion, but also on

who feels capable of benefiting from it. Understanding these dynamics and effectively addressing

them with policy responses requires continuous and interdisciplinary research.
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4.A Appendix

Table A4: Distribution of Age Groups (SOEP)

Age Category (in years) N Share

25 or younger 28 0.028
2635 87 0.087
3645 116 0.116
4655 124 0.124
5665 212 0.212
6675 233 0.233
76 or older 179 0.179
Missing (NA) 22 0.022
Total 1001 1.000

Notes: The table summarizes the distribution of respondents by age category. N is the number of observa-
tions; Share denotes the fraction of the total sample (N = 1001).

Table A5: Distribution of Individual Gross and Household Net Monthly Income (SOEP)

Income Category Individual Gross Income: N Share HH Net Income: N Share

Below 1,000 73 0.073 37 0.037
1,0001,999 60 0.060 168 0.168
2,0002,999 84 0.084 237 0.237
3,0003,999 120 0.120 189 0.189
4,0004,999 67 0.067 135 0.135
5,0005,999 44 0.044 101 0.101
6,000 or more 57 0.057 103 0.103
Missing (NA) 496 0.496 31 0.031
Total 1001 1.000 1001 1.000

Notes: The table shows the distribution of monthly income (individual and household level) within the SOEP
sample (German general population). N is the number of observations in each category; Share denotes the
proportion of the total sample (N = 1001).
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Table A6: Distribution of General Education Qualifications

Education Category N Share

Secondary School Certificate (Realschulabschluss) 263 0.263
High School Diploma, Upper secondary education (Abitur) 239 0.239
Lower Secondary School Certificate (Hauptschulabschluss) 165 0.165
Advanced Technical College Entrance Qualification (Fachhochschulreife) 59 0.059
Secondary School (Realschule) 53 0.053
Other Qualification 35 0.035
Left School Without Qualification 15 0.015
Academic Secondary School (Gymnasium) 5 0.005
No Qualification Yet 4 0.004
Technical Secondary School (Fachoberschule) 1 0.001
Missing (NA) 162 0.162
Total 1001 1.000

Notes: The table summarizes the distribution of the secondary education levels within the SOEP sample
(German general population). N is the number of observations; Share denotes the fraction of the total sample
(N = 1001).

Table A7: Distribution of Highest Post-Seconddary Education

Education Category N Share

Apprenticeship ("Lehre") 413 0.412
University Degree 179 0.179
Vocational School 73 0.073
Technical School (e.g., Master Craftsman) 66 0.066
Civil Service Training 27 0.027
Other Advanced Degree 9 0.009
No Advanced Degree 57 0.056
Missing (NA) 177 0.177
Total 1001 1.000

Notes: The table summarizes the distribution of the vocational or tertiary educational level within the SOEP
sample (German general population). N is the number of observations; Share denotes the fraction of the
total sample (N = 1001).
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Table A8: Predictors of Digital Skills (not standardized)

Dependent Variable: Digital Skills
(1) (2) (3)

Male 0.310∗∗∗ 0.321∗∗∗ 0.232∗∗
(0.076) (0.078) (0.083)

Education level 0.108∗∗∗ 0.104∗∗∗ 0.075∗∗∗
(0.013) (0.014) (0.016)

Parents’ education level 0.013 0.003
(0.019) (0.019)

Income (std.) 0.119∗∗
(0.040)

Observations 431 375 347
Controls Age Age Age
R2 0.242 0.235 0.201
Adj. R2 0.237 0.228 0.190

Note: OLS regressions with standard errors clustered at the household level (shown in parentheses). The
dependent variable is digital skills, calculated as the unweighted average of all the survey items on digital
skills, without standardization. Male is a binary indicator equal to 1 for male respondents. Education
Level refers to years of formal education. Parents’ Education Level refers to the years of education of
the more highly educated parent. Income (std. within ten-year age group) denotes gross monthly income,
standardized within ten-year age cohorts to account for income variation over the life cycle. The sample
excludes individuals who are retired. ∗p < 0.1, ∗∗p < 0.05, ∗∗∗p < 0.01.

Table A9: Predictors of Digital Skills

Dependent Variable: Digital Skills (std.)
(1) (2) (3)

Male 0.228∗∗∗ 0.246∗∗∗ 0.170∗∗
(0.052) (0.053) (0.057)

Abitur 0.320∗∗∗ 0.294∗∗∗ 0.180∗∗
(0.050) (0.052) (0.057)

Parents’ Abitur 0.082 0.051
(0.061) (0.063)

Income (std.) 0.112∗∗∗
(0.028)

Observations 431 375 347
Controls Age Age Age
R2 0.195 0.194 0.191
Adj. R2 0.190 0.186 0.180

Note: OLS regressions with standard errors clustered at the household level (shown in parentheses). The
dependent variable is standardized digital skills, calculated as the unweighted average of all the survey
items on digital skills, each standardized across participants. Male is a binary indicator equal to 1 for
male respondents. Abitur is a binary dummy and indicates whether the person holds Abitur degree or
not. Parents’ Abitur is a binary dummy and indicates if at least one parent has an Abitur degree. Income
(std. within ten-year age group) denotes gross monthly income standardized within ten-year age cohorts to
account for income variation over the life cycle. The sample excludes individuals who are retired. ∗p < 0.1,
∗∗p < 0.05, ∗∗∗p < 0.01.
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Table A10: Predictors of Digital Skills Alternative Income Measures

Dependent Variable: Digital Skills (std.)
(1) (2)

Male 0.165∗∗ 0.213∗∗∗
(0.055) (0.052)

Education 0.049∗∗∗ 0.066∗∗∗
(0.011) (0.010)

Parents’ education 0.003 0.008
(0.013) (0.012)

Income (std. full sample) 0.084∗∗
(0.029)

Household net income (std.) 0.032
(0.027)

Observations 365 411
Controls Age Age
R2 0.210 0.238
Adj.R2 0.199 0.229

Note: OLS regressions with standard errors clustered at the household level (shown in parentheses). The
dependent variable is standardized digital skills, calculated as the unweighted average of all survey items on
digital skills, each standardized across participants. Male is a binary indicator equal to 1 for male respon-
dents. Education refers to years of formal education. Parents’ education refers to the years of education of
the more highly educated parent. Income (std. full sample) refers to gross monthly income, standardized
across all participants in the full sample. Household net income (std.) refers to net household income,
standardized across all participants. The sample excludes individuals who are retired. ∗p < 0.1, ∗∗p < 0.05,
∗∗∗p < 0.01.

Table A11: Descriptive Statistics of Digital Skill Items (Full Sample)

Item Mean Median SD
Aggregate 3.20 4 1.51
Technical_and_Operational_Skills_1 3.09 3 1.53
Technical_and_Operational_Skills_2 3.71 5 1.67
Technical_and_Operational_Skills_3 4.06 5 1.48
Technical_and_Operational_Skills_4 3.42 4 1.69
Technical_and_Operational_Skills_5 3.15 4 1.71
Technical_and_Operational_Skills_6 3.31 4 1.63
Programming_Skills_1 1.47 1 1.05
Information_Processing_and_Navigation_Skills_1 3.41 4 1.53
Information_Processing_and_Navigation_Skills_2 3.87 4 1.46
Information_Processing_and_Navigation_Skills_3 3.42 4 1.44
Information_Processing_and_Navigation_Skills_4 2.94 3 1.47
Information_Processing_and_Navigation_Skills_5 3.02 3 1.56
Information_Processing_and_Navigation_Skills_6 2.76 3 1.42

Notes: This table reports descriptive statistics for the full sample (N = 1,001) of thirteen digital
skill survey items, which are measured on a scale from 1 to 5. Higher values indicate higher
proficiency levels. The "Average" row shows the mean, median, and standard deviation computed
from the unweighted average of all thirteen items.
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Table A12: Descriptive Statistics of Digital Skill Items (Non-Retired)

Item Mean Median SD
Aggregate 3.72 4 1.26
Technical_and_Operational_Skills_1 3.66 4 1.32
Technical_and_Operational_Skills_2 4.41 5 1.15
Technical_and_Operational_Skills_3 4.59 5 0.94
Technical_and_Operational_Skills_4 3.98 5 1.41
Technical_and_Operational_Skills_5 3.67 4 1.55
Technical_and_Operational_Skills_6 3.85 4 1.38
Programming_Skills_1 1.67 1 1.23
Information_Processing_and_Navigation_Skills_1 3.93 4 1.21
Information_Processing_and_Navigation_Skills_2 4.38 5 1.02
Information_Processing_and_Navigation_Skills_3 3.88 4 1.15
Information_Processing_and_Navigation_Skills_4 3.49 4 1.29
Information_Processing_and_Navigation_Skills_5 3.59 4 1.38
Information_Processing_and_Navigation_Skills_6 3.31 3 1.29

Notes: This table reports descriptive statistics for the sample excluding retired individuals (N
= 539) of thirteen digital skill survey items, which are measured on a scale from 1 to 5. Higher
values indicate higher proficiency levels. The "Average" row shows the mean, median, and standard
deviation computed from the unweighted average of all thirteen items.

Table A13: Beliefs About Relative Skills Advantage Binary Education Measure

DV: Belief About Relative Digital Skill Advantage (Std.)
(1) (2) (3) (4)

Population Population Age Group Age Group
Male 0.325*** 0.212* 0.453*** 0.361***

(0.095) (0.090) (0.094) (0.089)
Abitur 0.353*** 0.253*** 0.324*** 0.241**

(0.103) (0.094) (0.112) (0.109)
Parents’ Abitur 0.143 0.120 0.104 0.090

(0.103) (0.093) (0.114) (0.113)
Income 0.053 -0.011 0.094 0.040

(0.051) (0.048) (0.059) (0.060)
Digital Skills (std.) 0.633*** 0.501***

(0.085) (0.097)
Observations 338 338 340 340
Controls Age Age Age Age
R2 0.239 0.358 0.134 0.207
Adj. R2 0.228 0.346 0.121 0.193
Notes: OLS estimates with standard errors clustered at the household level (in parentheses). Dependent
variables of Models (1) and (2) are standardized measures of subjective skill ranking relative to the general
population. Dependent variables of Models (3) and (4) are standardized measures of subjective skill ranking
relative to others in the same age group. Male is a binary indicator equal to 1 for male respondents. Abitur
is a binary indicator equal to 1 if the respondent holds an Abitur (university-qualifying diploma). Parents’
Abitur is a binary indicator equal to 1 if at least one partent holds an Abitur degree. Income (Std.) is gross
monthly income standardized within ten-year age cohorts. Digital Skills (std.) is a standardized index of
digital skill levels. The sample excludes retired individuals. Significance levels: *** p < 0.01, ** p < 0.05,
* p < 0.1.
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Table A14: Beliefs About Relative Skills Advantage Income (std. based on full sample)

DV: Belief About Relative Digital Skill Advantage (Std.)
(1) (2) (3) (4)

Population Population Age Group Age Group
Male 0.345*** 0.234*** 0.452*** 0.359***

(0.090) (0.088) (0.093) (0.088)
Education 0.083*** 0.052*** 0.077*** 0.052***

(0.019) (0.018) (0.020) (0.019)
Parents’ education level 0.029 0.030 0.007 0.008

(0.022) (0.021) (0.024) (0.024)
Income (std., full sample) 0.014 -0.025 0.050 0.009

(0.055) (0.051) (0.063) (0.063)
Digital skills (std.) 0.615*** 0.527***

(0.085) (0.095)
Observations 344 344 348 348
Controls Age Age Age Age
R2 0.258 0.366 0.140 0.215
Adj. R2 0.247 0.354 0.129 0.202
Notes: OLS estimates with standard errors clustered at the household level (in parentheses). Dependent
variables of Models (1) and (2) are standardized measures of subjective skill ranking relative to the general
population. Dependent variables of Models (3) and (4) are standardized measures of subjective skill ranking
relative to others in the same age group. Survey question: : What percentage of the German general
population [those in your age group in Germany] do you believe has weaker digital skills than you? Male
is a binary indicator equal to 1 for male respondents. Education level refers to years of formal education.
Parents’ education level refers to the years of education of the more highly educated parent. Income (std.
across the full sample) denotes gross monthly income, standardized based on the full sample of the general
population. All models control for age. The sample excludes retired individuals. Significance levels: ***
p < 0.01, ** p < 0.05, * p < 0.1.
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Table A15: Beliefs About Relative Skills Advantage Household Income

DV: Belief About Relative Digital Skill Advantage (Std.)
(1) (2) (3) (4)

Population Population Age Group Age Group
Male 0.369*** 0.227*** 0.523*** 0.400***

(0.079) (0.077) (0.086) (0.081)
Education 0.090*** 0.048*** 0.083*** 0.048***

(0.017) (0.016) (0.018) (0.018)
Parents’ education level 0.037 0.035 0.018 0.016

(0.023) (0.021) (0.023) (0.023)
Household net income (std.) 0.008 -0.004 0.050 0.039

(0.041) (0.038) (0.044) (0.042)
Digital skills (std.) 0.646*** 0.557***

(0.075) (0.083)
Observations 385 385 390 390
Controls Age Age Age Age
R2 0.300 0.419 0.159 0.248
Adj. R2 0.291 0.410 0.148 0.236
Notes: OLS estimates with standard errors clustered at the household level (in parentheses). Dependent
variables of Models (1) and (2) are standardized measures of subjective skill ranking relative to the gen-
eral population. Dependent variables of Models (3) and (4) are standardized measures of subjective skill
ranking relative to others in the same age group. Survey question: What percentage of the German general
population [those in your age group in Germany] do you believe has weaker digital skills than you? Male
is a binary indicator equal to 1 for male respondents. Education level refers to years of formal education.
Parents’ education level refers to the years of education of the more highly educated parent. Household
net income (std. across the full sample) denotes monthly net household income, standardized based on the
full sample. All models control for age. The sample excludes retired individuals. Significance levels: ***
p < 0.01, ** p < 0.05, * p < 0.1.

Table A16: Miscalibration of Beliefs by Gender

(1) (2) (3)
Intercept −13.128∗∗∗ −13.657∗∗∗ −12.514∗∗∗

(1.237) (1.242) (1.549)
Skills −0.620∗∗∗ −0.752∗∗∗ −0.780∗∗∗

(0.042) (0.057) (0.067)
Male 4.167∗ 4.068∗ 1.170

(1.743) (1.721) (2.256)
Male × Skills 0.239∗∗∗ 0.279∗∗∗

(0.073) (0.081)
Skills2 −0.002

(0.002)
Male × Skills2 0.005∗

(0.003)
Observations 481 481 481
Controls Age (centered) Age (centered) Age (centered)
Adj. R2 0.367 0.381 0.382

Note: OLS regressions with SE clustered at the household level (in parentheses). The dependent variable
is the miscalibration of beliefs (estimated digital skill rank (percentile) minus actual rank based on the
representative SOEP sample). Positive values indicate overestimation; negative underestimation. Skills
refers to actual skill rank, centered by subtracting the sample mean to reduce multicollinearity with its
square. Skills2 is the square of the centered skill rank. Male is a binary indicator equal to 1 for male
respondents. All models control for centered age. Centering sets the intercept at the sample mean of age.
The sample excludes retirees. ∗p < 0.1, ∗∗p < 0.05, ∗∗∗p < 0.01.
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Table A17: Miscalibration of Beliefs by Education

(1) (2) (3)
Intercept −13.304∗∗∗ −13.468∗∗∗ −14.383∗∗∗

(1.246) (1.260) (1.592)
Skills −0.603∗∗∗ −0.646∗∗∗ −0.627∗∗∗

(0.042) (0.050) (0.059)
Abitur 6.702∗∗∗ 5.921∗∗ 6.873∗∗

(1.930) (1.900) (2.540)
Abitur × Skills 0.160∗ 0.141

(0.088) (0.095)
Skills2 0.002

(0.002)
Abitur × Skills2 −0.002

(0.004)
Observations 408 408 408
Controls Age (centered) Age (centered) Age (centered)
Adj. R2 0.356 0.360 0.358

Note: OLS regressions with SE clustered at the household level (in parentheses). The dependent variable
is the miscalibration of beliefs (estimated digital skill rank (percentile) minus actual rank based on the
representative SOEP sample). Positive values indicate overestimation; negative underestimation. Skills
refers to actual skill rank, centered by subtracting the sample mean to reduce multicollinearity with its
square. Skills2 is the square of the centered skill rank. Abitur is a binary indicator equal to 1 for respondents
who hold the Abitur degree, the highest secondary school qualification in Germany. All models control for
centered age. Centering sets the intercept at the sample mean of age. The sample excludes retirees. ∗p < 0.1,
∗∗p < 0.05, ∗∗∗p < 0.01.
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Table A18: Beliefs About Whether Digitalization is a Chance or Risk for Society

DV: Digitalization is a Chance for Society (Belief)
(1) (2) (3) (4)

Male 0.124 0.127 0.117 0.102
(0.078) (0.094) (0.095) (0.095)

Education 0.021 0.020 0.021 0.017
(0.014) (0.017) (0.017) (0.017)

Income 0.026 0.010 0.001
(0.053) (0.051) (0.052)

Parent education -0.028 -0.028
(0.020) (0.021)

Digital skills (std.) 0.115
(0.096)

Observations 430 375 365 365
Adj. R2 0.018 0.015 0.009 0.010
Controls Age, Locus of

Control
Age, Locus of

Control
Age, Locus of

Control
Age, Locus of

Control
Note: OLS regressions with standard errors clustered at the household level (in parentheses). The dependent
variable is standardized belief that digitalization is a chance (rather than a risk) for society. Male is a binary
indicator equal to 1 for male respondents. Education is measured in years of completed formal education.
Income is standardized within ten-year age cohorts. Parent education is measured in years of completed
formal education of the more educated parent. Digital skills (std.) is a standardized measure of actual
digital skills. All models control for age and locus of control, measured by agreement with: The outcome of
my life is within my control. The sample excludes individuals in retirement. Standard errors in parentheses.
∗p < 0.1, ∗∗p < 0.05, ∗∗∗p < 0.01.

Table A19: Beliefs About Whether Digitalization is a Chance or Risk for Leisure Time

DV: Digitalization is a Chance for Leisure Time (Belief)
(1) (2) (3) (4)

Male 0.068 0.070 0.058 0.038
(0.067) (0.077) (0.076) (0.077)

Education 0.010 0.004 0.001 -0.005
(0.014) (0.016) (0.015) (0.015)

Income -0.005 -0.022 -0.034
(0.045) (0.045) (0.047)

Parent education -0.010 -0.010
(0.020) (0.020)

Digital skills (std.) 0.144*
(0.084)

Observations 430 375 365 365
Adj. R2 0.002 -0.006 -0.010 -0.002
Controls Age, Locus of

Control
Age, Locus of

Control
Age, Locus of

Control
Age, Locus of

Control
Note: OLS regressions with standard errors clustered at the household level (in parentheses). The dependent
variable is standardized belief that digitalization is a chance (rather than a risk) for leisure time. Male is
a binary indicator equal to 1 for male respondents. Education is measured in years of completed formal
education. Income is standardized within ten-year age cohorts. Parent education is measured in years of
completed formal education of the more educated parent. Digital skills (std.) is a standardized measure
of actual digital skills. All models control for age and locus of control, measured by agreement with: The
outcome of my life is within my control. The sample excludes individuals in retirement. Standard errors in
parentheses. ∗p < 0.1, ∗∗p < 0.05, ∗∗∗p < 0.01.
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Table A20: Beliefs About Whether Digitalization is a Chance or Risk for Relationships with
Friends and Family

DV: Digitalization is a Chance for Relationships (Belief)
(1) (2) (3) (4)

Male 0.008 0.051 0.026 0.011
(0.070) (0.081) (0.081) (0.082)

Education -0.002 -0.000 0.002 -0.002
(0.015) (0.018) (0.017) (0.018)

Income -0.022 -0.051 -0.060
(0.047) (0.044) (0.046)

Parent education -0.033* -0.033*
(0.019) (0.019)

Digital skills (std.) 0.113
(0.084)

Observations 430 375 365 365
Adj. R2 -0.002 -0.004 0.002 0.005
Controls Age, Locus of

Control
Age, Locus of

Control
Age, Locus of

Control
Age, Locus of

Control
Note: OLS regressions with standard errors clustered at the household level (in parentheses). The dependent
variable is standardized belief that digitalization is a chance (rather than a risk) for relationships with
friends and family. Male is a binary indicator equal to 1 for male respondents. Education is measured in
years of completed formal education. Income is standardized within ten-year age cohorts. Parent education
is measured in years of completed formal education of the more educated parent. Digital skills (std.) is
a standardized measure of actual digital skills. All models control for age and locus of control, measured
by agreement with: The outcome of my life is within my control. The sample excludes individuals in
retirement. Standard errors in parentheses. ∗p < 0.1, ∗∗p < 0.05, ∗∗∗p < 0.01.
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Table A21: Digital Skills - Item Wording (German)

Questionnaire Items (examples) (13 items in total)
Anwendungs- und technologische Fähigkeiten:
Ich weiß, wie man Datenschutzeinstellungen anpasst.
Ich weiß, wie man den Standort auf mobilen Geräten ausschaltet.
Ich weiß, wie man ein Gerät schützt (z.B. mit PIN, Bildschirmmuster, Fingerabdruck
oder Gesichtserkennung).
Ich weiß, wie man Fotos, Dokumente oder andere Dateien in einer Cloud speichert (z.B.
Google Drive, iCloud).
Ich weiß, wie man privates Surfen einstellt.
Ich weiß, wie man unerwünschte Pop-Up-Nachrichten oder Anzeigen blockiert.
Programmieren:
Ich kann eine Programmiersprache (z.B. XML, Python, Java, C++) anwenden.
Information und Navigation:
Ich weiß, welche Stichwörter man am besten bei einer Internet-Suche wählt/eingibt.
Ich weiß, wie ich eine Webseite wiederfinde, die ich bereits besucht habe.
Ich weiß, wie ich Informationen auf einer Webseite finde, egal wie sie aufgebaut ist.
Ich weiß, wie ich herausfinde, ob eine Webseite vertrauenswürdig ist.
Ich weiß, wie man erweiterte Suchfunktionen in Suchmaschinen verwendet.
Ich weiß, wie ich überprüfen kann, ob die im Internet gefundenen Informationen wahr
sind.

Skala: Trifft überhaupt nicht zu, Trifft eher nicht zu, Trifft teils zu und teils nicht zu, Trifft eher
zu, Trifft voll und ganz zu, Ich weiß nicht, was damit gemeint ist, Das möchte ich nicht sagen
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Table A22: Digital Skills - Item Wording (English)

Questionnaire Items (examples) (13 items in total)
Technical and operational skills:
I know how to adjust privacy settings.
I know how to turn off the location settings on mobile devices.
I know how to protect a device (e.g., with a PIN).
I know how to store photos, documents, or other files in the cloud (e.g., Google Drive,
iCloud).
I know how to use private browsing (e.g., incognito mode).
I know how to block unwanted pop-up messages or ads.
Programming:
I know how to use programming languages (e.g., XML, Python, Java, C++).
Information navigation and processing:
I know how to choose the best keywords for online searches.
I know how to find a website I have visited before.
I know how to find information on a website, no matter how it is designed.
I know how to figure out if a website can be trusted.
I know how to use advanced search functions in search engines.
I know how to check if the information I find online is true.

Scale: strongly disagree, disagree, neutral, agree, strongly agree, I don’t know, Prefer not
to say
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Anhang der Dissertation



Zusammenfassungen

Chapter 2: Fragile AI Optimism

We study how public attitudes toward AI form and shift using an online deliberation experiment

with 2,358 UK citizens in the context of criminal justice. First, we replicate prior survey evidence

suggesting public support for adopting AI as a decision-support tool, particularly when certain

fairness features are met. We then show that this stated support is fragile: it declines significantly

with group deliberation, as supporters are 2.6 times more likely than opponents to change their

attitudes. Quantitative text analysis indicates that opponents contribute more arguments in group

deliberation, both in terms of frequency and topic range, and supporters are more responsive to

counterarguments. These results suggest that stated support for AI reflects lower attitude strength

as it appears to be easily raised through informational framing but quickly reversed through delib-

eration. More broadly, they caution against inferring public legitimacy of increased AI deployment

from stated support alone.

Wir untersuchen, wie sich öffentliche Einstellungen zu Künstlicher Intelligenz (KI) formen und

verändern, und zwar mithilfe eines Online-Deliberationsexperiments mit 2,358 Bürger: im Vere-

inigten Königreich im Kontext der Strafjustiz. Zunächst replizieren wir frühere Umfrageergebnisse,

die auf eine öffentliche Unterstützung für den Einsatz von KI als Entscheidungsunterstützungstool

hinweisen insbesondere dann, wenn bestimmte Fairnesskriterien erfüllt sind. Anschließend zeigen

wir, dass diese erklärte Unterstützung fragil ist: Sie nimmt durch Gruppendiskussionen deutlich

ab, wobei Befürworter:2,6-mal häufiger als Gegner:ihre Meinung ändern. Eine quantitative Text-

analyse zeigt, dass Gegner:in Gruppendiskussionen mehr Argumente einbringen sowohl in Bezug

auf Häufigkeit als auch thematische Breite und dass Befürworter:stärker auf Gegenargumente

reagieren. Diese Ergebnisse deuten darauf hin, dass die erklärte Unterstützung für KI eine geringe

Einstellungsstärke widerspiegelt: Sie lässt sich leicht durch informationelle Rahmung erhöhen,

kehrt sich jedoch durch Deliberation schnell wieder um. Insgesamt warnen die Ergebnisse davor,

aus bloßer Zustimmung auf eine breite öffentliche Legitimität für den vermehrten Einsatz von KI

zu schließen.
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Chapter 3: Algorithmic Fairness and Human Discrimination

Fairness constraints in algorithm design aim to reduce discrimination. Their impact, however, also

depends on the adoption of the algorithm by human-decision makers as they typically retain full

authority in high-stakes contexts. In a hiring experiment, I first find suggestive evidence that pro-

tecting group membership in algorithmic predictions leads individuals to be more conservative

in updating their beliefs about candidates based on these predictions. I then find a significant in-

crease in discrimination in their hiring of candidates under this algorithm, driven by those who

initially believe that group membership predicts performance. Finally, independent of the algo-

rithm features, about 26% of participants make hiring decisions that cannot be explained by beliefs

and are likely based on taste. These results suggest that algorithmic fairness features can para-

doxically exacerbate human discrimination based on statistical beliefs by hindering adoption and,

unsurprisingly, remain orthogonal to taste-based discrimination.

Ich untersuche, wie sogenannte Fairness-Beschränkungen in der Gestaltung von Algorithmen

etwa der Ausschluss geschützter Merkmale wie Geschlecht Diskriminierung beeinflussen. Solche

Eingriffe zielen darauf ab, Benachteiligung zu verringern. Ihre Wirkung hängt jedoch maßge-

blich davon ab, ob und wie menschliche Entscheidungsträger:die algorithmischen Empfehlun-

gen übernehmen, insbesondere in Kontexten mit hoher Tragweite, in denen Menschen die finale

Entscheidungshoheit behalten.

In einem Einstellungsexperiment zeige ich zunächst, dass der Schutz von Gruppenmerkmalen in

algorithmischen Vorhersagen dazu führt, dass Personen vorsichtiger in der Aktualisierung ihrer

Überzeugungen über Kandidat:reagieren. Anschließend finde ich einen signifikanten Anstieg der

Diskriminierung bei ihren Einstellungsentscheidungen unter einem solchen Fairness-Algorithmus

insbesondere bei jenen, die zuvor glaubten, dass Gruppenmerkmale Leistungsfähigkeit vorher-

sagen. Schließlich stelle ich fest, dass etwa 26 % der Teilnehmenden Entscheidungen treffen, die

nicht durch ihre Überzeugungen erklärbar sind und vermutlich auf präferenzbasierter Diskrim-

inierung beruhen.

Diese Ergebnisse legen nahe, dass Fairness-Eingriffe in Algorithmen unbeabsichtigt menschliche

Diskriminierung verstärken können insbesondere wenn sie die wahrgenommene Aussagekraft der
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algorithmischen Empfehlungen mindern. Gleichzeitig bleiben sie erwartungsgemäß wirkungslos

gegenüber präferenzbasierter Diskriminierung.

Chapter 4: Social Disparities in Digital Skills: Evidence from Germany

This study documents gender and socioeconomic gaps in digital skills relevant to the labor mar-

ket, using a representative German household sample. Men and individuals with a higher level of

education demonstrate greater proficiency. Both groups also hold more optimistic beliefs about

outperforming others, conditional on actual skills. These belief gaps are not driven by overconfi-

dence, but by underconfidence among women and individuals with lower education backgrounds

in the upper tail of the skill distribution. Early-life socioeconomic background is not significantly

associated with adult digital skills or beliefs.

In dieser Studie untersuche ich Geschlechter- und sozioökonomische Unterschiede in digitalen

Kompetenzen, die auf dem Arbeitsmarkt relevant sind. Grundlage ist eine repräsentative Stich-

probe deutscher Haushalte. Die Ergebnisse zeigen, dass Männer sowie Personen mit höherem

Bildungsniveau im Durchschnitt über ausgeprägtere digitale Fähigkeiten verfügen. Beide Grup-

pen schätzen auch ihre eigenen Leistungen im Vergleich zu anderen optimistischer ein und zwar

unabhängig davon, wie gut sie tatsächlich abschneiden.

Diese Unterschiede in der Selbsteinschätzung lassen sich jedoch nicht durch eine generelle Selb-

stüberschätzung erklären. Vielmehr zeigt sich, dass Frauen und Personen mit niedrigerem Bil-

dungsniveau selbst dann zurückhaltender in ihrer Selbsteinschätzung sind, wenn sie objektiv

zu den leistungsstärkeren gehören. Es handelt sich also um eine Form von Underconfidence in

der oberen Leistungsspanne. Interessanterweise spielt der sozioökonomische Hintergrund in der

frühen Kindheit keine signifikante Rolle für digitale Fähigkeiten oder Überzeugungen im Erwach-

senenalter.

Liste der aus dieser Dissertation hervorgegan-
genen Veröffentlichungen

-
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