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Z U S A M M E N FA S S U N G

In den vergangenen Jahrzehnten wurden zahlreiche Methoden zur
Untersuchung einzelner Moleküle auf der Femtosekunden-Zeitskala
entwickelt. Eine dieser Methoden ist die Röntgenstrahlen-induzierte
Coulomb-Explosion, die durch der Einsatz von Röntgen-Freie-Elek-
tronen-Lasern ermöglicht wurde. Hierbei werden intensive, ultrakur-
ze Röntgenpulse auf einen Gasstrahl aus Molekülen geschossen. Die
Wechselwirkung eines Röntgenpulses mit einem einzelnen Molekü-
len verursacht dessen schnelle und starke Ionisation und führt da-
durch zu einer ultraschnellen Dissoziation in seine atomaren Frag-
mente. Danach werden die Impulse der Atomfragmente gleichzei-
tig gemessen. Diese Methode wurde bereits erfolgreich auf Mole-
küle, die aus nur wenigen Atomen bestehen, angewandt, die Aus-
weitung auf größere Systeme bleibt jedoch eine Herausforderung. In
dieser Arbeit nutzen wir Simulationen und fortgeschrittene Analy-
semethoden, um das Potenzial der Coulomb-Explosion und die An-
wendbarkeit auf größere Moleküle zu untersuchen. Dabei konzen-
trieren wir uns auf das 2-Iodpyridin-Molekül (C5H4NI), das experi-
mentell untersucht wurde. Wir zeigen, dass die gleichzeitige Mes-
sung von nur wenigen Fragmenten genügt, um mittels Coulomb-
Explosions-Bildgebung aussagekräftige Bilder des untersuchten Mo-
leküls zu erhalten. Durch eine detaillierte Analyse unserer Simula-
tionen stellen wir fest, dass Kollisionen zwischen Atomen während
der Explosion messbare Korrelationen zwischen den Impulsen der
gemessenen Fragmente hervorrufen. Dies verdeutlicht den großen, in
der hohen Dimensionalität der Daten verborgenen Informationsanteil.
Die Berücksichtigung von Grundzustandsfluktuationen des Moleküls
in den Simulationen zeigt, dass diese einen Fingerabdruck in den
Ionen-Ionen-Korrelationen hinterlässt. Dies weist darauf hin, dass die
Coulomb-Explosion genutzt werden kann, um die die komplexen kol-
lektiven Merkmale einer Verteilung von Molekülstrukturen abzubil-
den. Um diese Analysen auf Experimente anzuwenden, entwickeln
wir einen Algorithmus zum systematischen Auffinden der Korrela-
tionen in experimentellen Daten. Die entwickelte Methode ist trotz
der zufälligen Orientierung des Moleküls im Laborsystem und der
begrenzten Detektoreffizienz erfolgreich und eröffnet somit neue We-
ge, Coulomb-Explosionsdaten zu interpretieren und einen Teil ihres
bisher ungenutzten Potenzials auszuschöpfen.
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A B S T R A C T

The past decades saw the development of X-ray induced Coulomb ex-
plosion imaging as one of several methods to perform single-particle
molecular imaging on a femtosecond timescale. It has been enabled
by the advent of x-ray free electron lasers. It works by firing intense
ultrashort x-ray pulses on a gas jet of molecules. A single pulse
rapidly and strongly ionizes a single molecule, resulting in its ultra-
fast dissociation, after which the momenta of the atomic fragments
are measured in coincidence. This method has been successfully ap-
plied to molecules composed of few atoms, but its extension to larger
systems remains a challenge. In this thesis, we use simulation and ad-
vanced analysis techniques to explore the potential of Coulomb explo-
sion imaging and its applicability to larger molecules, focusing on the
2-iodopyridine molecule (C5H4NI), which has been measured experi-
mentally. We show that, despite detecting only few fragments in co-
incidence, Coulomb explosion imaging provides meaningful images
of the molecule. Analyzing our simulations in detail, we establish
that collisions between atoms during the explosion induce measur-
able correlations between the momenta of the measured fragments,
indicating that a large amount of information is hidden in the high
dimensionality of the data. We then include the vibrational ground-
state fluctuations of the molecule in our simulations, and show that
they also leave a fingerprint in the ion-ion correlations, demonstrat-
ing that Coulomb explosion can be used to image the complex collec-
tive features of a distribution of molecular structures. To apply those
analyses to the experiment, we develop an algorithm to systematically
find the correlations in the experimental data. Our method succeeds
despite the random orientation of the molecule in the lab frame and
the limited efficiency of the detectors, thereby opening new ways to
interpret Coulomb explosion data, and allowing to exploit some of
its untapped potential.
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When going back from work, late a night, I went through a park, unlit
and dark like most public parks in Hamburg. When I exited on the other
side, I saw a man, under one of the streetlights, searching the ground. He
burst out suddenly, holding up a banknote:

"What a luck, to find 50 euros while looking for my lost keys."
"But what about your keys?" I asked "Did you lose them around here?"
"No, not at all. I lost them in the middle of that park you came from."
"But then" I asked, confused, "why are you not searching the park?"
He answered as if it was evident:
"The park is too dark to find anything, but, here, there is light."

P R E FA C E

There is no scientific method.
This is not a new idea, but a rather old realization [23]. Even so it

may sound like a criticism, this statement is in fact a celebration of
science. To highlight the absence of a single method is to praise the vi-
tality of the scientific world, and the diversity of thoughts it nurtures.
Science is a living animal evolving to face the new challenges that it it-
self uncovers. It also means there is no sure path to progress, that our
methods should be constantly questioned and evaluated, changed if
failing, abandoned if unsalvageable. Yet, according to my experience
during my PhD, the question of the scientific method is rarely dis-
cussed, if ever acknowledged, even when its absence is blatant.

This thesis, for example, is rooted in a situation that was barren
of any such consideration. The seed from which it is now bloom-
ing was a seemingly simple request: "Find something interesting in
Coulomb explosion data". Generated from simulations, the data was
available and plentiful (1 TB!), so the project seemed very reasonable
to me. Back then I did not notice that it did not contain any hint of
the methods I had been taught were scientific: there was no theory to
be tested, the agreement with the experiment was already considered
satisfactory, and, therefore, there was no plan to challenge any pre-
vious hypothesis or conclusion. Only later, when the project proved
harder than I had envisioned, I realized that the absence of method
was one of the difficulties that I was encountering.

A key question had gone unnoticed, however central it was: what
does "interesting" mean? When I brought it up, the question was left
unanswered, and even discarded. It needed no answer, I was told,
because when we will find something interesting, we will recognize
it, and everything will become clear. That was an unexpected turn
of events, far remote from the Popperian ideal that I naively believed
was defining science. In this enterprise I had believed constructed
solely on reason, intuition and instinct were taking a pivotal and ex-
plicit role. Unconvinced, I continued my research.
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But the unanswered questions did not die, it bred two new ones,
one epistemic, the other practical. On the front of epistemology:
how can science accept this big hole in the definition of its work?
All scientists are looking for interesting phenomena and results, yet
interesting-ness appears to be unquantified, and its study carefully,
but probably unconsciously, avoided. I do not have an answer, only
a bit of optimism: I believe that proposing a solution to this question
is possible, but will require a significant amount of dedicated and
deliberate effort.

The second question, in a sense, is a practical example of the impor-
tance of the first one: how long should we keep digging before giving
up? When do we accept that there is simply nothing interesting to
be unearthed from the available data? Had we defined what we are
searching for, we could try to quantify it, estimate maybe the probabil-
ity to eventually stumble upon something worth our time. We could
get an idea on the value of continuing the search, on whether it is
still meaningful. Despite its practical and organizational importance,
especially as data analysis is becoming more prominent in physics
research, I do not have an answer to this question either. And, in
fact, I did not need such answer. For a simple reason: as it was
foretold, I found something interesting enough in the data, and that
unlocked the rest of my thesis work. Then, I was happy to accept that
the method had been right, and to forget about the path that led me
there.

This is a common pattern, I realized, when presenting one’s work
to others, especially in the form of manuscript. First you struggle,
you doubt, you run blindly into walls, you fall on your knees, bash
your head on a corner of the living room table, and once you hit
the ground you notice something shiny under the sofa, a discovery
worth sharing with your peers. Then you pretend that everything
was planned from the beginning and that your actions followed an
unwavering irrepressible logic. You did not stumble, you pretend,
you decided with great foresight to go look under this specific piece
of furniture. Instead of presenting the method that led you to your
result, you tell the story of how an imaginary scientist found what
they were destined to discover.

The struggles are part of a scientist’s life, but absent from the
mythology of science that we write for ourselves.

This thesis is no exception.
However, I would not like to start on a negative note. Once I found

something interesting, my work fell into to the scientific mold that I
was initially expecting. The analysis led to unexpected results, so we
put forward hypotheses, and then tested them. This thesis is also the
story of this process, of science on a smaller scale, of the countless
small steps necessary to make the whole project sound. A story of
the humbling experience of systematically pursuing objectivity.
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Hopefully, with success.
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1
I N T R O D U C T I O N

We want a femtosecond movie to understand the core of a megaton
industry.

Imagine that you stand on a tall hill, overseeing somehow the
whole of earth industry. You see countless plants, gargantuan, de-
vouring train after train of raw materials, drinking avidly water, oil
and other liquids from gigantic pipes, and digesting it all into new
chemicals. Then they pour their production back into the industrial
network that connects it with hundreds of other plants, to get re-
fined, mixed and combined with others, creating compounds of in-
creasing complexity. Their journey continues until they become ev-
erything that makes the modern world: plastic, fertilizer, medication
or other directly usable chemicals that get distributed to where they
are needed. You need time to discern the logic, to trace in your head
the synthesis routes going through this labyrinth, to understand the
path of sulfur, petrol, water and air, to name a few.

As you observe the processes from your vantage point, you are
mesmerized by its scale and complexity. Suddenly, your contempla-
tion is interrupted by your own cough, so violent that you nearly fall
on your knees. Once you manage to pull yourself together, you look
up again and notice the black smoke rising from mountains of coals
being burnt and the bleak color of the air, stained by a variety of poi-
sonous fumes ejected as byproducts. You follow the propagation of
the toxic clouds backward to their sources and, after thinking for a
moment, realize that by rerouting some of the pathways you identi-
fied, the necessary products may be produced without requiring to
go through the most polluting plants. Maybe this would require find-
ing new synthesis routes altogether, but maybe it would suffice to
reduce the cost of some known reactions. Then the invisible hand of
the economy would seize the opportunity to redraw the network, ex-
cluding the obsolete plants, building modern ones, connecting them
with new routes, and changing the life of millions in the process.

It would not be the fist time that discovering a new synthesis method
has a significant impact on the industry. The production of acetic acid
is one of many examples. It is a chemical produced at an estimated
rate of 14 megatons per year [13]. From the onset of the production
in 1957 [86], the process of fabrication has been improved twice, in
1973 with the Monsanto process [43] and in 1995 with the Cativa pro-
cess [4], which is more economical and environment friendly. Thus,
today, most of the acetic acid is produced by the Cativa process.
Yet, despite these already great improvements, the production of this

1



2 introduction

chemical is still an active subject of research [61] due to its importance
and consequent environmental footprint.

What could guide you to reproduce such a feat? From the top of
the hill, you search for inspiration. You identify methanol and carbon
monoxide going into a huge plant and acetic acid coming out. But
you still need more details to really understand what is going on. You
take out your binoculars and look with more scrutiny. First, you sin-
gle out one plant, and start zooming to see the inside (your binoculars
are a bit magical), you focus on one of the big vats where the reac-
tions are happening. You continue to zoom in, seeing inside the tank,
and soon beyond the uniform bulk of the liquid, suddenly discern-
ing the chaos of uncountably many individual molecules. They are
interacting, reacting incredibly fast with each other once they move
close enough. Things are happening so fast that your eyes are orders
of magnitudes too slow to make sense of them, as it takes only few
hundred femtoseconds for atoms to rearrange themselves into their
new configurations. So in addition to your magical binoculars, you
dream of a slow motion camera to get a chance to analyze and really
understand what is going on.

From your dream you realize that the potential of such movie is
huge. By following the details of a reaction, you could find subtleties
in the process and refine greatly your chemical intuition. Then, you
would exploit it to guide the overall research effort, leading it in the
direction of efficiency. Due to the shear volume of products involved,
even small optimization of the bulk processes could change the in-
dustrial landscape significantly and affect all the producers and con-
sumers of the chemical industry. That is, it could ultimately affect
everyone.

Now it is time to leave this metaphorical hill, and ask pragmatically:
How could such movie of a chemical reaction be filmed? To answer,
let us look at the logic that led some of our predecessors to success. In
this case, we can take inspiration from the Lumière brothers, scientists
and pioneers of the film industry, who developed one ancestor of
modern cameras.

However, they did not start by developing a method to make a
movie. They were aware that capturing an image takes time, and
that the picture produced is averaged over the duration of the cap-
ture, known as the exposure time1. Thus, if an element of the image
moves far enough over the duration of the exposure, the picture is
blurry. To get sharp images they invented a method to make instan-
tanés, literally instantaneous pictures, in 1881. The name is of course
an overstatement, but their photographic plates nonetheless worked
with an extremely short exposure time, shorter than the timescale of

1 The name exposure time refers to the physical exposure of the photographic plate to
the light, which causes the photochemical reaction that then produces the image on
the plate.



introduction 3

Figure 1: Auguste Lumière photographed by his brother Louis, circa 1888
(Public Domain). These two pictures showcase the capability of
the photographic plates invented and sold by the Lumière brothers.
In particular, they produce pictures using a very short exposure
time, "freezing" the imaged motion.

the dynamic that we can observe in everyday life. To showcase their
work, they took pictures like the ones shown in Fig. 1. For example,
one of the brothers jumping from a chair or throwing a bucket of wa-
ter into the air. The pictures are crisp, proving the quality of their
product.

Then, fourteen years later, in 1895, they combined their technique
for instantanés with other technological advances and created the an-
cestor of the modern camera, the caméra cinématographique.

In this thesis, I study one technique to apply the same strategy to
chemical reactions.

My work focuses on the first part, producing crisp still images,
with an exposure time of only few femtoseconds. This is achieved
by submitting the system to a light pulse (the probe) that is itself few
femtoseconds long.

Before going into the details of how to generate these snapshots, I
briefly describe how such individual images can be assembled into
a movie. The accepted strategy is to trigger the dynamic of interest
with another short light pulse (the pump). By controlling the time de-
lay between the pump and the probe, different stages of a reaction can
be recorded and then recombined into a coherent movie. This process
is shown schematically in Fig. 2A and Fig. 2B, while the blurry result
of using a long exposure time is shown in Fig. 2C.

Importantly, note that chemical reactions are repeatable, as two
molecules of the same species are indistinguishable. Therefore, the
concept of pump-probe imaging can be used on independent but
identical systems for each snapshot, allowing to use a destructive
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0 time 0 time

A

B C

Figure 2: Pump-probe scheme. A. The same process is repeated indepen-
dently multiple times. The dynamic is triggered (gray plane) by
the pump pulse, a snapshot of the state of the system (colored
squares) is recorded later by the probe pulse. B. Combining the
snapshot together based on the delay between the pump and prob
pulses, a movie of the dynamics is built ; here a disk filling counter-
clockwise. C. Using a long probe pulse results in a blurry image,
where the state of the system at a specific time can not be resolved.

imaging technique. The analogy with the macroscopic cinema tech-
nology stops here: if for each picture Louis Lumière had to severely
damage his brother Auguste, their movies would have been much
more sinister.

Now, we know how the molecular snapshots are combined into a
movie, but how exactly would we generate the snapshot itself? First,
we want to film individual systems, for this thesis even focusing on
individual molecules. Imaging from an ensemble can be done, but
the information is averaged over all the particles in the sample. Thus,
in general, it is difficult to untangle the dynamics of the constituting
molecules. To mitigate this problem, bulk methods often rely on or-
dering the constituent of the sample, allowing the signal to be treated
as arising from a coherent material. For example, the molecules can
be aligned with a laser field [28] or arranged in a crystal. In the latter
case, a diffraction pattern is produced when a wave (typically elec-
trons or light) passes through the crystal. Studying those patterns
led to a well established method known as crystallography. Fabricat-
ing the crystal is however known to be challenging[31, 57].
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Currently, there are several candidates for performing femtosec-
ond snapshots of single molecules: Single-particle x-ray scattering
[49], laser-induced electron diffraction [5, 90] and Coulomb explo-
sion imaging (CEI), the main topic of this thesis. The idea of CEI is to
fragment the molecule and measure the ejected particles.

The goal of this thesis is to explore the current state, limitations and
prospects of x-ray induced CEI, with a special focus on data analysis.
In particular, I show that CEI data is intrinsically high dimensional,
which is both an opportunity and challenge. On the one hand, the
high dimensionality contains a lot of information about the dynamics
of the explosion and the state of the molecule before the explosion,
information that is not always accessible to other methods. On the
other hand, it implies that the data has a high complexity and must
be analyzed using advanced methods taken or inspired from the field
of machine learning.





2
C O U L O M B E X P L O S I O N I M A G I N G

Sections 2.3 and 2.4 of this chapter are based on:

Rebecca Boll, Julia Schäfer, Benoît Richard et al.
"X-ray multiphoton-induced Coulomb explosion images complex
single molecules."
Nat. Phys. 18, 423–428 (2022).

Contribution I performed a detailed analysis of the dynamics of
the Coulomb explosion in the simulation, in particular describing
the atomic collision between C2 and I (Fig. 8) and the trapping of
the electrons on hydrogen atoms (Fig. 7).

2.1 basic concept

The idea of Coulomb explosion imaging (CEI) is straightforward [84]:
take a molecule and remove many of its valence electrons. This weak-
ens the chemical bonds that pull the atoms together and, simultane-
ously, increases the positive charge on the atoms. When enough elec-
trons are removed, the repulsive Coulomb interaction dominates the
interactions between the atoms, and the system explodes into atomic
fragments. Once they are far away from each other, they reach asymp-
totic states that contain information about the molecule just before
the explosion was triggered. Therefore, by measuring the dynamical
properties of the fragments, one images the original molecule.

In this chapter, I first discuss how the electrons can be removed
from a molecule on the ultrafast femtosecond timescale required to
generate movies of chemical reactions. Then, I describe the measure-
ment of the fragments, and, especially, the adaptations necessary to
image large molecules. Finally, I detail the simulations performed for
x-ray induced Coulomb explosion of molecules, and what they can
tell us about the process. The description of the simulation is rather
simple and more advanced analyses will be presented in the next
chapters.

Nowadays, two methods are typically used to induce an ultrafast
Coulomb explosion. One way is strong field induced Coulomb explosion,
in which an intense laser pulse ionizes valence electrons through tun-
nel ionization. The exposure time corresponds to the duration of
the laser pulse, which can be as short as 6 fs [32]. However, strong
field ionization does not naturally scale to large molecules. When an
electron is removed, the remaining electrons feel a stronger Coulomb
potential from the nuclei and removing more electrons gets increas-
ingly less likely, as the ionization potential increases as a function of

7



8 coulomb explosion imaging

A. Photoionization B. Auger-Meitner C. Fluorescence

Figure 3: Cartoon representation of the main atomic processes. Photoion-
ization: An external photon is absorbed by the atom and a bound
electron is ejected. Auger-Meitner decay: An electron decays to a
lower energy hole, and the excess energy is transferred to another
electron that is ejected. A photon is used to depict the transfer of
energy from the decaying electron to the ejected one. Fluorescence:
An electron decays to a lower energy hole by releasing the excess
energy as a photon.

the charge state. Nonetheless, the method has been applied success-
fully for the determination of the geometry of small molecules [5, 58,
76], and to follow various time dependent processes [20, 30, 32, 34,
51, 59].

In the other method, x-ray induced Coulomb explosion, the explosion
is induced by an intense ultrashort x-ray pulse. An x-ray photon has
enough energy to remove a core electron through direct photoioniza-
tion, creating a core hole, as depicted schematically in Fig. 3A. This
brings the ionized atom to a highly excited state that relaxes mainly
through two fundamental processes: Auger-Meitner and fluorescence
decays. In an Auger-Meitner decay, an electron decays into a hole
present in a lower energy shell. Its excess energy is transferred to
another electron, which gets ejected, as shown in Fig. 3B. Therefore,
Auger-Meitner decays contribute to the charging up of the molecule.

Then, during fluorescence an electron decays to a hole while releas-
ing a photon, as shown in Fig. 3C. Fluorescence does not contribute
to the charging up dynamics of the molecule. For the photon energy
and elements that we consider, fluorescent decays are much rarer
than Auger-Meitner decays. For example1, for an iodine atom with
a 3d hole, the characteristic time for fluorescence is 2719.1 fs, while it
is only 1.1 fs for an Auger-Meitner decay. Therefore, in the following,
we focus on direct photoionizations and Auger-Meitner decays.

For a light atom, the full charge-up dynamic induced by an x-ray
photon has two stages: first a core electron is ejected by a direct pho-

1 All quantities in this section are computed using xatom [74]
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Figure 4: Auger-Meitner cascade. A. Example cascade for iodine. A sin-
gle photoionization of the 3d shell leads to four successive Auger-
Meitner decays, resulting in five electrons ejected in total. B - D.
Distribution of cascade duration for various atoms and a single ini-
tial hole, calculated based on Monte-Carlo sampling of the decay
pathways using xatom [74]. B. Carbon with a 1s hole. C. Oxygen
with a 1s hole. D. Iodine with a 3d hole.

toionization, then another one is removed through an Auger-Meitner
decay. For heavy atoms, a single core hole can relax through a se-
quence of multiple Auger-Meitner decays, a process known as an
Auger-Meitner cascade. We show an example of such cascade for an
iodine atom in Fig. 4A. Hence, a single photoabsorption can lead to
the ejection of several electrons, and the absorption of few photons is
sufficient to efficiently charge up a molecule.

To quantify the efficiency of the charging up, we look at the du-
ration of the cascade. It intrinsically depends on the elements of the
atoms being ionized. For example, if we consider isolated atoms with
a single 1s hole, the median decay time (i. e., the half-life of the excited
state) is 6.5 fs for carbon and 3.6 fs for oxygen. For those light atoms,
the pathway is simple as it stops after a single Auger-Meitner decay.
Hence, its duration directly follows an exponential distribution.

As an example of a heavy atom, consider iodine after the ionization
of an electron from the 3d shell (the most likely process for 2 keV x-
ray photons). The median time for the whole cascade is 41.4 fs, with
a median of 5 Auger-Meitner decays, a significantly longer cascade
than for carbon and hydrogen (Fig. 4D). In both cases, the charging
up of the atom happens on a femtosecond timescale.
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In this thesis, we focus on Coulomb explosion induced by using
x-ray pulses generated at an x-ray free-electron laser (XFEL). The tech-
nology is now mature enough to provide ultrashort pulses that have
high enough intensity to reliably trigger Coulomb explosion of sin-
gle molecules via multiple photon absorption. Several facilities offer
pulses with a duration of few tens of femtoseconds, with the prospect
to get even shorter ones, in the attosecond range, thanks to the con-
tinued improvement of the XFEL technology.

2.2 experimental setup

We examine an experiment that took place at the small quantum sys-
tems (SQS) scientific instrument of the European XFEL (EuXFEL). This
endstation offers 10 fs pulses at 1 keV photon energy with 1 mJ en-
ergy per pulse, focused on a 1µm2 area yielding an average fluence
of 3.12 × 1012 photons/µm2. At this photon energy, the photoioniza-
tion cross-section of a core 1s electron of an isolated carbon atom
is 4.2 × 10−12 µm2. With these conditions, we expect on average all
carbon atoms in a molecule to be photoionized once and to acquire
a second charge due to a subsequent Auger-Meitner decay. The in-
duced charge state is sufficient to fully dissociate most carbon-based
molecules. In addition, note that the photon energy (1 keV) is much
higher than the 1s orbital energy of the 1s shell (291 eV), so the x-ray
photon will still have enough energy to ionize core electrons, even
when their energy is shifted by the presence of other holes. There-
fore, a Coulomb explosion can be reliably induced by the x-ray pulse,
even in large molecules.

The molecules are brought in the focus of the x-ray beam in a su-
personic gas jet. The density of the molecular gas is tuned to ensure
that, at most a single molecule is present in the focus at a time. Thus,
the data collected by each shot2 refers to a single molecule.

Once the explosion has been triggered, the asymptotic 3D mo-
menta of the fragments are measured in coincidence, using the cold
target recoil ion momentum spectroscopy (COLTRIMS) reaction micro-
scope (REMI) [19, 36, 83], schematically depicted in Fig. 5. A bias field
directs the fragments toward a microchannel plate (MCP) [89]. When
an ion hits one of the channels, it acts as an electron multiplier, pro-
ducing an electron cloud. This cloud is picked up by pairs of parallel
wires, on which voltages of opposite directions are applied. Thus,
the signal from the electron cloud travels in both wires simultane-
ously, in opposite directions. Measuring the time difference between
the arrival of each electrical pulse, the position along the pair of wires
is determined. To increase accuracy, the electrical signal is delayed to
form a delay line detector [35]. In this arrangement, each wire section

2 A shot is the result of a single x-ray pulse hitting the molecular gas jet, and the
corresponding measured data.
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Figure 5: Schematic of a COLTRIMS. The x-ray beam crosses a molecular
gas-jet, triggers the Coulomb explosion of the molecules. An elec-
tric field then directs the ions toward a detector plate, where the
fragments are detected in coincidence.

corresponds to a slice of the MCP area. While the time resolution is
not high enough to determine the position inside a single wire section,
the slice of the MCP which is hit by the ion is determined accurately.
By putting a second identical delay line detector perpendicular to the
first one, a 2D image is obtained.

The detection on the plate is synchronized with the x-ray pulse,
allowing to measure the time that the ion takes to fly from the inter-
action region to the detector (known as the time of flight of the ion).
By measuring the time of flight, the mass-over-charge ratio of the
detected ions can be determined. Analyzing the distribution of mass-
over-charge ratio, the charge and the element of the ion are inferred.
Finally, combining the time of flight and the position of the plate,
the asymptotic 3D momentum of each of the detected ions is recon-
structed.

From the explosion of a single molecule, multiple fragments can
be detected. In this case, we say that the fragments are detected in
coincidence. Coincident measurement is a specific advantage of CEI,
giving access to high dimensional data about the imaged molecule.
This high dimensionality comes with both challenges and opportuni-
ties. Addressing them for CEI is the main question discussed in this
thesis.

2.3 large molecules

In this section, we address a major experimental challenge of CEI:
the detector has a finite detection efficiency and on average only few
fragments are measured in coincidence from a single shot. The prob-
ability of detecting all atoms in coincidence from the explosion of a
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molecule composed of n atoms is pn, where p is the detection proba-
bility of each ion. For example, with p = 60% (reported e.g. in [9]),
the probability for a complete detection of all atoms is, for molecules
composed of 5, 10 and 15 atoms respectively, p5 = 7.7%, p10 = 0.6%
and p15 = 0.047%. Hence, gathering sufficient statistics for large
molecules is impractical, as the time to collect full-coincidence mea-
surements grows exponentially with the molecule size. Accordingly,
we use the term "large" to describe molecules for which all fragments
can not be detected in coincidence due to a prohibitively long data
acquisition time. Currently, this corresponds to molecules composed
of 5 or more atoms, a boundary that may be incrementally pushed
by developing more efficient detectors or experiments with a higher
repetition rate. This is, however, unlikely to be a fast development.
Another idea is needed to overcome the barrier and reliably address
larger systems.

Therefore, we propose a different strategy: Analyze the data based
on detecting a limited number of atoms in coincidence. In this work,
we demonstrate this idea for the 2-iodopyridine molecule (C5H4IN),
depicted in Fig. 6A. Later, we refer to this molecule as simply iodopy-
ridine. The Coulomb explosion of this molecule was realized at the
SQS instrument of EuXFEL [8].

In iodopyridine, two of the composing atoms, iodine and nitrogen,
can be uniquely identified by their element. Thus, we use them to
define a molecular frame for the measured momenta. In the case of
iodopyridine, we define the x-axis as the direction of the momentum
of the iodine ion and the xy-plane as the plane in which the iodine
and nitrogen momenta lie (see Fig. 6B), defining a reference frame
known as the recoil frame. Additional ions measured in coincidence
with iodine and nitrogen are placed relative to these axes, as they
define the orientation of the system. Combining the data for every
shot where the iodine atom, the nitrogen atom and at least one other
ion were detected in coincidence3, we obtain clear plots of the mo-
menta, shown in Fig. 6C. Looking at the in-plane projection of the
data, the resemblance with the geometry of the molecule is striking,
particularly for the hydrogen ions, which are clearly distinguishable.
The contribution from each carbon ion can also be determined, but
requires more care, either applying further filtering or fitting the 2D
data with a mixture of Gaussian distributions. The clarity of the in-
plane Newton diagram is particularly remarkable considering that
the momenta spread significantly more widely out-of-plane than in-
plane, forming, in 3D, a "tube" for each ion. The molecular recoil
frame allows us to look at them from the right angle, so that their
separation is apparent.

3 Additional filtering is applied to the raw detector data to avoid false coincidences,
see [9] for more details and [8] for the data itself.
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We understand this clear separation of the ions, as a consequence
of the fast charging up of the molecule, resulting in a clean direct ex-
plosion, without the formation of intermediate molecular fragments.

Applied to a more complex or non-planar molecule, we would ex-
pect a similar distinguishability of the ions. However, without a clear
molecular recoil frame in general, exploiting it is likely to require a
more general analysis technique. In Chapter 5, we present such a
method, building on the same idea to retrieve the full distribution of
3D momenta from partial coincidence data.

2.4 simulations

We now describe our strategy for the simulation, as implemented in
xmdyn [39]. The molecule is approximated as a group of atoms with
independent electronic structures. A Monte-Carlo scheme follows the
temporal changes of the electronic orbitals using a discrete timestep
propagation. The rate of the main atomic processes induced by x-ray
(direct photoionization, Auger-Meitner decays and fluorescence) are
computed from first principle for each atom using xatom [74]. The
probability that a given event happens during a timestep is computed
from those rates. When electrons are emitted, the emitting ion recoils
to conserve the total momentum. The emitted electrons and the ions
are both modelled as point charges in real space interacting through
the classical Coulomb field.

The bound electrons are allowed to jump from atom to atom based
on a semi-classical over-the-barrier model [72]. In this model, an elec-
tron moves to a neighboring atom if the classical Coulomb barrier
between the two atoms is lower than the electron energy. When the
atoms get further away, the barrier increases, until it becomes high
enough that the electrons are no longer allowed to move around, as
represented schematically in Fig. 7. This simple model is in good
agreement with experimental results [21].

This procedure yields trajectories that are stochastic due to the ran-
domness of the atomic processes. We repeat the simulation many
times and consider all trajectories together as an ensemble.

We simulate the Coulomb explosion of iodopyridine, using the pa-
rameters reported in Table 1, starting from the fixed ground-state
equilibrium geometry with zero velocity and with the x-ray pulse al-
ways polarized perpendicular to the molecular plane. Over the course
of this thesis, we generated several other ensembles of trajectories,
summarized in Table 2. The current chapter exclusively uses Simu-
lation Set I. The properties of the other sets will be detailed in the
chapters that introduce them.

The result of the simulations is shown in Fig. 6D, where we see a
reasonable agreement with the experiment. The simulated momenta
have, on average, the correct direction, with however a norm that is
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Figure 6: Coulomb explosion of iodopyridine. A. Side and top view of
the iodopyridine molecule in its ground-state equilibrium geom-
etry using a ball-and-stick model. B. Definition of the molecular
recoil frame. The x-axis is defined by the recoil direction of the io-
dine atom and the positive xy half-plane, in green, is spanned by
the recoil direction of the nitrogen atom. C. Newton diagrams of
the measured ions in the molecular recoil frame, from the exper-
iment [9]. Only carbon and hydrogen atoms with charge +1 are
shown. D. Newton diagrams of the ions in the molecular recoil
frame, according to our simulation. Only carbon and hydrogen
atoms with charge +1 at the end of the simulation are shown.
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s

Figure 7: Over-the-barrier model between a carbon and hydrogen atom.
A. The Coulomb barrier between the two atoms is lower than their
valence energies. An electron can hop in both directions, when a
hole is present. B. The Coulomb barrier is higher than the valence
energy of the hydrogen atom, but lower than the valence energy
of the carbon atom. An electron can hop from the carbon atom to
the hydrogen, but not in the opposite direction. C. The Coulomb
barrier is higher than both valence energies. No charge transfer is
possible. Reproduced from [9], Creative Commons CC BY.

Simulation software xmdyn

Molecule 2-iodopyridine

Time step 1 as

Photon energy 2 keV

Pulse shape Gaussian

Pulse duration 10 fs (FWHM)

Table 1: Core parameters of the simulations. Parameters common to all
simulations performed for this thesis.

I II III IV V

Polarization Perp. Rand. Rand. Rand. Rand.

VGSF No No No Yes Yes

Force field No No Yes Yes Yes

Fluence (1010photons/µm2) 7.5 7.5 15 15 7.5

Trajectories 15000 15000 10000 61652 16000

Performed by JS BR BR, SB BR, SB BR, SB

Table 2: Different simulation sets used in this thesis. Polarization: po-
larization of the x-ray pulse, perpendicular to the molecular plane
(Perp.), or randomly oriented (Rand.). Vibrational ground-state fluc-
tuation (VGSF): not considered with the simulation starting from
the equilibrium geometry of the molecule with all atoms at rest
(No), or included through the sampling of the ground-state Wigner
distribution (Yes). Force field: whether a force field is used to model
the chemical bonds. Pauli repulsion: whether the Pauli repulsion
between atoms is considered. Trajectories: the number of indepen-
dent trajectories generated for the given parameters. Performed by:
Julia Schäfer (JS), Sourav Banerjee (SB), or myself (BR).
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slightly too high. At the time of publication of these results [9], this
was deemed sufficient.

However, as we developed a better understanding of the data, we
understood that variance of the momenta also contains crucial in-
formation about the explosion process and the state of the molecule
before explosion. We discuss these aspects in Chapters 3 and 4. For
now, we discuss further what we can learn from the current set of sim-
ulations, keeping in mind that they do not fully model all physical
processes involved.

The main advantage of the simulation is that we can analyze the
time evolution of the explosion in full detail, which is impossible
from the experiment as only the asymptotic final momenta are mea-
sured. In Fig. 8, we show the distribution of momenta (Fig. 8a) and
positions (Fig. 8b) at given times, using the center of the pulse as time
zero. Interestingly, we can see that the C2 atom first moves towards
the iodine atom (between t = +10 fs and t = +30 fs), before being
pushed away (from t = 30 fs onwards). This explains why the C2

atom has an asymptotic momentum close to zero (Fig. 6): it transfers
part of its energy to the iodine atom when it collides with it and then
is trapped inside the aromatic ring.

To get a quantitative view of the explosion, in Fig. 8c, we consider
the average distances between pairs of atoms and plot their evolution
in time during the explosion. Three different timescales are present.
First, the hydrogen atoms are ejected, as indicated by the rapid in-
crease of the carbon-hydrogen distances (4 Å at t = +10 fs). Hydro-
gen atoms move the earliest due to their light mass compared to the
other atoms. Second, the carbon-nitrogen ring explodes, as indicated
by the increase in the carbon-carbon and carbon-nitrogen distances
(4 Å at t = +30 fs). Third, the C2 atom separates from iodine (4 Å
at t = +50 fs). Before the dissociation, the two atoms collide, so that
approximately 30 fs after the center of the pulse, the distance between
the two atoms reaches its minimum (around 1 Å, half of the equilib-
rium bond length). We see that the Coulomb explosion is not a trivial
process, it happens in multiple stages and involves strong transient
interactions between the atoms, like the C2-iodine collision.

The simulations also allow to analyze the charge-up dynamics. Fig-
ure 8d shows the evolution of the average charge for each atom. More
than 90% of the photoabsorption events happen on the iodine site, in
accordance with its cross-section being much larger than the one of
the other atoms for 2 keV photons. In consequence, the timescale of
the charging-up of the molecule matches the timescale of the Auger-
Meitner cascade on an independent iodine atom (Fig. 4), typically
between 30 fs and 40 fs.

Once a hole is created, the charges quickly rearrange, resulting
in an on-average uniform charge distribution in the molecule. In
the simulation, the speed of the redistribution of charges is likely
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overestimated since an electron hops at every attosecond timestep,
as long as it has enough energy to jump over the classical electro-
static barrier. Therefore, the charges can hop over a 1 Å gap between
two neighboring atoms in 1 as, which corresponds to a charge migra-
tion speed of 1000 Å/fs, and charge migrates from one end of the
iodopyridine molecule to the other in about 0.01 fs. This speed is
significantly higher than predicted by density functional theory cal-
culations, which estimate the charge migration speed to be around
4 Å/fs in linear molecules [25], roughly requiring 2 fs for a charge
to redistribute over the whole molecule. In both cases, however, the
charge migration is significantly faster than the atomic motion and
the charging up of the molecule, which both happen over tens of
femtoseconds, as shown in Fig. 8c and Fig. 8d. Thus, we expect the
difference in charge migration speed to only cause a small discrep-
ancy.

We see in Fig. 8d, that the charges on each atom are equal, as ex-
pected, until 10 fs, when the hydrogen atoms dissociate. At this point,
the average charge on the hydrogen atom drops. This effect is caused
by the asymmetry of the over-the-barrier model (see Fig. 7): there is
a range of distance for which the valence electrons on a carbon atom
have enough energy to jump over the barrier towards a hydrogen ion,
landing on a valence state of lower energy, and then are unable to
jump back. Thus, electrons tend to become trapped on the hydrogen
atoms.

Finally, we see on Fig. 8d that the charge on iodine does not seem
to converge to exactly +1, which is unexpected as we only consider
trajectories that yield an I+ ion. However, at the end of the simulation
(after 1 ps), some emitted electron may not have enough energy to
be free. If an electron kinetic energy is lower than the electrostatic
potential it feels, we recombine it with the latter, leading to a slight
decrease of the charges of the ions.

In conclusion, numeric simulations are a valuable tool to under-
stand the dynamics of a Coulomb explosion. In particular, they show
that the explosion happens on several timescales, overlapping with
the charging-up of the molecule by the x-ray pulse. Yet, there are clear
structural similarities between the initial geometry of the molecule
before the explosion and the distribution of the asymptotic momenta.
Therefore, despite its complexity, the explosion maps features of the
initial state of the molecule to the measured momenta distribution
of the fragments. Understanding this mapping is essential to use
Coulomb explosion for imaging. This is an ongoing research ques-
tion that we further discuss in Chapter 4.



18 coulomb explosion imaging

a

b

0 fs 10 fs 30 fs 50 fs 70 fs

0 fs 10 fs 30 fs 50 fs 70 fs

200 a.u. 200 a.u. 200 a.u. 200 a.u.
200 a.u.

5 Å
5 Å 5 Å

5 Å
5 Å

dc

A
ve

ra
ge

 d
is

ta
nc

e 
(Å

)

Time (fs)

C2−C3
C3−C4
C4−C5
C5−C6
C3−H3
C4−H4
C5−H5
C6−H6

I−C2
N−C2
N−C6

0

2

4

6

8

10

12

−10 0 10 20 30 40 50 60 70 80

Time (fs)

C2
C3
C4
C5
C6
H3
H4
H5
H6

I
N

–10 0 10 20 30 40 50 60 70 80

A
ve

ra
ge

 c
ha

rg
e

0.1

0.2

0.3

0

0.2

0.4

0.6

0.8

1.0

1.2

N
um

ber of absorbed photons

Figure 8: Dynamics of the Coulomb explosion of iodopyridine. Only tra-
jectories that yield I+ and N+ are considered. a. Snapshots of the
distribution of the momenta at different times. b. Snapshots of
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distances between atoms as a function of time. The filled yellow
curve represents the intensity of the pulse. d. Average interatomic
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number of photons absorbed. Reproduced from [9], Creative Com-
mons CC BY.
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This chapter reproduces with few adaptations:

Benoît Richard et al.
"Statistical analysis of correlations in the x-ray induced Coulomb
explosion of iodopyridine."
J. Phys. B: At. Mol. Opt. Phys. 54 194001 (2021)

Copyright notice (c) All figures and pictures by the authors un-
der a CC BY 4.0 license.
The Accepted Manuscript is reproduced here in accordance with
IOP Author Rights Policies.

Contribution to the manuscript I established the correlations in
the simulation data, proposed to use PCA on the simulation to
study them further, and performed the related analyses. I drafted
the manuscript with input from other coauthors.

The interaction between ions during a Coulomb explosion can lead
to non-trivial collision effects [9, 91] and rotation dynamics that com-
plicate the interpretation of the final momentum data [56]. Due to
the possibly large number of ions emitted from a single molecule, the
generated data are high-dimensional, and it is often hard to under-
stand the information they contain.

In order to facilitate the interpretation of Coulomb explosion data,
we conduct a statistical analysis of simulation data for the x-ray in-
duced Coulomb explosion of the iodopyridine molecule. We show
how relevant patterns of the dynamics occurring during the explo-
sion can be uncovered through principal component analysis (PCA)
of the final ion momentum data and the forces. We demonstrate that
individual ion pairs exhibit particularly strongly correlated momenta
due to their collision during the molecular explosion. Furthermore,
we decompose the explosion dynamics into a few collective coordi-
nates that we obtain from PCA components of the forces.

3.1 principal component analysis

PCA is a standard analysis technique for high-dimensional data [77].
It decomposes its input space into multiple uncorrelated components
by diagonalizing the covariance matrix. Given the input data x, the
elements of the covariance matrix Σij are given by

Σij =
〈
(xi − ⟨xi⟩)

(
xj − ⟨xj⟩

)〉
, (1)
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where ⟨.⟩ represents the ensemble average. PCA decomposes the co-
variance matrix Σ as

Σ = UΛUT (2)

where the columns of matrix U are the principal components ui and
the diagonal matrix Λ contains the eigenvalues λi, known as the ex-
plained variances [38]. The principal components ui are ordered ac-
cording to λi in decreasing order. Projecting variations of a data set
onto its first principal components thus describes the data with max-
imal variance for a given reduced dimensionality. The study of the
first few components is therefore often sufficient to capture most of
the variations. Moreover, thanks to Λ being diagonal, projecting the
original data on the PCA components results in uncorrelated quanti-
ties. The algorithm can thus be viewed as linearly decorrelating the
input data. PCA is a useful tool to analyze MD simulations, for both
steady state [3, 33, 77] and non-equilibrium [54, 55, 68] dynamics.

In this work, we apply PCA to two different inputs: the final mo-
menta and the dynamical forces. Given a set of N atoms, we first per-
form PCA on the 3N-dimensional set of asymptotic momenta of the
ions. This data can in principle be measured in coincident CEI experi-
ments [9]. Therefore, final momentum PCA may be performed on ex-
perimental data in the near future. We note, however, that high-order
coincident detection of ions (in particular of ions with very different
masses) is experimentally very challenging, and that PCA methods
working with missing data [78] are likely to be needed to compen-
sate for the finite detection efficiency. Understanding how it can be
interpreted and used to elucidate the dynamics of the Coulomb ex-
plosion is thus of prime interest.

Moreover, we apply PCA to the dynamical data, taking into account
the full time-dependent data from the explosion simulation. This way,
we aim to describe not only the variation of the ensemble in the final
state of the explosion (i. e., the final momenta), but also cover tempo-
ral variations during the explosion dynamics. A common choice for
analysis of MD trajectories is to use atom positions as input. How-
ever, in the current context, the topology of the positional data is
problematic due to the far-from-equilibrium nature of Coulomb ex-
plosions. The atoms are evolving towards constant velocities, and
thus, depending on the length of the simulation, the resulting com-
ponents may be dominated by the asymptotic behavior of the system.
This suppresses information about the dynamics during the ioniza-
tion and explosion and defeats the purpose of using dynamical data.
As a more natural alternative, we employ forces as input. Forces are
bounded, and they are zero at the start and end of the simulation.
They are also directly proportional to the charge of each atom, al-
lowing us to emphasize the effect of the charge distribution on the
explosion. From the simulation data, we compute the forces on the
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Figure 9: Number of occurrences of the most abundant final charge distribu-
tions obtained in the simulation. The numbers are the final charges
of each atom. The coincidence condition used for the analysis is
highlighted in orange.

individual atoms by second-order finite differences from the position
data employing a femtosecond time step.

3.2 results

3.2.1 Description of the simulation data

The simulation used in this chapter is described in Section 2.4, and
corresponds to dataset I in Table 2. The data consists of 15,000 trajec-
tories describing the time-dependent position and charge of all atoms.
In the final simulation frame, the trajectories show a variety of differ-
ent charge states for a given atom. The simulations result in 1739
distinct combinations of final charges. The trajectory counts for the
most abundant ones are depicted in Fig. 9. If not stated otherwise, we
restrict our analysis to a single coincidence condition, i. e., we select
trajectories where the atoms have the final charge state highlighted
in Fig. 9. As can be seen, this set of coincident ion charges is the
most abundant in which all atoms have a charge of at least +1, which
is a prerequisite for their experimental detection. This coincidence
channel contains 404 trajectories. For simplicity, our analysis focuses
on this subset of trajectories because the data for other final charge
coincidence conditions exhibit only quantitative differences. For exam-
ple, the 8th channel, which also fulfills the experimental prerequisite,
displays on average approximately 10% slower ions due to the lower
total charge in the molecule but qualitatively very similar dynamics.
Analysis of the other sets of coincident ion charges yields analogous
results.

We start by describing the general properties of the data. Iodopy-
ridine is a planar molecule and in the following the molecular plane
is defined by the xy plane. The equilibrium geometry of the neu-
tral molecule is represented in Fig. 10(b) together with the atom la-
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used as the initial condition for the simulations. (c) Final mo-
mentum distribution. (d) Radial displacements. The yellow area
indicates the temporal shape of the x-ray pulse.

bels. The ionization cross-section for ionization on iodine is signifi-
cantly larger compared to ionization on the other atoms such that the
charge is primarily created on the iodine through photoionization
and subsequent Auger decays. The created charge is then distributed
among the atoms by charge rearrangement. After the molecule has
been exposed to the x-ray pulse it rapidly dissociates into individual
atomic ions. Snapshots of the position distribution at selected times
are shown in Fig. 10(a). Here and throughout this work, the center
of the x-ray pulse is at t = 0 fs. After ∼ 100 fs the momenta of all
atomic ions converge to their final asymptotic values. The distribu-
tion of these final momenta is shown in Fig. 10(c). As can be seen,
the final ion momentum distribution of each atom is relatively sharp
and most of the momenta can be directly linked to the geometrical
position of the atom in the initial geometry. Compared to the other
heavier atoms, the C2 momentum stands out by pointing to the left,
whereas in the initial geometry, the C2 atom is next to the iodine
atom on the right-hand side of the molecule. The C2 momentum
also displays a somewhat higher variance compared to other carbon
atoms.

As indicated by the snapshots in Fig. 10(a), the explosion is mainly
radial. In Fig. 10(d) we show the radial displacement of all atoms
as a function of time, with the radial direction defined by the final
average momentum of each atom. As can be seen, already during the
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pulse exposure, the hydrogens are expelled. This is followed by the
radial dynamics of the atoms N, C3, C4, C5, C6, and, eventually, the
I atom. An exception to this purely radial explosion is the C2 atom
that undergoes a reversion of its motion during the explosion. As
depicted in Fig. 10(a) and (d) this reversion occurs at around 30 fs.

We conclude this section by discussing the charge dynamics of the
atoms in the molecule. In Fig. 11 (a) and (b) we show the average rate
of photoionization and Auger decay in time over our ensemble of
trajectories. The distribution of the electron production through pho-
toionization is centered around the pulse center (0 fs), while the dis-
tribution of Auger decay is slightly delayed. Most of the electrons are
emitted through Auger decays (8.0 per trajectory on average) rather
than direct photoionization (4.2 per trajectory on average). Slightly
more electrons are ejected than the total final charge in the system
because, at the end of the simulation, we count electrons trapped in
the electrostatic potential of one of the atomic ions as bound to it.
Fig. 11(c) shows the average charge as a function of time for the in-
dividual atoms. The charging up of the molecule starts immediately
during the pulse. Initially, all atoms charge up uniformly. Differ-
ences between atoms appear at later times when the interatomic dis-
tances become larger and the growing potential barriers between the
atoms prohibit charge migration. Accordingly, the average charges of
atoms C2 and I become distinct from the charges of the other carbon
atoms and N at t > 30 fs when the interatomic distance between these
groups of atoms becomes too large for the continuation of charge mi-
gration. Since the C2 and I separate from each other later, charge mi-
gration between these two atoms remains possible, and, consequently,
the charges on C2 and I become distinct for times t > 50 fs.
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3.2.2 Out-of-plane dynamics

We note that while the molecule is initially planar, a substantial mo-
mentum spread appears along the out-of-plane direction for the I and
C2 atoms. Because in the simulation the initial conditions do not con-
tain any out-of-plane distortion, this motion must be attributed to
the recoil momentum caused by the emission of electrons from the
iodine atom. Because ionization occurs predominantly on the iodine
atom, the momentum perpendicular to the molecular plane is orig-
inally only on the I atom. It is then transferred to other atoms and
further enhanced by the repulsion between the atomic ions, especially
for I and C2 which come close to each other. These two processes can
be associated with different time periods during the simulation. This
is illustrated in Fig. 12(a) which shows the out-of-plane forces for
I and C2. Two distinct patterns can be recognized in the figure by
coloring the forces according to time. For early time < 10 fs (blue
lines), i. e., during or shortly after the x-ray pulse, the out-of-plane
forces dominantly appear for I and are considerably lower for the C2

atom. For later times (orange lines), i. e., after the x-ray pulse, the out-
of-plane forces for the two atoms show a strong anti-correlation as a
consequence of their mutual repulsion. This out-of-plane momentum
is particularly strong for I and C2 and the involved collision dynam-
ics eventually result in a strong anti-correlation in the final momenta
that is shown in Fig. 12(b). This strong anti-correlation in the final mo-
menta can thus be seen as a strong fingerprint of the collision between
the two atoms, in which the two atoms are initially pushed against
each other by the Coulomb forces due to the surrounding ions and
later repel each other. The observation of out-of-plane momenta that
are amplified due to the collision between the two colliding atoms
represents a remarkable manifestation of the photoelectron recoil [17],
whose effects have been studied before via photoelectron and Auger
spectra [12, 26, 42, 44–48, 73, 79–82]. We note, however, that in the cur-
rent simulation data, zero-point vibrations are neglected. They can
also lead to out-of-plane dynamics that can be further amplified by
the collision. In light of these effects, experimental identification of
photoelectron recoil effects may require additional information that
could be provided via coincident ion and photoelectron detection.

3.2.3 PCA of final momenta

To further elucidate how the explosion is mapped into correlations in
the final momentum data, we now inspect the principal components
of the final momenta. The first four components are illustrated in
panels (a)-(d) of Fig. 13 showing projections in the xy and xz planes.
The components are depicted by arrows on each atom of the iodopyri-
dine molecule at its ground-state equilibrium geometry. The relative
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length of the arrows and their direction indicate the respective ampli-
tude of each atom for the component. We choose to orient the compo-
nents such that the projection of the final velocities on the component
is on average positive.

In Fig. 13(e) we report the ratio of explained momentum variance
for the first PCA components. In the following, we discuss the compo-
nents individually.

The first component describes an anti-correlated out-of-plane move-
ment of the C2 and I atom that has already been discussed in Fig. 12.
As can be seen, the variance explained by this component is quite
significant compared to the total variance in the final momentum
data. The predominant occurrence of this component points to the
strong interactions between the two atoms arising from their colli-
sion described above. The strong interaction between the C2 and I
atoms is further emphasized by the two next components. Compo-
nent 2 reflects anti-correlated variance of the C2 and I atom along the
x-axis, i. e., along the direction of the I-C2 collision. Component 3

corresponds to variations of the I and C2 momenta in the xy plane
transverse to the collision direction. Component 4 corresponds to the
expulsion of the carbon atoms. A notable feature absent from the first
four components is the momenta of the hydrogen atoms.

The predominant occurrence of correlated I-C2 momenta in the
dominant components indicates that the collision dynamics of the
two atoms strongly impact the final momentum variations. This re-
sult suggests that studying covariances of final ion momenta (e.g., via
PCA decomposition) gives a clear indication of collisions during the
explosion.
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3.2.4 PCA of forces

We now turn to the study of the PCA used on forces. We applied the
same procedure as for the final momentum PCA, but now also take
into account the dynamical information at each femtosecond time
step. Specifically, we consider forces for the time frames between
20 fs before and 150 fs after the pulse center and for all trajectories
fulfilling the coincidence condition highlighted in Fig. 9. Each snap-
shot is considered equally when constructing the covariance matrix.
Thus the variance captures not only the ensemble variations but also
the changes in the forces in time during each trajectory. The results
are reported in Fig. 14 similarly as in Fig. 13. As can be seen, the first
component corresponds to the radial expulsion of the iodine, nitro-
gen, and all the carbon atoms, but C2. The next component is very
similar to the final momentum component 2, as it mostly represents
the C2-I collision. Component 3 describes the ejection of the hydro-
gen atoms, coupled with a slight push of the carbon atoms toward
the center. This anti-correlated force between the hydrogens and the
carbons can be associated with the recoil momentum that the hydro-
gens imprint on the carbon atoms when they are radially expelled out
of the molecule. Accordingly, the corresponding inward contribution
for the nitrogen atom that has no hydrogen attached to it is absent.
Finally, component 4 depicts the out-of-plane dynamics for C2 and
I that have been discussed already in Fig. 12 and are rooted in the
electron emission recoil and the C2-I collision.

The first four components obtained by the force PCA exhibit a quite
complete picture of the dynamics during the Coulomb explosion.
They separate the observed dynamics into remarkably insightful con-
tributions.

3.2.5 Decomposition of the dynamics

To underline the advantage of the principal components obtained by
force PCA in decomposing the explosion dynamics, we demonstrate
to what degree the overall dynamics can be reconstructed using only
the four components presented in Fig. 14. In Fig. 15 we describe the
overall dynamics employing projections of time-dependent quantities
onto the first four components. The left panel shows the average
projected displacements, velocities, and forces.

Fig. 15(a) shows the displacements projected onto the components.
We see that displacement along the first 3 components increases steadily.
Displacement along component 3 increases more rapidly compared
to components 1 and 2. Component 4 only shows a marginal increase.
The corresponding velocities are shown in Fig. 15(b). As can be seen,
they increase up to a certain threshold. For component 2 we see an
intermediate maximum followed by a slight decrease until 30 fs. The
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velocities along component 4 remain very low. The forces projected
along the components are shown in Fig. 15(c). Whereas the force
projected along component 1 rapidly increases at the onset of the ex-
plosion and decreases again afterward, components 2 and 3 change
their sign during the explosion.

In accordance to what we have discussed in Fig. 10, the decompo-
sition of the dynamics shown in Fig. 15(a), Fig. 15(b), and Fig. 15(c)
shows that the Coulomb explosion of the molecule can be mostly de-
scribed by the concerted acceleration of the atoms into the direction
of component 1 (i. e., the radial explosion) having the largest absolute
force at all times. On top of that, the average dynamics are modu-
lated by components 2 and 3. For component 2, the change in sign
of force reflects the reversion of movement of C2. The modulation
by component 3 adds the temporal sequence in which hydrogens are
emitted first, followed later by the heavier carbon-nitrogen ring, and
finally by the C2-I pair. The additional component 4 describes the out-
of-plane dynamics of the I and C2 atoms. This component should be
zero by symmetry; the relatively small number (below 0.03 a.u.) must
be attributed to finite sampling.

The right panel in Fig. 15 shows the variances in displacement
[Fig. 15(d)], velocity [Fig. 15(e)], and force [Fig. 15(f)] at each fem-
tosecond time step. The fraction of the variance that can be explained
with the first four components obtained by force PCA is indicated in
dark purple, whereas the variance that is not covered by the first four
components is indicated in light purple. For the position [Fig. 15(d)],
we can see that due to the explosion the variances steadily increase.
At the same time, the variance in velocity [Fig. 15(e)] peaks shortly
after the pulse and then decreases to a constant plateau value. The
variance in force [Fig. 15(f)] shows two peaks, one at ∼ 0 fs, where
the molecule starts to build up charge, and the second is at ∼ 30 fs,
where the collision occurs between C2 and I.

As indicated by the color code in the right panels of Fig. 15, a large
contribution of variance in the trajectories occurs within the first four
components obtained by force PCA and the variance outside the space
spanned by these components (the unexplained variance indicated in
light purple) is relatively small. This result demonstrates that the first
four components obtained by force PCA cover most of the dynamics
during the explosion. We are thus able to describe the relevant mech-
anisms during the explosion with a reduction in dimensionality from
33 to four.

3.2.6 Relation of ion kinetic energy to charge buildup time

Finally, we look at the relation between the charging up of the molecule
and the final momenta. As a measure of the time an atom needs to
charge up, we use the time difference between the first and last charge
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Figure 16: Kinetic energy release of the H5 atom against the time difference
between the first and last charge transfer events to the C5 atom
for final charge +2 on C5 and +1 on H5.

transfer events from or to a given atom as modeled in our simula-
tion via over-the-barrier charge rearrangement processes. We show
in Fig. 16 the relation between the charge buildup time of atom C5

and the kinetic energy of the connected hydrogen atom H5. To ensure
a strong effect, we look at higher charges and in contrast to the data
inspected before, the figure contains data from all trajectories filtered
for a final charge of +2 on C5 and +1 on H5 (irrespective of the charge
states of all other atoms). As can be seen, the hydrogen momentum
shows a strong anti-correlation to the charge buildup time of the as-
sociated heavier atom. For a larger charge buildup time of C5, we
can see that the H5 momentum is considerably smaller, whereas with
fast charging-up of C5 the H5 momentum is larger. Given the fact
that the charge is predominantly created on the iodine atom on the
opposite side of the molecule, the relation of the kinetic energy of H5

and charge timing of the carbon atom C5 suggests an opportunity to
probe the timescale of charge-buildup on specific atoms and charge
redistribution in the molecule.

3.3 conclusion

We have performed a detailed analysis of the simulated dynamics
of the x-ray induced Coulomb explosion of iodopyridine. The x-ray
induced Coulomb explosion of the molecule involves an interplay be-
tween the expulsion of hydrogens, the expulsion of heavier atoms,
and the collision dynamics of the C2 atom with the iodine atom.
Among other effects, the collision amplifies out-of-plane motion, pro-
ducing strongly correlated out-of-plane momenta for the I and C2

ions.
PCA applied to final momenta results in components that contain

fingerprints of this atomic collision. This result suggests that colliding
atoms may be identified via correlation in their final momenta. It is
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important to note that ground-state vibrations in the molecule have
been neglected in the simulation data considered here. In Chapter 4,
we go one step further by including the ground-state vibrations and
showing how they affect the resulting principal components.

Studying the data employing force PCA reveals components that
facilitate the description of the dynamics during the explosion. They
allow us to interpret the overall dynamics using a limited number of
components. Employing only 4 components, we are able to follow
the main average dynamics and describe the dominant part of the
variances during the Coulomb explosion.

Our analysis demonstrates that representing data from the simu-
lations of Coulomb explosion employing components obtained from
force PCA is a useful tool allowing to highlight the most relevant dy-
namical motifs and achieve a decomposition of the dynamics in re-
duced dimensionality. The method discussed here can be applied to
other molecules, also non-planar ones. We expect that the number
of components needed to comprehensively reconstruct the dynamics
grow with the complexity of the explosion dynamics, which increases
considerably when more ion collisions occur.
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4.1 ground-state fluctuations

In the previous chapters, we have pictured molecules as mostly clas-
sical objects. In doing so, we have neglected one of their most im-
portant quantum property: their vibrational ground-state fluctuation
(VGSF), also known as zero-point vibrations. Even when a molecule
is in its lowest energy state, its wavefunction spreads in both position
and momentum space, leading to a distribution of structures that
can be interpreted as fluctuations of the equilibrium geometry. The
VGSF are responsible for phenomena such as quantum phase transi-
tions [85], have dramatic consequences for molecular reaction dynam-
ics [14], and can play a decisive role for hydrogen bonds [53].

The first experimental demonstration of this quantum phenomenon
was presented one hundred years ago by Robert S. Mulliken, when
he compared energy levels of different isotopologues [66]. By now,
the measurement of discrete molecular energy levels and the identifi-
cation of zero-point energies are routine [62]. However, typically one
only measures the indirect consequences of the VGSF on molecular
energy levels, but cannot observe the molecular structure variations
themselves, which would add important insight to understanding col-
lective quantum phenomena such as the ones mentioned above.

Imaging the VGSF of a molecule is out of reach for traditional imag-
ing techniques such as crystallography, because the VGSF is intrinsi-
cally a high-dimensional effect. To get access to ground-state fluctu-
ations, it is necessary to target individual molecules and access the
entire distribution of structures. From this distribution, the struc-
tural dependencies among the atoms constituting the molecule can
be determined. Thanks to its ability to measure atomic fragments in
coincidence, CEI is uniquely suited to perform such single-molecule
measurements.

In this Chapter, we briefly review the harmonic approximation for
ground-state fluctuations. In particular, introduce the decomposition
of the ground state into normal modes (also known as vibrational
modes), and how it is used to sample of the ground-state distribution
through the Wigner quasiprobability distribution. Finally, we per-
form simulations that include ground-state fluctuations, and show
that they are mapped to the principal components of the momenta
measured after the Coulomb explosion of the molecule.

4.2 normal modes’ decomposition

We study a molecule composed of N atoms. The atom with index a
has position xa and momentum pa. It is however not convenient to
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work with individual atoms, therefore we concatenate the positions
and momenta into single vectors of dimension 3N, namely

x =


x1

x2
...

xN

 and p =


p1

p2
...

pN

 . (3)

In this thesis we use indices a, b, c, . . . to represent indices of atoms
(ranging from 1 to N) and indices i, j, k, . . . to represent indices in the
concatenated vectors (ranging from 1 to 3N).

Using this notation, the molecular Hamiltonian is

H = T (p) + V(x), (4)

where T (p) is the kinetic energy operator, depending only on the
momenta p of the atoms, and V(x) is the potential energy operator,
depending only on the positions x of the atoms.

The potential depends on the position of the atoms, as well as the
electronic state of the system. To simplify the picture, we expand the
potential V(x) around the equilibrium geometry where the gradient
of the potential, ∇V(x), is zero, yielding

V(x) = V0 + xT∇V(x) + 1
2

xTHx +O(x3). (5)

Here V0 is a constant shift that we set to zero without loss of gen-
erality, ∇V(x) is the gradient of the potential, which is also zero as
mentioned above, and H is the Hessian matrix of the potential. The
expansion to the leading nonzero term gives the quadratic form

V(x) ≈ 1
2

xTHx. (6)

In the position representation, the Hamiltonian then reads

H = ∑
i

−h̄2

2mi

∂2

∂x2
i
+

1
2

xTHx, (7)

where mi is the mass of the atom corresponding to dimension i. This
Hamiltonian describes a multidimensional harmonic oscillator. The
idea of normal mode decomposition is to change the basis to express
turn the Hamiltonian into a set of uncoupled harmonic oscillators.

To this end, we first introduce the diagonal mass-weighting matrix

M, with elements Mii = m− 1
2

i . We decompose the weighted Hermi-
tian as

MHM = VΩ2VT, (8)

where V is the orthogonal matrix whose columns are the eigenvectors
and Ω2 the diagonal matrix of eigenvalues. Since the Hessian matrix
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H is semi-positive definite, all the eigenvalues are positive or zero1,
allowing us to write the eigenvalues as Ω2

jj = ω2
j .

We define the normal coordinates z as

z = VM−1x or, equivalently, x = MVz. (9)

Inserting this expression for x in the Hamiltonian, we get the decou-
pled system of harmonic oscillators (see Appendix A for the deriva-
tion):

H = ∑
j

−h̄2

2
∂2

∂z2
j
+

1
2

ω2
j z2

j . (10)

The columns of V are the normal modes of the ground state. Accord-
ing to Eq. (9), the corresponding vibrational modes in position space are
the columns of MV. Vibrational modes are often used to depict the
ground-state fluctuations, as they can be interpreted as a distortion
of the ground-state equilibrium geometry of the molecule.

4.3 wigner sampling of the ground state

To better understand the ground-state fluctuations of the molecule,
we look at its wavefunction. The solution to the time-independent
Schrödinger equation is

Ψ(z) =
3N

∏
j=1

ψj(zj), (11)

where ψj(x) is an eigenfunction of the j-th harmonic oscillator, fulfill-
ing the corresponding Schrödinger equation[

−h̄2

2
∂2

∂z2
j
+

1
2

ω2
j z2

j

]
ψj(zj) = Ejψj(zj), (12)

where Ej is the energy. The ground state is the solution with lowest
Ej and is a Gaussian,

ψj(zj) =
1√
2

(
ωj

πh̄

) 1
4

exp

[
−

ωjz2
j

2h̄

]
. (13)

Its associated Wigner quasiprobability distribution, using pzj for the
momenta corresponding to coordinate zj, is

Wj(zj, pzj) =
1

πh̄
exp

[
−

ωjz2
j

h̄

]
exp

[
−

p2
zj

h̄ωj

]
. (14)

1 Frequencies very close to zero (corresponding to translations and rotations) can be
negative when computed numerically, due to the finite precision of the computation.
This is compensated by setting them to zero.
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This is simply a product of two independent Gaussian distributions,
therefore zj and pzj are independent and normally distributed, with
variances

var
[
zj
]
=

1
2

h̄
ωj

and var
[
pzj

]
=

1
2

h̄ωj. (15)

The distribution for the vectors z and pz are multivariate Gaussian,
with the diagonal covariance matrices given by

var[z] =
h̄
2

Ω−1 and var[pz] =
h̄
2

Ω. (16)

The real space coordinates x and p are linear combinations of the nor-
mal coordinates, and are thus normally distributed, with covariance
matrices

var[x] =
h̄
2

MVΩ−1VTMT and

var[p] =
h̄
2

M−1VΩVTM−T.
(17)

Therefore, to sample the Wigner distribution of the ground state
in the harmonic approximation, we first determine the equilibrium
geometry and the hessian matrix of the potential. Then, we generate
the random samples according to Eq. (17).

4.4 normal modes as principal components

PCA and the decomposition into normal modes are related. This is
not immediately evident, because MV in Eq. (17) is not an orthogonal
matrix.

We can fix that by weighting the momenta by the inverse of the
square root of the mass of each atom, defining Mp to be the weighted
momenta. These also follow a multivariate Gaussian distribution, with
covariance matrix

var[Mp] =
h̄
2

VΩVT. (18)

In comparison, performing PCA on the weighted momenta, we get

var[Mp] = UΛUT. (19)

Thus, in this case, U = V and Λ = h̄
2 Ω. In other words, the normal

modes (the columns of V) are the principal components of the distri-
bution of weighted momenta, and the frequencies of the vibrational
modes are related to the explained variances as λ2

j =
h̄
2 ωj.
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4.5 simulation with ground-state fluctuations

To elucidate how the ground-state fluctuations relate to the observed
correlations in the measured ion momenta, we perform simulations
similar to the one presented in Chapter 2, (Simulation Set IV in Ta-
ble 2). The main differences are the sampling of the ground-state
fluctuations and the inclusion of chemical bonds, necessary to avoid
the dissociation of the molecule due to the nonzero momenta present
in the ground state.

Chemical bonds are approximated by using the reactive force field
(ReaxFF) method [71, 92]. We interface the sPuReMD [2] implemen-
tation of ReaxFF with xmdyn, integrating the forces provided by the
forcefield to the dynamic computed by xmdyn. The forcefield is tuned
for iodopyridine based on existing parameter tables [22, 60, 65], with
the additional help of the JAX-ReaxFF framework [40, 41], to fit the
forcefield to reference data computed with xmolecule [27], employ-
ing the Hartree-Fock method and the 3-21G basis set [6, 16], and to
available spectroscopic data [75]. During the explosion, the force-
field is linearly damped proportionally to the charges in the system,
until totally disabled once 4 electrons have been removed. This simu-
lates the weakening of the chemical bonds as the charging up of the
molecule progresses.

For the initial states of the trajectories, we draw 61 652 samples of
positions and momenta from the ground-state Wigner distribution, as
described in Section 4.3, using the ReaxFF Hessian.

We restrict our analysis to the I4+/N2+ coincidence channel. To in-
crease the number of trajectories reaching this final charge state, we
use a higher fluence than previously, 1.5 × 1011 photons/µm2. This
coincidence channel is chosen to ensure quick removal of the valence
electrons, such that the bonding plays a minimal role during the ex-
plosion dynamics, while still being experimentally achievable.

For completeness, the parameters of this set of simulations are de-
tailed in Table 3.

4.6 correlation between normal modes and principal

components

In Chapter 3, we describe how correlations between the asymptotic
momenta of the atom carry information about the dynamics of the ex-
plosion. Now, we study how they carry information about the ground
state of the molecule when the x-ray pulse hits it. Again, we use PCA,
to describe the correlations between asymptotic momenta. To weight
the momentum coordinates appropriately, we perform PCA on the
momenta weighted by the inverse of the square root of the mass of
the atoms. The principal components are numbered in decreasing
order of their explained variance.
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Simulation software xmdyn

Number of trajectories 61 652

Initial state Geometry and momenta sampled from

the ground-state Wigner distribution

Chemical bonds ReaxFF

Time step 1 as

Simulation duration 1 ps (106 time steps)

Photon energy 2 keV

Pulse shape Gaussian

Pulse length 10 fs (FWHM)

Polarization Random

Fluence 1.5 × 1011 photons/µm2

Table 3: Parameters of the simulations.

To determine the relation between the vibrational modes and the
principal components of the weighted momenta, we compute the nor-
mal coordinates z and pz of the initial state by projecting them on the
normal modes according to Eq. (9). For each trajectory, the initial state
is the simulation frame recorded just before the first photoionization.

Then, we project the asymptotic weighted momentum Mp on the
principal components to obtain the principal coordinates c = UTMp.
We study the relation between mode i and component j using the
Pearson correlation coefficient, defined as

cor[X, Y] =
cov[X, Y]

std[X] std[Y]
, (20)

where cov[., .] is the covariance and std[.] the standard deviation. We
consider

r2
ij = cor

[
zi, cj

]2
+ cor

[
pzi, cj

]2 , (21)

which includes the contribution of both the initial positions and initial
momenta. When the initial positions zi and momenta pzi are in a
perfect linear relation to the principal coordinates cj, we have

∑
i

r2
ij = 1. (22)

This is a consequence of the properties of the correlation coefficient,
which provides an absolute scale to judge the quality of the linear
mapping of the vibrational modes into the principal components.

Moreover, assuming a linear mapping, the independence of the zi
and pzi implies (see Appendix B for details)

cj

std
[
cj
] = ∑

i
cor

[
zi, cj

] zi

std[zi]
+ cor

[
pzi, cj

] pzi

std[pzi]
. (23)
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Therefore, the r2
ij quantifies how much vibrational mode i affects prin-

cipal component j in a linear model, it is the mode contribution of a
vibrational mode on a principal component.

The values of r2
ij are shown in Fig. 17A. The contributions are par-

ticularly strong between out-of-plane vibrational modes and out-of-
plane principal components, as indicated by darker squares. They are
much stronger than their in-plane counterparts and, as expected due
to the planar symmetry of the molecule, there is no cross-contribution
between out-of-plane and in-plane modes and components.

This shows that the vibrational modes are mapped to principal
components of the asymptotic momentum distribution. To get a more
quantitative look at the linear relation between the two, we plot the
sum of all mode contributions in Fig. 17B. We see that it is excellent
for the out-of-plane components, as the total contribution is close
to 1 (perfect linear relation), while significantly smaller for the in-
plane components. We attribute this difference to the simplicity of
the out-of-plane dynamic, in which small distortions are amplified
while no complex interaction, such as a collision, is possible. Two
effects can explain the lower correlations in the in-plane case. On
the one hand, a Coulomb explosion is in general complex and highly
nonlinear. This can not be captured in the present analysis as the
correlation coefficient we are using only captures linear dependencies.
On the other hand, some information may be lost due to sensitivity to
the stochastic nature of the charging-up process induced by a pulse of
finite duration, which is again a result of the nonlinear nature of the
explosion that manifests more strongly in-plane than out-of-plane.

In the rest of this thesis, we focus on the out-of-plane features, that
are more prominent and thus more likely to be found in the experi-
ment. In particular, we see in Fig. 17A that some vibrational modes
have a significant contribution to some dominant out-of-plane prin-
cipal components, the latter are therefore acting as a fingerprint of
the former. To study in more detail, we show three of the dominant
out-of-plane components in Fig. 18A, E, and I, where the arrows rep-
resent the relative variations in the weighted momenta of each atom.
The contributions of the vibrational modes are reported in the corre-
sponding panel, Fig. 18B, F, and J. Finally, the right panels show the
two vibrational modes with the highest contribution to each of the de-
picted principal components. The vibrational modes are represented
in position space weighted by the inverse square root of the mass of
the atoms, which is the natural space for normal coordinates (Eq. (9))
and captures the relative importance of atoms of different masses on
the overall dynamic.

The connection between the vibrational modes and the principal
components is visually evident: they tend to have similar features,
as, for example, between principal component (PC) 3 (Panel A) and
the vibrational mode at 1212 cm−1 (Panel D). In this case, the initial
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Figure 17: Contribution of the ground-state vibrational modes to the prin-
cipal components of the asymptotic momenta. A. Contribution
of each vibrational mode to each principal component (PC). B.
Total contribution from all vibrational modes to each principal
component (PC).
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Figure 18: Mapping of the principal components to the ground-state vi-
brational modes. A, E, I. Principal components computed from
the simulation. B, F, J. Contribution r2 of each vibrational mode
to the principal components. The two leading contributions are
highlighted and the corresponding vibrational modes are shown
in the next panels. C-D, G-H, K-L. Vibrational modes with the
most dominant contribution. The vibrational modes are shown
in position space weighted by the inverse square root of the mass
of the atoms.

displacement along each vibrational mode is mapped to the final mo-
menta with a similar pattern. The similarity is lower for the PC 3

(panel A) and the vibrational mode at 550 cm−1 (Panel C), because
while the correlated motion of the heavy atoms follow a similar pat-
tern, it is different for the hydrogen atoms. In this case, the distortion
caused by the vibrational mode cannot be directly transferred to the
corresponding principal component.

Moreover, in PC 3, PC 4 and PC 7 (Fig. 18A, E and I) we see patterns
where neighboring atoms move in opposite directions. They tend to
be favored by the explosion dynamics: since the atoms overwhelm-
ingly interact through the Coulomb repulsion, they push themselves
away from each other, resulting in alternating patterns that are more
likely to appear in the leading principal components of the asymp-
totic momenta.

In conclusion, we show that principal components carry informa-
tion about the VGSF of the molecule, and that we can quantify it in
our simulations. For the iodopyridine molecule, the main and clearest
contributions are between out-of-plane vibrational modes and out-of-
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plane principal components, indicating that our analysis of the exper-
iment for this molecule should focus on this part of the data.

4.7 conclusion

In this Chapter, we discuss the concept of the ground-state fluctu-
ations of a molecule and how it can be described in the harmonic
approximation. To solve the approximate Schrödinger equation for
the ground state, the problem is decomposed into normal modes.
Knowing the solution, we can approximate the distribution of initial
geometries using Wigner sampling.

Then, we sample the ground-state distribution of iodopyridine and
add quantum fluctuations to the simulations of its Coulomb explo-
sion. To be able to incorporate quantum fluctuation in both positions
and momenta, we approximate the chemical bond through ReaxFF.
By analyzing the result of the simulations, we demonstrate that the
fluctuation along vibrational modes of the molecule are mapped into
variation of the asymptotic momenta along specific principal com-
ponents. This result extends the horizon of possibilities for CEI, as it
shows that the method has the power to image the collective behavior
of the atom in the distribution of initial geometries of the molecule, a
unique property unavailable to other imaging techniques.

The ground-state fluctuation is a single example of such collective
behaviors. Understanding them may bring unprecedented insight
into the property of the molecular systems and may help to untangle
the complex dynamics in ensemble of molecules following diverse
pathways.
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momenta of the atoms revealed by using PCA on the simulated data.
Can the same features be identified in the experimental data?

To answer this question, we need to apply PCA to the experiment,
but three major limitations prevent the direct use of the method:

1. The orientation of each molecule in the laboratory frame is ran-
dom. Therefore, the molecular frame has to be determined
based on the recorded ion momenta.

2. Only a subset of all ions created by the x-ray pulse is detected.
In the experiment that we study, described in Chapter 2, about
half of the ions (5.3 detected ions out of 11 atoms on average) are
detected in coincidence on average, due to the finite efficiency
of the detector.

3. While the mass-to-charge ratio of each detected ion is measured
in the experiment, its initial position within the molecule is un-
known for those cases where multiple atoms of the same ele-
ment exist. We say that the identity of the atoms is unknown.

To overcome these three challenges, our general strategy is to fit a
3N-dimensional Gaussian distribution (N = 11 for iodopyridine) to
the partial coincidence data available from the experiment and then
compute PCA from the fitted covariance matrix according to Eq. (2).
This fitting procedure is as follows.

First, to make the fit independent of the initial (laboratory-frame)
orientation of the molecule, we use the scalar products between the
measured weighted momenta as coordinates. We consider all possi-
ble scalar products

(
pa · pb

)
, where the ions a and b are detected in

coincidence. These coordinates are independent of the rotation (i. e.,
laboratory-frame orientation) of the molecule, solving the first chal-
lenge.

Second, to perform the fit with partial coincidence data, we use
the statistical moments of the distribution of scalar products. As an
example, one of the scalar-product moments of order two is

⟨(pa · pb) (pc · pd)⟩. (24)

Since the moments only involve a limited number of ions (in the given
example, the ions a, b, c, and d), they can be computed as long as a
sufficient amount of coincident measurements containing all neces-
sary atoms have been recorded, and regardless of whether any of the
other atoms are missing, thus solving the second challenge.

Finally, we compute the moments per element, rather than per atom.
Therefore, not knowing the identity of the atoms of the same element
in the experiment is not a problem, and the third challenge is solved.

We name these moments the per-element moments of the scalar
products (PEMSP). In the next sections, we show how they are com-
puted in practice, and we describe how we compare the PEMSP com-
puted from the experimental data and from a Gaussian model to
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perform the fit. Finally, we use the simulations to confirm that this
method allows to recover the principal components of the distribu-
tion of weighted-momenta.

5.2 computing the pemsp from experimental data

The PEMSP are calculated in the following steps. We compute the
scalar products between the weighted momenta pa of each pair of
ions in a single measurement, and label them by the elements forming
the pair. As an example, consider shots in which 3 ions are detected
in coincidence, (I+, C+, C+). From each such measurement, we build
6 scalar products, namely

(pI · pI) , (pI · pC) , (pI · pC′)

(pC · pC) , (pC · pC′) , (pC′ · pC′) .
(25)

Some scalar products, in the example (pC · pC) and
(
pC′ · pC′

)
, are

indistinguishable, because we do not know the identity of the atoms.
We can, however, distinguish between the scalar product of one car-
bon ion momentum with itself ((pC · pC)) and the scalar product be-
tween the momenta of two different carbon ions (

(
pC · pC′

)
), since

they are detected in coincidence.
We write Mi the moments of the scalar-product distribution. A

moment of order n is specified by the label i, which is a set of pairs
of measured ions,

i = {(a1, b1), (a2, b2), . . . , (an, bn)}. (26)

A moment is computed as

Mi =
1
Yi

∑
k

∑
j in k
j∼i

∏
(a,b)∈j

(pa · pb)
(k) ,

(27)

where
(
pa · pb

)(k) is a scalar product recorded in the kth in-coincidence
measurement, the product ∏(a,b)∈j runs over all ion pairs within label
j, the sum over j runs over all labels that are indistinguishable from i,
the sum k runs over all measurements, and Yi is the total number of
contributions to this moment, from all measurements.

For example, considering NICC shots where the ions (I+, C+, C+)
are detected, one of the PEMSP is

M{(I,C′),(C,C′)} =

1
2NICC

∑
k
(pI · pC′)

(k) (pC · pC′)
(k) + (pI · pC)

(k) (pC · pC′)
(k) .

(28)

Due to the high number of shots from the experiment and the large
number of possible ion combinations, the number of products to con-
sider in Eq. (27) is very large when the coincidence order and the
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PEMSP order grows. As a result, it is not possible to hold them all
in memory simultaneously. Instead, we use OnlineStats.jl[15] to com-
pute the PEMSP and the standard error on their value with minimal
memory footprint.

This procedure yields a set of PEMSP that characterize the distribu-
tion of ion momenta as measured in the experiment.

5.3 computing the pemsp from a gaussian model

We consider a 3N multivariate Gaussian model, defined by the vector
of mean values µ and the covariance matrix Σ. The probability den-
sity of a 3N-dimensional weighted-momentum vector drawn from
this distribution is

g(p) =
1
Z

exp
[
−1

2
(p − µ)TΣ−1(p − µ)

]
, (29)

with the normalization constant Z =
√
(2π)3N det Σ. The joint distri-

bution of scalar products generated from this distribution is

gSP(s) =
∫

d3N p ∏
a≤b≤N

δ(sab − pT
a pb)g(p), (30)

where s is an N(N + 1)/2-dimensional vector containing scalar prod-
uct values sab for all combinations of ions a and b. The product in
Eq. (30) runs over all pairs of ions. The integration domain is the full
3N-dimensional momentum space.

By taking the Fourier transform of Eq. (30) and carrying out the
integration, the characteristic function becomes

g̃SP(k) = [det Σ M(k)]−
1
2 exp

[
i
2
µTA(k)µ

]
× exp

[
−1

2
µTA(k)M−1(k)AT(k)µ

]
,

(31)

where k is an N(N + 1)/2-dimensional vector in Fourier space with
elements kab. We also introduced the following two matrices

M(k) = Σ−1 − iA(k), (32)

and

A(k) =


2k111 k121 · · · k1N1

k121 2k221 · · · k2N1
...

...
. . .

...

k1N1 k2N1 · · · 2kNN1

 , (33)

where 1 is the 3 × 3 identity matrix. The matrix A(k) allows ex-
pressing sums of scalar products between 3-dimensional weighted
momenta in a matrix form, as

1
2

pTA(k)p = ∑
a≤b≤N

kabpT
a pb. (34)
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Using Eq. (31), any statistical moment of the N(N + 1)/2-dimensional
distribution of scalar products is retrieved by differentiating the char-
acteristic function,

m{(a1,b1),(a2,b2),... } =
〈(

pa1
· pb1

) (
pa2

· pb2

)
. . .

〉
=

(−i) ∂

∂ka1,b1

(−i) ∂

∂ka2,b2

. . . g̃SP(k)
∣∣∣
k=0

.
(35)

To take into account the unknown identity of the ions, we average
these moments over all equivalent labels. This yields the per-element
moments of the scalar products (PEMSP),

M̂i = ⟨mj⟩j∼i, (36)

where ⟨·⟩j∼i means averaging over equivalent labels. In the following,
we consider the PEMSP as explicit functions of the parameters of the
Gaussian weighted-momentum distribution, i. e., M̂i(µ, Σ).

5.3.1 Equivalent moments

To compute the PEMSP according to Eq. (36), we need to identify all
equivalent labels. Two labels are equivalent either because the associ-
ated moments are equal or because they are indistinguishable.

For example, the following products are equal

(pI · pC2) (pC3 · pC2) = (pC2 · pC3) (pC2 · pI) . (37)

Thus, the associated moments are also equal, and their label are equiv-
alent, i. e.,

{(I, C2), (C3, C2)} ∼ {(C2, C3), (C2, I)}. (38)

We can identify equivalent labels corresponding to equal products
by ordering the scalar product and the atom in lexicographic order.
For example, once ordered, the two previous labels both become
{(C2, C3), (C2, I)}.

Then, we also need to take into account the fact that atoms of the
same elements are indistinguishable. Using prime as before to de-
note different atoms in a single coincident measurement, the label
{(C2, C3), (C2, I)} can be written in two different forms with undis-
tinguishable atoms,

{(C, C′), (C, I)} or {(C, C′), (C′, I)}. (39)

To make it unique, we consider all possibilities and define the first
one, in lexicographic order, to be the canonical label. In the example,
the canonical label of {(C2, C3), (C2, I)} and {(C2, C3), (C3, I)} is in
both case {(C, C′), (C, I)}. If two labels have the same canonical form,
like in this example, they are equivalent.
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5.3.2 Explicit formula for the moments

Equations (35) and (36) fully determine how to compute the PEMSP

from a Gaussian model. However, to implement them numerically,
we derive an explicit formula.

Rather than computing the moments directly from Eq. (35), it is, in
practice, easier to first compute the cumulants defined as

Ci = (−i)n ∂i1 · · · ∂in ln [g̃(k)]k=0 , (40)

where ∂iℓ = ∂/∂kiℓ , and we are writing the elements of i as single
indices instead of pairs for convenience, i. e.,

i = (i1, i2, . . . , in) = ((a1, b1), (a2, b2), . . . , (an, bn)) , (41)

with iℓ = (aℓ, bℓ).
From Eq. (31),

ln g̃SP(k) =− 1
2

ln det [ΣM(k)]

+
i
2
µTA(k)µ− 1

2
µTA(k)M−1(k)AT(k)µ.

(42)

The derivatives in Eq. (40) are computed through the Taylor expan-
sion of ln g̃SP(k). The first term in Eq. (42) expands to

− ln det [ΣM(k)] = −tr ln
[
Σ
(

Σ−1 − iA(k)
)]

= −tr ln [1 − iΣA(k)]

=
∞

∑
j=1

ij

j
tr [ΣA(k)]j

(43)

where we used the identity

ln det X = tr ln X, (44)

and the Taylor expansion of the logarithm around k = 0.
The formal solution for the inverse of the matrix M(k),

M−1(k) =
∞

∑
j=0

ij [ΣA(k)]j Σ, (45)
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leads to

iµTA(k)µ− µTA(k)M−1(k)AT(k)µ

= iµTA(k)µ− µTA(k)

[
∞

∑
j=0

ij [ΣA(k)]j Σ

]
A(k)µ

= iµTA(k)µ+ i
∞

∑
j=0

ij+1µTA(k) [ΣA(k)]j+1
µ

= i
∞

∑
j=0

ijµTA(k) [ΣA(k)]j µ

=
∞

∑
j=0

ij+1µTΣ−1 [ΣA(k)]j+1
µ

=
∞

∑
j=1

ijµTΣ−1 [ΣA(k)]j µ.

(46)

Together, the two Taylor expansions yield

ln g̃sm(k) =
1
2

∞

∑
j=1

ij
(
µTΣ−1 [ΣA(k)]j µ+

1
j
tr [ΣA(k)]j

)
. (47)

From Eqs. (40) and (47), the cumulants are

Ci =
1
2

(
µTΣ−1 [∂i1 · · · ∂in [ΣA(k)]n

]
k=0 µ

+
1
n

tr
[
∂i1 · · · ∂in [ΣA(k)]n

]
k=0

) (48)

The sum over j disappears, as only terms of order n in k are nonzero
after computing the derivatives and setting k to zero. The remaining
terms become

∂i1 · · · ∂in [ΣA(k)]n = ∑
σ

n

∏
ℓ=1

Σ
[
∂iσ(ℓ)

A(k)
]

, (49)

where the sum runs over all permutation σ of length n. The constant
matrices Uiℓ is defined as the derivatives of the A(k) matrices, namely

Uiℓ = ∂iℓA(k) =



0 · · · 0 · · · 0 · · · 0
...

...
...

...

0 · · · 0 · · · 1 · · · 0
...

...
...

...

0 · · · 1 · · · 0 · · · 0
...

...
...

...

0 · · · 0 · · · 0 · · · 0


. (50)

The two nonzero blocks are the ones using variable kaℓbℓ in Eq. (33),
i. e., the (aℓ, bℓ) and the (bℓ, aℓ) blocks.
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With the notation σ(i) = (iσ(1), . . . , iσ(n)) for the permutation of the
label i, and the definition of the Q(i) matrix as

Q(i) = Ui1

n

∏
ℓ=2

ΣUiℓ , (51)

the cumulants simplify to

Ci =
1
2 ∑

σ

(
µTQ(σ(i))µ+

1
n

tr [ΣQ(σ(i))]
)

. (52)

The moments are related to the cumulants through [18]

mi =
n

∑
ν=1

∑
ζ∈{Pν(n)}

∏
k∈ζ

Cik , (53)

where {Pν(n)} is the set of all non equivalent partitions of length ν

of the integer n, i is a multi-index and ik = (ik1 , . . . , ikr) is a short
notation for subindexing i with a partition k.

Equations (52) and (53) provide an explicit expression to compute
the statistical moments mi from momenta following a Gaussian dis-
tribution.

5.4 fitting

In order to fit the PEMSP M̂i(µ, Σ) of the model Gaussian distribution
to the experimental PEMSP Mi, we define a loss function. First, we
define the contribution of an individual PEMSP to the loss as

Di(µ, Σ) =


(

M̂i(µ, Σ)− Mi

)2
+ δM2

i

δM2
i


1
ni

− 1, (54)

where ni is the order of moment Mi and δMi is the standard error
on the experimental PEMSP. Normalizing by the squared standard
error reduces the contribution of the moments whose value is not
well known due to low statistics. Taking the ni-th root ensures that all
contributions have the same unit and similar magnitudes, even with
different moment orders. The shift by −1 enforces the convention
that perfect agreement (M̂i = Mi) has a loss of exactly zero.

When combining the loss contribution of the individual moments,
we reduce weights on moments that are already very well approxi-
mated. We consider individual moments computed from the model
to be well approximated when the absolute difference to the exper-
imental moment is smaller than twice its standard error. Taken to-
gether, we employ the total loss function

L(µ, Σ) =

[
1

Ni
∑

i
α
(

M̂i(µ, Σ), Mi

)
Di(µ, Σ)

] 1
2

(55)
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where Ni is the number of moments considered, and α(M̂i, Mi) is the
dampening term

α(M̂i, Mi) =

{
0.01 if |M̂i − Mi| < 2δMi,

1 otherwise.
, (56)

which reduces the effect of the moments that are close to the experi-
mental value compared to the statistical error.

We minimize this loss function using the limited-memory Broy-
den–Fletcher–Goldfarb–Shanno (L-BFGS) algorithm implemented in
the Optim.jl package [64]. This requires the gradient of the loss func-
tion with respect to all of the parameters, namely the mean µ and the
covariance matrix Σ of the Gaussian distribution. Using the Σ matrix
directly causes problems, when the matrix becomes nonsymmetric or
not positive definite. Therefore, we employ the Cholesky decomposi-
tion of the covariance matrix, Σ = LLT and use the lower triangular
matrix L as parameter, ensuring that Σ is always symmetric and pos-
itive definite. The gradient is computed using Zygote.jl [24], and
implementing custom differentiation rules for most of the internal
functions with ChainRules.jl [88] (see Section 5.5 for details).

The number of moments grows extremely rapidly with moment
order, making the usage of high moment order unpractical and com-
putationally very expensive. Therefore, for the results shown in the
main text, we restrict ourselves to a maximal moment order of 3.
Because this involves maximally three mutual scalar products, com-
bined information of up to 6 ions measured in coincidence is consid-
ered in the fit.

5.5 efficient computation of the gradient

The L-BFGS algorithm requires the gradient of the loss function. When
possible, the derivatives are computed using automatic differentia-
tion through the Zygote.jl [24] package. We combined it with opti-
mized implementations of the derivatives when necessary. Notably,
automatic differentiation is incompatible with the optimizations nec-
essary for the fast computation of the cumulants. Therefore, we im-
plement custom explicit differentiation rules for them, as described
below.

Differentiating Eq. (52) yields

dCi =
1
2 ∑

σ

(
2µTQdµ+ µTdQµ+

1
n

tr [dΣQ] +
1
n

tr [ΣdQ]

)
. (57)

The differentials dµ and dΣ are straightforward to compute. From
Eq. (51), the dQ term is

dQ(i) =
n

∑
d=2

Ui1

n

∏
ℓ=2

DdℓUiℓ (58)
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where

Ddℓ =

dΣ if d = ℓ

Σ otherwise.
(59)

5.5.1 Recursive computation of the derivatives

Computing all dCi of order n requires many matrix multiplications.
However, a lot of them stem from repeated computations and can be
avoided. To see it, we define

Q.d(i) = Ui1

n

∏
ℓ=2

DdℓUiℓ , (60)

With this definition, Eq. (58) reads

dQ(i) = ∑
d

Q.d(i). (61)

We use d = 0 for undifferentiated terms as

Q(i) = Q.0(i). (62)

To perform the computation of Q.d(i) recursively, we represent it
as a set of trees. The root node of each tree is Q.0((i1)) = Ui1 , where
i1 can be any index. Then, the children of a node Q.0(i), with i of
length n, is

Q.0((i, in+1)) = Q.0(i)ΣUin+1 and

Q.(n+1)((i, in+1)) = Q.0(i)dΣUin+1 ,
(63)

for each possible index in+1. When d ̸= 0, the children of a node
Q.d(i) are

Q.d((i, in+1)) = Q.d(i)ΣUin+1 , (64)

again for each possible index in+1.
In Fig. 19, we show part of a tree as an example (children are shown

only for the purple nodes to avoid clutter). This tree is relatively
small, as we only consider two atoms, with index 1 and 2. The num-
ber of children of a node is not constant, 6 for nodes that do not
contain the differential dΣ, and 3 otherwise. The matrix U21 does not
appear because it is equal to the U12, the corresponding terms are
therefore already computed.

In practice, we precompute the structure of the tree and then com-
pute all elements using Eqs. (63) and (64). When we traverse the tree
depth-first, it is only necessary to store the nodes that are ancestors
of the current node being computed, making it advantageous to limit
the amount of memory required, which is crucial when paralleliz-
ing the code. The parallelization itself is straightforward: since each
branch of a tree independent of the others, branches are distributed
to be computed on different cores.
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Figure 19: Example of a tree for the recursive computation of the deriva-
tives of the cumulants. The figure shows part of a tree for a
system composed of two atoms (1 and 2). We show all children
of the purple nodes. The children of the other nodes are skipped
for brevity, as the number of nodes grows quickly with the depth
of the tree.
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5.5.2 Custom matrix operations

According to their definition in Eq. (50), the U matrices are extremely
sparse. Similarly, the products in Eqs. (63) and (64) always involve
sparse matrices, which have at most 6 nonzero columns. We only
store the nonzero blocks or columns of those two kind of matrices,
and define a fast sparse matrix multiplication using Tullio.jl [1].

This package is also used to speed up the computation of the traces
and bilinear products in Eq. (57).

5.5.3 Benchmark

To see the gain from the optimizations presented in Sections 5.5.1
and 5.5.2, we compute the PEMSP with two different implementations.
The naive implementation, that does not utilize any optimizations,
implements Eqs. (52) and (57) directly, while the optimized imple-
mentation uses all the methods described in the sections to speed up
the code and limit the memory usage. In Fig. 20, we report the time
to compute a set of cumulant with a maximum cumulant order of 3

and various numbers of ions measured in coincidence. In this bench-
mark, we use a fully random distribution of scalar products for the
iodopyridine molecule. The tests are run on a single thread, so the
further improvements thanks to the parallelization of the code are not
shown.

Already, we see that the optimized version is in all cases about
16 times faster than the naive implementation, with a computation
cost growing fast with the coincidence order. This shows that the
optimization is necessary to compute the PEMSP in a reasonable time,
especially considering that the fit needs to compute them a few thou-
sand times before converging.

5.6 test of the algorithm on simulated data

5.6.1 Simulations

To assess the quality of the fitting procedure, we first test it on the
simulated data. We use the simulation described in Section 4.5 (Sim-
ulation set IV in Table 2). To describe it briefly, those simulations
use xmdyn with the inclusion of molecular bonds through the use
of ReaxFF. From the ensemble of simulated trajectories, we only con-
sider those that end up with the charge state I+4/N+2, while the other
atoms can have any charge. This coincidence channel contains 1 738
trajectories (out of initially 61 652 trajectories).
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Figure 20: Computation time for a set of cumulants. Time required to com-
pute all cumulants for a maximum cumulant order of 3 and the
given coincidence order, for the iodopyridine molecule using a
single thread, for the optimized version and a naive implementa-
tion.

5.6.2 Initial guess

To determine an initial guess for the algorithm, we compute the mean
values and the covariance matrix of the data. The mean values are
used directly as the guess for µ. The off-diagonal entries of the co-
variance matrix are set to zero and the remaining diagonal matrix is
used as the guess for Σ. By removing the covariance terms, we ensure
that the guess does not carry prior information about the correlations
between the atoms.

5.6.3 Comparison with PCA on full data

First, Figs. 21A and 21B show the dominant in-plane and out-of-plane
PCs, respectively, computed from the full simulated data set. This is
the reference for the quality of the reconstruction by the algorithm.

Then, we apply the algorithm. We artificially introduce limitations
in the simulation data set, similar to the ones known to affect the
experimental data: we consider all possible 6-ion coincidence subsets
of the data, randomly orient each trajectory and remove the identity
of ions of the same elements1. We perform the fit by computing PEMSP

up to order 3.
The dominant principal components reconstructed from these lim-

ited data are shown in Figs. 21C and 21D. The three dominant in-
plane and the three dominant out-of-plane components explain more
than 80% of the variance in the data (see Fig. 21E). The fit repro-
duces the original distribution very well. We quantify the similar-
ity between the principal components retrieved from both analyses

1 In practice, computing the PEMSP already remove this information, so no further
processing is needed.
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by computing their overlap S, defined as the absolute value of their
scalar product. Since the principal components are normed, when the
agreement is perfect, we have S = 1.0 and the matrix of all overlaps
is diagonal. Panels F and G of Fig. 21 show S for in-plane and out-
of-plane components respectively. The quality of the reconstruction
is remarkable considering that there are only 1 738 trajectories in the
I+4/N+2 coincidence channel.

We see that the reconstruction retrieves the out-of-plane compo-
nents better than the in-plane ones. We attribute this to the higher
complexity of the dynamic in the molecular plane, resulting in a more
complex distribution of momenta that suffers more from the limited
amount of data.

To confirm the effect of the low number of trajectories, we go to
higher statistics by bootstrapping the data. We fit a Gaussian to the
full simulation data and draw 105 new samples. Then we apply the
methodology described above and report the result in Fig. 21H-L.
Panels H and I show the reconstruction of the leading principal com-
ponents. They are nearly perfectly reconstructed. There are some
small discrepancies in the reconstructed explained variance for each
of them, as seen in Fig. 21J. The high quality of the reconstruction
does not extend to components with lower explained variance, as
shown in Figs. 21K and 21L. However, there is a clear improvement
compared to the reconstruction with lower statistics, especially for
the in-plane components.

When the number of samples is sufficient, all the important fea-
tures, as measured by the explained variance, are correctly recon-
structed. This success establishes that it is possible to extract the main
characteristics of the full momentum distribution of 11 ions from data
including only coincidence information on a much smaller number of
ions, in this case up to 6.

5.6.4 Convergence

To investigate the convergence of the algorithm, we show in Fig. 22A
how the loss function varies during the optimization. The value of
the loss function converges after around one thousand iterations.

Since we are applying the algorithm to simulation, we can use
the full data as a reference distribution. We estimate the dissim-
ilarity compared to the reference using the Kullback-Leibler diver-
gence (KL divergence) DKL, defined as

DKL(g∥gref) =
∫

dp g(p) ln
(

g(p)
gref(p)

)
(65)

for a momentum probability distribution g(p) and a reference distri-
bution gref(p). The KL divergence is 0 when the probability distribution
g(p) matches the reference perfectly; otherwise, it gives a measure of
the information difference between the two distributions.
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Figure 21: Comparison of the fits using the full and the limited simulated
data sets. A-B. Principal components of the full momentum dis-
tribution from the simulations, computed directly from the com-
plete data, where the laboratory-frame rotation and the ion iden-
tity are known. C-D. Principal components of the full momentum
distribution, reconstructed using our algorithm, with information
similar to that available in the experiment, i.e., only information
on 6 ions is covered, the original ion location inside the molecule
is unknown, and the molecule has a random and unknown rota-
tion. E. Fraction of variance explained by each principal compo-
nent for both procedures. F-G. Similarity of the principal com-
ponents obtained with the two methods, computed as the scalar
product between the components. H-I. Principal components of
the full momentum distribution, based on 100 000 samples drawn
from the best Gaussian fit to the full data. This reconstruction
uses our algorithm, with information similar to that available in
the experiment, i.e., only information on 6 ions is covered, the
original ion location inside the molecule is unknown, and the
molecule has a random and unknown rotation. J-L. Comparison
between the components obtained from the reconstruction algo-
rithm after resampling and the components computed directly
from the complete data (shown in A-B). J. Fraction of variance
explained by each principal component. K-L. Similarity of the
principal components obtained with the two methods.
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In Fig. 22B, we show the KL divergence between the fitted model and
the reference. As expected, the dissimilarity steadily decreases as the
loss function gets smaller.

We also use the KL divergence to explore the effect of using different
values for the maximum coincidence order and maximum moment
orders. In Fig. 22C, we show how the quality of the fitted model
changes when we limit the coincidence order. The plot shows that a
higher coincidence order generally corresponds to a better or equally
good fit. We note, however, that we do not observe any significant
improvement of the fit beyond coincidence order 3, indicating that
this coincidence order already contains enough information to fully
characterize the distribution. We speculate that when a more general
distribution (i.e., a non-Gaussian distribution) is fitted, the fit proce-
dure might benefit from a higher coincidence order.

In Fig. 22D we show the effect of changing the maximum moment
order. The effect is relatively small. Going to even higher moment
order may be beneficial, but increasing its value beyond 3 is pro-
hibitively computationally expensive. Therefore, we do not extend
our tests further.

In conclusion, we confirm that our algorithm converges to the de-
sired distribution that best characterizes the input data with a Gaus-
sian distribution, if the coincidence and maximum moment order are
sufficiently high (coincidence order ≥ 4, moment order = 3).

5.7 conclusion

In this chapter, we develop an algorithm to perform PCA on the mo-
menta of fragments detected in a CEI experiment. We show that we
can fit a multivariate Gaussian to the data in a way that overcomes
the challenges faced by the experimental data. With this procedure,
we obtain a covariance matrix that is decomposed into the principal
components of the distribution.

By testing the algorithm on simulation data, we demonstrate that
it converges satisfactorily. Based on these results, we conclude that
the algorithm can be meaningfully applied to experimental data to
obtain a view of the full dimensional distribution of the asymptotic
momenta from measurement with partial coincidence.

We perform such analysis in the next chapter.
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Figure 22: Convergence of the reconstruction algorithm. A. Loss function
during the fitting. B. KL divergence from the ground truth during
the fitting of the simulation data. C. KL divergence of the Gaus-
sian model fitted to the simulation data, for various coincidence
orders and moment order 3. D. KL divergence of the Gaussian
model fitted to the simulation data, for various moment orders
and coincidence order 6.
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Contribution to the manuscript I ran the simulations using an
updated version of xmdyn, proposed the analysis of the mapping
from vibrational modes to principal components, and performed
it. I proposed, developed, implemented, optimized and tested
the reconstruction algorithm. I cleaned the experimental data,
and applied the algorithm to it and to the simulation data, and
compared the results. I drafted the manuscript with input from
other coauthors.

6.1 experiment

In this chapter, we go back to the experiment and apply the algorithm
developed in Chapter 5 to real experimental data.

This chapter uses data coming from the same experiment as de-
scribed in Chapter 2 and reference [9]. The main difference, is that
we are using data with the high charge state I+4, N+2, C+2 and H+,
corresponding to an extremely fast charging up of the molecule dur-
ing the 10 fs x-ray pulse.

Since we aim to relate the experiment to quantum ground-state
effects, we note that the frequency of the lowest excitation of iodopy-
ridine is ν = 177 cm−1. This low frequency corresponds to a tempera-
ture of hν/kB = 256 K, which implies that, under normal conditions,
there are some thermal excitations in this vibrational mode. However,

63
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the temperature of the molecules in the supersonic gas jet is consid-
erably lower than before the expansion. The temperature of the gas
can be estimated by [63]

T
T0

=

(
1 +

γ − 1
2

M2
)−1

, (66)

where T/T0 is the temperature ratio before and after the nozzle, M
is the mach number after the nozzle, and γ = cp/cV is the ratio of
heat capacities. Assuming M = 1, which is reached at the nozzle
exit, cp/cV = 5/3, and T0 = 298 K, an upper estimate for the gas-
jet temperature is T = 220 K. At this temperature, we estimate the
relative occupation of the first excited vibrational state to be n1 =

e−hν/kBT/(1 + e−hν/kBT) ≃ 0.24 (assuming a microcanonical ensemble
of two-level entities). Accordingly, we expect that even for this lowest-
frequency mode, the fluctuations are dominated by quantum fluctu-
ations of the vibrational ground state (also known as zero-point vi-
brations). All the other out-of-plane modes have considerably higher
frequencies, confirming that they are mostly not thermally populated
for molecules in the gas jet.

6.2 direct analysis of the experimental data

Before any further analysis, a certain amount of background events
is filtered out by restricting the data set to cases where all measured
ions have a momentum within a sensible range. A measurement
is only included if the individual ion momenta are in the range of
|pH | < 130 a.u |pC| < 500 a.u., |pN | < 650 a.u. and |pI | < 1000 a.u.
In addition, a rather relaxed restriction on the sum of the momenta
of the measured fragments of |psum| < 1500 a.u. is applied to further
suppress background and false coincidences. Also, ions with a very
similar mass-over-charge ratio may overlap partially in their time-of-
flight distributions. We therefore needed to discard the part of the
N2+ ion momentum distribution with |plab,z| > 100 a.u., which corre-
sponds to a subset of nitrogen ions being emitted in the laboratory
frame towards the ion detector with high kinetic energy.

For reference, we plot the geometry of the iodopyridine molecule
together with the associated iodine-nitrogen recoil frame in the top
left panel of Fig. 23 (see Section 2.3 for more details on the definition
of the recoil frame). The Newton diagrams of the asymptotic mo-
menta of the hydrogen and carbon ions in the recoil frame are shown
in Fig. 23A-D.

To further study the collective features of the experimental data,
it is beneficial to use spherical coordinates, as sketched in Fig. 23E.
The angular emission distribution of the carbon ions in this frame is
shown in Fig. 23F.
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Figure 23: Experimental data with high charge state. A. Ground-state aver-
age structure of the iodopyridine molecule. B. Definition of the
iodine-nitrogen recoil frame. C. Newton diagrams of the asymp-
totic momenta for C+2 (left) and H+ (right). Figure by Till Jahnke,
reused with his kind permission.
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The four pronounced peaks correspond to the C3, C4, C5, and C6

carbon ions. The C2 ion has very low momentum (see Fig. 23A) and
lies close to the origin of the spherical coordinate system ; thus ap-
pearing as a broad feature in Fig. 23F, (marked by the dashed red line).
This representation allows visualizing the dependence between the
carbon and hydrogen out-of-plane momenta: The panels in Fig. 23G
depict the distributions of the angular emission direction of the car-
bon ions, corresponding to specific emission directions of the H3 hy-
drogen ion (marked with colored boxes in Fig. 23D). If the H3 ion
is emitted within the molecular plane (red box), the carbon ions are
on average also emitted mostly in plane. If the H3 ion is either emit-
ted upwards (yellow box) or downwards (green box) with respect to
the molecular plane, the carbon angular distribution becomes tilted,
with C3 and C4 being emitted in the same direction as H3, and C6

in the opposite direction. C5 remains centered in plane. The full
dependence between the H3 emission direction and the out-of-plane
emission angle of C3 to C6 is summarized in Fig. 23H where we de-
pict the mean emission angle Θ of the four carbon ions C3 to C6 in
dependence of the out-of-plane momentum of the H3 proton.

6.3 out-of-plane variance

To understand the source of the correlations found in the experimen-
tal data, we compare them to theory. We simulate the explosion as
described in Section 4.5 (corresponding to Simulation Set III and IV in
Table 2). Briefly, we use xmdyn simulations that model the molecular
bonds through the use of ReaxFF. In Simulation Set III all trajecto-
ries are started from the fixed equilibrium geometry, thus neglecting
the vibrational ground-state fluctuation (VGSF) of the molecule. They
are included in Simulation Set IV, through the sampling of initial
positions and momenta from the ground-state Wigner distribution,
according to Section 4.3.

Figure 24 shows the out-of-plane part of the resulting distributions.
We look at the I+4/N+2 coincidence channel of the experiment and
show the asymptotic momenta of the H+ and C+2 ions in Fig. 24A
and Fig. 24B, respectively. Next to those panels, in Fig. 24C and
Fig. 24D, we show the corresponding distributions from the simu-
lation that include ground-state fluctuations. The experiment and the
simulation agree both qualitatively and quantitatively, except for the
diffuse background present in the experimental data. We note that
the out-of-plane magnitude of the momenta is large, of the order of
100 a.u. for the hydrogen ions and 400 a.u. for the carbon ions. In
both cases, this is about twice the size of each of the in-plane peaks,
as seen in Fig. 23C.

We attribute those large variations to the presence of fluctuation in
the vibrational ground state of the molecule, that are amplified by the
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Figure 24: Out-of-plane momenta of the hydrogen and carbon ions, in ex-
periment and theory. A-B. Experiment. C-D. Simulation with
initial states sampled from the ground-state Wigner distribution.
E-F. Simulation from fixed static geometries. G-H. VGSF of the
momenta. I-J. VGSF of the positions.

explosion. To highlight this, we consider simulations that do not in-
clude VGSF, thus in which the only source of out-of-plane movement
is the recoil from the electrons on the atoms when they get ionized.
We show the resulting distribution of asymptotic momenta in Fig. 24E
and Fig. 24F. Their amplitudes are minuscule in comparison with the
one found in the experiment and the simulation with VGSF, confirm-
ing that the out-of-plane momenta that we see in the experiment is a
consequence of the VGSF of the molecule.

This indicates that the magnitude of the VGSF is large enough to be
probed the Coulomb explosion imaging. For reference, we estimate
this magnitude using the standard deviation of the Wigner distribu-
tion, which is, on average, 13.9 pm in position space and 1.9 a.u. in
momentum space for the hydrogen atoms, and 4.6 pm in position
space and 4.9 a.u. in momentum space for the carbon atoms. Addi-
tionally, in Figs. 24G and 24H, we show the ground-state out-of-plane
momenta for hydrogen and carbon ions, and in Figs. 24I and 24J,
ground-state positions for hydrogen and carbon ions.

6.4 application of the algorithm to experimental data

6.4.1 Data cleaning

To further analyze the correlations among the out-of-plane momenta
described in Section 6.2, we apply the fitting method described in



68 application of the correlation analysis

Chapter 5 to the experimental data, obtaining the principal compo-
nents of the distribution of asymptotic momenta.

However, before we can apply the algorithm, we need to clean
the experimental data, which has a substantial, widely spread, low-
density background. It may originate from false coincidences that
were not filtered out initially or belong to cases where the charge-
up induced by the x rays was, for example, less violent or occurring
along different and rare fragmentation pathways. It turns out that
this contribution has a strong effect on the quality of the results of
our fitting procedure. We therefore removed this low-density region
from the data, using the procedure described below.

We clean the data by estimating the density of measured data
points and excluding data points whose estimated density falls un-
der a given threshold. The procedure is described here for the carbon
ions, but the analogous procedure was used for protons. We filter out
subsets of ions measured in coincidence that involve the detection of
iodine (I), nitrogen (N), and any number of carbon (C) ions. For each
of those in-coincidence measurements, we built all possible triplets of
the form (pI, pN, pC), where pC is the momentum of any of the mea-
sured C ions. From these momentum triplets, we generate sextets
of internal coordinates containing the three momentum magnitudes
and three relative angles,

(∥pI∥, ∥pN∥, ∥pC∥, ̸ (pI, pN), ̸ (pI, pC), ̸ (pN, pC)) , (67)

where ̸ (·, ·) specifies the angle between two momenta. Since the
norms and angles have different units, we whiten the data. That is,
we center each internal coordinate around its mean value and divide
it by its standard deviation. The whitened internal coordinates are
unitless and have a standard deviation equal to 1. We estimate the
density at each point in this internal-coordinate space by counting the
number of neighbors in a 0.5 radius by representing the data as a k-
d tree and performing a nearest neighbor search, as implemented in
NearestNeighbor.jl [11]. If all possible sextets generated from a single
measurement has more than 30 neighbors, we keep it, otherwise, we
discard it.

We started with a data set with 34 336 shots, after cleaning the
low-density regions, 8 060 remain. The effect of the procedure is illus-
trated in Fig. 25. Notably, it removes most of the large halo visible in
the raw data (panel A) under the carbon ions and protons.

6.4.2 Initial guess

We build a reasonable guess to start the reconstruction by fitting
a mixture of Gaussian distributions to the cleaned momenta in the
iodine-nitrogen recoil frame (Fig. 25B). The fit is performed with the
expectation–maximization algorithm, as implemented in the package
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Figure 25: Effect of cleaning the data. A. Experimental data before cleaning.
B. Experimental data after cleaning.

GaussianMixtures.jl [50]. The Gaussian mixtures approximate the co-
variance by a 3 × 3 block diagonal matrix of the covariance matrix.
Each block corresponds to a single atom only, therefore there are no
correlations between different ions in the guess.

Some elements of the guess covariance matrix are zero, namely the
components corresponding to the variance of the iodine momentum
along the x and y axes and the variance of the nitrogen momentum
along the x axis, due to the definition of the frame. For these elements,
we take 10% of the total variance of the respective ions along the other
directions as the initial guess. This prevents the covariance matrix
guess Σ from being singular.

6.4.3 Results

We apply the reconstruction algorithm to the cleaned experimental
data, and get the set of principal components that describe it. The
leading out-of-plane principal components are shown in Fig. 26A-D.
They are in good qualitative agreement with the principal compo-
nents from the simulation, shown in Fig. 26E-H. However, there is
some discrepancy in the explained variance of each principal compo-
nent, that leads us to reorder them according to their similarity, for
an easier visual comparison.

We quantify the similarity by computing the overlap S defined as
the scalar product between a principal component reconstructed from
the experiment and a principal component of the simulation. We re-
port the overlap for all pairs of the dominant out-of-plane compo-
nents in Fig. 26I. The matrix of overlaps is close to a diagonal, which
would correspond to a perfect agreement. We conclude that the sim-
ulation reproduces the experiment well enough to extend the conclu-
sions drawn in Section 4.6 to the experimental data: the measurement
of the asymptotic momenta probes the VGSF in the molecule.

In addition, in Section 6.5, we show that we can reach an even
better agreement by taking into account the finite detection efficiency
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Figure 26: Principal components of the distribution of asymptotic mo-
menta. A-D. Reconstructed from the experiment. E-H. Com-
puted from simulation. σ2 represents the variance explained by
the component. I. Overlap between the experimental and simu-
lation principal components. For a perfect agreement, the matrix
would be diagonal.

of the detector in the experiment, and the diversity of possible charge
states of the molecule, and in Section 6.6, we reproduce the same
analysis on data with lower charges, demonstrating that a high charge
state is necessary to achieve good agreement between experiment and
simulation.

6.4.4 Reproducing the collective features depicted in Fig. 23

In Fig. 23, we show that the H3 proton emission direction is corre-
lated with the emission direction of the carbon ions, when the data is
inspected in the iodine-nitrogen recoil frame. We can, however, not
directly relate these correlations to the principal components shown
in Fig. 26, because the choice of the recoil frame has an impact on the
variances of the data1.

To give a simple example, consider an ion emission pattern where
only the iodine ion is emitted out-of-plane, while all other atoms stay
perfectly in-plane, as illustrated in Fig. 27A. By construction, the vari-
ance in this example is described by a single principal component
illustrated in Fig. 27B. When the same data is rotated into the iodine-
nitrogen molecular recoil frame, it enforces a zero out-of-plane vari-
ance for the iodine and nitrogen momenta. As a side effect, most
of the other ions now get a significant out-of-plane momentum, as
can be seen in Fig. 27C. In this frame, the principal component ex-
hibits a correlated fluctuation in the out-of-plane momenta, shown in
Fig. 27D.

This example demonstrates that using the recoil frame gives a qual-
itatively different picture of the correlations between the momenta.

1 It also affects the mean, but, in the present data, this effect is negligible.
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A B

C D

Figure 27: Effect of the choice of molecular frame on principal compo-
nents. A and B. Artificial measurements in momentum space
(A), where only the iodine ions are emitted out-of-plane and the
corresponding principal component (B). C and D. Same data as in
panel A, but each measurement is rotated into the iodine-nitrogen
molecular frame (C) and the corresponding principal component
(D).

In contrast, our approach for fitting a model distribution is based on
mutual momentum scalar products as internal coordinates, and there-
fore the frame around which the fluctuations are considered is fitted
to the data. By minimizing the discrepancy with the data, we obtain
an unbiased frame for addressing the momentum fluctuations.

Therefore, to reproduce the pattern shown Fig. 23 we have to ro-
tate the components in the iodine-nitrogen frame. Once done, we
find one principal component that has a matching pattern, simula-
tion PC 7 shown in Fig. 28A. The other panels show how the com-
ponent matches the experimental result. In Fig. 28B, we show the
experimental out-of-plane distribution of the asymptotic momenta of
hydrogen ions. Each box is used to filter the hydrogen data, the corre-
sponding experimental momentum distribution of the carbon ions is
shown In Fig. 28C-E. The red overlay shows the expected distribution
of momentum according to the displayed principal components. The
agreement is excellent, indicating that this component is indeed the
main contributor to the effect reported in Fig. 23.
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Figure 28: Correlations between the emission direction of the H3 proton
and the carbon ions, as captured by simulation PC 7. A. Sim-
ulation PC 7 in the iodine-nitrogen frame. B. Experimental mo-
mentum distribution of the hydrogen ions. The boxes are used to
filter the data with respect to H3 to see the correlation with car-
bon ions, as explained in Section 6.2. C-E. Angular distribution
of the carbon momenta in spherical coordinates. The red overlays
represent the correlation expected based on simulation PC 7.
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6.5 effect of finite detection efficiency on the recon-
struction

In Fig. 26, we analyze the experiment and the simulation in two sub-
tly different ways. In this section, we describe the differences in more
detail and show how they affect the result of the reconstruction algo-
rithm.

When treating the experimental data, we use the I+4/N+2/C+2/H+

coincidence channel, i. e., a measurement is included in the analysis
if all the following are detected in coincidence:

• the iodine ion with charge +4,

• the nitrogen ion with charge +2,

• at least one carbon ion with charge +2,

• at least one proton.

Additional C+2 and H+ ions detected in coincidence are also included
in the measurement, while additional carbon and hydrogen ions with
different charges are discarded. Also, some atoms can remain unde-
tected, either due to the finite detection efficiency of the apparatus or
because they are neutral in their final state. Therefore, the exact final
charge state of the ions in the shot is unknown.

In contrast, with the simulation data, we always know the final
charge of every atom for every trajectory. This means that a choice is
necessary: when a measurement contains atoms that have a charge in-
compatible with the I+4/N+2/C+2/H+ coincidence channel, we can
either

1. discard the measurements entirely when they contain atoms
with a charge that does not match the coincidence channel (for
example C+1),

2. include all atoms in the analysis, regardless of their charge,

3. remove the non-matching atoms (e. g., neutral hydrogen) and
create partial coincidence measurements.

Option (1) causes two problems. First, in the experiment, the mea-
sured molecules have a distribution of final charge states, and it can
not be assumed to be I+4N+25C+24H+. Second, only 90 trajectories,
out of the initial 61 652, have this exact charge state, a sample size too
small to perform PCA meaningfully. Therefore, we decided never to
use this option.

With Option (2), we expect the distribution of charge states to
match the one found in the experiment. However, we also include on
an equal footing some atoms incompatible with the I+4/N+2/C+2/H+

coincidence channel. We used this version in Chapters 4 and 6, as
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Figure 29: Principal components of the distribution of asymptotic mo-
menta. A-D. Reconstructed from the experiment. E-H. Recon-
structed from simulation by assuming a 60% detection efficiency,
and only taking into account the ions with the correct charge. σ2

represents the variance explained by the component. I. Overlap
between the experimental and simulation principal components.
For a perfect agreement, the matrix would be diagonal.

the statistic is sufficient (1 738 trajectories) and it preserves full 33-
dimensional measurements. Having full measurements is necessary
to determine the principal coordinate and establish the linear map-
ping between the vibrational modes and the principal components of
the distribution of asymptotic momenta, as described in Section 4.6.

Finally, Option (3) is the closest to the treatment of the experiment,
and similarly requires the use of our reconstruction algorithm to de-
termine the principal components of the distribution. But, as men-
tioned above, we can not perform all the analyses we want on this
dataset, therefore, to keep the main argument consistent, we pre-
ferred to always use Option (2) until this point.

We now show how the experiment and simulation compare, when
we are as close as possible to the experiment. In addition to using
Option (3), we only include atoms in a measurement with a 60% prob-
ability, corresponding to the detection efficiency of the detector in the
experiment. We then apply the algorithm described in Chapter 5 to
reconstruct the principal component of the distribution of asymptotic
momenta.

We show the resulting principal components in Fig. 29E-H, together
with the principal components of the experimental data in Fig. 29A-
D. In this case, the agreement is nearly perfect, as confirmed by the
matrix of overlap shown in Fig. 29I, a notable improvement from the
results described in Sections 4.6 and 6.4.3.

This shows that the principal components are also sensitive to more
subtle effect stemming from the charge state distribution. This rep-
resents a challenge for both the theory and the data analysis, as it is
hard to gather sufficient statistics for a specific charge state, but it is
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also necessary to acknowledge that the charge of the undetected ion
have an impact on the results.

6.6 reconstruction with low-charge states

So far in this Chapter, we have studied the I+4/N+2/C+2/H+ coinci-
dence channel. Here, we perform the same analysis on the I+/N+/C+/H+

coincidence channel, and show that this leads to significant discrep-
ancies between experiment and simulation.

First, we apply the algorithm described in Chapter 5 to the experi-
mental data with charge I+/N+/C+/H+, which is detailed in Chap-
ter 2. The resulting leading out-of-plane components are shown in
Fig. 30A-D.

Then, we simulate the explosion using the same parameters de-
scribed in Section 4.5, but with a lower fluence, to increase the prob-
ability of getting the charge state of interest. In short, the simula-
tions use xmdyn interfaced with a ReaxFF implementation to model
the molecular bonds, and include the vibrational ground-state fluc-
tuation (VGSF) of the molecule. These simulations are summarized
in Table 1 as Simulation Set V. We retrieve the principal components
of the obtained distribution of asymptotic momenta using our algo-
rithm to get as close as possible to the experiment, as described in Sec-
tion 6.5. We plot the leading out-of-plane components in Fig. 30E-H.
We see that, despite using our best simulation and best analysis pro-
cedure, the results do not match with the experiment. This is further
confirmed by looking at the matrix of similarity, shown in Fig. 30I,
that has little in common with the identity matrix, which would cor-
respond to agreement with the experiment. The only matching com-
ponents are experimental PC 7 and simulation PC 2, stemming from
the collision between C2 and I, as described in Chapter 3. However,
none of the principal components that can be linked to the VGSF of
the molecule matches, therefore the simulation can not be used to
help us interpret the experiment.

We explain this discrepancy by the effect of the molecular bonds.
They are not perfectly reproduced in the simulation, as the reactive
force field used to model them is optimized for a neutral molecule
close to equilibrium, but during a Coulomb explosion, the molecule
stays neither neutral, nor close to equilibrium, and accordingly, the
force field is switched off. However, to reach a higher final charge
state, like in Chapter 6, the charging up of the molecule must be
significantly faster. Thus, we expect all electrons relevant to molecular
bonding to be removed before they have time to significantly affect
the dynamic of the explosion. In this case, accurate modeling of the
bonds is therefore less important, and the simulations can match the
experiment.
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Figure 30: Principal components of the distribution of asymptotic mo-
menta. A-D. Reconstructed from the experiment. E-H. Com-
puted from simulation. σ2 represents the variance explained by
the component. I. Overlap between the experimental and simu-
lation principal components. For a perfect agreement, the matrix
would be diagonal.

This shows that by considering a higher charge state, we can select
measurements where the Coulomb explosion is dominated by the
Coulomb forces and the simulations match the experiment.

6.7 conclusion

In this Chapter, we apply our algorithm to experimental data with
a high-charge state. The decomposition into principal components
directly gives us access to intricate features of the data, that can oth-
erwise only be discovered thanks to a good intuition.

Thanks to the high-charge state considered, which ensure a mini-
mal effect of the molecular bond on the explosion dynamic, our sim-
ulations is able to reproduce these fine details of the experiment, for
the out-of-plane features of the distribution of asymptotic momenta.

This high agreement between theory and experiment allows us to
use the principal components from the simulation to relate the results
to the vibrational modes of the molecule, as described in Section 4.6.
Accordingly, we can conclude that the current Coulomb explosion
experiment is probing the VGSF, and that the main correlations dis-
cussed in Fig. 23 result from the vibrational modes with frequency
177 cm−1 and 1067 cm−1.
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C O N C L U S I O N A N D O U T L O O K

7.1 conclusion

In this thesis, I study Coulomb explosion imaging (CEI) from a data-
driven perspective, exploring its potential for imaging by analyzing
the simulations, and developing new tools to understand the experi-
ment. I address the explosion of the 2-iodopyridine molecule, but the
challenges and opportunities encountered in this specific case gen-
eralize to any Coulomb explosion experiment with molecules larger
than 6 atoms, for which full coincidence measurements are hard to
obtain with sufficient statistic.

My work shows that to exploit CEI to its fullest potential, one needs
to understand and exploit the high-dimensional features of the mea-
surements. In particular, in Chapter 3 I demonstrate the usefulness
of principal component analysis (PCA), that decomposes the data into
components describing the most important correlations between the
measured ions. Applied to the dynamics of the explosion, PCA high-
lights several processes affecting the explosion dynamics. For iodopy-
ridine, the leading contributions are the charging up of the molecule,
that causes the total amount of kinetic energy released by the explo-
sion to vary due to its randomness, and an atomic collision between
the iodine atom and the closest carbon atom. These contributions
also leave measurable fingerprints in the components obtained by ap-
plying PCA to the asymptotic momenta of the fragments. Moreover,
due to its quantum nature, the molecule undergoes ground-state fluc-
tuations. Including them in the simulations, as I did in Chapter 4,
demonstrates that some of their features are mapped to correlations
between the measured ions. Therefore, properties of both the explo-
sion dynamics and the initial state of the system can be probed by
CEI, provided that we study the measured asymptotic momenta as
high-dimensional vectors.

Applying this analysis to experimental data is challenging, due to
the amount of information that is missing compared to simulations,
namely the orientation of the molecule in the lab frame, the identity
of the detected ions, and the fragments that are not observed due
to the finite efficiency of the detectors. The new method presented
in Chapter 5 addresses these challenges by fitting a Gaussian model
to the data by matching the per-element moments of the scalar prod-
ucts (PEMSP). The implementation of the method is heavily optimized
to run in a reasonable time. Its convergence behavior is established
by testing it on the simulation data for which the full information is
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available. In Chapter 6 I apply it to the experimental data of the explo-
sion of iodopyridine, revealing that to obtain a satisfying agreement
between our simulations and the experiment, we must use measure-
ment with high charge states. This ensures that the chemical bonds
in the molecules are broken during the few first femtoseconds of the
explosion, simplifying the explosion dynamics such that we are able
to reproduce it. The good agreement between simulation and exper-
iment allows to conclude that the experimental data contain finger-
prints of specific ground-state fluctuations of the molecules.

This constitutes the final achievement of my thesis: by combining
simulations, data analysis, and experimental data, CEI gives access
to an unprecedented amount of information about the initial state of
the molecule even though not all atomic fragments can be detected in
coincidence.

7.2 outlook

To see how the findings of this thesis fit in the greater picture, let
us first go back to the introduction. There, I presented the goal of
this thesis as follows: to advance the imaging of single molecules
on a femtosecond timescale using CEI, in the perspective of using it
in time-resolved pump-probe experiments. How do my findings fit
relative to this stated goal?

I explore the capabilities of CEI as a high-dimensional probe for
molecular systems. In particular, I show that Coulomb explosion ex-
periments provide a wealth of information that can, however, only be
accessed when the data is treated carefully. For example, the variance
present in the data is an important feature of the measured distribu-
tion of momenta, and must be matched by the simulations to guar-
antee a quantitative agreement with the experiment. Likewise, the
information about the correlations between ions is precious, but can
be hidden by an analysis that relies only on a low-dimensional repre-
sentation of the data, such as a Newton diagram. This demonstrates
that when analyzed with care, CEI is a sensitive probe, containing fin-
gerprints of both the processes that happen during the explosion, and
of the state of the system at the onset of the explosion.

Reproducing the experimental data with the simulations to this
high-level of details is difficult. In general, the explosion of a molecule
such as iodopyridine is far from ideal: the features of the initial state
can blend with the dynamics of the fragmentation, even when the
molecule fully fragments into individual ions. Therefore, the mea-
surement process is not independent of the properties of the system
being measured, and CEI only acts as a probe, albeit an excellent one.
To achieve true imaging the explosion must be independent of the
chemical dynamics that we want to image with CEI. As I highlight
in Chapter 6, this requires a high-charge state that guarantees a fast
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removal of enough valence electrons, such that the chemical bonds
can be neglected in the description of the explosion.

Fulfilling this condition unlocks the prospect of CEI as an ultrafast
high-dimensional imaging method, specifically sensitive to collective
behaviors. This thesis moreover establishes that CEI is not limited
by the measurement of only a subset of ions, and can therefore be
extended to larger molecules as long as the experiment can produce
a sufficiently high charge state with a femtosecond pulse. In conse-
quence, I expect the evolution of CEI to continue toward increasingly
larger molecules, up to a few tens of atoms, which is enough to image
many molecules relevant to chemistry.

Of course, imaging static distributions of molecular structures is
only the beginning for CEI. The ideas put forward in this thesis can
be exploited along four main avenues: bettering our understanding
of the Coulomb explosion process, applying CEI to pump-probe ex-
periments, probing a wide range of static properties of a system, and
finally combining CEI with other experimental techniques. We look at
each of them in detail.

First, finely understanding how a Coulomb explosion images a
molecule is key to interpreting and using the data from CEI experi-
ments. Based on the observation that crucial information is contained
in the correlations between atoms, the simulation of the explosion
could be pushed further: instead of taking an atomistic view of the
molecule, its dynamics could be projected on the dominant principal
components and simulated in a space of significantly lower dimen-
sionality.

The reduction of the dimensionality of the data is not limited to
PCA. It would be natural to define a reduced space based on the spe-
cific features that we want to image, making sure that they are cor-
rectly reproduced even when the simulation are performed in much
lower dimensionality. This is a challenging task, that can be tackled
using modern machine learning methods.

At the same time, learning more about the explosion dynamic will
also help to solve the inverse problem: to reconstruct the initial state
from the measurements. This could be achieved by running simula-
tions of the explosion on a guess for the initial state, and iteratively
improving this guess until the results of the simulations match the
measurement. In this context, the results could be summarized by
fitting a Gaussian distribution with the algorithm presented in this
thesis. This would provide a clear target for the reconstruction of
the initial state, more suitable for optimization than the partial and
non-homogenous raw experimental data. Note that for such an idea,
it is also possible to summarize the data directly with the PEMSP. In
some cases, using the PEMSP may even be preferred to avoid an extra
intermediate step in the procedure.
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Second, as pump-probe CEI experiments [37, 87] become more com-
mon, it is natural to apply the methods developed in this thesis to
temporal data, either gathered in a time-resolved experiment or gen-
erated from simulations. The algorithm can be applied frame by
frame, resulting in a high-dimensional movie of the measured mo-
menta, that I expect to be easier to wield and understand than the set
of measurements. In particular, the changes in the mean and the prin-
cipal components will inform on how the probed dynamic affects the
distribution of states of the molecule, possibly allowing us to follow
the evolution of quantum wavepackets during chemical reactions.

The compact representation of the momentum distribution as a
Gaussian, or a set of PEMSP will ease the use of more advanced tech-
niques that infer the dynamic of the system, such as dynamic mode
decomposition [10], a standard method to treat high dimensional tem-
poral data. Alternatively, our Gaussian fitting algorithm can be ap-
plied to the set of all frames as a whole, an idea also used to deduce
reaction coordinates from molecular simulations using PCA [7, 52]. In
this case, the principal components highlight the directions with the
highest temporal variance, allowing the analysis to focus on what is
changing in the data.

Third, the algorithm is likely to be applicable to a wide range of
problems, with different interpretations depending on the situation.
For example, understanding how atoms correlate may allow for sep-
arating overlapping blobs in Newton diagrams, thus resolving indi-
vidual fragments in more complex molecules, especially if they are
flexible. Similarly, when considering a molecule in solution, the ions
produced from the surrounding liquid are expected to be less corre-
lated to each other than to the ones originating from the more rigid
structure of the solute. By identifying all atom-atom correlations, the
solute may be distinguished from the solvent, effectively extending
the range of application of CEI beyond isolated gas phase molecules.

Moreover, we are not limited to a purely Gaussian approximation
of the distribution of asymptotic momenta. The most straightfor-
ward extension to the algorithm is to use a Gaussian mixture to re-
construct more general momentum distributions. This is especially
interesting for experiments that contain a mixture of systems in dif-
ferent states, for example, samples containing different isomers of a
molecule. Each set of isomers would correspond to a single Gaussian
in the mixture, and its properties would thus be retrieved individu-
ally.

Together with time-resolved experiments, this would enable follow-
ing the evolution of complex chemical processes that involves multi-
ple reactions in parallel, and are currently extremely challenging to
untangle. Together with modern advances in the triggering of ther-
mal chemistry reactions [69], this could be applied to processes of
industrial importance. In the future, I expect this field to be the main
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domain of application of x-ray induced CEI, because it fits the unique
capability of the technique, ultrafast, sensitive to all atoms, including
hydrogen, and able to resolve single molecules. As mention in the
introduction, the chemical industry is central to the modern world.
Therefore, better understanding the chemical reaction at its center
may bring far-reaching progresses by allowing to optimize costly pro-
cesses or avoid the most polluting ones.

A first potential candidate for this line of study could be the Grig-
nard reactions, a class of chemical reactions where a Grignard reagent
is added to an aldehyde or a ketone to produce different sort of alco-
hol. Despite its importance over the past century, earning Grignard
the Nobel Prize in 1912 and being largely used in the industry, its
mechanism has only been elucidated using simulation in 2020 [29,
67], and, to my knowledge, no experiment has been able to confirm
these theory findings yet.

Fourth, the analysis could be extended to work together with ad-
ditional information. In a Coulomb explosion experiment, the first
candidate is the charge state of the fragments. In this thesis, we have
considered a single charge state at a time. Undoubtedly, the charge
state is correlated with the measured momenta, and studying them
together will provide insights, in particular on the dynamics of the
explosion itself.

Then, CEI can be performed in tandem with other measurements,
like diffraction, which causes the fragmentation of the molecule any-
way. One existing proposition [70] is to infer the orientation of the
molecule thanks to CEI, and merge this information with collected
diffraction patterns to retrieve the structure of a measured particle.
CEI however provides much richer data than simply the orientation
of the molecule, determining to which extent it can be merged with
data of another kind is likely to open new research avenues.

In fact, considering the experimental challenge that such combined
experiments represent, establishing its potential from simulation is
likely to be of great interest.
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A
D E R I VAT I O N O F T H E U N C O U P L E D H A R M O N I C
O S C I L L AT O R S

We want to substitute x = MVz into

H = ∑
i

−h̄2

2mi

∂2

∂x2
i
+ xTHx. (68)

By the definition of the diagonal matrix M and the orthogonal matrix
V we have

xTHx = zTVTMHMVz = zTΩz. (69)

For the other term, we use Leibnitz chain rule, starting with the
first derivative only

∂

∂xi
= ∑

j

∂zj

∂xi

∂

∂zj
. (70)

Next we use z = VTM−1x to compute

∂zj

∂xi
=

∂

∂xi
eT

j VTM−1x = eT
j VTM−1ei, (71)

where ei are the unit vectors of the canonical basis. Since no new
dependency in x or z appear, we can apply it twice. We transpose
one of them however, to make the vector with index i appear together.

∑
i

−h̄2

2mi

∂2

∂x2
i
= − h̄2

2 ∑
i,j,k

1
mi

∂zk

∂xi

[
∂zj

∂xi

]T

= − h̄2

2 ∑
j,k

eT
k VTM−1

[
∑

i

1
mi

eieT
i

]
M−1Vej

∂

∂zj

∂

∂zk
.

(72)

By definition,

M2 = ∑
i

1
mi

eieT
i ,

VTV = 1, and

δkj = eT
k ej,

(73)

85



86 derivation of the uncoupled harmonic oscillators

where 1 is the identity matrix and δkj is the Kroenecker delta. Using
those properties, everything collapses, as

∑
i

−h̄2

2mi

∂2

∂x2
i
= − h̄2

2 ∑
j,k

eT
k VTVej

∂

∂zj

∂

∂zk

= − h̄2

2 ∑
j,k

eT
k ej

∂

∂zj

∂

∂zk

= − h̄2

2 ∑
j

∂2

∂z2
j
,

(74)

and we end up with a set of uncoupled harmonic oscillators

H = ∑
j

−h̄2

2
∂2

∂z2
j
+ ω2

j z2
j . (75)



B
L I N E A R F I T O F I N D E P E N D E N T R A N D O M
VA R I A B L E S

Consider two random vectors x and y. Furthermore, assume that

⟨xi⟩ =
〈
yj
〉
= 0 and

std[xi] = std
[
yj
]
= 1,

(76)

for all components xi and yj of x and y respectively. This can always
be achieved by whitening a variable as

xi →
xi − ⟨xi⟩
std[xi]

. (77)

Furthermore, assume that the xi are independent, cov
[
xi, xj

]
= 0, for

i ̸= j.
Then, let X and Y be data matrices where each column represents

a realization of the random vectors x and y. Then, if they are in a
perfect linear relation to each other we have

AX = Y, (78)

where the matrix A is

A = Acov[x, x] = AXXT = YXT = cov[x, y] , (79)

where we use the fact that

cov[x, x] = XXT and

cov[x, x] = 1,
(80)

which are direct consequences of the properties that we assume for
the random vectors x and y. The unit standard deviation also implies

cov[x, y] = cor[x, y] , (81)

establishing that the correlation of coefficient defines the linear rela-
tion between x and y.

Note that in general, the linear mapping is not perfect and an error
term E must be included as

AX = Y + E, (82)

leading to

cor[x, y] = A − EXT. (83)

Therefore, the correlation coefficient is a biased estimator of the lin-
ear mapping A. Due to its simplicity, it is nonetheless useful to be
considered.
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