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1. Why Context Matters: Episodic Memory Beyond the Laboratory

Imagine navigating a new city to find a café. You rely on visual landmarks, auditory cues like
the sound of honking traffic, and perhaps a remembered recommendation. These inputs arrive
sequentially and across modalities, however your brain integrates them into a coherent and
memorable experience. How does the brain bind such fragmented multisensory information

into enduring episodic memories, and how are these memories later retrieved?

Episodic memory allows us to retrieve and relive past events by binding together not only the
event content but also the spatial, temporal, and emotional context in which an event occurred
(Levine et al., 1998; Tulving, 2002; Wheeler et al., 1997). In real-world settings, our
experiences are inherently multisensory, with visual, auditory, tactile, and spatial modalities
co-occurring dynamically over time. The brain integrates these modalities across sensory
channels and time, a process referred to as multisensory associative memory formation (Clouter
et al.,, 2017; Kim & Lee, 2023; Michelmann et al., 2018). This type of memory supports
essential functions such as object recognition, spatial navigation, and social communication
(Lee et al., 2017; Okray et al., 2023; Ursino et al., 2014). The process by which the brain
combines individual, cross-modal sensory information into a cohesive and enduring memory is
fundamental to understanding episodic memory. However, the mechanisms by which the brain
selects, binds, and retrieves such multisensory associations remain unclear, particularly in real-
world environments. One promising factor increasingly recognised as central to memory
formation, as well as retrieval, is context.

When we experience an event with multiple sensory inputs, such as sights, sounds, and
smells, our brain integrates these diverse streams into a unified, detailed representation (Cao et
al., 2019; French & DeAngelis, 2020; Macaluso, 2006). This process constructs a context-rich
depiction that encompasses the environment, sensory experiences, and contextual details
(Hymanetal., 2012; Tovar et al., 2020; van Atteveldt et al., 2014). It is not merely about storing
isolated items but about encoding the associations between what happened, where, when, and
in what sensory and attentional state it took place (Baldassano et al., 2017; Horner et al., 2015;
Horner & Burgess, 2013). Context encompasses not only the external environment (e.g.,
physical surroundings, spatial cues, sensory richness) but also internal neural states (e.g.,
attentional preparation, oscillatory phase) and temporal structure (e.g., the sequence in which

modalities are experienced). For instance, the order in which stimuli are presented, such as



seeing a face before hearing a voice or vice versa, influences the strength of memory formation
and retrieval accuracy (Heusser et al., 2016; Peteranderl & Oberauer, 2018; X. Xu et al., 2024).

To this end, context is not a singular backdrop for memory, but a multidimensional
construct comprising temporal, spatial, sensory, cognitive, and internal state features, all of
which shape how experiences are encoded, stored, and retrieved (Z. Liu et al., 2024; Marks et
al., 2022; Staudigl & Hanslmayr, 2013). For example, when walking through a new city to find
a café, we do not simply register isolated landmarks; instead, we integrate them into a larger
context. We encode a sequence of visual, auditory, and spatial cues that unfold over time, often
occurring both simultaneously and in sequence, all embedded within a unique internal state
such as curiosity or stress (Otten et al., 2002; Richter et al., 2016). These dimensions of context
are not processed independently; instead, they interact to form an integrated, experience-
specific memory trace (Marks et al., 2022; Yadav et al., 2022). Notably, the way context is
bound into memory may differ depending on whether events are unisensory, crossmodal, or
multisensory (Lehmann & Murray, 2005; Li & Deng, 2023; Thelen et al., 2015; Thelen &
Murray, 2013). While unisensory learning involves processing information through a single
modality (e.g., vision), crossmodal and multisensory learning integrate input across multiple
senses, often yielding enhanced encoding and retrieval through mechanisms such as temporal
synchrony and spatial congruence (Bruns & Roder, 2023; Okray et al., 2023; Senkowski et al.,
2008). These richer sensory experiences are more likely to engage context-binding mechanisms
in the brain and may lead to more robust or explicit memory formation. However, the
interaction between different types of sensory processing and various dimensions of context,
such as temporal order, internal states, or environmental enrichment, remains underexplored.
Addressing this gap is essential for understanding how episodic memories are formed under
naturalistic conditions and for clarifying the neural and cognitive mechanisms that support
memory in real-world settings.

While existing literature provides insights into the brain regions and dynamic
interactions involved in multisensory associative memory processes, this thesis advances our
understanding by dissociating the roles of distinct contextual dimensions - external, internal,
and temporal - in the formation and retrieval of multisensory associations. Specifically, it
investigates how these contextual factors interact to support the encoding, consolidation, and
retrieval of multisensory memory traces. To truly capture the complexity and dynamism of
memory in natural settings, episodic memory research must explicitly incorporate multisensory,
context-rich, and temporally structured environments. Such an approach is essential for

understanding how episodic memories are formed, retrieved, and applied in real-world
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scenarios (Moscovitch et al., 2016; Xue, 2018). Moreover, it highlights the adaptive functions
of episodic memory, including its contributions to flexible decision-making, the integration of
perception with higher-order cognition, and support for complex, temporally extended learning
(Xue, 2022; Zhou et al., 2025). Ultimately, this thesis aims to refine theoretical models of
memory and offer practical implications for education, neurorehabilitation, and learning

technologies.
1.1. Contextual Integration Drives Multisensory Memory Formation

Episodic memory emerges from the integration of diverse sensory inputs embedded within rich
contextual frameworks that span external environments, internal neural states, and temporal
dynamics. These contextual dimensions not only shape the encoding of information but also
critically influence how memories are stored and later retrieved. Understanding how these
layers of context contribute to memory formation is crucial for developing comprehensive
models of memory that more accurately reflect the complexity of real-world experiences.

In daily life, experiences are inherently multisensory as we see, hear, touch, and move
through space in dynamic and temporally unfolding environments. The brain combines these
Co-0ccurring sensory events into cohesive memory representations, a process that goes beyond
sensory integration (Noel et al., 2018; Senkowski & Engel, 2024; van Atteveldt et al., 2014).
Theoretical models such as the Binding of Item and Context (BIC) framework suggest that
episodic memory forms through hippocampal-mediated binding of item-specific and contextual
information (Diana et al., 2007; Ranganath, 2010), while the Context Maintenance and
Retrieval (CMR) model highlights the role of ongoing contextual states in guiding memory
search and retrieval (Polyn et al., 2009). Both models emphasise that context, whether external,
internal, or temporal, is not secondary to memory but is integral to its core mechanisms.

A key distinction in understanding sensory memory processes CoOncerns unisensory versus
multisensory encoding and retrieval. Unisensory processing involves information from a single
modality and typically engages modality-specific cortical areas (e.g., visual or auditory cortex;
(Schroeder & Foxe, 2005; Tan & Hsieh, 2016). While often considered isolated, recent
evidence shows that even primary sensory cortices can be modulated by input from other
modalities (Schroeder & Foxe, 2005; Thunell et al., 2025). Prior multisensory experience can
alter unisensory perception and memory, influencing sensory learning and retrieval dynamics
(Shams et al., 2011; Thelen & Murray, 2013). Unisensory memory traces are often less vivid
and detailed, especially under cognitive load (Junker et al., 2021; Shams & Seitz, 2008), and



retrieval typically involves modality-specific reactivation shaped by previous multisensory
associations (Butler & James, 2011; Han et al., 2022).

In contrast, multisensory processing involves the presentation of stimuli across multiple
modalities, such as pairing an image with sound or tactile information with visual cues. This
process recruits distributed associative networks, including multisensory integration hubs like
the posterior superior temporal sulcus and parietal cortices, which promote the formation of
richer, more redundant memory representations (Duarte et al., 2025; Pecher & Zeelenberg,
2022; Thelen et al., 2015). Empirical findings demonstrate that multisensory encoding
generally enhances memory accuracy, vividness, and resistance to interference, facilitated by
semantic congruency, shared meaning, and cross-modal binding (Lehmann & Murray, 2005;
Yuetal., 2021). These experiences also induce oscillatory activity in theta (~4—7 Hz) and alpha
(~8-12 Hz) bands, coordinating neural communication and timing across sensory channels
(Jensen, 2002; Khader & Rosler, 2011). Importantly, neural signatures of multisensory
encoding are often reactivated during retrieval, even when only one modality is presented,
which highlights the durable cross-modal dependencies established during initial learning (Keil
& Senkowski, 2018; H. Park & Kayser, 2019).

These distinctions, however, are not merely categorical. Unisensory and multisensory
processing exist along a continuum, with the degree of sensory integration influenced by the
richness of external cues, internal neural states, and temporal structure. External context, such
as environmental features, spatial location, and sensory richness, modulates the strength of
binding and the vividness of memories, particularly in naturalistic or immersive environments,
where engagement of perceptual and spatial networks enhances encoding and retrieval (S. S.
Cohen & Parra, 2016; Hendriks et al., 2024). Internal neural states, including oscillatory
rhythms (e.g., theta and alpha), dynamically regulate encoding efficacy by gating sensory
information and facilitating the binding process (Clouter et al., 2017; Hanslmayr et al., 2012).
Temporal context, describing how stimuli are sequenced, synchronised, and arranged, provides
a structural scaffold that supports episodic memories within a coherent timeline, further
strengthening recall and fine-grained reconstruction (Davachi & DuBrow, 2015; Michelmann
et al., 2018). Importantly, these layers of context interact synergistically to create
comprehensive and durable memory traces. Rich multisensory experiences that are embedded
within meaningful external environments, supported by optimal internal neural states, and
structured with temporal regularities tend to produce more vivid and resilient memories than

simple unisensory episodes (Gershman & Daw, 2017). Conversely, unisensory experiences can



benefit from prior multisensory integration, implying that the brain retains cross-modal traces
even in contexts where sensory input is limited at retrieval (Murray et al., 2005; Yu et al., 2021).

In short, multisensory learning not only enhances memory formation but fundamentally
alters how memories are organised and stored. It promotes the creation of contextually richer
representations that span sensory modalities and semantic categories. Retrieval, in turn, is
supported by the reactivation of both item-specific and context-specific features, including the
original modality, order of presentation, and associated sensory cues. As such, episodic memory
is shaped not just by content, but especially by the given context, the structure and state of the
system in which the initial content is embedded in. Open questions, relate to (i) the exact
mechanisms of Contextual Binding in Multisensory Episodic Memory and (ii) the role of
contextual binding in light of different learning demands (implicit/explicit), stimulus contents

(naturalistic/artificial), and temporal scales (e.g. sequences).
1.1.1 Contextual Binding in Multisensory Episodic Memory: Models and Mechanisms

Unlike semantic memory, which encodes abstract knowledge, episodic memory preserves the
details of experiences, including the where, when, and how (Ekstrom & Yonelinas, 2020; M.
W. Howard, 2017; Tulving, 2002). This precision arises from contextual binding, a core
mechanism that links items to the perceptual, emotional, and temporal contexts in which they
occur (Ranganath, 2010; Yonelinas et al., 2019). Successful retrieval depends on the
reinstatement of these bindings, allowing memory systems to reconstruct past experiences
(Diana et al., 2007; M. W. Howard, 2017; Ranganath, 2010).

The BIC model provides a neural framework for understanding how discrete elements of
experience are integrated into coherent memory traces (Diana et al., 2007; Eichenbaum, 2017;
Hunsaker et al., 2013). According to this model, item identity is processed by the perirhinal
cortex, spatial and environmental context by the parahippocampal cortex, and their integration
by the hippocampus. This conjunctive coding enables flexible, relational memory
representations. Complementing this, the CMR model posits that memory relies on a
continually evolving internal context shaped by recent perceptual and cognitive experiences
(M. W. Howard & Kahana, 2002; Polyn et al., 2009). Items are associated with this internal
state during encoding, and reinstating it during retrieval facilitates access to the original
memory trace.

Traditional models emphasised spatial and semantic cues as primary scaffolds for encoding
and recall (Chang et al., 2024; Packard et al., 2017). However, recent evidence highlights the
importance of temporal structure, including the order and timing of events, as a core component
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of contextual binding (Diamond & Levine, 2020; Heuer & Rolfs, 2021; Pu et al., 2022).
Transitions in sensory input can serve as event boundaries, shaping how experiences are
segmented and stored (Clewett et al., 2019; DuBrow & Davachi, 2013; Horner et al., 2016; Van
De Venetal., 2021). The hippocampus plays a central role in encoding these transitions through
temporal binding and compression mechanisms (Ranganath & Hsieh, 2016).

However, it remains unclear whether modality sequences act as contextual characteristics
that are reinstated during retrieval or whether they primarily scaffold associative links at
encoding (Bramao et al., 2022; DuBrow & Davachi, 2016; Gerver et al., 2020; Ritchey et al.,
2013). Growing neuroimaging evidence suggests that retrieval involves the reactivation of
neural patterns that mirror those active during encoding, a process termed neural reinstatement
or pattern completion (Bainbridge et al., 2021; Horner et al., 2015; Kuhl & Chun, 2014; Wing
et al., 2015). EEG and fMRI studies show that this reinstatement is supported by oscillatory
dynamics, particularly in the theta (4—7 Hz) and alpha (8-12 Hz) bands, and involves phase
synchronisation and cross-frequency coupling across hippocampal and frontotemporal circuits
(Friese et al., 2013; Fuentemilla, 2018; Kerrén et al., 2018).

Multisensory integration amplifies these dynamics. It facilitates the formation of complex,
associative networks that interlink sensory, spatial, temporal, and emotional elements into
cohesive episodic structures (Senkowski & Engel, 2024; van Atteveldt et al., 2014). This
interconnectedness enhances memory richness and accessibility, making them more resistant
to interference (Alwashmi et al., 2024; Barutchu et al., 2019; X. Tang et al., 2016). Evidence
from immersive contexts such as Virtual Reality (VR) supports this. Compared to 2D
paradigms, VR enhances the binding and integration of multisensory information through
increased engagement with spatial and contextual features (N. Cooper et al., 2021; Jeong et al.,
2024; Johnsdorf et al., 2023). Such environments recruit hippocampal networks more strongly,
resulting in richer, more vivid episodic memories (Kerrén et al., 2025; Nikolaev et al., 2023,
Ventura et al., 2019).

Importantly, contextual binding operates across multiple dimensions: external context
(e.g., environmental and sensory richness), internal context (e.g., preparatory neural
oscillations), and temporal context (e.g., stimulus sequence and timing). These dimensions
interact during encoding and are reinstated during retrieval, determining not only whether an
event is remembered, but how, whether as an isolated item, a bound association, or a coherent
episode. Crucially, the strength of contextual binding may influence whether a memory remains
implicit or becomes available to conscious awareness. Importantly, contextual binding not only

shapes the content and structure of memory traces but may also influence their accessibility.
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Whether an experience is remembered implicitly or explicitly may depend on how strongly
contextual features are encoded and reinstated. This leads to a key question: Under what
conditions does passive exposure to multisensory input yield implicit knowledge, and when

does it lead to explicit retrieval and awareness?

1.1.2. Learning Type: From Implicit Exposure to Explicit Awareness Through Contextual

Binding

Episodic memory formation does not always rely on conscious intent (Cleeremans et al., 1998;
Reber & Squire, 1994; Williams, 2005). Instead, learning can emerge along a continuum, from
passive, unconscious acquisition to active, deliberate encoding, commonly referred to as
implicit and explicit learning. Though these learning types are often studied separately, recent
research shows that they may lie on a continuum, and that contextual factors can shape how
and when implicit knowledge becomes explicitly accessible (Esser et al., 2022; Goujon et al.,
2014; Rose et al., 2010; Wessel et al., 2012). While traditionally treated as distinct (DeKeyser,
2003; Seger, 1994), accumulating evidence suggests that these learning modes engage
overlapping but functionally differentiated neural systems and can dynamically interact,
depending on contextual factors (Sun et al., 2005; Willingham & Goedert-Eschmann, 1999; J.
Yang & Li, 2012).

Implicit learning refers to the incidental acquisition of environmental regularities without
conscious awareness (Forkstam & Petersson, 2005; Frensch & Runger, 2003). In contrast,
explicit learning is typically associated with focused attention and deliberate encoding
strategies, often resulting in declarative memory traces (Eichenbaum, 1997; Kirkhart, 2001).
However, explicit knowledge can also emerge during incidental learning, particularly when
learners become aware of patterns or regularities during the task (Clos et al., 2018; Gabay et
al., 2023; Weinberger & Green, 2022). Neuroimaging and electrophysiological studies
demonstrate that implicit and explicit learning are supported by distinct but partially
overlapping brain networks. These networks differ in their connectivity and regional
involvement, but also share some core structures, reflecting the complex interplay between
conscious and unconscious learning processes (Destrebecqz et al., 2005; Loonis et al., 2017; J.
Yang & Li, 2012). Implicit learning engages a frontal—striatal network, particularly the striatum,
and is associated with increased theta-band synchrony during early learning phases (Batterink
et al., 2019; M. X. Cohen, 2011; Destrebecqz et al., 2005; J. Yang & Li, 2012). In contrast,
explicit learning recruits a broader network including the insula, medial prefrontal cortex, and
ventrolateral prefrontal cortex, with greater involvement of alpha/beta-band synchrony during
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encoding (Loonis etal., 2017; Rameson et al., 2010; J. Yang & Li, 2012). These patterns suggest
that implicit learning reflects automatic, low-resource acquisition, while explicit learning
requires attention, working memory, and cognitive control. This distinction is also evident in
oscillatory dynamics: while theta activity typically dominates during statistical learning and
early-stage pattern acquisition (Colgin, 2013; Feng et al., 2015; Herweg et al., 2020), alpha and
beta synchrony increase as learning becomes explicit and rule-based (Brincat & Miller, 2015;
Buschman et al., 2012).

Notably, the transition from implicit to explicit learning appears to be modulated by
contextual features, including stimulus complexity, environmental richness, task structure, and
cognitive load (Ayala & Henriques, 2021; Bond & Taylor, 2015; Goujon et al., 2015).
Environmental richness increases attentional engagement and emotional salience, enhancing
the chances that implicitly learned regularities reach awareness (Chun & Jiang, 1999; Duncan
et al., 2025; Zhao et al., 2013). Temporal structure and sensory modality order can act as
contextual scaffolds, helping to organise information into episodic representations that support
explicit retrieval (Diamond & Levine, 2020; Sadeh & Moscovitch, 2024; Stern et al., 2020).
Even neural context, such as the pre-stimulus alpha state, can influence whether upcoming
information is encoded implicitly or explicitly by modulating attentional preparation and
sensory gating (Fell et al., 2011; Ostrowski & Rose, 2024; Zazio et al., 2022). Furthermore,
cognitive load can modulate the interplay between implicit and explicit learning. Under high
load, individuals may default to implicit strategies (Schnotz & Kiirschner, 2007; Wierzchon &
Derda, 2019). However, particular task demands, such as semantic conflict or divided attention,
can trigger explicit shifts, reflected in increased alpha activity and engagement of prefrontal
control systems (Ji et al., 2017; Qu et al., 2021). So indeed, the transformation from implicit
exposure to explicit memory is particularly sensitive to contextual features.

Importantly, these systems do not function in isolation. Dual-process models propose that
implicit and explicit systems operate in parallel and can influence one another depending on
task demands, attentional state, and contextual cues (Evans, 2008; Sun et al., 2005; Willingham
& Goedert-Eschmann, 1999). Explicit awareness may facilitate or disrupt implicit learning,
depending on the timing and nature of task demands (Kerz et al., 2017; Song et al., 2007).
Conversely, implicit learning may lay the foundation for later explicit access, particularly when
the learning context supports prediction, structure, and attentional engagement (Weinberger &
Green, 2022). A key mechanism linking these systems is contextual binding, the process by
which perceptual, temporal, and emotional features are encoded alongside item information to

form a unified memory trace (Jiménez et al., 2006; Weinberger & Green, 2022). Whether an
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implicitly learned association becomes accessible for explicit recall may depend on how richly
it is embedded within a contextual framework (Goujon et al., 2015).

In the context of multisensory learning, this dynamic relationship becomes especially
important. Many multisensory associations, such as audiovisual sequences, are first learned
implicitly through passive exposure. However, when contextual features such as environmental
richness or modality sequence are present, these associations are more likely to become
explicitly accessible at retrieval (D. M. Smith et al., 2022; Stern et al., 2020; Zhang et al., 2018).
For example, semantically congruent audiovisual stimuli can accelerate unisensory retrieval,
suggesting that multisensory context at encoding supports explicit memory performance, even
when only one modality is tested later (Murray et al., 2004; Yu et al., 2021). Thus, the transition
from implicit exposure to explicit memory is not fixed, but context-dependent, shaped by
sensory richness, temporal structure, neural preparation, and task demands (Mulligan, 2011;
Parker et al., 2007). These findings underscore that contextual binding is not only a mechanism
of memory organisation but also a determinant of memory accessibility. Whether an experience
remains unconscious or gets available for conscious recall may depend on how strongly it is

embedded within, and reinstated by, its contextual features.
1.1.3 Stimulus Type: Naturalistic vs. Artificial Inputs in Contextual Binding

The nature of the stimuli used during learning, whether naturalistic (e.g., faces, scenes,
narratives) or artificial (e.g., abstract shapes, meaningless sounds, or unrelated word lists),
profoundly influences how memory traces are formed and organised (Jaaskeldinen et al., 2021,
Virk et al., 2024). This distinction reflects not only the perceptual and semantic richness of the
input but also its ability to engage in contextual binding mechanisms across sensory, spatial,
temporal, and emotional dimensions (Pooja et al., 2024; Robertson, 2003; Yonelinas et al.,
2019). Naturalistic stimuli more closely resemble everyday experiences and tend to evoke
stronger emotional responses, activate pre-existing semantic schemas, and facilitate the
formation of coherent event representations embedded in spatiotemporal contexts (Jaaskeldinen
et al., 2021; Nanni-Zepeda et al., 2024; Saarimaki, 2021). Conversely, artificial stimuli provide
experimental precision by minimising confounding variables but generally lack the multimodal
complexity and semantic depth characteristic of real-world memory encoding (Mudrik et al.,
2024; Parsons, 2015; Waskom et al., 2019).

These differences in stimulus type are reflected in the neural dynamics of encoding and
retrieval. Neuroimaging and electrophysiological studies have demonstrated that naturalistic
stimuli provoke stronger and more widespread oscillatory responses, including enhanced theta—
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gamma coupling and alpha suppression, especially in hippocampal—prefrontal—parietal circuits
involved in associative binding and contextual integration (Griffiths et al., 2021; Karakas, 2020;
Kota et al., 2020; Zhu et al., 2020). These oscillatory patterns are believed to underpin
mechanisms that support segmenting continuous experience and organising complex
multimodal inputs into cohesive memory traces. In fMRI studies, the encoding of naturalistic
content correlates with increased activity in a distributed network, including the hippocampus,
parahippocampal place area (PPA), retrosplenial cortex (RSC), and ventromedial prefrontal
cortex (vmPFC), regions involved in spatial navigation, schema-based encoding, and episodic
simulation (Barnett et al., 2024; Hebscher et al., 2021; Khosla et al., 2021). During retrieval,
these regions often show content-specific reinstatement, providing a neural basis for the
vividness and structural coherence of naturalistic memories (Nyberg et al., 2000; Staudigl &
Hanslmayr, 2019; Wing et al., 2015; Xiao et al., 2017). Conversely, artificial stimuli tend to
engage domain-general cognitive control processes, such as those mediated by the lateral
prefrontal cortex, and rely on effortful, strategy-based encoding (Hodgson et al., 2024;
Panichello & Buschman, 2021). Although these designs allow precise manipulation of task
parameters, they may underrepresent the distributed and integrative processes characterising
episodic memory in natural settings. Importantly, electrophysiological evidence indicates that
mechanisms like hippocampal theta synchronisation, alpha suppression, and theta—gamma
coupling are more robust and better predict later memory success when participants encode
naturalistic content (Chanaz et al., 2023; Kragel et al., 2020; Lega et al., 2016; Murray et al.,
2016).

The use of naturalistic versus artificial stimuli is therefore not merely a methodological
choice but a factor that fundamentally alters the dynamics of memory formation and retrieval.
Stimulus type determines not only which brain regions and oscillatory mechanisms are recruited
but also how richly and flexibly information is embedded within a broader contextual
framework. Consequently, the ecological validity of memory studies and their relevance to
everyday cognitive functioning depend critically on whether the employed stimuli support the

multidimensional binding processes that underlie episodic memory.
1.1.4 Sequences: Temporal Structure as Contextual Framework

Temporal structure is a fundamental dimension of episodic memory that supports the
integration of what, where, and when into coherent representations of past experiences
(Eichenbaum et al., 2012; C. Liu et al., 2022; Torres-Morales & Cansino, 2024). This scaffold
becomes particularly intricate when events unfold across multiple sensory modalities, as is
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frequently the case in real-world environments. In such multisensory contexts, the temporal
order of incoming information, whether auditory, visual, or crossmodal, serves not only as a
passive timeline but as an active contextual framework that enhances encoding, chunking, and
later retrieval.

Sequential learning mechanisms have long been recognised for their role in organising
information into temporally structured memory traces (Farrell, 2012; M. D. Howard et al.,
2022). Within episodic memory, these mechanisms enable the association of temporally
adjacent elements, facilitating the formation of coherent sequences that reflect the temporal
dynamics of experience (DuBrow & Davachi, 2016; Heusser et al., 2018; Sols et al., 2017).
When sequences span across modalities, such as hearing a sound followed by seeing a related
image, temporal structure becomes a binding feature that links otherwise discrete sensory inputs
(Kayser & Logothetis, 2007). Behavioural studies suggest that such crossmodal sequences
enhance memory formation, particularly when sensory features are semantically congruent and
temporally predictable, as they promote chunking and facilitate the construction of meaningful
associative units (Akyurek et al., 2017; Fonollosa et al., 2015; Wu et al., 2023). From a
contextual binding perspective, the order of modality presentation itself may constitute a salient
feature of the episodic trace. For instance, experiencing an auditory-visual (AV) sequence
versus a visual-auditory (VA) sequence, even with identical content, may lead to distinct
temporal and contextual imprints. While traditional memory research has focused extensively
on temporal order effects within a single sensory modality, the question of how modality order
is encoded, and whether it is reinstated during retrieval, remains largely unexplored.

Neurophysiological studies provide converging evidence that oscillatory dynamics play a
key role in the encoding and retrieval of sequential information. Theta oscillations (4—7 Hz),
particularly in hippocampal and frontotemporal circuits, are associated with the temporal
organization of events and are enhanced during sequential learning in both unimodal and
multisensory contexts (Benchenane et al., 2010; Gruber et al., 2018; Siapas et al., 2005; Su et
al., 2024). These rhythms facilitate the temporal binding of information across time and
modality. Moreover, theta—gamma coupling is proposed to provide a temporal coding scheme
that supports the segmentation of continuous input into discrete memory units (Heusser et al.,
2016; Ursino et al., 2023; Ursino & Pirazzini, 2024). Simultaneously, alpha (8-12 Hz) and beta
(13-30 Hz) desynchronization during sequential encoding reflect anticipatory attention and the
processing of temporal regularities, consistent with the principles of predictive coding (Bastos
et al., 2020; Bauer et al., 2014; Capotosto et al., 2017; Strube et al., 2021).
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Functional neuroimaging complements this electrophysiological perspective by
demonstrating that the encoding of temporally structured, multisensory information engages a
distributed network of brain regions. The medial temporal lobe, and particularly the
hippocampus, supports the integration of content with its temporal context, while prefrontal
regions contribute to the strategic organization and maintenance of sequences in working
memory (DuBrow & Davachi, 2014; Eichenbaum et al., 2012; Lehn et al., 2009; Libby et al.,
2014). Multisensory integration areas, such as the superior temporal sulcus (STS) and
intraparietal sulcus (IPS), are involved in aligning temporally congruent features across
modalities (Beauchamp et al., 2010; Calvert et al., 2001; Straube et al., 2018).

Together, these results suggest that temporal structure in multisensory learning is not a
passive timeline, but an active representation of context, one that supports encoding, retrieval,
and the reactivation of episodic details. These findings align with the view that contextual
binding is a multi-dimensional process, incorporating temporal, sensory, and neural states into
the memory trace. While unimodal research has explored temporal context reinstatement
(DuBrow & Davachi, 2016), the role of modality order reinstatement in multisensory memory
remains elusive: Is the order of sensory modalities encoded as part of the contextual

representation and later reinstated during retrieval?
1.2. Reactivating the Past: Neural Signature of Context Reinstatement

A central mechanism by which episodic memories are retrieved is neural reinstatement, the
reactivation of brain activity patterns that resemble those present during the original encoding
episode (Kragel et al., 2021; Rau et al., 2025; Staresina et al., 2012). This reinstatement process
enables the brain to reconstruct not only the content of a memory but also its associated
contextual features, such as spatial location, sensory modality, emotional tone, and temporal
structure (Hennings et al., 2020; Manning et al., 2011; Schechtman et al., 2023). Reinstatement
has thus been widely regarded as a neurobiological basis for pattern completion, wherein partial
cues at retrieval trigger the reconstruction of a more complete memory representation (Danker
et al., 2011; Norman & O’Reilly, 2003; Ritchey et al., 2013). This notion is consistent with
theories of hippocampal indexing and content-addressable memory systems, which propose that
episodic retrieval relies on the reactivation of patterns originally formed during encoding
(Heinbockel et al., 2024; Horner et al., 2015; Staresina et al., 2012, 2016; Tompary et al., 2016).
Oscillatory dynamics have emerged as a key mechanism supporting reinstatement. Low-
frequency rhythms, particularly in the theta (47 Hz) and alpha (8-12 Hz) bands, play a critical
role in coordinating the retrieval of temporally structured and contextually rich information
12



across widespread neural networks (Menesse & Torres, 2024). Theta oscillations have been
implicated in the temporal organisation of memory and the reactivation of sequential elements,
reflecting interactions between the hippocampus and prefrontal cortex that support retrieval
structure (Heinbockel et al., 2022; Kerren et al., 2018; Schreiner et al., 2018; Shahbaba et al.,
2022). Alpha desynchronization, by contrast, has been linked to attentional orienting during
memory retrieval, facilitating access to relevant memory traces while inhibiting interference
from irrelevant information (Erickson et al., 2019; Gould et al., 2011; Poch et al., 2014). These
oscillatory mechanisms enable dynamic routing of information during recall and are thought to
enhance the precision and efficiency of the reinstatement process.

Multivariate pattern analysis (MVPA) of EEG and fMRI data has further shown that
reinstated neural patterns can be used to decode specific features of the original memory
(Johnson et al., 2009; Rissman & Wagner, 2012). Such patterns can reflect specific perceptual
features, such as visual stimulus category or location, as well as higher-order contextual
dimensions, including the temporal order of events or the sensory modality involved (Ashton
et al., 2022; Bone et al., 2020; Lifanov-Carr et al., 2024; Peelen & Downing, 2023). This
suggests that reinstatement is not a unitary process but operates at multiple representational
levels, engaging both early sensory regions and higher-order associative networks (Pacheco
Estefan et al., 2019; Rau et al., 2025). For instance, content-specific reinstatement has been
observed in early visual areas, while broader contextual features are reactivated in parietal and
medial temporal structures, including the angular gyrus, precuneus, and hippocampus
(Baldassano et al., 2017; Clarke et al., 2022; Hebscher et al., 2019; Sabo & Schneider, 2022).
Importantly, reinstatement does not always reflect a perfect replay of encoding activity. Instead,
memory retrieval is increasingly understood as a reconstructive process shaped by task
demands, attentional focus, and prior knowledge (Linde-Domingo et al., 2019; Xiao et al.,
2017). Reinstated activity patterns may be transformed relative to their original state, supporting
the flexible use of memory for current goals (Brainerd et al., 2002; Lohnas et al., 2018; Xue,
2022). This constructive view of memory aligns with predictive coding frameworks, in which
top-down signals generated during retrieval interact with stored memory representations to
generate a most likely reconstruction of past events (Barron et al., 2020; M. Tang et al., 2023).
Thus, the process of reinstating neural patterns involves not only reactivating what has been

encoded, but dynamically reassembling contextual features to support episodic remembering.
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1.3. Enhancing Multisensory Memory: Enrichment, Entrainment and Sequence Structure

While cognitive neuroscience has made significant progress in identifying neural correlates of
memory encoding and retrieval, much of this work has remained correlational, often relying on
occurring variations in neural or behavioural data. To truly understand how memory is shaped
by context and how it can be optimised for learning, experimental approaches that
systematically manipulate contextual features are essential. Such methods enable the direct
investigation of mechanisms underlying contextual binding and establish causal relationships
between specific factors and memory performance.

Research in cognitive neuroscience and education has long emphasised the role of
contextual reinstatement in memory performance (Bramao et al., 2017; Manning et al., 2011,
Staudigl et al., 2015). Environments rich in spatial, perceptual, and affective features can serve
as effective contextual cues, becoming integrated into the memory trace and later facilitating
retrieval (Johansson & Johansson, 2014; Lifanov-Carr et al., 2024). Multisensory richness has
been shown to enhance attentional engagement, emotional involvement, and memory encoding
depth, particularly when environments provide realistic, spatially coherent, and perceptually
immersive experiences (Krokos et al., 2019; Parsons, 2015; Repetto et al., 2016).

VR provides a valuable experimental tool for creating such environments, enabling
researchers to present controllable, naturalistic learning contexts that simulate real-world
experiences while maintaining experimental precision (Bohil et al., 2011; Parsons, 2015).
Crucially, VR enables embodied interaction, spatial navigation, and crossmodal sensory
convergence (Bhowmik, 2024; Biocca et al., 2001). These are all factors known to support
deeper encoding through increased engagement of perceptual and mnemonic systems (Krokos
et al., 2019). These behavioural effects are consistent with evidence from research on
environmental enrichment, which shows that enriched settings can enhance neuroplasticity and
hippocampal neurogenesis, increase dendritic complexity, and promote the expression of
neurotrophic factors related to learning and memory (Kempermann, 2019; Young et al., 1999).
Moreover, enriched environments influence multiple systems of behavioural control, including
sensory processing, motivational regulation, and motor activity, and can reduce conditioned
fear and facilitate adaptive learning (Grigoryan, 2023). This empirical foundation motivates the
enriched environment hypothesis developed later in this thesis, which proposes that sensory and
contextual richness systematically improves memory performance by enhancing contextual

binding mechanisms.
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As contextual binding is a core mechanism of episodic memory, it could be modulated,
enhanced or impaired by changes in environmental stimulation (Petrucci et al., 2025; Vedder
et al., 2015), preparatory brain states (Hebscher & Voss, 2020; Medvedeva et al., 2019), and
the temporal structure of experience (Waldhauser et al., 2016). Each of these domains
corresponds to a different layer of context: external, internal, and temporal. Understanding how
these layers can be optimised offers powerful leverage for enhancing real-world learning and
memory performance. The brain's oscillatory dynamics reflect and regulate attentional,
perceptual, and mnemonic functions. Theta (3-7 Hz) and alpha (8-12 Hz) rhythms are
especially important in episodic memory, associated with temporal integration and attentional
gating, respectively (Benchenane et al., 2011; Cruz et al., 2025; van Ede, 2018). Pre-stimulus
oscillatory states, the neural rhythms present before an event begins, can bias encoding success
(Guderian et al., 2009; Ostrowski & Rose, 2024; Scholz et al., 2017; Sweeney-Reed et al.,
2016). Higher alpha power is linked to enhanced top-down filtering (Klimesch et al., 2010;
Magosso & Borra, 2024; Scholz et al., 2021), while theta supports episodic binding during
stimulus processing (Griffiths et al., 2021; Herweg et al., 2020; Koster et al., 2018; Nyhus &
Curran, 2010).

Temporal structure is a defining feature of episodic memory. The order in which stimuli
appear, especially across sensory modalities (e.g., AV vs. VA), may itself become encoded as
a contextual feature (Baldassano et al., 2017; Davachi & DuBrow, 2015). Although much
research has focused on event order within a single modality, the temporal order of multisensory
input remains underexplored as a context cue. The process of contextual binding, which
involves linking items with their associated features such as location, time, or modality, is an
essential mechanism in associative and episodic memory (Ranganath, 2010; Yonelinas et al.,
2019). This binding process is thought to rely on interactions between the hippocampus, which
supports integration across temporal and spatial gaps, and the prefrontal cortex, which
contributes strategic and organisational processes (Eichenbaum, 2017; Place et al., 2016;
Preston & Eichenbaum, 2013; Staresina & Davachi, 2009). Recognising that contextual binding
is modifiable has important implications. In educational contexts, enriched sensory
environments (Clemenson & Stark, 2015; H. Wang et al., 2020) or oscillatory stimulation could
improve learning and retention (ten Oever et al., 2020). In clinical populations such as ageing
adults or patients with memory disorders, targeted interventions may support associative
binding by enhancing specific contextual features during learning (Hwang et al., 2024; H.-L.

Yang et al., 2018). More broadly, this research highlights the importance of designing memory
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studies and memory-enhancing interventions that move beyond unimodal, static paradigms and
instead reflect the complex, dynamic, and multisensory nature of real-world experiences.
Together, these three empirical aspects - enriched sensory environments, rhythmic
entrainment, and modality sequence structure - highlight how contextual binding is not fixed
but dynamic. They demonstrate that memory can be enhanced through the synchronisation of
brain state, environmental richness, and temporal structure, each contributing to more robust
encoding and accessible retrieval. This framework provides a new view for understanding how
and when episodic memories form, emphasizing the importance of studying contextual binding
across levels, not only within items, but across neural states and perceptual timelines. These
findings lay the groundwork for the central research questions of this thesis: How do external,

internal, and temporal context features interact to shape multisensory episodic memory?
1.4. Research scope and aim

Despite decades of research on episodic memory, fundamental questions remain about how
memories are formed and retrieved in the multisensory, temporally structured, and context-rich
environments that characterise real-world experiences. So far, most experimental paradigms in
memory research have relied on static, unimodal stimuli presented under tightly controlled
laboratory conditions, offering critical but limited insights into underlying mechanisms. These
simplified designs often overlook how context, both external and internal, as well as temporal
factors, actively shape the structure of memory traces and how memory operates in the dynamic
environments of everyday life. This thesis addresses three gaps in the literature. First, context
is often treated as an extraneous background variable rather than a mechanistic component of
memory encoding and retrieval. Although theories such as encoding specificity and context-
dependent memory acknowledge contextual effects, they typically frame context as a static cue
for recall rather than as an integral, dynamic feature of the memory trace itself. This
underestimates the roles that environmental richness, internal brain states, and temporal
structure play in shaping memory formation during encoding and memory access at retrieval.
Second, while multisensory memory research has shown that learning involving multiple
sensory modalities enhances memory performance, few studies have integrated these
behavioural effects with their neural underpinnings. There is a lack of frameworks that
explicitly link external sensory context, internal oscillatory dynamics, and temporal stimulus
structure as mutually reinforcing dimensions of contextual binding. Without this integration,
our understanding of how memory emerges from the interaction of brain, body, and
environment remains incomplete. Third, memory research continues to be primarily conducted
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in artificial, decontextualized settings, although real-world memories are multisensory,
spatially situated, and embedded in time. The potential of enriched, immersive environments,
such as VR, to enhance memory via increased contextual engagement is underexplored,
especially in combination with neural or temporal manipulations.

The primary aim of this thesis is to uncover mechanisms of contextual binding in
multisensory associative memory. Specifically, it examines how three core dimensions of
context — external, internal, and temporal — impact the processes of memory formation and
retrieval. External context pertains to the sensory and environmental richness of the learning
environment, such as immersive virtual reality versus conventional 2D screen-based settings.
Internal context refers to the preparatory neural oscillatory state prior to encoding, exemplified
by alpha and theta entrainment. Temporal context refers to the structural sequence of modality
presentation, such as the auditory-visual versus visual-auditory order. Investigating these
dimensions across three empirical studies, the research employs immersive technologies, EEG
time-frequency analyses, and multivariate pattern classification techniques.

The first study focused on whether immersive virtual reality environments enhance explicit
memory for incidental multisensory associations compared to traditional screen-based settings.
This approach tests the hypothesis that a richly immersive environment facilitates the
transformation of implicit regularities into explicit memory by strengthening contextual binding
mechanisms. The second study examines how pre-stimulus sensory entrainment at alpha, theta,
or arrhythmic frequencies modulates the internal neural state prior to encoding. By
manipulating oscillatory activity, the study aims to determine whether alpha- or theta-band
oscillations support crossmodal associative encoding, possibly through attentional gating or
temporal structure. The third study investigates whether the temporal order of crossmodal
stimuli, such as auditory-visual versus visual-auditory, serves as an implicit contextual cue that
is encoded and reinstated during recognition. Across these investigations, neural reinstatement
serves as a key marker of contextual binding, reflecting how the brain retrieves not only the
content of an event but also the where, when, and sensory or neural contexts in which it was
encoded. Together, these studies aim to advance our understanding of the dynamic interplay
between external environment, internal neural states, and structural temporal features in shaping

episodic memories within naturalistic settings.
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2. Experimental studies
2.1. Study I: VR environments enhance the shift from implicit to explicit learning
2.1.1. Background

The transition from implicit to explicit memory is a fundamental but underexplored aspect of
episodic learning, especially in multisensory, naturalistic environments. Most memory studies
employ unimodal stimuli and artificial laboratory settings, which may underrepresent the
mechanisms that govern memory formation in everyday life. The environmental context,
including its multisensory richness, spatial structure, and affective properties, may play a
crucial role in promoting explicit awareness of associative regularities during incidental
learning (Goujon et al., 2014; S. M. Smith & Vela, 2001). Drawing on theories of contextual
binding, predictive coding, and the enriched environment hypothesis, this study tested whether
encoding in an immersive, multisensory virtual reality (VR) environment facilitates the
emergence of explicit memory compared to a traditional 2D screen setting. Prior literature
suggests that environmental richness enhances attention, motivation, and memory performance,
particularly for episodic and associative memory (Clemenson & Stark, 2015; Krokos et al.,
2019; Makowski et al., 2017). However, it remains unclear whether such enrichment affects the
transition from implicit to explicit knowledge, especially in tasks where learning is not goal-

directed.
2.1.2. Methods

A total of 102 participants were recruited and assigned to either an immersive VR group or one
of two 2D screen-based groups (non-enriched; PC-short and PC-long). The study employed a
between-subjects design with the learning environment (VR vs. a 2D screen) served as the main
manipulation. Participants engaged in an incidental sequential association learning task, during
which four sound-image pairs were presented in a fixed, sequential order across multiple
repeated blocks. Importantly, participants were not informed about the associative nature of the
task; their only instruction was to attend to the stimuli, allowing for the investigation of
naturalistic encoding processes. Memory performance was assessed after the learning phase
through several measures, including a completion task in which participants identified the
correct sound—image pairs, a free recall task to evaluate spontaneous retrieval, and confidence

ratings to distinguish explicit from implicit responses. To further capture participants’
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subjective experiences, stimulus ratings, such as pleasantness and realism, were collected,

providing insights into perceived environmental richness and immersion.
2.1.3. Results

The results demonstrated that although the total number of learned sequence pairs did not differ
significantly between groups, the quality of memory, specifically, the degree of explicit access,
was significantly enhanced in the VR condition. Participants in the VR environment recalled a
greater proportion of pairs with high confidence in both the completion task and the free recall,
particularly when compared to the 2D PC-long condition. This selective enhancement of
explicit memory suggests that the immersive, perceptually enriched VR context facilitated
deeper encoding and stronger conscious access to learned associations. Importantly, these
effects could not be attributed to differences in stimulus exposure or subjective stimulus
salience, as there were no significant differences in overall stimulus ratings between conditions.
Furthermore, ANCOVA analyses confirmed that the observed interaction between environment
and memory type remained robust when controlling for stimulus ratings. These findings
highlight that the environmental richness of VR can improve the accessibility and awareness of
incidentally learned multisensory associations, an effect with important implications for

understanding how contextual embedding supports explicit memory formation.
2.1.4. Conclusion

The study demonstrates that environmental enrichment, operationalised via immersive virtual
reality, enhances the emergence of explicit memory in an incidental multisensory sequential-
association learning task. Importantly, these effects occurred without explicit memorisation
instructions, suggesting that enriched environments may facilitate spontaneous awareness of
regularities through increased attentional engagement, emotional salience, and context binding.
The findings support the view that external context is not a passive backdrop, but an active
component of the memory trace. They also challenge accounts that attribute learning
improvements solely to stimulus fluency or exposure repetition. Instead, enrichment may
promote the transition from implicit to explicit learning by enhancing the salience of prediction
errors or increasing cognitive resources available for binding across modalities. By anchoring
memory formation in realistic, multisensory environments, this study contributes to a more
ecologically valid understanding of how episodic memories emerge in everyday life. It also

provides the first layer of support for the broader thesis claim: that external, internal, and
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temporal contexts each play a critical role in contextual binding within multisensory episodic

memory.
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Figure 1. Task and memory performance Study I. (A) Left shows the task for the 2D with alternating
visual squares and auditory tones in short (260 trials) and long (520 trials) versions. Right shows the VR
task with immersive landscapes and tones. (B) Completion task performance by Learning-Type
(implicit, explicit) and Condition (VR, 2D-short, 2D-long); lines indicate group means with SEM. (C)
Proportion of learned associations (%) across all applications, with SEM error bars.

2.2. Study II: Pre-Stimulus Entrainment Dissociates the Roles of Oscillations in Crossmodal
Associative Memory Formation

2.2.1. Background

While the external environment shapes memory encoding, the brain’s internal neural state,
particularly oscillatory activity, plays a crucial role. Alpha (8-12 Hz) and theta (3—7 Hz)
rhythms have been consistently linked to episodic memory, with theta supporting associative
binding and temporal sequencing, and alpha indexing attentional filtering and preparation to
encode (Herweg et al., 2020; Klimesch et al., 2010; Waldhauser et al., 2012). Recent evidence

suggests that oscillatory dynamics prior to stimulus onset can bias encoding outcomes,
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especially in crossmodal tasks (Fell et al., 2011; Guderian et al., 2009; Otten et al., 2010).
However, most findings are correlational. To test causality, sensory entrainment provides a non-
invasive method for modulating endogenous rhythms through rhythmic visual stimulation. We
hypothesised that visual flicker would successfully entrain neural oscillations and that both
theta and alpha entrainment would improve memory performance compared to arrhythmic
controls. We further expected differential effects between theta and alpha conditions, and

overall enhancement relative to a no-entrainment baseline.
2.2.2. Methods

A total of 150 participants were randomly assigned to one of four between-subjects entrainment
conditions: Theta (5 Hz), Alpha (9 Hz), arrhythmic control (phase-scrambled stimulation), or a
no-entrainment (NE). Participants performed a Subsequent Memory Effects (SME) task, in
which simultaneously presented auditory—visual stimulus pairs were encoded. Each trial was
preceded by a 2-second visual flicker stimulus designed to entrain brain oscillations at the
assigned frequency. Entrainment was presented via centrally flickering naturalistic images.
EEG was recorded throughout the session, including both the encoding and recognition phases,
to assess entrainment success and to analyse pre-stimulus spectral power differences across
conditions. After encoding, participants completed a brief intermission task to prevent recency
effects and to reorient attention. Memory performance was then assessed using an old/new
recognition task with previously studied and novel audiovisual pairs. Behavioural outcomes
were analysed using recognition accuracy and signal detection measures (d’). Bayesian
statistical methods were employed to examine differences in memory performance and pre-

stimulus brain activity across entrainment conditions.
2.2.3. Results

Time—frequency analyses confirmed successful frequency-specific entrainment during the pre-
stimulus interval. Participants in the theta condition exhibited significantly increased power in
the 3—7 Hz range throughout the late entrainment period, while the alpha condition showed
elevated power in the 6-10 Hz range across the entire pre-stimulus window. These effects were
absent post-stimulus and were spatially centered over occipital and parieto-occipital electrodes,
indicating frequency-specific modulation of neural activity by rhythmic visual stimulation.
Comparisons with both the control and NE groups confirmed that entrainment selectively
enhanced power at the targeted frequencies. Behaviourally, the alpha entrainment group

demonstrated significantly better memory performance, as indexed by higher d’ scores and hit
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rates, compared to the control group. This effect was not accompanied by an increase in false
alarms, supporting the interpretation that alpha entrainment enhanced associative memory
encoding. In contrast, theta entrainment did not differ significantly from the control or alpha
conditions, with Bayes factors indicating weak support for the null hypothesis. Ratings of
attention and fatigue changed across the experiment but did not differ between conditions,

suggesting that differences in subjective task engagement did not drive the memory effects.
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Figure 2. Effects of neural entrainment on recognition memory. (A) Left shows mean oscillatory power
changes (£1 Hz, 5 Hz and 9 Hz bands) relative to baseline for each participant; black error bars indicate
SEM. Right displays average power time courses across the trial period for each group, with SEM
shading. All data are from occipital electrodes (O1, 02, Oz). Vertical lines mark stimulus onset and
presentation windows. (B) Mean sensitivity index (d’) with SEM across the three entrainment
conditions. (C) Trial rates of hits and false alarms across individuals for each group, with SEM error

bars.
2.2.4. Conclusion

This study demonstrates that pre-stimulus alpha entrainment enhances crossmodal associative
memory, likely by modulating attentional preparation and sensory gating mechanisms prior to

stimulus presentation. In contrast, theta entrainment did not improve performance, suggesting
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that theta-related memory benefits may rely more on online, stimulus-bound dynamics than on
preparatory brain states. These findings support the growing view that pre-stimulus oscillatory
dynamics shape encoding quality (Ostrowski & Rose, 2024; Zazio et al., 2022) and can be
modulated causally through rhythmic sensory input (Koster et al., 2019; D. Wang, 2024). They
also emphasise the importance of timing specificity in entrainment studies: while alpha may act
as a preparatory gatekeeper, theta may support binding during or after stimulus presentation.
The results provide converging neural and behavioural evidence for the role of internal brain
states as a layer of contextual binding in episodic memory. They suggest that preparatory alpha
activity facilitates the binding of crossmodal associations, particularly under conditions of low
semantic congruency. By using entrainment to manipulate internal context at encoding, this
study complements the findings of Study 1 on external context. It sets the stage for Study 3,
which investigates how temporal structure, in particular, the order of sensory modalities, is

encoded and reinstated as a context feature during retrieval.

2.3. Study Il1I: The order of multisensory associative sequences is reinstated as context-feature

during recognition
2.3.1. Background

Temporal structure is a core component of episodic memory, supporting the binding of events
into coherent sequences and enabling the brain to reconstruct not only what happened, but also
in what order (Clewett & Davachi, 2017). While extensive research has examined the temporal
context in unimodal memory tasks, the role of modality sequence order, i.e. the specific order
in which multisensory stimuli are presented (e.g., auditory-visual vs. visual-auditory), remains
underexplored. Multisensory episodic memory typically involves asynchronous and sequential
input. Modality order may thus act as a temporal context feature, shaping how the brain encodes
and later reconstructs multisensory experiences (Bramdo et al., 2017; DuBrow & Davachi,
2014; Kim & Lee, 2023). However, it is unclear whether this order is stored as part of the
memory trace and whether it is reinstated during retrieval, a key mechanism of pattern
completion in contextual binding models. To address this gap, this study investigated whether
the sequence of sensory modalities during encoding is neuronally reinstated at recognition, even
when perceptual cues about the order are absent. By using EEG and multivariate pattern
analysis (MVPA), this study tested whether modality sequence functions as a retrievable
contextual tag, supporting the broader thesis aim that temporal structure contributes to

contextual binding in multisensory memory.
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2.3.2. Methods

Thirty-two participants were tested in a subsequent memory paradigm, in which they encoded
audiovisual stimulus pairs presented sequentially in one of two fixed modality orders: auditory—
visual (AV) or visual-auditory (VA). This temporal sequence served as the critical
experimental manipulation. During the recognition phase, all stimulus pairs were presented
simultaneously to eliminate perceptual cues about their original order, and participants
completed an old/new recognition task. EEG data were recorded continuously during both
encoding and recognition. Time—frequency decomposition was applied to examine oscillatory
dynamics across the frequency spectrum of 1 to 40 Hz. MVPA classifiers were trained to
distinguish between AV and VA encoding trials based on EEG patterns and subsequently tested
on EEG data during recognition to assess neural reinstatement of the original modality order.

2.3.3. Results

Behavioural analysis showed that recognition accuracy did not significantly differ between the
AV and VA sequences, ruling out potential performance confounds related to sequence order.
MVPA analysis of EEG data revealed that the encoding order (AV vs. VA) could be
successfully decoded from neural activity during recognition, particularly within the theta (3—
7 Hz) and low beta (13-21 Hz) bands. Decoding accuracy exceeded chance levels in a post-
stimulus window from approximately 500 to 1000 ms, suggesting reinstatement of the original
modality sequence during retrieval. Spatially, decoding effects were most pronounced over
fronto-temporal and parietal electrodes, consistent with regions implicated in episodic retrieval
and crossmodal integration. These findings demonstrate that the temporal structure of
multisensory encoding episodes is preserved in the neural signal and can be reinstated during

recognition, even when the sensory input lacks sequential information.
2.3.4. Conclusion

This study provides the first direct evidence that the order of sensory modalities during
encoding is neurally reinstated during recognition, even in the absence of perceptual cues to
that order. The findings support the claim that modality sequence acts as a contextual feature,
embedded within the memory trace and accessible via neural reactivation mechanisms. From a
theoretical perspective, the results align with models of temporal context coding (e.g., CMR)
and support the idea that contextual reinstatement includes not only spatial or semantic features

but also perceptual-temporal structure (Heald et al., 2023). The involvement of theta and beta
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oscillations suggests that these rhythms play a role in reconstructing temporal and structural
aspects of memory, extending prior work on theta—gamma coupling in episodic binding.
Critically, the reinstatement of modality order occurred in a task where sequence was not
relevant for performance, highlighting the automaticity of contextual encoding and retrieval.
This supports the broader thesis claim that episodic memory is richly contextual, even for
features that are not explicitly task-relevant. By demonstrating that temporal structure in
multisensory encoding leaves retrievable neural signatures, Study 3 adds a third temporal
dimension to the contextual binding framework developed throughout this thesis. Together with
the findings from enriched environments (external context) and neural entrainment (internal
context), this study strengthens the view that episodic memory depends on multi-layered,

dynamic context integration.
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Beta (high)
(21-32 Hz)

Figure 3. Decoding modality order from neural activity during recognition. During encoding, AV and
VA pairs were presented sequentially, but during recognition, pairs were presented simultaneously (red
frame). MVPA successfully decoded the original modality order (AV vs. VA) from neural activity,
indicating reinstatement of temporal context. Bottom panels show time-resolved topographies of
decoding accuracy (t-values) in gamma (32—40 Hz) and high beta (21-32 Hz) bands. Significant effects

occurred between 400-2000 ms, mainly in centro-posterior and centro-parietal regions.
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3. General Discussion

Episodic memory enables the reconstruction of past experiences, integrating not only the
“what,” but also the “where” and “when” of events (Ngo et al., 2019; Tulving, 2002; Yonelinas
etal., 2019). This reconstruction critically depends on the binding of contextual features during
encoding and their reinstatement during retrieval (Gilmore et al., 2021; Heinbockel et al., 2024;
Staudigl & Hanslmayr, 2013; Uncapher et al., 2006). However, memory research has often
relied on unimodal and abstract stimuli, limiting our understanding of how contextual binding
operates in complex, multisensory environments (S. S. Cohen & Parra, 2016; Hendriks et al.,
2024; Pecher & Zeelenberg, 2022). The present studies addressed this limitation by examining
how external, internal, and temporal contextual factors interact with memory formation and
retrieval across multiple levels of analysis.

Study 1 investigated the external context by comparing memory encoding in immersive
VR to traditional desktop environments. Despite similar overall learning outcomes, immersive
VR led to more explicit and confident memory retrieval, suggesting that enriched spatial and
sensory contexts act as external scaffolds that support strategic retrieval, even under incidental
learning conditions (Kisker et al., 2021b; Krokos et al., 2019). This finding is supported by
theories that propose contextual richness enhances encoding through elevated emotional
engagement, attentional depth, and self-relevance, potentially via the stronger recruitment of
the default mode network and memory-related regions (Bréchet et al., 2019; Cadet & Chainay,
2020).

Study 2 focused on internal context by manipulating pre-encoding brain states via rhythmic
visual stimulation. Entrainment in the alpha band (9 Hz) enhanced associative memory
performance, aligning with the view that alpha oscillations facilitate attentional filtering and
preparatory inhibition (Foxe & Snyder, 2011; Klimesch et al., 2011; Poch et al., 2018;
Waldhauser et al., 2012). The effect was frequency-specific, as theta-band entrainment, despite
modulating neural power, did not result in behavioural improvements. These findings suggest
that oscillatory power enhancement prior to stimulus onset can enhance the brain's preparation
for contextual binding, consistent with predictive coding and selective attention frameworks
(Addante et al., 2011; Arnal & Giraud, 2012; Schneider & Rose, 2016; Zareian et al., 2020).

Study 3 explored temporal structure by demonstrating that sequences across modalities,
although not explicitly relevant to the task, were spontaneously reinstated during retrieval.
Multivariate decoding of EEG patterns showed that participants reinstated modality order
shortly after recognition cues, supporting the idea that temporal context is embedded within the

memory trace and reactivated even without conscious effort. This finding supports temporal
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context models (M. W. Howard & Kahana, 2002; Lohnas et al., 2023; Polyn et al., 2009) and
extends reinstatement theories by showing that abstract structural information can guide
memory retrieval in the absence of explicit cues.

Together, these studies converge on a multidimensional framework of contextual binding
in multisensory episodic memory. Rather than operating in isolation, external environments,
internal neural states, and temporal regularities interact to shape the dynamics of encoding and
retrieval. This framework extends traditional memory models by integrating ecological, neural,
and temporal layers into a unified account. It also emphasises that episodic memory is not a
passive record of events, but a constructive process shaped by attentional, oscillatory, and

structural scaffolds.
3.1. Integrating Contextual Binding Across Layers

Episodic memory is fundamentally a context-dependent construct, relying on the integration of
diverse sensory, temporal, and internal cues into a coherent, retrievable trace (Staudigl &
Hanslmayr, 2013; Yonelinas et al., 2019). Contextual binding enables the segmentation,
encoding, and retrieval of experiences in a way that supports flexible cognition and adaptive
behaviour (Agafonov et al., 2023; Bramao et al., 2017; Yonelinas et al., 2019). Extending
classical models such as the BIC theory (Diana et al., 2007; Ranganath, 2010) and the CMR
model (Polyn et al., 2009), this framework proposes that contextual features operate along
partially dissociable but interacting axes. These axes encompass external environments, internal
neural states, and temporal structure, jointly defining the conditions under which episodic
memories are formed and later reconstructed.

The role of environmental context in episodic memory has been established, with enriched
perceptual environments functioning as more than passive backgrounds (Z. Liu et al., 2024; J.
L. Park & Donaldson, 2019). Immersive VR settings, for instance, have been shown to enhance
explicit memory expression compared to conventional 2D displays, despite equivalent exposure
and cognitive demands (Kisker et al., 2021a; Schone et al., 2023). The mnemonic advantage of
VR is attributed to a suite of factors: increased presence, attentional engagement, motivational
and affective relevance, and enhanced multisensory integration (Beitner et al., 2023; Hurter et
al., 2024; Monaro et al., 2024; Schone et al., 2023). These immersive qualities facilitate the
integration of sensorimotor and spatial cues, resulting in holistic scene representations that
enhance both object and relational memory (Bréchet et al., 2019; Kisker et al., 2021b; Ventura
et al., 2019). Noteably, the context itself becomes encoded as an element of the episodic trace,
facilitating richer associative representations, consistent with models such as CMR (Polyn et

27



al., 2009). Environmental reinstatement at retrieval provides a direct benefit by reinvoking the
internal context present at encoding, demonstrating that memory performance depends on the
integration of contextual features into the representation of the episode.

Beyond environmental factors, internal neural states, particularly those indexed by pre-
stimulus oscillations, emerge as determinants of encoding efficacy and memory organisation.
Oscillatory dynamics in the theta (3—7 Hz) and alpha (8-12 Hz) frequency bands have
repeatedly been linked to successful encoding and associative binding (Cruzat et al., 2021,
Ostrowski & Rose, 2024). Increased pre-stimulus theta power correlates with enhanced
contextual binding and source memory, presumably reflecting a preparatory neural state
(Addante et al., 2011). Pre-stimulus alpha activity, in turn, has been implicated in attentional
filtering and sensory gating, facilitating the establishment of conditions favourable to encoding
complex, multisensory information (Foxe & Snyder, 2011; Jensen & Mazaheri, 2010; Strunk
& Duarte, 2019). Modulation of these oscillatory states, such as via alpha entrainment, can
causally enhance associative encoding, underscoring their functional contribution (Schneider
& Rose, 2016; Michael et al., 2023; HansImayr et al., 2019). Notably, while alpha oscillations
play a preparatory role before stimulus onset, theta rhythms appear most crucial during the
active integration of incoming information (Buzsaki & Moser, 2013; Herweg et al., 2020).
Memory enhancements achieved through theta band entrainment typically arise when
stimulation coincides with stimulus presentation, likely reflecting an increasing capacity for
network binding at those critical moments (Hanslmayr et al., 2019; Kdoster et al., 2018).
Collectively, these observations establish brain state oscillations as dynamically modulatable
features that shape the probability and richness of contextual binding.

While external and internal contexts influence how well memory traces are formed,
temporal structure determines how events are organised and recalled. Temporal sequencing of
sensory events represents a still underappreciated, but fundamental dimension of episodic
memory. While classical models emphasise modality-independent order codes (Depoorter &
Vandierendonck, 2009; Vandierendonck, 2016), converging evidence demonstrates that the
specific order of sensory modalities (temporal context) can be encoded and later reinstated as
an integral component of the memory trace. Recognition of audiovisual sequences
distinguished by modality order (auditory—visual versus visual-auditory), even in the absence
of perceptual cues at retrieval, highlights the embedding of modality sequence into episodic
representation. This form of temporal binding aligns with theories of temporal context
reinstatement, whereby dynamic states present at encoding are recapitulated at retrieval to
facilitate memory access (DuBrow & Davachi, 2016; M. W. Howard & Kahana, 2002). Further,
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the neural reinstatement of modality order, particularly within the theta and low beta frequency
ranges, implicates oscillatory network coordination in the retrieval of sequence information
(Michelmann et al., 2016; Sols et al., 2017; Yaffe et al., 2014, 2017). Neuroimaging findings
robustly demonstrate hippocampal and cortical replay of temporal sequences, directly
supporting the subjective phenomenon of “jumping back in time” during episodic memory
retrieval (Thavabalasingam et al., 2019; Vaz et al., 2020). Importantly, these replay mechanisms
preserve modality-specific temporal structures, which function as integral contextual
characteristics (Michelmann et al., 2016). Such modality-dependent temporal tags appear
essential for discriminating and reconstructing complex, overlapping memories, challenging
models that conceptualise temporal order as abstracted solely from sensory modality (Folkerts
et al., 2018; Foudil et al., 2021). Instead, these findings underscore that, in the domain of
episodic memory, the hippocampus and cortex collaborate to reinstate both the content and the
temporal context of experiences. This highlights the importance of a modality-specific temporal
scaffold for accurate memory reflection and pattern completion in dynamic environments.

These three contextual dimensions (external, internal, and temporal) do not act in isolation.
Instead, they dynamically interact to define the quality and durability of multisensory episodic
memories. A rich external setting may heighten internal preparation. Rhythmic entrainment
may sharpen attention to temporal sequences, and structured temporal input may enhance the
coherence of multisensory binding. The convergence of these factors reflects a systems-level
model of episodic memory that emphasises context as an active and integrative component of
the memory trace. Episodic memory is not merely the result of encoding isolated items but
emerges from the structured interplay of contextual features that shape how experiences are
organised and accessed.

3.2. Neural Mechanisms of Reinstatement and Implications for Episodic Memory

Current perspectives on episodic memory emphasise its reconstructive nature, wherein retrieval
reflects the dynamic reinstatement of neural states that were present during encoding
(Heinbockel et al., 2024; Horner et al., 2015; Staresina et al., 2012; Yaffe et al., 2014). This
reinstatement process is central to the binding of contextual information, encompassing
environmental, temporal, and neural states, into flexible and retrievable episodic
representations. Importantly, converging evidence suggests that reinstatement acts as a core
mechanism of episodic memory, operating across multiple phases and at varying levels of

abstraction.
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Traditionally, research has focused on the phenomenon of reinstatement during retrieval
(Pacheco Estefan et al., 2019; Wing et al., 2015; Xiao et al., 2017; Yaffe et al., 2014). However,
emerging neurocognitive models advance a more nuanced perspective, proposing that
reinstatement processes may be initiated prior to the conscious act of recall and may extend
dynamically across distinct memory phases (Gordon et al., 2014; Tompary et al., 2016; Yaffe
et al., 2014). Crucially, temporal context information, such as the sequential order of sensory
modalities, is decodable from neural activity early in the recognition process, sometimes
preceding deliberate retrieval efforts. This temporal specificity suggests that contextual
reinstatement is not solely a strategic, top-down process, but can also reflect anticipatory or
automatic mechanisms, consistent with models of predictive coding and the gradual
reactivation of memory traces (DuBrow & Davachi, 2016; Folkerts et al., 2018). As such, it
becomes essential to distinguish between various forms of reinstatement, pre-stimulus
(preparatory reactivation of context before a cue), early online reactivation (matching sensory
input with stored context), and classic retrieval-phase reinstatement (deliberate, strategic
recall). Notably, early decoding of modality order during recognition suggests that the
reinstatement of context may occur during the initial sensory analysis, independent of explicit
retrieval intentions. This challenges the view that reinstatement is limited to strategic
recollection, highlighting partial automatic contextual reactivation. A critical theoretical
consideration involves the content of reinstatement.

Whereas much of the literature has focused on item-specific reactivation (such as objects
or words; Pacheco Estefan et al., 2019; Rau et al., 2025), recent evidence demonstrates the
reinstatement of complex, structural contextual features (Clarke et al., 2022; Manning et al.,
2011), including the order of modality presentation. These findings are essential because item
and context reinstatement implicate overlapping but functionally dissociable brain networks
and fulfil distinct roles in episodic memory. Item-based reinstatement predominantly engages
posterior neocortical areas, such as the lateral occipital cortex, processing object identity and
semantic content (Bencze et al., 2024; Pacheco Estefan et al., 2019). By contrast, the
reinstatement of context, encompassing scene features, modality, or temporal order, relies more
heavily on parahippocampal and hippocampal regions (Hayes et al., 2007; L. R. Howard et al.,
2011; Staresina et al., 2012). The decoding of modality order from neural dynamics during
recognition underscores the hippocampus’s role in integrating relational and structural features
within episodic traces (R. A. Cooper & Ritchey, 2020; Ranganath, 2010). The retrieval of such

contextual features, even when not explicitly relevant to the task, highlights the automaticity of
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contextual binding and suggests that contextual information may be encoded and reinstated by
default.

The reactivation of modality order closely aligns with models of temporal context drift and
“jump-back-in-time” processes in episodic memory (Folkerts et al., 2018; M. W. Howard &
Kahana, 2002; Lohnas & Healey, 2021). These frameworks propose that the brain continuously
encodes a slowly evolving temporal context, with retrieval cues capable of reinstating both the
content and the contextual state in which the information was embedded (M. W. Howard, 2017,
Polyn & Kahana, 2008). Evidence for the reinstatement of structural temporal features, such as
modality sequence, extends these theories, suggesting a broader neural capacity for reactivating
abstract contextual information. Notably, such reinstatement of non-task-relevant structural
features underscores the automaticity and potential need of contextual binding. This
observation challenges classic dual-process models, which restrict contextual reinstatement to
strategic, recollection-dependent processes, in favour of a graded model in which both
familiarity and recollection can involve variable degrees of contextual retrieval (Addante et al.,
2024; Kuhl & Chun, 2014).

Reinstatement dynamics further differ in temporal profile depending on the nature of the
contextual feature. The earlier reinstatement of modality order in Study 3 contrasts with item-
based reactivation, which typically emerges later in the trial and may rely more heavily on
conscious retrieval strategies (Rau et al., 2025; Xiao et al., 2017). This timing distinction
highlights the need to characterise when, during the trial, different features are reactivated. Pre-
stimulus reinstatement, online encoding reactivation, and post-cue retrieval dynamics may each
serve complementary roles in memory reconstruction, with early context reinstatement
providing a scaffold for later item-specific search or decision processes (Braméo et al., 2017,
Manning et al., 2011; Xue, 2022). The temporal structure of reinstatement observed in Study 3
was also supported by specific frequency bands, particularly theta and low beta oscillations.
These frequencies have been implicated in temporal sequence replay, cross-modal integration,
and context reinstatement (Sols et al., 2017; Vaz et al., 2020; Yaffe et al., 2014). The presence
of such oscillatory reinstatement supports the idea that memory is not merely a static
reactivation of stored traces but a temporally patterned reconstruction, dynamically aligned with
the unfolding of contextual cues.

Collectively, these findings refine the understanding of episodic memory as a temporally
distributed, context-sensitive, and dynamically constructive process. Reinstatement emerges as
a multifaceted mechanism, extending from preparatory neural states to explicit retrieval,

capable to flexibly reactivate both, items, and their contextual structure highlighting the
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importance of cross-level (behavioural, oscillatory, neural) investigations to unravel the

systems-level architecture supporting episodic memory.
3.3. The Role of Oscillatory Entrainment in Memory Encoding

Oscillatory brain dynamics play a fundamental role in shaping how information is encoded into
episodic memory (Hanslmayr et al., 2009, 2016; Minarik et al., 2018; Nyhus & Curran, 2010;
Staudigl & Hanslmayr, 2013). Study 2 examined the causal impact of pre-stimulus oscillatory
states on memory formation by using rhythmic visual stimulation to entrain neural activity at
alpha and theta frequencies. While prior work has relied mainly on correlational evidence
linking oscillatory power to subsequent memory performance, this approach allowed for the
direct manipulation of endogenous brain rhythms prior to encoding, offering critical insights
into the temporal dynamics and functional role of internal context. Rhythmic sensory
stimulation, also known as neural entrainment, has emerged as a powerful method for
modulating brain oscillations and assessing their functional contributions to cognition (Haegens
& Zion Golumbic, 2018; Pomper et al., 2023). By aligning neural excitability phases to
predictable external rhythms, entrainment can enhance perception, attentional filtering, and
memory (Hanslmayr et al., 2019; Michael et al., 2023; Roberts et al., 2018). Stimulation at
alpha (8-12 Hz) and theta (4-7 Hz) frequencies has been shown to modulate large-scale network
activity, particularly in parietal and sensory cortices, facilitating cognitive preparation for
incoming stimuli (Alagapan et al., 2019; Ma et al., 2025).

The results revealed that only alpha-band entrainment significantly enhanced associative
memory. Participants exposed to alpha rhythmic stimulation showed increased recognition
sensitivity (d’), primarily driven by elevated hit rates. This effect was not accompanied by
changes in false alarm rates, indicating an enhancement in memory strength rather than altered
response bias (Criss, 2010; Higham et al., 2009). These findings align with the alpha inhibition
hypothesis, which posits that alpha oscillations reflect active functional inhibition, supporting
attentional gating and the suppression of irrelevant input (Hakim et al., 2020; Poch et al., 2018).
Pre-stimulus alpha power has been repeatedly linked to successful memory performance,
particularly in contexts requiring crossmodal integration or attentional anticipation (Burke et
al., 2015; Fell et al., 2011; Ostrowski & Rose, 2024). By synchronizing cortical excitability
phases, entrainment may facilitate optimal engagement of encoding networks, including
parietal and hippocampal structures (Dave et al., 2022; Raud et al., 2023). These findings
suggest that alpha entrainment enhances preparatory states, thereby increasing preparation for
associative binding at the moment of stimulus arrival. In contrast, theta-band entrainment did
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not yield behavioural benefits despite successful modulation of oscillatory power. This null
effect highlights the frequency specificity and temporal sensitivity of oscillatory contributions
to memory. While theta oscillations are critical for associative encoding and flexible memory
updating (Herweg et al., 2020; Kota et al., 2020), their functional role may be more pronounced
during stimulus presentation rather than in the pre-stimulus interval. Theta effects often depend
on phase synchrony across hippocampal-cortical circuits and tight temporal alignment with
stimulus onset conditions, which cannot be fully met in the pre-stimulus entrainment design
(Hanslmayr et al., 2019; Koster et al., 2018).

Neural entrainment in this context extends beyond modulating spectral power as it also
impacts the temporal architecture of neural excitability, influencing the brain’s ability to
prepare for and encode incoming stimuli. These results align with predictive coding
frameworks, which propose that preparatory oscillatory states support sensory selection and
attentional filtering (Arnal & Giraud, 2012; Calderone et al., 2014; Jensen, 2002; Lakatos et al.,
2019). Whereas alpha and beta oscillations facilitate sustained attentional focus and top-down
inhibition (Clayton et al., 2015; C. Wang et al., 2016), theta oscillations support sequential
binding and temporal integration (Griffiths et al., 2021; Heusser et al., 2016; Nyhus & Curran,
2010)). The dissociation observed in Study 2 reinforces that distinct frequencies contribute
differently to encoding. Alpha may facilitate preparatory attentional processes. At the same
time, theta supports the dynamic integration of information during stimulus processing. This
suggests that oscillatory influences on memory are not uniform but instead operate through
frequency-specific and temporally defined mechanisms.

Beyond their theoretical significance, these findings have applied relevance. Sensory
entrainment offers a non-invasive method for enhancing cognitive preparation and memory
performance. The ability of alpha entrainment to boost associative encoding may be leveraged
in educational or clinical settings, particularly in populations with deficits in attentional control
or memory function. Future research should explore synergistic effects of entrainment applied
both before and during stimulus presentation, as well as investigate individual differences in
entrainment responsiveness. In sum, these findings establish a causal link between internal
neural states and memory formation, demonstrating that pre-stimulus alpha entrainment
enhances associative encoding by shaping the brain’s preparatory landscape. The results
contribute to a systems-level understanding of contextual binding, where internal oscillatory
context interacts with external and temporal features to determine the quality of episodic

memory representations.
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3.4. External Context and Motivation: Lessons from Enriched Environments

Perceptual rich environments do more than supply sensory detail. They shape the cognitive and
emotional scaffolding of memory encoding (Makowski et al., 2017; Ritchey et al., 2013;
Tambini et al., 2017). Encoding in immersive VR environments leads not to an increase in the
pure amount of learned information. However, there is a qualitative shift in memory expression
as participants exhibit more explicit knowledge, greater confidence, and increased strategic
accessibility of memory content, even under incidental learning conditions. This divergence in
memory quality underscores the transformative role of external context in shaping memory
format, facilitating a transition from implicit familiarity to explicit recollection. Several
mechanisms may underlie this effect. Immersive VR reliably induces stronger emotional
responses than traditional 2D desktop settings, and emotional arousal is known to enhance the
vividness and accessibility of episodic memory (Beitner et al., 2023; Kisker et al., 2021b). This
observation aligns with the Arousal-Biased Competition (ABC) theory, which proposes that
emotional arousal amplifies the processing of salient stimuli while suppressing the processing
of irrelevant input (Mather & Sutherland, 2011; Sakaki et al., 2014; Warren et al., 2016).
Elevated arousal in VR likely increases the salience of contextual cues, enhancing their
encoding and later reactivation. Moreover, the subjective sense of presence and bodily self-
location within the virtual scene deepens the self-relevance of encoded events, a factor known
to facilitate autobiographical memory (Kilteni et al., 2012; S. A. Smith & Mulligan, 2021).
Beyond emotion, immersive environments also boost intrinsic motivation and attentional
engagement, which are catalysts of memory consolidation (Luddecke & Felnhofer, 2022). VR
has been shown to enhance attentional depth, cognitive involvement, and satisfaction during
learning tasks (Allcoat & Muhlenen, 2018; Portuguez-Castro & Santos Gardufio, 2024). These
features likely promote deeper semantic and associative processing, consistent with the
Attentional Boost Effect (ABE), whereby task-relevant events transiently enhance encoding of
concurrent stimuli (Mulligan et al., 2023; Swallow et al., 2009, 2022). Remarkably, even in
incidental learning paradigms, immersion in a contextually rich environment leads to greater
explicit retrieval. This suggests that enriched environments lower the threshold for strategic
retrieval by supporting automatic contextual binding and deep-level encoding. Recent work has
shown that distinct immersive contexts can spontaneously trigger explicit memory without
deliberate effort, thereby challenging dual-process models that strictly separate automatic and
strategic retrieval (Helbing et al., 2020; Shin et al., 2021). These behavioural findings are

complemented by neuroimaging evidence, as reinstating the encoding context reactivates the
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associated memory traces, as shown by increased hippocampal and parietal activation during
retrieval (Bramé&o et al., 2017; Essoe et al., 2022; Tanaka et al., 2014; Wing et al., 2015).
Immersive VR, in particular, can strongly engages the default mode network (DMN), including
the hippocampus, posterior parietal cortex, and ventromedial prefrontal cortex (Seinfeld et al.,
2021; Wong et al., 2014). These regions are implicated in scene construction, self-referential
processing, and schema-based encoding (Hassabis & Maguire, 2007; Smallwood et al., 2021,
Wen et al., 2020). The presence of bodily cues further strengthens these activations by linking
memory encoding to self-location and self-motion, anchoring experiences in first-person
perspective (Bayramova et al., 2021; Iriye et al., 2024; Penaud et al., 2023). The engagement
of spatial, sensorimotor, and emotional systems supports the creation of multimodal scene
representations, consistent with enriched environment theories in both animal and human
learning (Bréchet et al., 2019; Peney & Skarratt, 2024; Ventura et al., 2019).

Taken together, immersive VR environments serve not merely as sensory background but
as powerful external scaffolds for contextual binding. They offer dense arrays of perceptual,
emotional, and motivational cues that embed experiences into richly detailed and retrievable
memory traces. These findings support the theoretical view that the external context operates
as an active component in episodic memory construction, shaping what is remembered, how
vividly, and under what conditions it can be retrieved. From an applied perspective, these results
carry implications for education, rehabilitation, and clinical interventions. In educational
settings, immersive environments may foster durable learning by enhancing attentional
engagement and emotional salience. In clinical populations, such as individuals with amnesia
or mild cognitive impairment, enriched contexts may support memory reactivation via
contextual reinstatement, offering new paths for therapeutic design. In conclusion, contextual
richness, like internal oscillatory states and temporal structure, plays a central role in organising

and retrieving episodic experiences.
3.5. Methodological Contributions

The present work makes significant methodological contributions to the study of episodic
memory by integrating innovative approaches that enhance ecological validity, experimental
control, and mechanistic understanding. A key strength is the use of immersive VR
environments in Study 1, which facilitates the creation of rich, naturalistic contexts that better
approximate real-world memory experiences. This approach advances beyond traditional
laboratory paradigms by enabling the investigation of memory within dynamic, multisensory,
and naturalistic settings, allowing for more applicable insights into everyday memory
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processes. The use of VR also highlights the potential for multisensory, immersive learning
environments, such as VR-based education, to enhance memory encoding and retrieval, with
significant implications for real-world learning and training. Furthermore, the application of
neural entrainment design prior to stimulus presentation represents a novel method for causally
testing the role of oscillatory neural rhythms in memory formation. By selectively modulating
brain states before encoding, this approach sheds light on the mechanistic influence of neural
oscillations on attention and memory, addressing questions about the causal dynamics
underlying successful binding and subsequent retrieval. The consistent paradigm utilised across
two out of three studies, combining behavioural tasks, EEG recordings, and pattern
classification, enables direct comparison of effects across different levels of context (neural and
temporal), thereby strengthening the interpretability and integration of findings. The use of
MVPA to decode modality-specific reinstatement during retrieval is an insightful
methodological approach. This technique enables the precise tracking of neural signatures
associated with the reactivation of sensory and contextual features, providing compelling
evidence for the neural mechanisms underlying the reconstruction of episodic memory. Such
analyses enhance the field’s capacity to link neural oscillations with specific memory processes,
thereby bridging the gap between neural dynamics and experiential retrieval. As research
advances, it will be essential to enhance ecological validity by integrating mobile EEG with
augmented or mixed reality to capture memory processes in semi-naturalistic real-world
settings. These include areas such as education, clinical interventions, and technology-enhanced

learning.
3.6. Limitations

While the findings of this research provide valuable insights into the mechanisms of contextual
binding in multisensory episodic memory, potential limitations should be acknowledged. The
use of between-subject designs in all three studies, although necessary for controlling
environmental variables and stimulation conditions, inherently reduces sensitivity to individual
differences and diminishes statistical power compared to within-subject approaches (Montoya,
2023; Mullet & Chasseigne, 2018). This may limit the ability to detect subtle, but meaningful,
variations in responsiveness to contextual cues or neural entrainment processes. Future studies
could incorporate within-subject designs, especially in neural modulation paradigms, to better
capture individual variability and identify responder profiles. Although EEG offered excellent
temporal resolution to assess oscillatory dynamics and reinstatement, it has limited spatial
localisation capabilities, particularly concerning deep brain structures such as the hippocampus
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and parahippocampal cortex, which are known to play critical roles in contextual binding and
episodic memory retrieval (Copara et al., 2014; Hayes et al., 2007; Pacheco Estefan et al., 2019;
Staudigl & Hanslmayr, 2013; Yonelinas et al., 2019; Yoo et al., 2021). Without direct measures
from these regions, interpretations regarding their involvement remain indirect. Integrating
multimodal imaging techniques, such as fMRI or MEG, could provide a more comprehensive
understanding of the neural circuits engaged in these processes. Additionally, the fixed
stimulation frequencies of 5 Hz for theta and 9 Hz for alpha may not optimally align with each
participant’s intrinsic oscillatory frequencies, which are known to vary substantially across
individuals (Duecker et al., 2024; Gulbinaite et al., 2017; Zaehle et al., 2010). This variability
could have impacted the efficacy of entrainment, particularly for theta stimulation, potentially
resulting in null effects in some cases. Future research should consider employing frequency-
tuning protocols based on each individual's resting-state EEG to maximise resonance and
entrainment success. Moreover, all three studies relied on recognition tasks to assess memory,
which, although methodologically advantageous in terms of control and reduced demands, may
underestimate the reconstructive and effortful aspects of episodic retrieval (Cabeza et al., 1997,
Chen et al., 2017; Malmberg, 2008). Recognition tasks tend to capture familiarity and
recognition processes but may overlook the richness, vividness, and phenomenological
qualities characteristic of accurate episodic recall (Cabeza et al., 2003; Ozubko et al., 2021).
Employing free or cued recall paradigms could provide a deeper understanding of how context
influences the vividness and detail of memories, offering a more ecologically valid perspective
on episodic retrieval (Kahana, 1996; Lohnas & Kahana, 2014; Wilson & Criss, 2017).
Overall, while the methodological strategies employed facilitated precise investigation and
yielded important results, these limitations highlight ways for refinement. Future research
integrating more personalized neurostimulation protocols, multimodal neuroimaging, diverse
memory assessments, and within-subject designs can enhance sensitivity, neural specificity,
and ecological validity, thereby advancing our understanding of the neural and cognitive
mechanisms underlying contextual memory in real-world settings. Addressing these limitations
will not only increase experimental sensitivity but also bridge the gap between mechanistic
neuroscience and the complexity of real-world memory, enabling more robust models of

contextual binding in dynamic environments.
3.7. Future Directions and Applications

Building on our findings, future investigations should explore how the combination of
immersive VR environments and neural entrainment protocols can elucidate their additive or
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interactive effects on memory processes. While the current studies examined these factors
separately, employing a factorial design would allow researchers to assess whether immersive,
multisensory contexts amplify the effects of preparatory neural states or whether bottom-up
salience in enriched environments can override or modulate the impact of oscillatory
modulations. Such work could clarify whether these mechanisms operate synergistically or
competitively during encoding, shedding light on how external and internal levels of context
interact to influence the formation of episodic memory. A key research direction is to extend
this line of inquiry into the long-term consolidation of memory. Considering the critical role of
oscillations during sleep, combining VR-based encoding with sleep studies or multi-day
designs could reveal how enriched environments and neural entrainment influence offline
reactivation and the stabilisation of episodic memories. Techniques such as targeted memory
reactivation (TMR) can be employed to cue enriched or entrained episodes during sleep, testing
whether preserved or transformed contextual features support durable long-term storage
(Abdellahi et al., 2023; Hu et al., 2020; Lewis & Bendor, 2019).

Another promising direction involves individualising oscillatory stimulation protocols
by tailoring frequencies to each participant’s intrinsic alpha or theta peaks, derived from resting-
state EEG. Such personalised approaches could enhance entrainment efficacy, especially for
populations with altered neural rhythms, such as older adults or individuals with neurocognitive
impairments, potentially leading to more robust and consistent cognitive enhancements.
Extending these methods to more ecologically valid, semantically meaningful stimuli, such as
speech or music, could further illuminate how high-level integration and semantic schemas
bolster contextual binding. When stimuli reflect real-world event structures, effects related to
modality sequence and sequence reinstatement might be more pronounced, providing insights
applicable to everyday memory.

The transferability potential of these approaches in educational and clinical settings is
substantial. Combining immersive VR with neuroadaptive entrainment could improve learning
and memory for complex or abstract material, offering tailored interventions for populations
with attention deficits or memory impairments. In clinical contexts, such strategies could
support neural plasticity and compensatory encoding mechanisms in conditions like mild
cognitive impairment, attention-deficit/hyperactivity disorder, or age-related decline (Boller et
al., 2021; Corrigan et al., 2023; Wais et al., 2021). Longitudinal studies examining how
modulating context through environmental manipulation, stimulation, or task design influences
memory trajectories would be valuable. Additionally, integrating portable VR and EEG devices

allow for testing memory processes in naturalistic environments such as classrooms, training
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simulations, or everyday situations (Mathewson et al., 2024; J. L. Park & Donaldson, 2019; J.
Xu & Zhong, 2018). This approach promises increased naturalistic and real-time monitoring of
neural—environment interactions, with the potential for closed-loop systems that adapt learning

conditions dynamically based on neural markers of engagement, attention, or fatigue.
3.8. Conclusion

Episodic memory extends beyond merely encoding sensory information. It is influenced by the
contextual structures that support experience. This body of work demonstrates that three
interconnected layers of context dynamically influence episodic memory formation and
retrieval: external (environmental richness), internal (oscillatory brain states), and temporal
(structure of stimulus sequences). Across these dimensions, contextual binding not only
determines what is remembered but also how vividly memories are retrieved.

Rich, immersive environments enhance episodic memory not just by increasing the amount
of material learned but by transforming representations to be more explicit and strategically
accessible. External supports, such as emotional arousal, attentional engagement, and embodied
spatial cues, help embed experiences within more accessible mnemonic structures, thereby
broadening ecological accounts of memory and contextual binding theories, like the CMR
model, to naturalistic, multisensory settings. Neural oscillations also influence encoding
success. For example, the entrainment of pre-stimulus alpha oscillations encourages
preparatory neural states that facilitate attentional gating and input selection, resulting in
stronger associative binding, which aligns with the role of alpha rhythms in managing cortical
excitability and information prioritisation. Conversely, theta entrainment mainly affects
oscillatory power without improving memory performance, emphasising the importance of
accurate phase alignment between oscillatory activity and cognitive processes during key
encoding periods. Moreover, temporal structure is crucial in episodic memory, shown by the
spontaneous reinstatement of modality-specific sequence patterns during retrieval, regardless
of task relevance, highlighting the automatic integration of temporal regularities into the
memory trace. Decoding these patterns from EEG signals reveals that the brain reconstructs not
only content but also its temporal context, supporting the idea that episodic memory is
inherently sequential and dynamically reassembled based on features encoded during learning.

Collectively, these findings propose a multidimensional framework of contextual binding,
where episodic memories are constructed and reactivated through the coordinated interplay of
environmental richness, neural state preparation, and temporal organisation. This perspective
emphasises that memory retrieval is inherently constructive, shaped by internal neural states,
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such as oscillatory dynamics and preparatory activity, and the structural scaffolds established
during encoding, including sensory, spatial, and temporal cues. Rather than peripheral,
contextual information forms the architecture that admit structure, salience, and the ability to
retrieve sensory content. By combining ecologically valid virtual environments, causal neural
modulation, and temporally precise decoding, the present results provide a framework for
studying memory in real-world settings. Future research can build on this foundation to develop
context-sensitive interventions for education, cognitive training, and memory rehabilitation,

ultimately advancing strategies to support adaptive remembering across the lifespan.
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"ENEnriched environments enhance
the development of explicit
memory in an incidental learning
task

Carina Jaap®?, Marike C. Maack®3, Philipp Taesler?, Frank Steinicke? & Michael Rose!™

Learning, rendered in an implicit (unconscious) or explicit (conscious) way, is a crucial part of our
daily life. Different factors, like attention or motivation, influence the transformation from implicit
to explicit memory. Via virtual reality a lively and engaging surrounding can be created, whereby
motivational processes are assumed to be a vital part of the transition from implicit to explicit
memory. In the present study, we tested the impact of an enriched virtual reality compared to

two conventional, non-enriched 2D-computer-screen based tasks on implicit to explicit memory
transformation, using an audio-visual sequential association task. We hypothesized, that the
immersive nature of the VR surrounding enhances the transfer from implicit to explicit memory.
Notably, the overall amount of learned sequence pairs were not significantly different between
experimental groups, but the degree of awareness was affected by the different settings. However,
we observed an increased level of explicitly remembered pairs within the VR group compared to two
screen-based groups. This finding clearly demonstrates that a near-natural experimental setting
affects the transformation process from implicit to explicit memory.

Abbreviations

ITI Intertrial interval

SEM  Standard error of the mean
VR Virtual reality

Learning is influenced by multiple factors, like attention, and motivation, and is rendered in an implicit (uncon-
scious) or explicit (conscious) way"2. Implicit memory is usually encoded incidentally so that regularities in the
environment are extracted without the actual intention to learn them, and thereby influence our behavior without
awareness. Evidence suggests, that implicitly acquired knowledge can become explicit, allowing us to extract and
use regularities from the environment without having learned them consciously*~*. This memory transforma-
tion, from the implicit to the explicit domain, represents a crucial mechanism as learning such regularities and
complex rules facilitates the development of higher cognitive functions such as reasoning and language®. This
way, implicit learning forms the basis to adapt to a complex and changing world and guide the decision making
in our daily life.

The fluency hypothesis. Whether implicit information is transformed to become explicit and thereby
conscious, depends on a multitude of factors®~®. One prominent theory to explain the transformation from inci-
dental learning to explicit memory is based on the ongoing evaluation of predictions®’. In particular, implicit
perceptual associations result in predictions for upcoming events and these predictions are assumed to be used
to monitor the outcome of consecutive processing. To study this effect, a sequential task is often implemented®*®.
During the presentation of a predictable sequence of stimuli, a discrepancy between the predicted and the actual
processing speed can be detected by the participants. Hence, this detection process can trigger attention towards
the cause of this discrepancy and due to the consecutive search processes, explicit memory is generated®!". This
is in line with the Unexpected-Event theory', which postulates that any metacognitive judgment, like unex-

'Neurolmage Nord, Department for Systems Neuroscience, University Medical Center Hamburg Eppendorf,
Martinistrasse 52, 20246 Hamburg, Germany. *Human-Computer Interaction, Department of Informatics,
University of Hamburg, Vogt-KolIn-Str. 30, 22527 Hamburg, Germany. *These authors contributed equally: Carina
Jaap and Marike C. Maack. ®email: rose@uke. uni-hamburg.de
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pected fluency or accuracy, can be an unexpected event and trigger attributive processes. It can be assumed that
this fluency of processing is enhanced in computer-screen-related tasks because, in more near-natural settings,
the evaluation of stimuli and responses are slowed down by several factors. For example, in VR applications, the
participants can explore the virtual environment to different as well as variable amounts of time. Additionally,
the use of a controller as a response device slows down the response in contrast to classical response devices.
These factors directly reduce the fluency of stimulus processing and should therefore affect the emergence of
explicit memory.

Following this, our implemented 2D-computer-screen application probably creates more fluency of the
responses, related to different factors, like smoother transition of trials compared to trials within the VR task
design and therefore enable a rhythmical stimulus processing. However, the fluency in the computer-screen
application is favored by the time needed for stimulus evaluation and response times due to different response
devices. Following these assumptions, we hypothesized to find an enhanced emergence of explicit memory ina
conventional 2D-computer-screen based environment in case that the fluency of stimulus processing is a crucial
part of implicit to explicit memory formation. In the following we call this assumption, the fluency hypothesis.
The contrary hypothesis, the enriched environmental hypothesis, can be formulated based on theories regarding
learning within a more near-natural environment, assuming that rather realistic stimuli and context directly
enhance explicit learning processes'>!2.

The enriched environmental hypothesis. The current cognitive research aspires to apply experimental
designs in real-world settings (i.e. audio-visual processing while walking or performing daily activities'*'%), as it
was demonstrated that the context oflearning (and retrieval) processes are highly relevant for their outcome®!2!2,
Despite their advantages, these experimental settings are, however, extremely vulnerable to uncontrollable vari-
ables. To control external variables and provide a realistic setting, VR environments have become an attrac-
tive option. Previous applications demonstrated that these VR environments enable a sufficient, near-natural
experience using interactive elements and multisensory stimulation, resulting in multiple levels of excitement
and engagement'®"’, which support an improved multi-sensory integration'®. Moreover, VR facilitates a more
salient processing of stimuli by dynamic engagement of the sensorimotor system, which provokes more natu-
ralistic behavioral and physiological responses than abstract stimuli'*%. It was previously shown that learning
in VR promotes better performance in an enriched environment?*?? and the literature demonstrated that these
enriched stimuli are responsible for the motivational significance of stimuli***?*, This motivational effect can
also enhance the detection of violated predictions due to an increased level of attention instead of performance
fluency. Notably, compared to desktop PC settings, VR Head-Mounted Displays like the HTC Vive induce
greater feelings of being present in the VR experimental surrounding, and higher motivation to interact with
the environment'%. So far, VR has already been broadly used in the research of explicit episodic and spatial
learning (for a review see”?). Here it has been shown that in contrast to basic computer setups, episodic memory
performance is increased in VR settings*®?’, which is most likely caused by the near-natural or more specifi-
cally immersive VR environments. Therefore, the benefit of using VR studies for explicit memory supports our
assumption that VR can enhance the transformation from implicit to explicit memory. It is an open question
whether the emergence of explicit memory during incidental learning can also benefit from a more near-natural
experimental setting or if this phenomenon is exclusive to task designs, in which the volunteers we instructed
to memorize the stimuli. We expect, that the detection of unexpected events within ongoing prediction evalua-
tions, needed for the transfer from implicit to explicit knowledge, benefits from the near-natural experimental
application in VR reflected in increased explicit memory performance. This hypothesis, the enriched environ-
mental hypothesis, is based on the existing evidence from the implicit learning domain and potential effects
within a VR experience (ie., rising motivational and attentional as well as engaging processes).

The present study. In the present study, we employed a sequential-association task, which has been intro-
duced in previous studies®?®?°. The task was used as a between-subjects design contrasting a conventional
2D-computer-based presentation with an enriched near-natural VR application. As the evaluation of stimuli and
responses are probably slowed in the near-natural VR task, we tested our design within two different 2D-com-
puter-screen groups, differing only in the number of trials, and one VR group. One 2D-computer-screen group
practiced the identical amount of trials as presented in the VR condition, which operated as control group for
the duration of VR condition and to exclude an influence of experimental length. Previous studies already dem-
onstrated this smaller amount of trial in a 2D-computer-screen application lead to a partly generation of explicit
memory in an incidental learning task*®. Both 2D-computer-screen condition were control conditions for our
fluency hypothesis.

The use of stimuli from different modalities (crossmodal) has been shown to be beneficial in learning para-
digms because memory formation seems to benefit if encoded elements are derived from separate modalities,
facilitating their integration (i.e., visual, and auditory**-*2). The crossmodal stimuli implemented in the con-
ventional 2D-computer-screen based task were modified from a previous study and consisted of simple tones
and plain squares as visual stimuli® (see Condition 2 for further details). The sequential regularities consisted
of the presentation of alternating visual and auditory stimuli, building a fixed eight-digit sequence in 85% of
the trials. Only in 15% of all trials this sequence was violated. The sequential task structure was unknown to the
participants, and the content could only be learned incidentally.

Importantly, to assess the degree of explicit memory for the embedded sequences, an identical completion
task®® and a free recall test were conducted at the end of all experimental conditions and always outside the
VR. Thus, the results from these tasks can be directly compared between the different learning settings. Both
post-tests were combined with a confidence rating® to identify participants’ explicit knowledge®#*4%. Previous
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Condition | N taking part in total [N of discarded datasets | N of datasets in the final analysis
VR 51 2 49
PC-short 22 1 21
PC-long 29 2 27

Table 1. Overview of number of participants taking part in each condition before and after discarding
relevant datasets.

applications revealed that participants with explicit memory express their knowledge with high confidence. The
correct responses under high confidence are an indicator of explicit memory and, hence, will be used to dif-
ferentiate them from implicit memory®*?’. To test for probable differences in memory formation, based on the
latter mentioned evaluations of the implemented stimuli in VR and the 2D screen conditions, a stimulus value
rating was performed as a last step of the post-experimental assessment.

Hypothesis. We hypothesized that both 2D-computer-screen groups perform similar, as it can be assumed
that a fluency based unexpected event is detected in both variations of the experiments. Our modified version
of the task for the VR contained images of different naturalistic landscapes and complex instrumental sounds.
Furthermore, the enriched aspect of the VR was achieved by putting the participants directly into the natural-
istic landscapes while performing the sequential task. Furthermore, we hypothesized that an enhanced explicit
memory can be explained by two potential mechanisms. On the one hand, if fluency is an important factor in the
transfer of implicit to explicit memory, we expected to find a boosted performance in explicit memory formation
in the 2D-computer-screen application compared to the group performing the task in the VR condition. On the
other hand, if the performance of explicit memory is greater within the VR condition, motivational and enriched
environmental-based attention processes play a crucial role in naturalistic learning scenarios.

Study aim. The aim of the present study was a direct comparison of both the fluency and enriched environ-
mental hypothesis regarding the mechanism of incidental perceptual learning processes concerning the transfer
from implicit to explicit memory. Therefore, we have contrasted a simple 2D-computer-screen experiment and a
complex and enriched VR experiment. The influence of both hypotheses can be compared between the different
experimental surroundings by assessing the degree of implicit and explicit memory after learning within two
tasks that were identical for all experimental conditions.

Material and methods

We tested a sequential association task within a VR environment as well as in two conventional 2D-computer-
screen-based tasks. The conventional 2D-computer-screen based conditions will be called PC-short (260 trials)
or condition 2 and PC-long (520 trials) or condition 3 in the following.

Participants. 102 (51 in cond. 1; 22 in cond. 2 and 29 in cond. 3) healthy participants with normal hearing
and normal or corrected-to-normal vision took part in this study. Data of five participants had to be discarded
as the participants did not complete the tutorial successfully (two in cond. 1, one in cond. 2 and two in cond. 3).

Data of 49 participants were part of the final analysis of the VR condition (29 Females, age M =27.07 years).
In the 2nd condition (PC-short), the datasets of 21 (11 Females, age M = 24.7 years) participants were included
in the final analysis. In the 3rd condition (PC-long), the datasets of 27 (21 Females, age M =27.6 years) par-
ticipants were included in the final analysis (see Table 1). All experiment protocols were approved by the local
Ethics Committee of the General Medical Council Hamburg (PV7022) and our methods were carried out in
accordance with ethical guidelines and regulations. Before taking part in the experiments, all participants gave
their written informed consent and were paid an expense allowance of 10 €/h.

Condition 1 (VR). Apparatus. Inside the VR. 'The visual stimuli were presented in a virtual surround-
ing, built with the Unity 3.0 engine, via a head-mounted display i.e., HTC Vive. The responses were tracked
with a HTC Vive controller. The acoustic stimuli were presented via headphones. The volume was adjusted by
the participants to a comfortable level. The tutorial, as well as the main experiment, took place within the VR
environment.

Outside the VR.  After the main experiment, a completion task, a free recall, and a stimulus value rating were
performed on a computer screen (23”,~ 1 m distance to the participant) using a standard computer mouse. The
tones were presented via two loudspeakers (HD 201, Sennheiser, Germany) one on each side of the screen. The
volume of the acoustic stimuli was adjusted by the participants to a comfortable level during the before men-
tioned post-tests.

Stimuli. 'The visual stimuli in the VR consisted of four different landscapes (ocean, desert, ice, and forest). The
participants were teleported into a landscape and were able to get a 360° view of the landscape. The landscapes
were designed with the Unity engine. So, it was a fully immersive experience and not just a 360° image of the
landscapes. The acoustic stimuli consisted of four complex instrumental tones, with a duration of 1000 ms each.
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Figure 1. Timeline of a trial within the VR experiment (from upper left to the upper right). The participants
were teleported to a virtual landscape where they had 3000 ms time for exploration. Afterwards, a white circle
with a cross in the middle appeared in front of them, symbolizing the option to start a trial. The participants
could autonomously start by pointing at the circle with the beam of their controller. Next, a sound was played
for 1000 ms and four symbols occurred. The sound-symbol combinations were previously learned in the
tutorial. Importantly, during the sound was played, participants could not respond. After the sound had ended,
participants could choose one of the four symbols within 10,000 ms. After selecting the corresponding symbol,
there was a transition from the acoustic to visual trial within 1000 ms during which the color of the current
surrounding was desaturated. Afterwards, the visual trial started in the same way as the acoustic trial. Again, the
participants could autonomously start the visual trial by pointing at the circle with the beam of their controller.
Upon start, four visual stimuli symbolizing four landscapes appeared. Then the target circle in the middle
changed [rom while Lo the dominant color of one of the four predelined landscapes within 1000 ms. During
the color changing process, the participants could not give an answer. Next, participants had to select the icon
representing the color of the target (i.e., if the target turned green, participants were expected to select the forest
icon within 10,000 ms). After selecting a landscape icon, the participants were teleported to the next correct
landscape, independent of their choice (i.e., if the participant chose the ocean landscape although the target was
green, still the forest landscape was presented).

Each sound was paired with a symbol {c.g. the piano sound was resembled as a star). By matching cach sound
with a specific symbol, the participants could match the played sound with the respective symbol within the
experiment (see Fig. 1).

Experimental design and procedure. Before entering the main experiment, each participant was introduced
to the stimuli and the task instructions for the main experiment during a tutorial. Tirst, the participants had to
learn the correct combination of tones and their corresponding symbol in a familiarization task. For the visual
trials, the participants learned to match a color with one of the four landscape icons within a familiarization task.
Each color was chosen in accordance to the dominant color of the corresponding landscape (desert = yellow).
"Lhe tutorial ended when less than 2 errors over the last 10 trials were generated by the participants for each trial
type. In the main experiment the participants were instructed to answer as fast and precise as possible in each
visual and acoustic trial. The VR condition consisted of 260 teleports which is the equivalent of 520 (50% acous-
tic and 50% visual) trials. To avoid motion sickness, the participants were teleported slowly into the next scenery.
‘The participants were offered several breaks during the VR experiment.

For a detailed overview of the timeline of trials within a teleport, representing a set of an acoustic and visual
stimulus presentation in the main experiment, see Fig. 1.
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Figure 2. A completion task trial (left) and confidence rating (right) performed outside the VR. In the
completion task, four stimuli were displayed above a given stimulus. The participants then had to match the
correct visual or acoustic stimulus to the given one. Within the shown crossmodal completion task trial, the
participants were asked to match the given acoustic stimulus with the surrounding they associate with it. The
participants were asked to make a guess if necessary. After cach trial in the completion task (as well as the free
recall) the participants had to perform a confidence rating (left).

As we were interested in the learning behavior within the VR, the acoustic and visual trial presentations were
part of a sequence consisting of eight digits formed by pairs of eight different stimuli. Within the sequence, each
visual stimulus (one of four landscapes) was paired with a specific sound (one of four musical instruments) e.g.
visual 1: Desert with acoustic 1: Piano sound. Therefore, pairs or even the whole sequence could be learned in
principle. The sequence was interrupted by deviants (15%) with a maximum of three in a row. The sequential
regularitly of the trial presentalions was not introduced Lo Lhe participants. To avoid motor learning, the order
of the visual response option was randomized in each trial*.

Post-experimental assessment of knowledge and stimulus value rating outside the VR. A completion task (see
Tig. 2}, a free recall, and a stimulus rating followed the main VR experiment. All post-experimental tasks were
retrospectively performed outside the VR on a computer screen. In each trial, one of eight stimuli was given and
had to be completed with a stimulus that matched the given stimulus (see Fig. 2). 'The trials were cither cross-
modal, with a given stimulus in one modality and four choices given from the opposite modality, or unimodal in
which the given stimulus and the choices of answers were of the same modality. The completion task consisted
of 64 trials with 50% crossmodal trials (25% visual and 25% acoustic matching). After each trial, the participants
had to choose if they were sure or unsure about the given answer (see Fig. 2). With this rating, we later could
separate the given answers into implicit (correct answer rated as unsure) and explicit (correct answer rated as
sure) knowledge about the presented sequence.

The completion Lask was followed by a free recall. Al this point, the participants were Lold that there was an
order in which the stimuli were presented most of the time during the experiment. Within the free recall, the par-
licipants were asked Lo choose an order for Lhe eight given stimuli. The chosen order should resemble a sequence
the participants most likely were presented within the main experiment. The order for the chosen stimuli was
not limited. After the participants logged their choice in, by clicking on an “ok” button, the participants were
asked if they were sure or unsure about their chosen order.

At the end of the latter mentioned memory assessment tasks, the participants performed a stimulus value rat-
ing of the visual stimuli. We implemented a stimulus value rating to Lest for potential motivational significance of
stimuli between the stimuli used in the visually enriched VR and the non-enriched screen based experiments, as
this contextual influence can probably correlate with learning effects due to motivational and attentional factors®.
Each visual stimulus was presented once and the participants could rate it on a continuous scale with “T dislike it”
(negative rating) on the left, “Neutral” in the middle and “I like it” (positive rating) on the right side of the scale.

Condition 2 (PC-short). Apparatus. The visual stimuli were presented on a 23" screen (SyncMaster
P2370; Samsung). 'The distance between screen and participant was approximately 1 m. 'The tones were pre-
sented via two loudspeakers (HD 201, Sennheiser, Germany) one on each side of the screen. The volume was
adjusted by the participants. For recording the answer of the participant, we used a standard keyboard and com-
puter mouse. The psychtoolbox on Matlab was used to present the experiment.

The visual stimuli consisted of four colored and easily distinguishable squares. The color of each square was
chosen analogue to a landscape within the VR condition (blue - ocean, green — forest, yellow — desert, white —icy
landscape). Four simple tones (sine waves: 120 Hz, 286 Hz, 389 Hz and 527 Hz) with a duration of 1000 ms, were
used as auditory stimuli®®, Black circles of diameters ranging from 20 to 80% of the size of the visual stimulus
were displayed as a visual response option for the acoustic stimuli. The circle size represented the [requency
height e.g., the biggest circle represented the tone with the lowest frequency.
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Experimental design and procedure. 'The participants were instructed to respond as quickly and correctly as
possible to the target stimulus which was presented in the centre of the screen for the visual stimuli or as a tone
to which the participants had to match one of four circles. The participants underwent a training before enter-
ing the main experiment (see condition 1). The response options were displayed above the target. The last visual
target was still present during an acoustic trial to keep it analogue to the setting in the VR experiment in which
the participants remained in a landscape during the acoustic trial (see Fig. 1). After the participants gave their
response, the trial ended. Answers had to be given within 2500 ms per trial.

Responses had to be made with the index and middle finger of both hands on a regular keyboard. The enabled
keys were “y”, “%7, 5 “,and 1

Condition 2 or PC-short consisted of 260 trials. The trials were part of a sequence consisting of eight stimuli,
four in each condition starting with a visual stimulus (Sequence: V1 (e.g. blue square) Al (e.g. 286 Hz), V2A2
V3A3 V4A4; for more details, see Condition 1).

Post-experimental assessment of knowledge and stimulus value rating. A completion task, a free recall and a
stimulus rating followed the main experiment. All post-experimental tasks were performed on a computer
screen and were identical, with an exception for the used visual and acoustic stimuli, to the tasks performed by
the experimental group 1 (see cond. 1, VR).

Condition 3 (PC-long). Apparatus. See cond. 2.
Stimuli.  See cond. 2.

Experimental design and procedure. 'The procedure was the same as in condition 2 except that condition 3 con-
sisted of 520 instead of 260 trials. See cond. 2 for further details.

Post-experimental assessment of knowledge and stimulus value rating.  See cond. 1 and cond. 2.

Behavioral data analysis. 'The important parameters, which can be compared between all experimental
conditions, are the amount of memory expressed as implicit or explicit memory. These parameters can be taken
from the completion task, as well as the free recall. The latter tasks were identical for all three conditions, except
for a change in both visual and acoustic stimuli in the VR condition. All correct answers were taken into account
for the analysis of task performance in the completion task, as well as the free recall. Within the main experi-
mental conditions, specific acoustic and visual stimuli formed pairs within a sequence in 85% of the trials. We
counted an answer as correct if the participant was able to match a given stimulus with a stimulus of the other
modality that was either the following or the previous stimulus within the sequence. As the last visual stimulus
was present, when the acoustic stimulus was presented and vice versa, we assumed, that not only forward but
also backward learning within the sequence was feasible. Therefore, we accepted an answer in both directions.
The amount of implicit memory was calculated as the percentage of “unsure’, correct, answers from the sum of
all possible answers per participant. The amount of explicit memory was calculated as the percentage of “sure’,
correct, answers from the sum of all possible trials per participant. This method was used for the assessment of
the type of acquired knowledge (implicit; explicit) in the different conditions in both the completion task as well
as in the free recall.

To test for differences in the amount as well as quality of gained knowledge, we performed an ANOVA with
the factors Condition (VR; PC-short; PC-long) and Learning-Type (implicit; explicit) with performance in each
learning type as the dependent variable within the completion task as well as the free recall. Furthermore, we
tested for probable differences in the quality of gained knowledge between the two conventional 2D-screen-
based tasks and performed an ANOVA with the factors PC-Conditions (PC-short; PC-long) and Learning-Type
(implicit; explicit) with performance in each learning type as the dependent variable within the completion task
as well as the free recall. For the analysis of the stimulus value rating, all given answers were taken into account.
We controlled for potential outliers, ie. participants selecting only “sure” and while showing constant errors,
before we went on with the further analysis. For each rating, where a value between 0 (unpleasant) and 1 (pleas-
ant) was possible, the absolute distance to the neutral rating (0.5) was calculated. A mean over these adjusted
stimulus ratings of the four visual stimuli was calculated for each participant in each condition and used for
the further analysis. To test for a probable impact of the enriched stimuli, used in the VR, on the stimulus value
rating, we performed a two-sided two-sample t-test over stimulus ratings in VR versus PC (PC-short & PC-long
merged) conditions. Furthermore, we tested for probable correlations of stimulus value ratings on implicitly and
explicitly gained knowledge in each group. The statistical analysis was performed in R (4.0.5) and Matlab (2020b).

Results
Completiontask. Notably, we found no difference in the amounts of overall learned sequence pairs between
conditions (see Table 2), but the degree of developed explicit memory was affected by the different settings in
the three conditions.

The interaction effect of Conditions and Learning-Type (F;,55=27.3, p < 0.0001; see Fig. 3) revealed more
explicit memory in the VR group as compared to both PC versions. Overall, volunteers acquired more implicit
than explicit memory (main effect of Learning-Type: F; 55 =23.1, p <0.0001).
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Implicit 19.2 3.15 458 5.44 52 25

Explicit 36.7 4.2 14.4 4.4 4.62 15
Total learned 56 312 60.3 3.52 56.6 24

Table 2. Completion task performance over learning types in each condition. Mean and SEM in percent for
the performance between and within conditions (VR =49, PC-short =21, PC-long=27) for Learning-Type
(implicit; explicit) and over all learned stimulus pairs.

60
-¢- VR
o PC-short
20 = pCl
~lon;
—_ ° :
<3
S 40
i
= e
[ -
£ 30 Vg
5
2 20 }
°
10
[ ]
0
Implicit Explicit

Learning Type

Figure 3. Completion task performance of learned pairs within the given sequence divided by Learning-

"Type (implicit; explicit) and Condition (VR, PC-short, PC-long). 'The light grey, dotted lines represent the
performance of participants of PC-short (N=21) and PC-long (N =27) and the dark grey, dashed line represents
the performance of VR (N =49) participants in the completion task. The performance is divided into implicitly
learned sequence pairs (left) and explicitly learned sequence pairs (right). The mean of the performance is
visualized as black circle (VR), hollow circle (PC-short) and black square (PC-long). The error bars represent the
SEM.

Freerecall. Notably, we found no difference in the amounts of overall learned sequence pairs between condi-
tions (see Fig. 1), but the degree of awareness was aflected by the different settings between conditions.

In the (ree recall, the VR experimental group had a mean performance of 37.57% for implicit and 26.03%
(SEM - 3.61%) for explicit memory. In contrast, the conventional, 21> screen based experimental groups resulted
in an average performance of 16.73% implicit and 7.41% explicit memory (PC-short; SEM = 5.12%) and 65.06%
implicit and 1.27% explicit memory (PC-long; SEM - 4.87%).

Overall, the volunteers acquired more implicit than explicit memory (main effect of Learning-Type:
Fip1se = 55.9, p<0.0001). The interaction effect of Conditions and Learning-Types (L3155, = 10.9, p<0.0001; see
Fig. 4) revealed more explicit memory in the VR group as compared to both PC groups.

Gained knowledge in the short versus long version of the 2D-computer-screen based condi-
tions. We tested for probable differences in the mean of gained explicit and implicit knowledge between
a short and a long version of the 2D-computer-screen based sequential-association-task. Notably, we found
no difference in the amounts of overall learned sequence pairs between the 2D-computer-screen based con-
ditions. Overall, volunteers acquired more implicit than explicit memory in both the completion task (main
effect of Learning-Type: F(, 5,,=82.94, p<0.0001; see Fig. 3) as well as the (ree recall (main eflect of Learning-
‘Type: F( g9 =265.2, p<0.0001; see Fig. 4). An interaction effect for the influence of Conditions PC-short versus
PC-long on Learning-Type was significant for both completion task (Fy g5 =12.44, p<0.001) and free recall
(T 92=4.770, p< 0.0315) (see Tigs. 3 and 4). However, this effect is related to less explicit memory in the PC
versions.

Stimulus value rating.  We tested for probable differences in the mean of stimulus value ratings between an
enriched visual environment in the VR task and non-enriched visual stimuli in both PC tasks.
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Figure 4. Tree recall performance of learned pairs within the given sequence divided by Learning-Type
(implicit; explicit) and Condition (VR, PC-short, PC-long). The light grey, dotted lines represent the
performance of participants of PC-short (N -21) and PC-long (N - 27) and the dark grey, dashed line represents
the performance of VR (N =49) participants in the free recall. The performance is divided into implicitly learned
sequence pairs (lefl) and explicilly learned sequence pairs (right). The mean of the performance is visualized as
black circle (VR), hollow circle (PC-short) and black square (PC-long). 'Lhe error bars represent the SEM.

035

emotional salience
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Figure 5. ‘lhe stimulus value rating for the VR condition and the two merged 2D-computer-screen conditions.
The boxplot shows for the VR condition a median of 0.24 (25-percentiles of 0.2 and 75-percentiles of 0.29) and
0.21 (25-percentiles of 0.14 and 75-percentiles of 0.25) for the computer-screen conditions.

We could not find a statistically significant difference in stimulus value ratings (t s, =1.82, p=0.071) between
conditions of VR (Mean - 0.24; SEM - 0.012) compared to both conventional 2D-computer-screen based condi-
tions taken together (Mean =0.21; SEM =0.015; sce Fig. 5). Furthermore, we tested for associations of stimulus
values and the amount of implicit and explicit knowledge separately [or each task. We found no correlation of the
stimulus value ratings and the performance of implicit memory, as well as no correlation between the stimulus
value ratings and the performance of explicit memory (all p>0.05).

We additionally calculated an ANCOVA for both post-experimental assessments thereby the stimulus value
rating functions as the covariate to test whether the interaction effect is affected by the stimulus value. We gained
comparable significant effects to the previous performed ANOVA. The ANCOVA for the completion task resulted
in an interaction effect between Condition and Learning-Type (I (2188) = 2.82, p<0.0001) and a main cffect for
Learning-Type: F (1188) =12.21, p<0.0001). The ANCOVA for the free recall resulted in an interaction eflect
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between Condition and Learning-Type (F (2188)=31.79, p <0.0001) and a main effect for Learning-Type: F
(1188)=73.45, p < 0.0001).

Discussion

Although incidental learning is a fundamental process occurring in everyday life, its underlying mechanism is
commonly investigated in artificial laboratory environments. In particular, the potential benefits for the genera-
tion of explicit memory during learning in naturalistic contexts remain elusive. In this study, we aimed on closing
this gap by implementing a near-natural sequential association task in an enriched environment presented in
VR. We compared the generated knowledge in the enriched task environment with the learning behavior we
got when participants perform a sequential association task in a classical and non-enriched environment. Our
results revealed that participants successfully acquired a comparable amount of memory in both enriched and
non-enriched learning environments.

Enhanced explicit memory formation in an enriched task design.  Although the amount of learned
items was similar across all applications, two memory tests (completion and free recall task) revealed that the
extent of later expressed explicit memory was enhanced in the enriched environment compared to the conven-
tional non-enriched environment. These results support the view that an enriched setting is an essential factor
that can explain an increased explicit memory in the VR application of the incidental sequential association
task. Therefore, the enriched environmental hypothesis is supported by our results. We could not find a significant
difference in the visual stimulus value rating used in the VR condition compared to the conventional 2D-com-
puter-screen based applications, indicating that the stimulus alone outside the VR cannot explain the difference
in the explicit memory generation. Therefore, the enhanced development of explicit memory can be related to
various advantages of the VR application'*?"?>%, One possible factor includes that VR applications facilitate the
transition of information by its general characteristics in mobility and natural movements like the upright body
position, and not only arms but especially head movement freedom. That way, VR applications might reflect
a motivating environment with the potential to increase the feeling of an embodiment, like being physically
present in the scenario, by which encoding efficiency and the transition into explicit memory are increased?*’.
Closely related, evidence from Smith & Mulligan (2021)*° includes the concept of immersion, which represents
the degree of natural features in the VR portrayed by the virtual environment’s sensory and interactive properties
(see?t®2). Previous research showed that immersion strongly correlates with participants’ attentional engagement
level®#4, Hence, the VR application not only provides a less vulnerable setting to attention decreases (i.e., dueto
mind wandering), it might even enhance attentional processes'5?>*. These advantages are a potential explana-
tion for the enhanced explicit memory in the VR condition and constitute to the higher enriched environmental
aspects that are increased in more real-life settings. Besides the environment posing an essential factor, near-
natural perception is also increased when stimulus material is enriched by context-related components, enabling
superior memory formation®*-*%, These factors of the enriched environmental hypothesis have a clear impact on
the transition from implicit to explicit memory.

The role of motivation in learning and why an enriched environment facilitates explicit mem-
ory formation by boosting motivational and attentional processes. In neuroscience, recent evi-
dence has specifically connected the ventral striatum as a key player in the transition mechanism of implicit
to explicit memory formation in incidental learning. The ventral striatum is mainly associated to motivational
and reward processes*® releasing dopamine in rewarding situations, consequently enhancing the generation of
explicit memory. In a study by Clos et al. (2018)7, which also included a sequential task, the dopaminergic level
was pharmacologically modulated in human adults. It was shown that an increase in dopamine was directly con-
nected to an increased transfer of information. This increase in information transfer was linked to the enhanced
formation of explicit memory in an incidental sequential task. This way, successful predictions during task pro-
cessing reflect an achievement within our neural system rewards. These rewarding processes encourage insight
into hidden regularities and the emergence of explicit memory. The role of the dopaminergic system in the trans-
fer from implicit to explicit memory may be related to the increased explicit memory rate in the present study as
a consequence of the more rewarding and motivating experimental setting in an enriched task environment like
we introduced to the participants in the VR surrounding.

The fluency hypothesis versus the enriched environmental hypothesis. To control for the feeling
of task fluency (see the introduction for further details), we implemented two simple conventional 2D-com-
puter-screen based versions, which differed in experiment length. The increased amount of implicit memory
in the 2D-computer-screen condition indicated that the content is still learned, but is transferred to explicit
memory only to a reduced degree. By directly comparing the effect of the fluency factor and the enriched environ-
mental factor in the present experiment, the impact of the motivational and enriched experimental environment
seems to have a larger effect on the emergence of explicit memory.

Conclusion. To summarize, the increased transition from implicit to explicit memory during incidental
learning in the VR setting is related to an interaction of enhanced task processing, rewarding processes and
attentional as well as motivational factors. These observations in the VR application have strong therapeutic
implications for the rehabilitation of patients, who suffer from learning and memory impairments according to
neurological diseases. We show that the transition from implicit to explicit memory is considerably influenced
by the enriched environment, which includes context-enriched stimuli. In this work, we have obtained com-
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pelling evidence that the transition from implicit to explicit memory is primarily influenced by environment-
engaging processes like attention, motivation, and presence.

Limitations of this study. Within this study, we gained evidence that the environment used for studying
incidental learning in humans influences the outcome of the type of generated knowledge to a great extent. As
this study is one of the first attempts in elucidating the complex processes such an enriched and near-natural
study design, here presented in VR, can have on incidental learning, we cannot clearly state which of the fac-
tors mentioned within our discussion plays a key role that led to the enhanced transfer from implicit to explicit
memory formation. Yet, the findings emphasize the relevance for investigating learning and memory processes
in more near-natural scenarios.

Data availability
The datasets generated and/or analyzed during this study are available on request from the corresponding author.
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By using sensory entrainment of pre-stimulus oscillations we could show thatalpha-band stimulation
in particular enhanced crossmodal memory. These findings reveal a frequency-specific functional
dissociation and highlight the potential of targeting preparatory brain rhythms to improve crossmodal

memory formation.
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Abstract

The state of neural dynamics prior to the presentation of an external stimulus significantly
influences its subsequent processing. This neural preparatory mechanism might be of particular
importance for crossmodal memory formation. The integration of stimuli across different sensory
modalities is a fundamental mechanism underlying the formation of episodic memories. However, the
causal role of pre-stimulus neural activity in this process remains largely unclear. In this preregistered
study, we investigate the direct relationship between transient brain states induced by sensory
entrainment and crossmodal memory encoding. Participants (n = 105) received rhythmic visual stimuli
at theta (5 Hz) or alpha (9 Hz) frequencies to evoke specific brain states. EEG recordings confirmed
successful entrainment, with sustained increases in neural activity within the stimulated frequency
bands persisting until stimulus onset. Notably, induced alpha oscillatory activity enhanced recognition
memory performance reflected by increased sensitivity, and suggesting that alpha oscillations prepare
the brain for optimal multisensory integration. These findings highlight the functional significance of
distinct oscillatory brain states in facilitating memory encoding by increasing cortical excitability before
stimulus presentation. Overall, our results emphasize the importance of pre-stimulus brain states in
shaping the efficiency of memory formation across sensory modalities and shed light on how dynamic

neural preparations support learning.

Keywords
Pre-Stimulus Entrainment, Visual Sensory Stimulation, Crossmodal Learning, Associative Memory

Formation
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Introduction

Multisensory learning is fundamental for human cognition, enabling the encoding and retrieval
of complex environmental information. In daily life, individuals continuously integrate sensory
information from multiple modalities, such as visual and auditory stimuli, to enhance memory
performance. This ability to form crossmodal associations supports essential cognitive functions,
especially episodic memory formation (Dickerson & Eichenbaum, 2010; Gasser & Davachi, 2023). Given
the relevance of multisensory learning, understanding the underlying neural mechanisms has become
a key objective in cognitive neuroscience. Brain oscillations play a critical role in coordinating neural
activity during multisensory learning. Theta oscillations (3—7 Hz) have been widely implicated in the
formation of episodic memory, particularly in binding disparate elements of experience into coherent
memories (Klimesch et al., 2011; Rudoler et al., 2023; Staudigl & Hanslmayr, 2013). Research suggests
that theta rhythms support the temporal organization of information, facilitating associative encoding
across modalities (Buzsaki & Moser, 2013; Herweg et al., 2020; Terada et al., 2017). Additionally, alpha
oscillations (8=12 Hz) have been associated with attentional selection, serving as a gating mechanism
to suppress irrelevant sensory input and enhance task-relevant processing (Foxe & Snyder, 2011;
Jensen & Mazaheri, 2010; Waldhauser et al., 2012). However, the precise role of pre-stimulus theta

and alpha dynamics of memory formation during multisensory learning remains unclear.

A growing body of evidence highlights the importance of pre-stimulus neural activity in shaping
subsequent cognitive processing (Lindenbaum et al., 2023; Roberts et al., 2018; Salari & Rose, 2016;
Taesler & Rose, 2022; Van Dijk et al., 2008; Zazio et al., 2022). Pre-stimulus theta and alpha power
fluctuations have been linked to successful memory formation (Addante et al., 2011; Schneider & Rose,
2016; Scholz et al., 2017; Sweeney-Reed et al., 2016; Winterling et al., 2019), suggesting that oscillatory
states before stimulus presentation may serve a preparatory function (Cruzat et al., 2021; Strunk &
Duarte, 2019; Zoefel & VanRullen, 2017). In particular, we were able to support this notion in a
previous investigation, where participants were required to memorize audiovisual pairs in a
Subsequent Memory Effects task (SME; Ostrowski & Rose, 2024). We could demonstrate that theta
and alpha oscillations have a significant impact on memory encoding during the pre-stimulus phase,
as increases in theta (3—7 Hz) and alpha power (8—12 Hz) observed before stimulus presentation were
associated with enhanced memory performance. Specifically, higher pre-stimulus theta and alpha
activity has been linked to better recognition of crossmodal associations between stimuli, such as visual

and auditory inputs.
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These findings propose that pre-stimulus oscillations might optimize encoding conditions (Amil
et al., 2024; Salari & Rose, 2016}, aligning neural activity with upcoming information (Schneider & Rose,
2016; Terporten et al., 2019; Winterling et al., 2019; Yeh & Rose, 2019). However, a causal link between
pre-stimulus oscillatory activity and successful learning has not yet been demonstrated. One promising
approach is the modulation of pre-stimulus frequencies through entrainment. These methods, such as
transcranial alternating current stimulation (tACS) and rhythmic sensory stimulation, provide the
means to modulate oscillatory activity in a non-invasive manner (Bree et al., 2021; Neuling et al., 2015,
2017; Veniero et al., 2015). The application of external rhythmic stimulation can synchronize
endogenous neural rhythms at targeted frequencies (Duecker et al., 2024; Notbohm et al., 2016;
Notbohm & Herrmann, 2016; Thut et al., 2011), thereby affecting cognitive processes, and
subsequently behavior (Bree et al., 2021; Michael et al., 2022; Wang et al., 2024). In sensory
entrainment, neural oscillations are modified by an external visual or auditory stimulus during
encoding. Depending on the sensory domain, either luminance or amplitude oscillate in a specific
frequency, leading to increases in oscillatory power. As the brain synchronizes with these external
rhythms, it may become more aligned at integrating sensory details into structured memories (Grover
et al., 2021; Koster & Gruber, 2022; Singer, 1993; Walti et al., 2020). Given the evidence that pre-
stimulus oscillatory activity can affect memory performance, investigating whether externally applied
rhythmic stimulation can modulate these oscillatory states to enhance learning is crucial to reveal a
direct functional role of this neural mechanism. Furthermore, this might allow researchers to
determine in a causal framework whether the potential enhancement of multisensory memory
formation stems from improved temporal binding (theta) or more effective suppression of irrelevant
information (alpha). However, studies investigating sensory entrainment in the context of
multisensory learning have yielded mixed results so far (Hanslmayr et al., 2019; Walti et al., 2020;

Wang et al., 2018).

This pre-registered study aims to examine a direct link between pre-stimulus states of theta
and alpha oscillations and multisensory memory formation by using visual sensory entrainment, while
also addressing existing challenges in sensory entrainment through an optimized experimental
paradigm. Using a between-subjects design, participants were required to memorize and later
recognize pairs of visual and auditory stimuli. Visual sensory entrainment was presented immediately
before each stimulus from the encoding task at either 5 Hz (theta group) or 9 Hz (alpha group). The
choice of entrainment frequencies was based on observed effects from prior research where the same
SME paradigm was used (Ostrowski & Rose, 2024). Arrhythmic stimulation was used as a control
condition in which the entrainment oscillations were derived randomly from frequencies between 13

and 24 Hz. This approach extends previous work through a refined experimental design, allowing us to
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test whether pre-stimulus sensory entrainment might influence neural oscillations and memory

performance.

Building upon prior research, the current study aims to replicate and extend previous findings
through a refined experimental design that systematically manipulates brain oscillations before
stimulus onset. First, we first expected that using an oscillating image as a stimulus for sensory
entrainment will be successful in modifying oscillatory activity and hypothesized that it will lead to
increased oscillatory power within the entrained frequency ranges (H1). Importantly, we hypothesized
that both theta (H2a) and alpha (H2b) entrainment would enhance memory performance as compared
to controls. Moreover, we hypothesized that theta and alpha entrainment might affect memory
performance to a different degree, resulting in potential differences between the two conditions (H2c).
Additionally, we expected that both theta and alpha entrainment might lead to improved memory
performance as compared to no entrainment, which we assessed through a statistical comparison with

the dataset from the previous study (H3).
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Figure 1. Schematic overview of one experimental run of the SME task. Each encoding trial began
with a frequency-specific visual entrainment stimulus that lasted 2 s, followed by a black screen whose
presentation duration differed depending on the group (theta: 100 ms; alpha: 56 ms; control: 50 ms).
During entrainment, the luminance varied in a sinusoidal manner, resulting in a rhythmic oscillation of
5 Hz in the theta group and 9 Hz in the alpha group. Then, an image—sound pair was presented for 2 s,
followed by a fixation cross for 1 s. Taken together, this comprised the possible window for responses.
Participants judged whether both stimuli represented animals and were instructed to memorize each
audiovisual combination. A fixation cross remained visible on the screen during the subsequent inter-
trial interval of 2 to 4 s. In the recognition task, participants were presented with previously shown
(old) and recombined (new) audiovisual pairs and indicated whether they remembered the particular
combination of image and sound or not. Stimuli were shown for 2 s, and responses were recorded up
to 3 s after stimulus onset. The inter-trial interval was fixed at 4 s, during which a fixation cross was
shown. In the intermission between each encoding and recognition task, participants were presented
with a short distraction task.

Results

In this study, participants (n = 105) performed in a sequential memory encoding and
recognition task across three experimental runs, each containing audiovisual pairings that the
participants were instructed to memorize (Figure 1). Prior to each pairing in the encoding phase,
participants were exposed to rhythmic visual stimulation at either theta (5 Hz) or alpha (9 Hz)
frequencies, or exposed to arrhythmic stimulation (control) for two seconds. Each encoding run was
followed by a short distractor task and a recognition phase, in which previously seen pairs were

randomly intermixed with recombined lures. Participants indicated whether each pair was old or new
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via button press. We implemented an open-ended sequential design for gathering evidence, taking
advantage of the Bayesian statistical framework. The data collection concluded either when at least
moderate evidence had been gathered to accept or reject the null hypothesis for the respective

contrast or when group size reached k = 35 for each group.

Successful pre-stimulus visual stimulation modified targeted frequency

The focus of this study was to test whether visual sensory entrainment before the presentation
of a stimulus would affect its subsequent encoding and thus result in changes in memory performance.
As a prerequisite, we needed to make sure that the entrainment procedure would increase oscillatory
power in the frequency bands corresponding to the entrainment frequencies (H1). To that end,
oscillatory power in the late entrainment period (-1.1 s to -0.1 s relative to stimulus onset) from the
theta and alpha entrainment groups was contrasted with the recorded activity from the control group.
Two-tailed independent-samples t-tests were used on sample level, with a cluster-based permutation
approach to account for multiple comparisons. The analysis was conducted for a frequency range of 1
to 40 Hz across the entire channel space. Comparing activity from the theta group with the control
group, our analysis revealed a positive cluster ranging from 3 to 7 Hz and spanning the entire late
entrainment period (p < .025, corrected, Supplementary Figure S1A), demonstrating the successful
entrainment of pre-stimulus theta activity. Simultaneously, a negative cluster was observed that
ranged from 13 Hz to 40 Hz {p < .025, corrected), covering most of the beta as well as lower gamma
bands. In the comparison between the alpha group and control group, a positive cluster was found in
the range of 6 to 10 Hz that spanned the whole analysis window (p < .025, corrected), also showing
the specific entrainment of alpha band oscillations before the onset of the stimulus pair. Furthermore,
the analysis revealed a negative cluster in the high beta/low gamma band ranging from 29 to 34 Hz,
spanning the whole analysis window as well (p <.025, corrected). Generally, the entrainment seemed
to be centered around occipital and parieto-occipital electrodes , and the effects in all entrainment
groups were observed only in the pre-stimulus period (Figure 2), since our analysis revealed that
oscillatory activity after stimulus onset did not differ between the theta, alpha, and control groups (p
=.069; Supplementary Figure S2) In addition, comparing pre-stimulus power from both entrainment
groups with oscillatory activity from the NE group using identical analysis parameters revealed similar
patterns. Specifically, we found a significant positive cluster in the theta frequency range (theta vs NE;
p <.025, corrected) as well as in the alpha band (alpha vs NE; p <.025, corrected). The common effects
found in the control as well as in the NE contrast are shown in Figure 2B and 2C, demonstrating the
specificity of the different entrainment protocols (for visualizations of individual contrasts, see

Supplementary S2). These results suggest that the entrainment of 5 Hz in the theta group and 9 Hz in
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the alpha group successfully modified oscillatory activity in the pre-stimulus window and the targeted
frequency selectively and consistently. As no alpha modification was observed in the theta group, and
no theta modification in the alpha group, the observations support our hypothesis that sensory visual

entrainment can selectively modify ongoing oscillations (H1).

In some studies, the entrainment frequency is individually tailored to match participants’
endogenous rhythms (Duecker et al., 2024; Zaehle et al., 2010). This approach is particularly common
in alpha entrainment research, where resting-state EEG is used to identify the individual alpha
frequency (IAF) as a target for stimulation (Janssens et al., 2022; Kasten et al., 2019; Klimesch, 2012;
Stecher et al., 2017). To explore whether the match between stimulation frequency and endogenous
alpha rhythms modulated entrainment strength in the present study, we computed the absolute
difference between each participant’s IAF and the stimulation frequency in the alpha group (9 Hz). The
|AF was extracted from resting-state EEG recorded prior to the main experiment by calculating power
spectra using a multitaper fast Fourier transform (1-40 Hz). It was defined as the frequency showing
the maximum power within the 8-12 Hz range, averaged across posterior electrodes (Pz, POz, Oz, 01,
02). Thus, we correlated this IAF distance with the maximal relative change in alpha power during the
recognition phase, as an index of entrainment strength. This analysis was restricted to participants in
the alpha entrainment condition. The correlation was not statistically significant, r(43) = -0.034, p =
.849, indicating that the individual distance from the stimulation frequency did not predict the strength
of neural entrainment as indexed by maximal alpha power modulation. Surprisingly, the same analysis
for theta revealed a significant negative correlation between the individual theta frequency (ITF)
distance and the maximal relative change in theta power during the encoding phase, r(55) =-0.296, p
= 0.028. This suggests that a smaller difference between the individual theta frequency and the

entrainment frequency might be associated with greater increases in theta power.
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Fig. 2. Effects of visual sensory entrainment on recorded EEG activity. (A) Left shows the average
relative change of oscillatory power in reference to the baseline period for every group. Specifically,
the average change is displayed for the mean activity from the 5 Hz and 9 Hz envelopes (+ 1 Hz). Each
data point shows the respective mean value for one participant, and the black error bars represent the
standard error of means. Right shows the average time courses of relative change in power for the 5
Hz and 9 Hz narrow bands across the whole trial period for every group. The shadings around the lines
represent the standard error of means across participants. All three figures depict relative change
derived from the mean of the occipital electrodes 01, 02, and Oz. The first dashed vertical line marks
the onset of the entrainment stimulus, while the other two mark the stimulus presentation window.
(B) Visualization of the common effects of visual entrainment that were found in the contrast of the
theta group with the control group, as well as in the contrast with the NE group. The time-frequency
plot (left) shows the dimension of the common cluster along the time and frequency dimensions,
depicting the average t-values across all contributing electrodes. Positive t-values signify greater
relative change in the theta group, while opaque data points mark a significant difference at p <.025
(corrected). On the right, the topographical distribution of the common effects is shown, with
electrodes contributing to the cluster marked in green. (C) Same as in (B) but for the alpha entrainment
group.

Alpha but not theta entrainment enhances memory performance

In this study, we aimed to determine whether changes in oscillatory activity during the pre-
stimulus interval could causally influence an individual’s ability to encode audiovisual associations.
First, the analysis of performance in the categorization task during encoding yielded moderate
evidence in support of the null hypothesis, BFio = 0.381, suggesting no significant differences in
accuracy across conditions. These findings suggest that participants consistently adhered to task

demands throughout the experiment, supporting the validity of subsequent analyses on oscillatory
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activity and memory performance (see Supplementary 3 for further details). Notably, memory
performance in the recognition task as measured by the sensitivity index d’ was significantly enhanced
in the alpha entrainment group (M = 1.46, SD = 0.60) as compared to the control group (M = 1.18, SD
= 0.50; Figure 3A). An independent-samples t-test yielded a Bayes factor of BF,o = 3.29, providing
moderate evidence for the alternative hypothesis and suggesting that increased alpha-band activity
induced by visual entrainment may facilitate the formation of audiovisual associations (H2b). Further
analysis revealed that this effect was primarily driven by a measurable increase in hit rate in the alpha
group (M = 61.498%, SD = 14.443%) as compared to the control group (M =49.792%, SD = 15.029%),
BFio = 22.5742. Simultaneously, no differences were observed in the false positive rate between the
groups (alpha: M = 13.9%, SD = 6.67%; control: M = 13%, SD = 5.73%), BF;o = 0.2852 (Figure 3B). This
suggests that participants in the alpha group were more likely to correctly recognize an old stimulus
pair compared to those in the control condition. In contrast, the comparison of sensitivity between the
theta group (M =1.28, SD = 0.55) and the control group yielded a Bayes factor of BF,, = 0.49, indicating
weak evidence for the null-hypothesis. Similarly, the direct comparison between the theta and alpha
groups resulted in a Bayes factor of BFio = 0.53, further suggesting weak support for the null
hypothesis. Although these results do not support our hypotheses H2a and H2c, they provide evidence
that any effect of theta entrainment on encoding performance may be smaller or more variable than
anticipated. Together, these findings point to a potentially specific role of alpha oscillations in
enhancing audiovisual memory encoding, highlighting the importance of frequency-specific

mechanisms in pre-stimulus neural dynamics.

To address our preregistered hypothesis (H3), we compared memory performance in the
entrainment groups to that of participants from a previous study who were not exposed to any
rhythmic stimulation during the pre-stimulus interval but instead viewed a static fixation cross (NE
group; M = 1.27, SD = 0.53). The results of the Bayesian t-test showed that neither the theta group
nor the control group differed significantly from the NE group, BFio = 0.26 and BF;o = 0.16, respectively,
indicating moderate-to-strong evidence for the absence of an effect. The comparison between the
alpha group and the NE group yielded a Bayes factor of BFy, = 1.03, indicating that the data did not
provide conclusive evidence for either hypothesis. However, we found moderate evidence suggesting
that the hit rate measured in the alpha group still differed from the hit rate in the NE group (M =
52.662%, SD = 13.724%), BFio = 3.8563. Again, we also found moderate evidence that the false positive
rate from the NE group (M = 12.8%, SD = 6.1%) was likely not statistically different from the false
positive rate in the alpha group. This indicates that participants receiving alpha band stimulation
correctly remembered old stimuli more often than participants who were not stimulated at all. In

addition, we investigated whether sensory entrainment might have affected how memory
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257  performance changed across the experiment. While we found that memory performance generally
258  increased over the course of the experiment, this effect was not modulated by the pre-stimulus
259  condition, BF = 0.0343, indicating that the improvement was consistent across entrainment conditions
260  (see Supplementary 4 for further details).
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263 Figure 3. Effects of neural entrainment on recognition memory performance. (A) Mean sensitivity
264  index (d’) with standard errors of the mean (SEM) across the three entrainment conditions (B) Average
265  trial rates depicting the proportion of remembered old pairs (Hit) and new pairs erroneously
266  categorized as old {false alarms; FA) across individuals for each group. Black error bars mark the SEM.
267 (C) Group means of reaction times (RTs) for all response categories from the recognition task
268 illustrating differences in processing speed between the groups. In addition to Hits and FAs, the figure
269  includes RTs for not recognized old pairs (Miss) and correctly rejected new pairs (CR). Individual group
270  means are reported in Supplementary 5. (D) Prior and posterior distributions for the individual group
271  contrasts for sensitivity indices. The Highest Density Interval (HDI) is marked by the grey bar and the
272 light grey shaded area under the curve of the posterior distribution. The mean effect size u is marked
273 by the dashed line.
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Visual entrainment accelerates response times

Next, we explored the effect of visual entrainment on response times. First, we compared
group means of reaction times from the categorization task during encoding using the Bayesian version
of a one-way ANOVA with the factor pre-stimulus condition (theta, alpha, control, NE). The analysis
revealed moderate evidence in favor of the alternative hypothesis, BFyp = 5.0737, suggesting relevant
differences in response times between the groups during encoding. Further analysis revealed that
participants in the NE group responded significantly slower as compared to the entrainment groups
(see Supplementary 3 for details). Next, differences in reaction times from the recognition task were
assessed using the same statistical approach but conducted separately for all four response categories
(hits, misses, correct rejections, false alarms). Importantly, we found strong evidence that response
times differed significantly between conditions for every response category (hit: BF1p = 78.0847; miss:
BFyo = 8.0419; correct rejections: BFyo = 49.3906; false alarms: BFyo = 18.2397). Subsequent analyses
revealed that the entrainment groups did not differ in response times, regardless of which response
category was tested. The NE group, however, displayed consistently slower reaction times than the
other groups for every response category (Figure 3C; see Supplementary 5 for more information on
the individual group contrasts). The results suggest that participants who received visual stimulation
during the encoding phase responded faster in the recognition phase than participants who were not
stimulated. In addition, we investigated whether the entrainment condition would affect the
discrepancy in response times between recognition trials with correct and incorrect responses. To that
end, response times from all response categories were grouped according to the correctness of the
corresponding trial and submitted to a Bayesian mixed-design ANOVA. The analysis yielded strong
evidence in favor of the null hypothesis, BFio = 0.1161, indicating that the difference in response times

between correct and incorrect trials was not modulated by the entrainment condition.

No lasting effect of entrainment condition on resting state activity and salience reports

To complement our pre-registered analysis, we conducted exploratory investigations
examining resting-state EEG data before and after the experiment, as well as differences between
groups in subjective salience reports. Comparing the difference in resting-state activity from before
and after the experiment across the theta, alpha and control groups revealed no notable differences
{p =.2972, corrected). This suggests that any changes in baseline activity due to the experiment were
not dependent on the entrainment condition and appeared to be a general effect instead (see also
Supplementary 6). To control for the subjective experience of the visual entrainment, participants

rated its pleasantness and salience as well as their own perceived attention and fatigue at the end of
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every encoding task. Although we observed noticeable decreases in perceived attention as well as
increases in perceived fatigue over the course of the experiment, BFattention = 1.855 x 10%, BFatigue =
0.3415 x 10%°, these effects did not interact with the entrainment condition, BFattention = 0.195, BFfatigue
= 0.0552 (Supplementary 7). Overall, these results suggest that subjective perceptions and task
engagement were comparable across groups, reducing the likelihood of confounds influencing the

behavioral outcomes.

Discussion

This study aimed to investigate the causal role of pre-stimulus oscillations in the encoding of
crossmodal associations. Using visual sensory entrainment targeted at theta (5 Hz) and alpha (9 Hz)
frequencies, we aimed to modulate neural rhythmic activity prior to stimulus presentation and assess
its impact on memory performance. Our main findings demonstrated successful frequency-specific
entrainment of pre-stimulus oscillations. Notably, alpha-band entrainment before stimulus
presentation resulted in significantly improved recognition memory, as evidenced by increased
sensitivity driven by higher hit rates. In contrast, pre-stimulus theta entrainment did not produce
measurable behavioral effects. These results support a functional dissociation of pre-stimulus alpha
and theta oscillations in relation to memory encoding, with alpha activity playing a more prominent
role in facilitating successful associative memory formation. Importantly, these effects were driven
solely by transient pre-stimulus modulation, with no evidence for lasting entrainment effects during
stimulus presentation or changes in post-experiment resting-state activity, enabling the differentiation

of their respective functional contributions.

Previous research has demonstrated that pre-stimulus brain activity significantly influences
episodic memory formation (Addante et al., 2011; Salari & Rose, 2016; Schneider & Rose, 2016; Scholz
et al., 2017; Sweeney-Reed et al., 2016; Winterling et al., 2019). Oscillatory activity, particularly within
the theta (3—7 Hz) and alpha (8-12 Hz) bands, has been frequently associated with successful encoding
processes (Cruzat et al., 2021; Ostrowski & Rose, 2024). Elevated pre-stimulus theta power has been
linked to enhanced binding of contextual information and more accurate source memory, suggesting
a preparatory role for subsequent memory performance (Addante et al., 2011). Similarly, increases in
alpha oscillations prior to stimulus onset are thought to reflect a state of attentional preparation,
facilitating the encoding of complex audiovisual associations (Strunk & Duarte, 2019). Importantly,
attentional engagement modulates these oscillatory patterns, indicating that intentional focus can
create neural conditions beneficial for memory formation (Schneider & Rose, 2016; Uncapher et al.,

2011).
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Our findings build upon this established framework, demonstrating that externally induced
pre-stimulus alpha entrainment boosts audiovisual associative encoding. The observed increase in
alpha power in our experimental condition aligns with theories that posit alpha oscillations as essential
for sensory anticipation and attentional gating (Foxe & Snyder, 2011; Kizuk & Mathewson, 2017; Leske
et al., 2025; Morrow et al., 2023). This externally driven alpha synchronization likely enhanced
preparatory attentional states, enabling more efficient inhibition of irrelevant information and
promoting engagement of memory-related neural networks such as parietal and hippocampal regions
(Klimesch et al., 2011; Palva et al., 2010; Parish et al., 2018; Raud et al., 2023; Tian et al., 2021).
Behaviorally, this facilitation translated into higher recognition sensitivity, driven primarily by
increased hit rates, while false alarm rates remained unaffected. These findings support the hypothesis
that alpha oscillations modulate sensory preparation and attentional gating during encoding via

bottom-up processes, and thereby improve associative memory performance.

In contrast, pre-stimulus theta entrainment did not produce significant behavioral benefits,
despite successfully increasing theta power. This suggests that power enhancement alone may be not
sufficient to influence memory performance within this paradigm. A key factor could be the temporal
specificity of theta's role in encoding. While theta oscillations were shown to be critical for episodic
memory and associative binding (Buzsaki & Moser, 2013; Herweg et al., 2020; Terada et al., 2017),
their effectiveness appears to depend heavily on activity during stimulus processing (Hsieh &
Ranganath, 2014; Nyhus & Curran, 2010). Prior studies demonstrating memory improvements with
theta entrainment typically targeted the period during stimulus presentation, likely optimizing
engagement of memory networks (Hanslmayr et al., 2019; Herweg et al., 2020; Koster et al., 2019).
These findings indicate that the contribution of theta activity to memory encoding may be more
dynamic, occurring during active processing rather than as a preparatory state alone. Our targeting of
pre-stimulus activity likely aimed to set a preparatory neural state that may not have directly engaged
the neural mechanisms necessary for effective multisensory binding, although oscillatory power was
modulated. Furthermore, the role of theta oscillations in memory encoding often involves activity
across widespread and synchronized networks such as hippocampal-cortical circuits (Boran et al.,
2019; Etter et al., 2023; Nyhus & Curran, 2010), which may not have been fully engaged through
unimodal occipital stimulation alone. While the stimulation successfully increased theta power, the
lack of phase coherence or cross-regional synchronization may have limited its influence on encoding.
These findings emphasize that the contribution of theta activity to memory may be more context-

dependent and particularly crucial during active processing phases, rather than solely during pre-
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stimulus intervals. This aligns with prior studies emphasizing the importance of timing and phase

alignment in theta-mediated memory processes.

In addition to the effects of entrainment on primary performance measures we observed a
secondary effect on response times. Specifically, participants that received visual stimulation before
the encoding of audiovisual pairs responded consistently faster during encoding and, most
importantly, during the subsequent recognition task as compared to participants who did not undergo
entrainment, while no differences were observed between the three entrainment groups. Given this
pattern of results, it is plausible to assume that the faster response times from the entrainment groups
could be interpreted as an effect of increased alertness during the encoding period due to general
visual stimulation before stimulus onset. Visual stimulation in general has been associated with an
increase of alertness before (Figueiro et al., 2018; Golmohammadi et al., 2021; Lok et al., 2018), while
alertness, in turn, has been shown to decrease RTs in tasks recruiting executive control systems
{Nieuwenhuis & de Kleijn, 2013; Weinbach & Henik, 2012). One could argue that visual information
processing might benefit from an improved inhibition of peripheral information (Poirel et al., 2014).
This indicates that visual stimulation might have enhanced a preparatory mechanism that is
independent from the specific cognitive demand of encoding information but might rather point
towards an increased ability to remain vigilant and maintain attention throughout the task despite

increasing subjective feelings of fatigue.

Although the entrainment procedure applied in this study led to a reliable modification of pre-
stimulus theta and alpha activity, our analyses revealed that both the theta and alpha group exhibited
significantly lower beta band power as compared to controls. While we cannot rule out completely
that the behavioral effects presented here could also be attributed to modifications of beta band
oscillations, it’s plausible to assume that the observed difference was caused by increases in beta
activity in the control group rather than decreases in the theta and alpha groups. This is supported by
the fact that we found no negative clusters in the beta band when comparing activity from the theta
and alpha groups with the NE group, and that the effects common to both the control and NE group
contrasts are centered around the respective entrainment frequencies. Instead, the arhythmic
stimulation in the control group might have modified pre-stimulus beta-oscillations due to potential
additive effects of single-frequency cycles randomly chained together. As individual arhythmic
luminance functions were computed for every participant in the control group, individual cycles of the
same frequency that ended up at the same time point could have had an amplifying effect during
averaging procedures, resulting in what seemed as beta power enhancement. However, this does not

invalidate the usefulness of arythmic stimulation, as it plays a complementary role in validating and
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specifying the precision of entrainment procedures. With this, the present work is in line with previous
studies using arhythmic stimulation as an additional control mechanism to ensure that oscillatory
responses to the entrainment actually arise from the rhythmicity of a specific frequency (Albouy et al.,

2017; Michael et al., 2022; Notbohm & Herrmann, 2016; Thut et al., 2011).

In sum, our results highlight the distinct functional roles of alpha and theta oscillations in
multisensory learning and memory. Alpha oscillations appear to serve as a gating mechanism that can
be externally modulated to optimize sensory processing and attentional filtering (Foxe & Snyder, 2011;
Waldhauser et al., 2012), with our findings providing causal evidence that externally driven alpha
rhythms prior to encoding facilitate associative memory performance. In contrast, the unsuccessful
behavioral impact of theta entrainment highlights the importance of time specificity and multisensory
synchronization for the mnemonic functions of theta oscillations {Herweg et al., 2020; Wang et al.,
2018). These insights contribute to a nuanced understanding of how tailored oscillatory modulation
can differentially influence neural states underpinning successful memory formation, emphasizing the
potential of targeted neurostimulation techniques, personalized cognitive interventions, and novel
therapeutic approaches for memory disorders. This is highlighting the significant clinical potential of

utilizing specific oscillatory pathways to enhance learning and memory.

Methods

Participants

In total, 176 healthy young adults were recruited for this pre-registered study
(http://osf.io/5gprt). Participants were required to have normal or corrected-to-normal vision and
hearing ability. We had to exclude several participants from the analysis due to unsuccessful
entrainment (21.59%). Further exclusions were the result of false positive rates above the
predetermined threshold {14.77%). An additional 3.98% were excluded for both failure to entrain and
high false positive rate. Taken together, a sample of n = 105 (72.38% female) participant data sets were
submitted to the analysis, with a group size of k = 35 for each experimental group. On average,
participants were 24.8 years old (SD = 4.17), with the age ranging from 18 to 35 years. All participants
gave their informed consent and received either financial reimbursement or course credit for taking
part in the study, which was approved by the ethics committee of the Hamburg Medical Council
(PV5893). We confirm that all experiments were performed in accordance with relevant guidelines and

regulations.
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Experimental design

The Subsequent Memory Effects task (SME) implemented in this study is a slight variation from
the design used in Ostrowski & Rose (2024). The pre-stimulus interval in the encoding task was
modified to accommodate the entrainment procedure, while the recognition task remained the same.
Participants received the same instructions as in the previous study, with the addition that they were
made aware of the presence of an oscillating image. For this study, a between-subjects design was
employed, with entrainment condition serving as the independent variable with three groups: 5 Hz
(theta group), 9 Hz (alpha group), and arhythmic (control group). To take advantage of the Bayesian
framework, we implemented an open-ended sequential design for gathering evidence, but added the
additional constraint of a maximum group size k (Schonbrodt & Wagenmakers, 2018). Thus, data
collection was carried out evenly between the groups until a group size with k = 15 usable data sets
was reached. Subsequent statistical hypothesis testing was conducted incrementally for each
additional usable data set, using the pre-registered dependent variable (sensitivity index), with
changes in evidence being continuously monitored across all groups. Data collection would stop either
when statistical testing showed moderate support for either the alternative or null hypothesis (BF;, >
3 or BF;y < 1/3; Jeffreys, Harold, 1998; Lee & Wagenmakers, 2014) or when group size reached k =

35 for each group. This resulted in group sizes of k = 35 for the theta, alpha, as well as the control

group.

Stimulus material

Stimulus pairs consisting of one image and one sound were selected randomly from aninternal
database, and the selection was unique for each experimental run. All images featured a resolution of
640 x 480 pixels and a 24-bit color depth. Each image depicted a photograph of either natural or man-
made scenes. An additional neutral image depicting a photograph of Earth in space was chosen as the
entrainment stimulus to be shown in every trial. We inverted the colors of the entrainment stimulus
to increase contrast, thereby increasing the intensity of the stimulation. According to the principle of
the Arnold tongue (Pikovsky et al., 2003; Tass et al., 1998), higher stimulation intensity might
compensate for a slight frequency mismatch between the entraining signal and the ongoing
oscillations in the brain, thus increasing the probability of a successful entrainment. The sounds were
real-life recordings of either sounds from nature (e.g. animal calls) or from man-made or artificial
environments (e.g. a honk of a car). All sounds were cropped to a duration of 2 s, and featured a bit
rate of 1411 kBit/s. All pairings were created in a manner so that no effects of semantic congruency

would arise (Parise & Spence, 2012). While it was possible that e.g. animal images could be paired with
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animal sounds, pairings containing an image of an animal and the corresponding sound of that animal

were excluded.

Sensory entrainment

Sensory stimulation was used during the pre-stimulus intervals of encoding trials to
manipulate narrow-band oscillatory activity and investigate its effects on subsequent encoding. The
entrainment stimulus, which was the same for all participants and all groups, was presented for 2 s
before stimulus onset. Specifically, its luminance varied in a sinusoidal manner, resulting in a rhythmic
oscillation of 5 Hz in the theta group and 9 Hz in the alpha group. To achieve high temporal resolution
of the luminance sine curve, we used a monitor with a frame rate of 240 Hz (Alienware 27 AW2723DF,
Dell Technologies, Round Rock, USA). This enabled us to change luminance every 4.2 ms, resulting in
luminance change that closely followed a sine curve instead of a box car function. The frequencies of
the entrainment signal were determined based on evidence from our previous study (Ostrowski &
Rose, 2024), where the peak subsequent memory effects in the pre-stimulus interval were found at 5
Hz in the theta range, as well as 9 Hz in the alpha range. While the luminance in the theta and alpha
groups was kept at a steady rhythm in the respective frequencies, the luminance waveforms in the
control condition were arhythmic. The waveforms consisted of single cycles of differing frequencies
pulled randomly from the interval of 13 to 24 Hz. Importantly, we excluded frequencies of 15 Hz, 18
Hz, and 20 Hz, as these are harmonic frequencies of the entrainment frequencies in the other
entrainment conditions. Each participant in the control group was presented with a unique arhythmic
waveform with a duration comparable to the 2 s of entrainment in the other groups (M =1.976 s, SD
= 0.022). Notably, the luminance waveform for every group always started and ended at zero
luminance {image not visible). To ensure that the stimulus pair would be presented in line with the
entrainment rhythm, we implemented a gap of 100 ms between the end of stimulation and stimulus
onset in the theta group (56 ms in the alpha group, respectively), which constitutes half of a cycle in

the entrainment frquency. In the control condition, this gap was set to 50 ms.

Task and procedure

The experimental procedure was the same regardless of experimental group. After giving
informed consent and receiving a short introduction by the experimenter, participants were seated in
a sound-attenuated chamber. The experimental session started with a recording of 3.5 minutes of
resting-state activity, during which participants were told to fixate a fixation cross on the screen. This

was followed by the SME task, which consisted of a short training session and three experimental runs
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that only differed in the stimulation material presented to the participants. Each experimental run
included an encoding phase, an intermission, and a subsequent recognition phase (see Figure 1). One
encoding phase consisted of 47 trials. During each trial, participants were simultaneously presented
with an image and a sound for 2 s. A white fixation cross was visible during stimulus presentation and
remained on the screen for 3 to 5 s after stimulus offset. Before stimulus onset, the entrainment
stimulus was presented in the respective frequency. Participants were instructed to memorize the
combination of image and sound from every trial. Furthermore, participants should indicate whether
both the image and sound represented an animal (right mouse button) or not (left mouse button).
Button presses were registered as a valid response during the first 3 s after stimulus onset but were
otherwise counted as a missed response. The experimental trials were followed by four survey
questions measuring the participants’ perception of the entrainment procedure. Specifically, the
questions measured salience, attention, fatigue, and distractive qualities in relation to the entrainment
procedure. During the subsequent intermission of approximately 3 minutes, the participants were
asked to count down aloud from 100 (115 and 125 in the second and third run, respectively) in steps

of 7 (9 and 13 in the other runs, respectively).

In the recognition phase, the 47 audiovisual pairings from the preceding encoding phase were
presented again but intermixed with 47 new pairings, which were created by randomly shuffling the
original ones. Note that the individual images and sounds used for the combinations remained the
same within each experimental run. All stimulus pairs were again presented for 2 s, with a small white
fixation cross layered on top of the image. The fixation cross remained on the screen after stimulus
onset. The participants were asked to indicate via button-press whether the current pair had already
been presented in the preceding encoding phase (left mouse button) or not (right mouse button). They
were further encouraged to press the right mouse button when they felt highly uncertain about a
stimulus pair. As in the encoding phase, valid responses were recorded up to 3 s after stimulus onset,
and otherwise labeled as a missed response trial. The subsequent inter-trial interval was set to 4 s,
during which the white fixation cross was visible on the screen. Across all three experimental runs,
participants were presented with 141 unique encoding trials and 282 recognition trials. At the end of
the experimental session, resting-state activity was measured again for 3.5 minutes while participants

fixated the middle of the screen.

EEG data acquisition and preprocessing

We used a 64-channel electrode setup (ActiCap, BrainProducts, Gilching, Germany) to record

EEG. Four of those electrodes were placed on the left and right temple, as well as above and below the
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left eye, to record vertical and horizontal EOG. The signal was referenced online to FCz and re-
referenced offline to a common average. The ground electrode was placed at /z below Oz, and
electrode impedences were kept below 10 kQ. The signal was amplified with a low cut-off frequency
of 0.53 Hz (0.3 s time constant) and recorded at a sampling rate of 500 Hz. EEG activity was recorded
during all encoding and recognition phases, but not during intermissions. These settings were used for

resting-state recordings as well as for the recordings during the SME task.

Offline preprocessing was done using the Fieldtrip (Oostenveld et al., 2011) and EEGLAB
{Delorme & Makeig, 2004) toolboxes for MATLAB (Release 2023a, The Mathworks Inc., Natick,
Massachusetts, USA). For the data from the encoding task, an automated approach was used to epoch
and clean the data for further processing. The raw data was divided into segments from -3.4st02.5s
relative to the onset of the stimulus pair. A bandpass filter was used to filter out all frequencies outside
the range of 0.5 Hz to 40 Hz. Next, trials containing temporally distinct artifacts based on muscular
activity or related to electronics were rejected in an automated pipeline using the ft_artifact_zvalue
function from Fieldtrip. The trial data was filtered, z-transformed, and averaged over channels. An
accumulated z-score was computed for each trial based on the types of artifacts. The cutoff value was
set to z = 60 for jump artifacts and z = 30 for artifacts caused by phasic muscular activity. Trials were
then rejected if the accumulated z-score was larger than the corresponding threshold value. The
resulting data was submitted to an automated Independent Component Analysis (ICA) to remove
underlying noise from muscular activity as well as artifacts resulting from blinks and eye movements
using the /CLabel plugin for EEGLAB (Pion-Tonachini et al., 2019). Components that showed at least a
probability of 80% of being related to eye-movements, noise caused by muscular activation, or line
noise were flagged for removal. On average, 6.37 (SD = 3.8) independent components were removed
from the data of the theta group, 6.17 (SD = 3.99) for the alpha group, and 6.63 (SD = 3.32) for the
control group. The data was then re-referenced again to the common average. After preprocessing,
4.74 trials (SD = 4.9) out of 141 encoding trials were removed from data sets in the theta group. In the
alpha group, an average of 5.14 trials (SD = 3.84) was rejected per participant, while 3.77 trials (SD =
2.65) were rejected in the control group. As the data from the previous study were also analyzed again
in the context of the present investigation (Ostrowski & Rose, 2024), all corresponding EEG data were
submitted to the same processing pipeline to ensure comparability. After ICA, 4.79 (SD = 2.19)
independent components were rejected from the data on average per participant. After preprocessing,

an average of 6.42 trials (SD = 4.67) per participant was removed from the data.

From the 3.5 minutes of recorded resting-state activity before and after the experiment, the

first and last 15 seconds were omitted for offline processing. Pre- and post-experiment data were
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processed separately. From this point, we will refer to the data as RestPre and RestPost, respectively.
We used a bandpass filter to remove activity below 0.5 Hz and above 40 Hz from the remaining 3-
minute interval. The data were then divided into 90 epochs with a length of 2 s each and cleaned from
temporally distinct artifacts with the same automated pipeline that was used with the experimental
data. Epochs containing artifacts were then removed from the data. The results were submitted to an
automated ICA using the same parameters as for the experimental data. On average, 1.11 epochs (SD
= 1.3) were removed from RestPre data in the theta group per participant (alpha: 0.91, SD = 1.07;
control: 1.2, SD = 1.45). After ICA, 2.91 (SD = 1.8) independent components were rejected per
participant in the theta group (alpha: 2.97, SD = 2.35; control: 3.17, SD = 2.16). For RestPost, an average
of 1.4 epochs (SD = 2.24) were removed in the theta group per participant (alpha: 0.89, SD = 1.47;
control: 1.14, SD = 1.57). On average, 3.74 (SD = 2.78) independent components were rejected (alpha:
3.54, SD = 2.76; control: 5.51, SD = 3.78).

Entrainment validation

As a first step, the pre-processed experimental data from the theta and alpha groups were
decomposed into the time-frequency domain. We chose a frequency range of 1 to 40 Hz with
frequency bins of 1 Hz, and a time interval of -3.1 s to 2.2 s relative to the onset of the stimulus pairs.
Fieldtrip’s mtmconvol method (Oostenveld et al.,, 2011) was used in conjunction with a Hanning
window of 500 ms and a step size of 100 ms. The additional 300 ms before and after the chosen time
interval that were retained during preprocessing served as padding to avoid edge artifacts from the
decomposition process. After conducting the decomposition for every trial, the resulting oscillatory
power was then averaged over trials for every participant. Next, the data was normalized using a
measure of change percentage relative to baseline activity that was defined as the activity from -3.1s
to -2.1 s before stimulus onset. For every individual data set from the theta and alpha group, an
average was computed from the data of occipital electrodes (01, 02, and Oz). As the sensory
entrainment took place in the visual domain, the most prominent response should be expected in the
electrodes adjacent to the visual cortex. Separate frequency envelopes were chosen for the theta
group (5 Hz £ 1 Hz) and the alpha group (9 + 1 Hz), with a common time interval of interest ranging
from -1.1 s to - 0.1 s relative to stimulus onset. We used the latter half of the entrainment interval to
estimate entrainment success, as phase alignment and entrainment typically develop over time and
tend to plateau after an initial adjustment period (Riecke et al., 2015; Wacker et al., 2011). Assessing
the full interval may underestimate entrainment strength due to lower power at the beginning of the
stimulation. The entrainment was deemed successful if a relative change in power of at least 10 %

could be observed for at least 500 ms within the time interval of interest.
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Statistical analysis

Behavioral data

We used a Bayesian framework to test the hypotheses relating to behavioral effects, utilizing
the BayesFactor package for R (v.4.3.3). In line with the signal detection theory (Pastore & Scheirer,
1974; Stanislaw & Todorov, 1999), four percentage measures were extracted for every participant
from the recognition data: Correctly remembered old pairings (hits), not remembered old pairings
{misses), new pairings correctly rejected as new (correct rejections), and new pairings seemingly
remembered as old (false alarms). Our main dependent variable, the sensitivity index d’, was
computed by calculating the difference between the z-transformed hit and false alarm rates for every
participant. When group size reached k = 15, we used the Bayesian version of a t-test to statistically
compare memory performance between groups. Testing was then repeated every time k increased by
one for each group. Specifically, one-sided tests were computed to compare performance between
the theta group and controls (H2a), as well as between the alpha group and controls (H2b). For
estimating differences between both entrainment groups (H2c), a two-sided test was performed. In all

cases, a Cauchy distribution of medium width was used as prior, i.e. with an r scale of v2/2.

For the comparison of the experimental groups from the current study with the data from the
previous investigation (H3), the NE group data was processed in the same manner. To keep in line with
our exclusion criteria, participants with a false positive rate > 25% were not considered in the analysis,
resulting in a sample size of k = 45 for the NE group. Due to the difference in group size, a sampling
approach was chosen in which a subsample was randomly pulled from the NE data set that matched
the group size of the entrainment groups. The average sensitivity was calculated from that subsample
and compared to the mean of the full NE sample. This procedure was repeated 50 times. Ultimately,
we chose the subsample where the difference in means was minimal, ensuring that the subsample
would be representative of the original NE sample. We then conducted one-sided Bayesian t-tests to
compare memory performance between both entrainment groups and the previous data set using the

same settings as in testing for H2.

Bayesian statistical approaches were further used to explore differences between groups in
secondary behavioral variables. A Bayesian one-way ANOVA with the factor entrainment condition
(theta, alpha, control, NE) was used to assess differences in accuracy and response times from the

categorization task during encoding. Changes in memory sensitivity over the course of the experiment
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were investigated using a mixed-design Bayesian ANOVA with the factors entrainment condition and
experimental run (a, b, ¢). Furthermore, Bayesian one-way ANOVAs with the factor entrainment
condition were used to assess group differences for every response category of reaction times. To
investigate, whether the entrainment condition modulated the discrepancy in response time between
correct and incorrect trials, a mixed-design Bayesian ANOVA with the factors entrainment condition
and correctness was utilized. Finally, Bayesian mixed-design ANOVAs with the factors entrainment
condition and experimental run were used to assess differences in the subjective perception of the
entrainment procedure, as well as state of attention and fatigue. The analyses were conducted
separately for each survey item. To estimate the relative likelihood of the interactions in the these
analyses, the ratio of Bayes factors corresponding to the full model and the model containing only the
main effects was computed. For all analyses, a Cauchy distribution with an r scale of \/E/Z was used as

prior.

EEG data

To statistically test the success of entrainment, we compared oscillatory activity from the theta
and alpha groups with activity from the control group. Specifically, the baseline-normalized time-
frequency data was restricted to the latter half of the entrainment period (-1.1 s to -0.1 s relative to
stimulus onset), and the frequency range was set to 1 to 40 Hz. We used a non-parametric permutation
testing approach with a cluster-based correction for multiple comparisons as implemented in Fieldtrip
(Oostenveld et al., 2011). Independent-samples t-tests were computed for every data point across
participants from the channel-time-frequency space. Data points that showed significant differences
between conditions (p < .05) were organized into clusters based on temporal, spatial, and spectral
proximity. For each cluster, statistical values were summed to yield a cluster-level statistic, and the
highest of these sums was selected as the principal test statistic for condition comparisons. To
construct a reference distribution, a Monte Carlo approach was employed: all trials from both
conditions were merged into a single dataset and randomly split into two groups. Statistical testing
was performed again at the level of individual data points within these shuffled groups, and cluster-
level statistics were recalculated. This randomization process was repeated 4000 times. During each
iteration, the largest cluster-level statistics were recorded to generate the null distribution, separately
for positive and negative clusters. The final p-value for condition differences was obtained by
determining the proportion of randomizations that produced a test statistic greater than that observed
in the original data. This method was applied across all detected clusters, yielding a p-value for each
cluster's comparison between conditions. The same statistical approach was used for the comparison

of pre-stimulus activity from the theta and alpha groups to activity from the NE group. In addition, this
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approach was also used to assess differences between the entrainment groups (theta, alpha, control)
in brain activity during stimulus presentation. However, an independent-samples F-test was used on

sample level in this case.

A similar statistical approach was used for the exploration of resting-state data. For every
entrainment group, the preprocessed RestPre and RestPost data were decomposed into the frequency
domain by using the Fast Fourier Transform on single epochs for a frequency range of 1 to 40 Hz. All
epoch spectra were then averaged to a subject-specific mean frequency spectrum. This was done
separately for RestPre and RestPost. For each of the entrainment groups, we compared RestPre and
RestPost with a paired-samples t-test on sample level. To further assess whether these differences
varied between groups, difference scores were computed between RestPre and RestPost data and
submitted to cluster-based permutation testing using an independent-samples F-test on sample level.

Thresholds for p-values were kept as laid out above.

To determine each participant’s Individual Alpha Frequency (IAF) and Individual Theta
Frequency (ITF), we analyzed resting state EEG data acquired prior to the experimental task.
Preprocessed data underwent spectral analysis using a multitaper Fast Fourier Transform (FFT)
approach implemented in FieldTrip. Spectral power was computed across frequencies from 1 to 40 Hz
in 1 Hz steps, with a 2 Hz smoothing kernel applied. For each participant, we extracted the mean power
spectrum across a set of posterior electrodes (Pz, POz, Oz, 01, 02, P3, P4, PO3, PO4). The IAF was
identified as the frequency within the alpha range (8-12 Hz) exhibiting the maximum spectral power
across these electrodes. Conversely, the ITF was defined as the frequency within the theta range (3-7
Hz) with the highest spectral power. We calculated the absolute differences between each
participant’s |AF and ITF and their corresponding entrainment frequencies (theta: 5 Hz; alpha: 9 Hz).
To assess whether the proximity of an individual’s intrinsic frequencies to the stimulation frequencies
influenced entrainment efficacy, we conducted Pearson correlation analyses between these
frequency-distance measures and the maximum relative change in spectral power at the individual

peak channel during stimulation.
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Supplementary 1. Contrasting pre-stimulus activity from theta and alpha groups to activity from

the control and NE groups
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Figure S1. Results of EEG data contrasts of entrainment groups with the control and NE groups. The
figure shows time-frequency plots depicting the results of the statistical comparison of relative change
in pre-stimulus activity. (A) and (B) show the two significant clusters from the comparison of the theta
group with the control group. (C€) and (D) depict the two significant clusters resulting from contrasting
the alpha group with the control group. (E) shows the positive cluster revealed by comparing activity
from the theta group with the NE group. (F) — (G) depict the statistical results comparing the alpha
group with the NE group. In all time-frequency plots, positive t-values signify greater relative change
in the theta or alpha groups, respectively. Opaque data points show the extent of a statistically
significant cluster (p < .025, corrected). Each subplot shows one distinct cluster and depicts the t-values
averaged over the electrodes comprising the cluster.
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Oscillatory power in the late entrainment period (-1.1 s to -0.1 s relative to stimulus onset)
from the theta and alpha group was each contrasted with the activity from the NE group in the same
time period. We used a cluster-based permutation approach to account for multiple comparisons, and
two-tailed independent-samples t-tests on sample level. The frequency range for this analysis was set
to 1 to 40 Hz, and all electrodes were included. Comparing the theta entrainment condition with the
NE group, the analysis yielded one significant positive cluster in the frequency range of 3 to 7 Hz,
spanning the whole analysis window (p < .025, corrected). This suggests significantly increased
oscillatory power in the envelope around 5 Hz for the theta group as compared to the NE group (Figure
S2E). Contrasting activity from the alpha group with the NE group revealed three distinct positive
clusters, each spanning the whole analysis window. The clusters covered the frequency ranges of 24
to 40 Hz and 16 to 20 Hz. Importantly, the third cluster ranged from 1 to 10 Hz up until -0.8 s relative
to stimulus onset and was centered one the 9 Hz envelope for the remaining part of the analysis time

window (Figure S2H).
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Supplementary 2. Analysis of oscillatory activity in the stimulus presentation window during

encoding
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Figure S2. Difference in post-stimulus activity between entrainment groups. The figure shows a time-
frequency plot of the stimulus presentation time window from the encoding task over a frequency
range of 1 to 40 Hz. The color dimension displays the F-values from the independent-samples F-test.

In order to assess potential differences in oscillatory activity during stimulus presentation
between groups, we compared oscillatory power from the post-stimulus interval (0 s to 2s relative to
stimulus onset) among the entrainment groups (theta, alpha, and control) using an independent-
samples F-test on sample level. Data was included for a frequency range of 1 to 40 Hz and all
electrodes, and cluster-based permutation was used for multiple-comparison corrections. However,
the analysis showed only a tendency for a significant cluster in the electrode-frequency-time space,
suggesting that there are no significant differences in post-stimulus power between the entrainment

groups (p =.069, corrected).
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Supplementary 3. Analysis of categorization task performance during encoding
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Figure S3. Performance in the categorization task during encoding. Left: Accuracy values for the
categorization task during encoding for each group. Right: Average response time for the
categorization task during encoding. Transparent data points mark individual task accuracy, and the
black error bars signify the standard error of means.

In the categorization task from the encoding phase, participants showed high accuracy across
all entrainment conditions, 94.45% (SD = 3.23) for theta, 95.38% (SD = 3.88) for alpha, and 94.57% (SD
= 6.27) for control condition. Accuracy in the NE condition as an additional control was slightly lower
at 92.21% (SD = 10.43). The overall accuracy across all four conditions was 94.02% (SD = 6.97). Using a
Bayesian one-way ANOVA model yielded a Bayes factor of BFio = 0.381, suggesting moderate evidence
in support of the null hypothesis of no significant differences among the groups. These results suggest
that participants in the current study maintained high compliance with task demands throughout the
experiment, which was essential for accurately assessing the subsequent impact of oscillatory activity
on memory performance. Reaction times showed a similar pattern. Participants responded fastest in
the entrainment conditions (theta: 1279.4 ms, SD = 230.3; alpha: 1288.9 ms, SD = 327.6; control:
1320.4 ms, SD = 343.7), with slower responses in the NE condition (1512.6 ms, SD = 355.3). The overall
average reaction time was 1361.11 ms (SD = 333.1). However, a Bayesian one-way ANOVA indicated
moderate evidence for the alternative hypothesis, BFio = 5.0737, indicating measurable differences
among the groups. Individual group contrasts revealed that there was likely no difference in response
times between the entrainment groups (theta vs control: BFio = 0.2849; alpha vs control: BFyg = 0.2628;
theta vs alpha: BFie = 0.248). However, the evidence suggests a moderate-to-strong effect for
differences between the theta and alpha groups and the NE group (theta vs NE: BF1o = 19.1684; alpha
vs NE: BFip = 5.7022). The comparison between the control and the NE group yielded only weak

evidence for significant difference, BFio = 2.3366.
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Supplementary 4. Changes in performance over the course of the experiment
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Figure S4. Changes in sensitivity indices across experimental runs. The plot depicts mean sensitivity
indices (d’) over participants for every group and the three experimental runs. Every transparent data
point marks the individual sensitivity index of one participant. Black error bars indicate the standard
error of means.

To assess changes in behavioral performance over time, we conducted a mixed-design
Bayesian ANOVA with the within-subjects factor block (a, b, ¢) and the between-subjects factor
entrainment condition (theta, alpha, control, NE), both as fixed factors. The participant ID was included
as a random effect. The best-supported model included block and the participant 1D, BF = 1.58 x 10°®,
indicating extreme evidence for a main effect of block. Adding entrainment condition reduced model
support by a factor of approximately 4.6 (BF = 3.43 x 10%%), while including the block x entrainment
condition interaction further reduced support by a factor of approximately 135, BF = 1.17 x 10?2, The
model with only entrainment condition and participant 1D was 7.3 times less likely than the null model
(BF = 0.14), providing strong evidence against a main effect of entrainment condition. This indicates
that the improvement in memory performance over the course of the experiment was consistent

across entrainment conditions and was not modified by the type of entrainment.
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Supplementary 5. individual group and variable contrasts for response times during recognition
Table S1

Individual group comparisons of RTs for all response categories

Response category Groupl M [ms] SD Group2 M [ms] SD BF°
hit alpha 1405 165 control 1450 206 0.3789
alpha 1405 165 NE 1612 272 47.4767**
alpha 1405 165 theta 1427 156 0.2825
control 1450 206 NE 1612 272 4.279*
control 1450 206 theta 1427 156 0.2773
NE 1612 272 theta 1427 156 18.9926%*
miss alpha 1580 257 control 1519 271 0.3652
alpha 1580 257 NE 1771 344 3.3256*
alpha 1580 257 theta 1573 283 0.2472
control 1519 271 NE 1771 344 19.4755%*
control 1519 271 theta 1573 283 0.326
NE 1771 344 theta 1573 283 3.3623*
CR alpha 1397 174 control 1417 236 0.265
alpha 1397 174 NE 1609 296 31.4731%*
alpha 1397 174 theta 1414 185 0.2642
control 1417 236 NE 1609 296 6.9499*
control 1417 236 theta 1414 185 0.2463
NE 1609 296 theta 1414 185 13.1874**
FA alpha 1669 222 control 1675 309 0.2469
alpha 1669 222 NE 1885 310 37.8379**
alpha 1669 222 theta 1718 230 0.3493
control 1675 309 NE 1885 310 9.4932*
control 1675 309 theta 1718 230 0.2961
NE 1885 310 theta 1718 230 5.2933*

Note. This table shows the results from the statistical analysis of reaction times based on
entrainment group differences. CR = correct rejection, FA = false alarm, M = mean (arithmetic), SD
= standard deviation, df = degrees of freedom

a The depicted Bayes factor values are equivalent to BFso, estimating the evidence for the
alternative hypothesis (statistical difference) relative to the null hypothesis (no difference). A
Cauchy distribution of medium width was used as prior for each comparison.

* at least moderate evidence for Hy, ** at least strong evidence for Hy
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Supplementary 6. Resting State
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Figure S5. Group contrast for differences in resting-state activity before and after the experiment.
Left: F-values for the analysis window of 1 to 40 Hz from a cluster-based permutation test with an
independent-samples F-test on sample level assessing group differences in pre- and post-experiment
resting-state discrepancies. . Right: Topographical distribution of F-values averaged across the 3-7 Hz
(theta) and 8-12 Hz (alpha) bands. No significant clusters were observed in this analysis (p = .2972,
corrected).

As some studies report lingering oscillatory effects due to entrainment procedures [Kasten &
Herrmann, 2022; Gallina et al., 2023), we explored differences in resting-state spectra that were
recorded once before (RestPre) and once after the SME task (RestPost) to determine whether traces
of the entrainment could be observed even after the experiment. For the analysis, we used power
spectra in the frequency range of 1 to 40 Hz and submitted the data to a cluster-based permutation
test with two-tailed paired-samples t-tests on the sample level. Note that this analysis was conducted
separately for the theta group, alpha group, as well as the control group. For the theta group, one
negative cluster was found in the alpha band (8 to 12 Hz), indicating increased power after the
experiment (p < .025, corrected). Similarly, a negative cluster ranging from 7 to 18 Hz was observed
for the comparison in the alpha group (p < .025, corrected), while the analysis in the control revealed
a negative cluster in the alpha band (8 - 12 Hz, p < .025, corrected). Interestingly, the control group
analysis yielded a second negative cluster in the beta band, ranging from 17 to 33 Hz (p < .025,
corrected). As the effect in the alpha band and, to a certain degree, in the beta band was observed in

all three groups, we were interested in whether the effect magnitude differed between the groups.
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Supplementary 7. No differences in subjective perception of entrainment

Survey items (translated from German into English):

11 (pleasentness): How pleasant did you find the flickering of the image?

12 (distraction): To what extent did you feel distracted by the flickering of the image while trying to
remember the pairs?

13 {attention): How would you rate your level of attention during the task?

14 (fatigue): How exhausted do you feel at the moment?

Participants rated on a scale from O {not at all) to 5 (very much) in steps of 0.5.
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Figure S6. Subjective ratings of task-related experience across blocks and entrainment conditions. The
data points depict group and block averages across participants. The error bars mark the standard
error of means.

As individual perception qualities of images with oscillating luminance may vary, we investigated
whether the subjective perception of the sensory stimulation might differ between the entrainment
groups to control for salience effects. Participants received four survey items after each encoding

phase, measuring the pleasantness and the distracting qualities of the entrainment procedure, as well
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as attention and fatigue. We conducted a Bayesian mixed-design ANOVA for every item, with a
between-subjects factor pre-stimulus condition (theta, alpha, control) and a within-subjects factor
block (A, B, C). Scores from every item did not significantly differ between levels of pre-stimulus
condition (BFpieasentness = 0.3099, BFgiswraction = 0.3853 , BFattention = 0.1132 , BFgatigue = 0.1279 ), indicating
that the type of entrainment procedure had no differential effect. However, the analysis revealed an
effect of block for the variables distraction, attention, and fatigue (BF gisyraction = 7-8834, BF attention = 1.855
x 10°, BFgngue = 1.3415 x 10%). No interactions of pre-stimulus condition and block were observed
(BFpleasentess = 0.0732, BFdistraction = 0.0578, BFattention = 0.195, BFarigue = 0.0552. Participants felt less
distracted by the entrainment in block C of the experiment (M = 0.382, SD = 0.224) than in block A (M
=0.45, SD = 0.243). Conversely, participants rated their level of attention in block C (M =0.573, SD =
0.203) consistently lower than in block A (M = 0.694, SD = 0.186). This was accompanied by increased
fatigue ratings in block C (M = 0.528, SD = 0.223) as compared to block A (M =0.338, SD = 0.197). In
sum, evidence from the survey data indicates that the entrainment procedures were received equally
pleasant and distracting, suggesting no confound of the behavioral results due to subjective

perception.
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Appendix C: Study Il

The order of multisensory associative sequences is reinstated as context feature during
successful recognition. Maack, M. C., Ostrowski, J., & Rose, M. (2025). Scientific
Reports, 15(1), 1-20.
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The order of multisensory
associative sequences is reinstated
as context feature during
successful recognition

Marike Christiane Maack(®, Jan Ostrowski(®) & Michael Rose(®™

The ability of the human brain to encode and recognize sequential information from different sensory
modalities is key to memory formation. The sequence in which these modalities are presented during
encoding critically affects recognition. This study investigates the encoding of sensory modality
sequences and its neural impact on recognition using multivariate pattern analysis (MVPA) of
oscillatory EEG activity. We examined the reinstatement of multisensory episode-specific sequences in
n=32 participants who encoded sound-image associations (e.g., the image of a ship with the sound of
afrog). Images and sounds were natural scenes and 2-second real-life sounds, presented sequentially
during encoding. During recognition, stimulus pairs were presented simultaneously, and classification
was used to test whether the modality sequence order could be decoded as a contextual feature in
memory. Oscillatory results identified a distinct neural signature during successful retrieval, associated
with the original modality sequence. Furthermore, MVPA successfully decoded neural patterns of
different modality sequences, hinting at specific memory traces. These findings suggest that the
sequence in which sensory modalities are encoded forms a neural signature, affecting later recognition.
This study provides novel insights into the relationship between modality encoding and recognition,
with broad implications for cognitive neuroscience and memory research.

The ability to remember episodes from the past is a cornerstone of human memory. Episodes consist of multiple
features that may stem from different modalities (e.g., visual, auditory), reaching us in specific sequences. Inline,
it has been shown that humans encode not only the semantic content but also the temporal order (sequence) of
features, which is crucial for recalling the flow of a past episode®2 The capacity to encode and retrieve sequential
information allows us to mentally rebuild the dynamic structure of events, highlighting the role of temporal
context in episodic memory"®. Recalling the order that features of an episode were originally encoded in, is
based on sequential reinstatement*.

Episodic memory relies on the integration of contextual information during encoding, with the hippocampus
playing a key role in binding event features such as sensory modality and spatial-temporal context>”’. Prior
research has investigated how we remember the temporal order of events, including the role of unimodal
cueing®1°. Evidence suggests that episodic memory involves temporal compression and event segmentation,
where the hippocampus supports memory organization by structuring event sequences and contextual
boundaries”!!. Temporal compression refers to the tendency of episodic memory to condense events during
recall, influenced by event segmentation and goal-directed actions'?-**. Event segmentation, in turn, affects
how temporal order is remembered, as events chunked at perceptual boundaries enhance object-context
binding but may reduce precise temporal order memory*!S. The hippocampus further supports the encoding
and retrieval of event sequences, integrating spatial and temporal contexts essential for remembering event
order'”®, In line, episodic memory retrieval is shaped by the availability of contextual information at encoding,
with reinstatement of encoding context enhancing recognition in providing characteristic cues that mitigate
interference'®-?!. Sensory modality sequences, as part of contextual information, contribute to the organization
of memory representations?>?°. The hippocampus is crucial for integrating these contextual elements, facilitating
recognition by reactivating modality-based associations rather than strictly reconstructing event sequences in
OrderlB,ZQ,ZS.

While previous studies have explored unimodal cueing and temporal order memory, the current study
specifically investigates whether the modality sequence acts as a contextual feature that influences encoding and

Department of Systems Neuroscience, University Medical Center Hamburg-Eppendorf, Martinistr. 52, Building
W34, 20248 Hamburg, Germany. Pemail: rose@uke.de
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recognition rather than sequential recall per se. Contextual cues, including sensory modality sequences, can
mitigate interference effects and improve memory performance by reinstating elements of the original encoding
context??¥. Conversely, mismatches between encoding and retrieval contexts may lead to competition
between overlapping memory traces, impairing recall*?*??, Both physical and mental reinstatement of contextual
information facilitate episodic retrieval, with mental reconstruction yielding comparable benefits to direct
environmental cues®®%. Furthermore, cognitive control plays a role in sustaining contextual reinstatement, as
individuals with higher working memory capacity are better able to maintain contextual associations through
strategic memory processes>2.

Beyond unimodal sequences, results from the animal, as well as human studies, suggest that sequential
information plays a critical role in recalling multisensory episodes, where encoded features from different
sensory modalities (e.g., an image-sound pair) are reinstated during retrieval®*-*. Multisensory features enable
the brain to store and retrieve information across various perceptual domains, enhancing our ability to recall
past experiences and make informed decisions®’->. As such, the human memory has evolved to function
optimally under multisensory conditions*’. Interestingly, multisensory memories can be cued by unimodal
features upon remembering, suggesting that multisensory encoding enhances subsequent recognition®*!. This
means that one modality may serve as a cue to retrieve the complete episode, even if it includes features from
different modalities*2. It is, however, unclear so far whether and how one modality (i.e., auditory) relates to the
reinstatement ofanother (i.e., visual). The Scene Reconstruction Theory suggests that especially the hippocampus
helps to reconstruct memories by integrating various sensory details associated with an event?. This integration
is supposed to allow richer, and more detailed, memory formation, as the brain can draw upon multiple sensory
inputs to create a coherent narrative of the event!4,

While neural plasticity allows multisensory learning®, understanding the neural reinstatement of sequential
information across sensory modalities remains crucial for elucidating the broader mechanisms of remembering.
Recall generally involves the activation and reconstruction of neural pathways tied to previously encoded
details®. This process is influenced by retrieval cues and familiarity with the material*®. Beyond sequential and
multisensory reinstatement, the recollection of contextual details surrounding past events, such as where and
when they occurred, significantly contribute to the liveliness and specificity of the memory representation®’->°.
The Context Maintenance and Retrieval (CMR) model here provides a framework to understand how the brain
organizes memories around contextual and temporal cues, facilitating the accurate retrieval of episode-specific
feature sequences®»?, propelling the reconstruction of the correct order and updating of associations. In line,
previous research has highlighted that the process of episodic remembering involves not only recalling specific
items but also reinstating the contextual details of the original event®>-*°. These studies have demonstrated that
the success of memory retrieval is closely associated with the reactivation of the encoding-related memory
trace®2°6-%%, Interestingly, it has been shown that during memory reactivation, not only episode-specific features
but also contextual features, that were not directly related to the current memory task, are reinstated59-55,
However, the precise neural mechanisms underlying this sequential reinstatement, especially in multisensory
contexts, remain elusive.

EEG is a powerful tool to track these reinstatement processes including multisensory episode-specific
feature sequences. Here, especially multivariate temporal-pattern analysis has emerged as the gold-standard
to examine how neural activity during retrieval reflects (sequential) reinstatement. Moreover, it represents a
tool for investigating the role of context reinstatement in memory processes, revealing the (beneficial) effects
of reinstating neural encoding patterns in memory retrieval’®s%, Accordingly, multivariate pattern analysis
(MVPA) has been used to decode oscillatory activity patterns during memory retrieval, successfully classifying
specific neural signatures tied to remembering®*5%. Here, low-frequency activity (e.g., beta (13-30 Hz) and theta
(3-7 Hz) oscillations) have been shown to be particularly important for episodic memory processes, facilitating
successful retrieval®-"". Multisensory inputs from different modalities as well as their sequential encoding
thereby enrich the formation of stable memory traces®**!. As multivariate approaches have shown that neural
pattern reinstatement is indeed associated with episode-specific feature sequences, this study aims to investigate
the oscillatory mechanisms underlying the retrieval of sequential information in human memory, focusing
on whether the modality sequence in which information was presented during encoding is reinstated during
recognition. Specifically, we utilize EEG and MVPA to classify the neural patterns associated with modality
sequence reinstatement, providing new insights into the role of oscillatory activity in organizing and retrieving
sequential memories across different sensory modalities. Importantly, the current study aims to demonstrate
how modality sequence functions as a contextual feature during encoding and recognition (but not temporal
reinstatement in the sense of reactivating the sequential order during retrieval; i.e., first visual, second auditory).
This design offers a novel perspective on context memory in representing a sharp contrast to previous designs,
which employed a parallel presentation of modalities during encoding’”2

Methods

Participants

Thirty-six healthy participants were recruited for the experiment. Data from four participants were excluded
due to a high number of missing trials (#=1) and poor behavioral performance (7= 3). Outliers in terms of
memory performance (d") were identified and excluded if they exceeded + 3 absolute deviations from the median
(MAD:;". Therefore, the final sample included = 32 participants (19 females, 52.77% female) with a mean age of
24.25 years (SD = 3.34), ranging from 18 to 33 years. All participants had normal or corrected-to-normal vision
and hearing ability and reported no neurological or psychiatric diseases. They gave written informed consent
and received financial reimbursement for participating in the study. The Hamburg Medical Council ethics
committee (PV5893) approved this investigation. We confirm that all research was performed in accordance
with relevant guidelines and regulations.
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Task and procedure

We implemented an explicit sequential associative memory task consisting of an encoding task, a short
intermission, and a subsequent recognition task. In order to measure associative multisensory memory,
participants were presented sequential image-sound pairs during the encoding task. The images (resolution:
640x 480 pixels; 24-bit color depth) and sounds (length: 2 s; bitrate: 1411kBit/s) were randomly selected from
an internal stimulus database, presenting real-life objects, animals, and landscapes. The individual stimuli were
paired pseudo-randomly (semantically congruent stimuli pairs were excluded). Each pair was presented once
during the encoding task. In each encoding trial, the stimulus pairs were presented sequentially. Each trial
started with a 1-second modality cue indicating whether a visual or an auditory stimulus would be presented as
the first pair component (Fig. 1). The modality cue was represented as an icon, cueing the following modality
(image or tone). Additionally, the icon involved a red number, stating whether the next stimulus would be the
first or second stimulus of the pair. The modality cue was followed by a red fixation cross for 2 s, which served
as a visual cue for the upcoming stimulus. Afterwards, the first stimulus was presented, followed by a 500 ms
Inter-Stimulus-Interval (ISI). Complementary to the first stimulus presentation, a second modality cue indicated
whether a visual or an auditory stimulus would be presented as the second stimulus. Again, a red fixation cross
served as a visual cue for the upcoming stimulus followed by the announced stimulus and the inter-trial interval
(ITT). The I'TT was jittered between 3 s and 5 s. Trials were counterbalanced for modality-order, such that the
encoding task consisted of the same number of visual-auditory (VA) as auditory-visual (AV) trials. We applied
a modality cueing procedure, including both modality-specific cues and numerical indicators, to clearly signal
the upcoming auditory and visual pairings, thereby facilitating robust and explicit encoding of the stimulus
associations. All participants were explicitly instructed to memorize the stimulus pairs, and not to focus on the
individual images or sounds. This ensured that subsequent memory would later reflect associative memory, but
not item memory. We divided the experiment into three consecutive blocks, each consisting of an encoding and
subsequent recognition task. During each encoding task, 47 stimulus pairs were presented. After the encoding
task, a short 3-minute intermission followed, during which participants were asked to count down aloud from
100 (115 and 125 in the second and third run, respectively) in steps of 7 (9 and 13 in the second and third
run, respectively). In the subsequent recognition task, participants were presented with the 47 stimulus pairs
shown during the previous encoding phase, as well as 47 new pairs. Both components of a pair were presented
in parallel, in sharp contrast to the encoding task, where the components were shown sequentially. New pairs
consisted of the same individual components that rendered the pairs from the encoding task, but were shuffled
to create 47 new pairs. The participants were asked to indicate via button press whether the presented pairs were
already known from the encoding task or not. Stimulus presentation lasted for 2 s, and no cue was used. The
inter-trial interval was fixed to 5 s. The recognition task was followed by a short break of 3 to 5 min, followed by
the encoding task of the next run. Across the three blocks, 141 stimulus pairs were presented during encoding,
and 282 were presented during recognition in total.

EEG data acquisition

EEG data were collected using a 64-channel Ag/AgCl active electrode system (ActiCap64; BrainProducts,
Gilching, Germany), arranged in accordance with the extended 10-20 system”. Sixty electrodes were positioned
at the most central scalp locations. To facilitate offline artifact removal, a bidirectional bipolar electrooculogram
(EOG) was concurrently recorded using the remaining four electrodes. These bipolar EOG electrode pairs
were positioned above and below the left eye, as well as at the lateral ends of the bicanthal plane. FCz served
as the reference electrode for data acquisition, while the ground electrode was situated at position Iz Signals
were digitized at a sampling rate of 500 Hz and was amplified with a low cut-off frequency of 0.53 (0.3 s time
constant). Impedances were maintained below 10 kQ throughout the recording session.

EEG preprocessing and time-frequency decomposition

The acquired EEG data were preprocessed offline using the FieldTrip toolbox”® in MATLAB (Release 2022a,
The MathWorks Inc., Natick, Massachusetts, USA). For each participant, the encoding and the recognition task
were analyzed separately. For the recognition task, epochs were extracted from — 2500 ms to 3500 ms relative to
stimulus onset, resulting in a trial duration of 5s. A high-pass filter at 0.5 Hz was applied to remove extreme low-
frequency fluctuations. The data were visually inspected, and trials containing artifacts, such as high-frequency
noise indicating muscular activity or spikes resembling poor electrode connections, were removed. Independent
Component Analysis (ICA) was used to identify components corresponding to blinks and other ocular activity,
and the data were corrected accordingly. On average, 4.8 components (SD = 3.31) were removed per subject. The
data were then visually inspected again, and trials with artefacts were excluded. The remaining trials for each
subject were split into correct old (remembered; mean=83.11; SD =26.40), incorrect old (forgotten; mean=46.94;
SD=24.08), correctly rejected (mean=112.46; SD=17.05) and false alarm (mean=18.60; SD = 14.78) trials. The
correct old trials were additionally split for the “visual-auditory” (VA) and “auditory-visual” (AV) conditions
according to modality order in the encoding task, resulting in a similar number of trials in each condition (44
trials on average in each condition; AV: mean=44.75, SD=10.79; VA: mean = 44.41, SD = 11.02). Time-frequency
decomposition was performed from — 1 to 2 s relative to stimulus onset, covering the 1 to 40 Hz frequency range.
This was achieved using a multitaper convolution approach with a sliding Hanning window of 500 ms and a
100 ms step size. Although a 500 ms window has an intrinsic frequency resolution of 2 Hz (1/0.5 s), we applied
zero-padding to the maximum trial length, which interpolated the spectrum to a 1 Hz grid, thereby effectively
balancing temporal precision with frequency resolution. No baseline correction was applied for the recognition
tasks, as the primary focus was on within-subject differences in oscillatory power between the remembered and
forgotten pairs. We did not apply baseline correction to preserve potential pre-stimulus effects, which have been
implicated in learning and memory processes. Additionally, baseline correction assumes a proportional scaling
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of oscillatory and non-oscillatory (1/f) activity, an assumption that may not always hold. As a result, the reported
effects should be interpreted in terms of relative power changes rather than absolute polarity shifts. Additionally,
for the data of the recognition task, the resulting frequency spectra (electrode x frequency x time) from stimulus
onset onward, reflecting the processing phase, were used to predict the modality order in the encoding task for
each participant and condition. Only trials with successfully remembered items were included in the analysis,
while pre-stimulus activity was not included. For the multivariate analyses, the Matlab toolbox for classification
and regression of multi-dimensional data (MVPA-Light;”® was used. A support vector machine (SVM) with a
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«Fig. 1. Schematic overview of the encoding task in both sequence variations as well as the following
recognition task. (A) The two different modality order sequences in the encoding task. Stimuli were presented
sequentially. The trial started with a cue, indicating which stimulus modality is presented first followed by a red
fixation cross. The red fixation cross indicated that a stimulus would be presented in the next 2 s. Afterwards,
a complex natural image was presented. The presentation of the second stimulus of the pair followed the same
procedure. We utilized two different encoding sequence orders: either the sound was present first and the
image afterwards (auditory-visual; AV-condition or the image was presented first and the sound afterwards
(visual-auditory; VA-condition). For the analysis of the encoding task, the task was subdivided into Stimulus
Intervals 1 and 2, indicated by the dashed boxes. (B) One example trial from the recognition task. Unlike the
encoding phase, stimulus pairs were presented simultaneously. Participants had to identify whether the pair
had been presented during encoding (old) or not (new) within 4 s. The recognition task pairs were composed
of the stimuli from the encoding resulting in new and old pairs.

k=5-fold cross-validation was used for classification with a five-time repetition. The classifier was trained on all
electrodes using single-trial frequency spectra.

The preprocessing routine and the time-frequency analysis for the encoding task were the same as for
the recognition task, with deviations during epoching. The deviation in epoching procedure resulted from
the difference in presentation mode. While sound-image associations were presented simultaneously in the
recognition task, the associations were presented sequentially in the encoding task. Epochs were extracted from
the first modality cue until 2 s after the onset of the second stimulus, resulting in a trial duration of 10.5 s. Using
ICA, on average 4.8 independent components were rejected from each individual data set (SD=2.61). After
preprocessing, the remaining trials for each subject were split into a “visual-auditory” and “auditory-visual”
condition according to modality order in the encoding task, resulting in a similar number of trials in each
condition. These trials were then used in the subsequent analyses of later remembered and forgotten trials (55
trials on average in each condition). After time-frequency decomposition, data were averaged separately for
remembered and forgotten trials for each participant.

Statistical analysis

In the recognition task, the percentages of remembered old pairs (hits), correctly rejected new pairs, forgotten old
pairs, and falsely remembered new pairs (false alarms) were extracted. In order to index memory performance,
we utilized the sensitivity measure d; which is the difference between the z-transformed hit and false alarm
rates”’-7%. A one-sample t-test against zero was conducted to probe associative memory formation with d” as
dependent variable. Additionally, a repeated-measures ANOVA was used to analyze reaction times during the
recognition task, with the within-subject factors Pairing (old vs. new) and Correctness (correct: remembered or
correct rejection vs. incorrect: forgotten or false alarm).

Statistical analysis of the time-frequency EEG data acquired during the recognition phase of the experiment
was conducted to explore the potential effect of remembered and forgotten trials within the low-frequency
spectrum. This analysis was further differentiated by modality-independent sequence order during encoding, as
well as sequential auditory-visual and visual-auditory presentations. Employing a non-parametric permutation
testing approach with cluster-based correction for multiple comparisons, as implemented in the FieldTrip
toolbox’®, we statistically compared time-frequency representations corresponding to remembered trials against
those of forgotten trials. The cluster-based permutation test defines a cluster as a set of contiguous significant
points in a three-dimensional space comprising electrode location (spatial dimension), frequency, and time. A
significant point is identified when the test statistic at a specific electrode, frequency, and time point surpasses a
predefined threshold (p <.01, uncorrected). These significant points are then grouped into clusters based on their
adjacency. This means that a cluster can extend across multiple electrodes, frequency bands, and time points,
rather than being restricted to a single dimension. We used the electrode neighbourhood structure defined by
Fieldtrip function ft_prepare_neighbours to determine adjacency, ensuring that spatially close electrodes are
considered neighbors. In the frequency and time dimensions, adjacency is defined by consecutive frequency
bins and time points. To be classified as a cluster, an effect needed to span at least two neighbouring electrodes.,
preventing isolated effects in one electrode from being classified as clusters. Multiple comparison correction
was applied using the cluster-based permutation test (cfe.correctm = tluster’, cfg.method = ‘montecarlo’), which
controls the family-wise error rate (FWER). This means that while individual points initially pass a cluster-
forming threshold (p <.01, uncorrected), the final significance of a cluster is determined via a permutation-based
correction (p <.05 two-tailed, cluster-corrected). Thus, only clusters that survived this multiple comparison
correction are reported as significant. Subsequently, Monte Carlo method was utilized to generate a distribution
of t-values®.

The main focus of the study was to probe neuronal reinstatement of the stimulus modality order (visual-
auditory, auditory-visual) during subsequent recognition via MVPA. To investigate this effect, we employed
MVPA in the time-frequency domain of the recognition task. The SVM classifier distinguished between the
two different encoding stimulus modality orders (AV/VA) based on the EEG data from the recognition task in
which the previously encoded associations were presented simultaneously. To comprehensively capture neural
processing during the recognition phase, we applied MVPA to the entire a priori defined dataset, analyzing the
full trial period during recognition from 0 to 2 s relative to stimulus onset, across the 1-40 Hz frequency range
and all 60 electrodes. Classification accuracy was assessed using a single-subject k=>5-fold cross-validation
procedure, ensuring that model training and testing were performed on separate data splits within each subject
to reduce overfitting and improve generalization. We conducted the MVPA on remembered trials of the

Scientific Reports |

(2025) 15:18120 | https://doi.org/10.1038/s41598-025-02553-3 natureportfolio

123



www.nature.com/scientificreports/

Scientific Reports |

A B
100 » , : 4 " g
90 I ( ) ! !
80

D N
o o

S
o

Hit Rtae [%]
wv
o

w
o

N
o
—

10 ‘
0
old New both VA AV
Type of Pairing Encoding order
C D
f - 1 4500 | — Remembered
f ! = Forgotten
4 4000 =~ Correct rejection

— False alarm

ol £ 3500 J\
£ 3000
2} [=
© I/F/’I S 2500 |
1) ] w
€ 2000 |
(-4 \ | “
o 1500 \
4l 1000
% b o old New
E block Type of Pairing
4500
4000
£ 3500
£ 3000
= :
S 2500
2
§ 2000 l
1500
1000

VA AV
Encoding order

recognition task to classify the two different modality orders in which the stimulus pairs were presented during
the encoding task (Modality Sequence Classifier). To assess the statistical significance of the accuracy achieved by
the Modality Sequence Classifier, we conducted a one-sample (-Lest (one-Lailed) comparing the overall classifier
accuracy against chance-level (50%) The classifier accuracy was determined by averaging the individual classifier
performance within the entire analysis window. 'This methodology enabled us to assess whether the performance
of the Modality Sequence Classifier significantly exceeds the chance classification level, thus providing insight
into the presence of meaningful patterns associated with memory retrieval as opposed to random classification.
Subsequently, to probe statistically significant accuracy of the Modality Sequence Classifier across the entire
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«Fig. 2. Behavioral results from the recognition task. (A) Hit-rate in the recognition task for old and newly
rearranged pairs. Within the boxplots, the horizontal lines indicate the median of the subset, while the notch
around the median represents its 95% confidence interval. The upper and lower edges indicate quartiles 1 and
3. (B) The distribution of memory performance (d’) overall, as well as separated between the two modality-
order sequences during the encoding task (VA = visual-auditory, AV =auditory-visual). (C) The block effect for
memory performance (d). Asterisks indicate significant differences between blocks. p <.05(*). (D) Distribution
of reaction times for the respective response categories from the recognition task, split for remembered,
forgotten, correct rejection and false alarm trials. (E) Distribution of reaction times for the respective response
categories from the recognition task, split between the two modality-order sequences during the encoding task
(VA =visual-auditory, AV = auditory-visual) for the remembered trials.

analysis window, we performed a cluster-based permutation t-test, comparing the accuracy values from the
Modality Sequence Classifier to chance level (50%). To further examine frequency-specific effects, accuracy
values were averaged within predefined frequency bands: theta (3-7 Hz), alpha (8-13 Hz), low beta (13-21 Hz),
high beta (22-32 Hz), beta (13-32 Hz), and gamma (32-40 Hz). We determined the electrode with the highest
mean t-value for each band and computed individual mean accuracy values at these electrodes.

Furthermore, a correlational analysis was conducted to examine the relationship between the oscillatory
power contrast between remembered and forgotten trials during encoding task and d’ (memory performance)
estimates from the recognition task. This analysis is expected to yield valuable insights into multisensory
processing during associative learning and memory. Drawing on previous research®*2, we expected power
differences to correlate with the memory performance within the low-frequency bands during the presentation of
the first and second stimuli. Specifically, these power differences were expected to vary according to the modality
sequence order (AV vs. VA condition). To accomplish this objective, we employed a non-parametric cluster-
based permutation technique for the correlation analysis to control for alpha-error inflation. Here, we calculated
the neuronal activity power differences (remembered > forgotten; AV/VA condition) and correlated these with
the behavioural measure d’ Cluster-based permutation t-tests were conducted for each time-frequency data
point across channels and participants. Significant differences between conditions (p <.05) resulted in adjacent
data points being grouped into clusters based on temporal, spatial, and spectral criteria.

Results

Successful acquisition of sequentially encoded multisensory associative pairs

Participants completed one recognition task after each encoding task, which consisted of 47 multisensory
associative pairs (Fig. 1). In the recognition task, participants were presented pairs of images and sounds in
parallel, which were sequentially presented during previous encoding. This task included previously presented
pairs (old) and tested memory specificity by presenting newly formed pairs, consisting of old stimuli elements
(new). Participants had to indicate whether they remembered the presented stimulus pair from the encoding task
(old) or whether it was a newly rearranged pair, consisting of an old image with a sound previously paired with
another image (new). Overall, participants performed very well in remembering old pairs, with an average hit
rate of M(SD) = 67.19 (£ 15.29%; Fig. 2A). Although the new pairs consisted of images and sounds from encoding
that were now rearranged, the false alarm rate was low (M(SD) =12.12 (+7.68%)). Accordingly, signal detection
theory-based analysis confirmed robust learning, expressed by an average associative d’ of M(SD)=1.76 (+0.76)
independent of stimulus modality order (£, =12.69, p<.001, cohen’ d=0.59). The d’ estimates of auditory-
visual (AV; M(SD) = 1.74 +0.76) and visual- audltorystlmull (VA; M(SD)=1.77 £0.77) did not differ significantly
(f30) = -0.14, p=.884, see Fig. 2B). Taken together, behavioral results confirmed the successful acquisition of
sequentla]ly encoded multisensory associative pairs, with no differences in performance due to modality order.

Our study was intentionally designed as an explicit learning and memory paradigm, where participants
were specifically instructed to remember the pairs. Given the experimental structure, it was expected that
participants adapt their strategies over time, mainly as they were aware that a recognition test followed each
block. Crucially, due to the design, these improvements were likely to occur consistently across participants,
regardless of their overall performance. Therefore, this effect should not be seen as a systematic bias but rather
as an inherent characteristic of explicit learning. To assess whether behavioural performance changed across
blocks, we conducted a repeated measures ANOVA on the performance measure d’, which revealed a significant
main effect of Block, F, ,,=8.92,p <.001, #* = 0.05. Given that Mauchly’s test indicated a violation of sphericity
(W=0.92, p=.239), we applied the Greenhouse-Geisser correction (¢=0.925), yielding a corrected significance
value of p <.001. Post hoc tests further revealed that performance significantly differed between Block A and
Block B (p=.025) as well as Block A and Block C (p=.002; Fig. 2C).

Next, we compared participants’ reaction times during recognition as an index of memory confidence®>®. A
two-way repeated measures ANOVA revealed a significant main effect of the factor Correctness (F, ;,)=69.84,
p<.001, #°=0.69; Fig. 2D), indicating faster responses during remembered palrs, compared to forgotten.
Furthermore, this analysis revealed a main effect of Pairing (F, ,,,=9.24, p=.005, #?=0.23; Fig. 2D), indicating
faster responses to old pairs, compared to new. Critically, we observed a significant Pairing % Correctness
interaction (F, ;;)=15.56, p=.001, #7=0.33; see Table 1). The post-hoc t-test revealed a significant decrease
in reaction times for correctly recognised old pairs (£, = -0.90, p <.001, Cohen’ d=—0.44), indicating an
increase in memory confidence in light of correctly retrieved associations compared to forgotten. The
reaction time corresponding to auditory-visual (AV; RT=1944.6 +381.7 ms) and visual-auditory stimuli (VA;
RT=1959.4+385.9 ms) did not differ significantly (¢, =0.15, p=.877, see Fig. 2E). Interestingly, participants
correctly rejected new pairs significantly faster compared to mistakenly categorizing them as old (false alarm;
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Effect F(df) P Partial n
Pairing (Old vs. New) 9.23(1,31) | 0.005 0.23
Correctness (Correct vs. Incorrect) | 69.84(1,31) | <0.001 | 0.69
Pairing x Correctness 15.56(1,31) | <0.001 [ 0.33

Table 1. Repeated-Measures ANOVA results for reaction times.

Comparison t(df) P Peorr
Remembered vs. forgotten -2.26(62) | 0.027 0.162
Remembered vs. correct rejected | 0.81(62) | 0.421 1
Remembered vs. false alarm -4.30(62) | <0.001"** | < 0.001%**

Correct rejected vs. forgotten -2.83(62) | 0.006™ 0.036"
Correct rejected vs. false alarm -4.88(62) | <0.001*** | < 0.001***
Forgotten vs. false alarm -1.63(62) | 0.110 0.660

Table 2. Post-hoc t-test results for reaction times. p__ . relates to p-values after Bonferroni correction.
P<05(h), p<.01(), p<.001 (P,

freyy = -4.88, p <.001), supporting the idea that decision confidence might influence RTs in recognition memory.
Also, the response in correctly rejected trials were significantly faster as compared to response in forgotten trials,
fe7) = -2.84, p=.006, suggesting that correctly detecting novel information is easier than failing to recognize old
pairs. Responses to forgotten trials did not significantly differ in reaction times as compared to false alarm trials
(tsy) = -1.63, p=.110; Table 2).

Successful recognition of multisensory associations relies on alpha/beta oscillations

Inthe nextstep, we investigated the oscillatory power differences between remembered and forgotten multisensory
pairs within the recognition task, which presented the previously sequentially encoded pairs simultaneously.
Here, participants had to indicate whether the presented pair was previously shown in sequential order during
encoding. In the following analysis, we split the recognition trials according to their modality-sequence during
encoding (VA/AV), and conducted time-frequency analyses. In VA associations (remembered > forgotten) we
observed a significant negative cluster of oscillatory activity covering the high theta to low beta frequency range
(0.8-1.2 s after stimulus onset; 7-23 Hz; negative cluster: p <.003, SD=0.001). This indicates that remembered
pairs, which were represented in a VA sequence order during encoding, were associated with alpha and beta
power during memory retrieval as compared to forgotten pairs. This effect was primarily driven by activity
differences in frontotemporal and lateral-occipital areas (0.8-1.2 s after stimulus onset, 7-23 Hz; Fig. 3A).
Interestingly, AV trials showed a different pattern, including a negative cluster in the theta and alpha range
(0.5-1.9 s; 6-13 Hz; negative cluster 1: p <.002, SD=0.009; negative cluster 2: p <.045, SD=0.005), indicating
that remembered pairs, which were represented in an AV sequence order during encoding, were associated with
theta and alpha power during memory retrieval as compared to forgotten pairs. This effect was primarily driven
by activity differences in parietal-occipital areas (0.5-1.9 s after stimulus onset, 6-13 Hz; Fig. 3B). The results
indicate differential processes concerning the oscillatory processing of modality-sequences during recognition
and were used to restrict the following MVPA analysis. When analyzing both conditions (combining AV and
VA) together as an independent modality-sequence condition, we observed similar significant neuronal activity
effects, further reinforcing the underlying processing patterns across modalities. The results revealed a negative
cluster covering the theta (median cluster size=10), alpha (median cluster size=27), and beta (median cluster
size=18) bands, occurring 0.9 to 1.8 s after stimulus onset (negative cluster: p <.001, SD = 0.004; see Fig. 3C).
This indicates that remembered pairs were associated with lower theta, alpha, and beta power during memory
retrieval as compared to forgotten pairs. This effect was primarily driven by activity differences in frontotemporal
and lateral-central areas (1.0 to 1.7 s after stimulus onset, 3-7 Hz) and inlateral parietal regions (0.9 to 1.7 s after
stimulus onset, 8-18 Hz; see Fig. 3C).

Modality-sequences are reinstated as context-features during recognition

The neuronal signature within the recognition task indicated differential processing of the stimulus modality
order, which we hypothesized to also be expressed as context-specific features of the underlying memory trace
(Le. the temporal sequence of the stimulus from different modalities). Accordingly, our main hypothesis stated
that the neural signature during the recognition task would reflect the modality sequence in which the pairs were
presented during the encoding task. To probe this effect, we employed MVPA, moving beyond the univariate
comparisons of oscillatory power. The Modality Sequence Classifier distinguished between the two different
encoding stimulus modality orders (AV/VA) based on the EEG data from the recognition task in which the
previously encoded associations were presented simultaneously. Classification accuracy was assessed using a
cross-validation (k=>5) procedure. The overall mean classifier performance for the Modality Sequence Classifier

was 52.26%, which significantly exceeded the chance level of 50% (t(al) =4.28, p <.001, cohens d=0.76).
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For the more detailed classification analyses, we calculated the classification accuracy over all electrodes
for each frequency band within the significant data points, as well as the average classification accuracy for the
electrode with the maximum mean #-value of the entire time within the specific frequency range. The cluster-
based permutation test comparing MVPA accuracy values for remembered trials when decoding the two modality
orders against chance level (50%) revealed eight significant positive clusters (most prominent cluster: p <.001,
cluster-level statistic £=29.069, SD=10.0003, CI range=0.0006). This cluster encompassed 45.302 data points
out of a total of 50.400 (60 channels x 40 frequency x 21 time), covering approximately 89.88% of the analyzed
search space. This significant cluster extended from stimulus onset to 2 s post-stimulus, spanning frequencies
from 1 to 40 Hz, and was distributed across all electrodes, with the lowest representation in P7 (84.28%) and the
highest in FC4 (93.69%). The remaining clusters had p-values ranging from 0.017 to 0.047, with their respective
cluster statistics and confidence intervals indicating robust effects across multiple frequency bands and time
points. No significant negative clusters were detected.

To further interpret the decoding performance, average accuracy values were computed over the significant
time points identified by the cluster-based permutation test, focusing on time points and electrodes with the
highest mean #-values. To identify the electrodes exhibiting the strongest effects, we computed the mean #-value
for each electrode by averaging all significant £-values (p <.05) across frequency bands and time points. This metric
served as an index of the relative effect size at each electrode, highlighting regions that consistently demonstrated
robust neural discrimination effects in the cluster-based permutation test. By focusing on electrodes with the
highest mean #-values, we aimed to characterize the spatial distribution of the most pronounced neural decoding
effects during the recognition task. The overall mean accuracy across all frequencies (1-40 Hz) was 52.26%, with
the highest mean #-value observed at electrode F4 (f=4.18). The mean individual accuracy at this electrode was
52.32%, while the highest individual accuracy value reached 62.38% at 0.8 s and 30 Hz. The maximal ¢-value was
reached at F4 (£=6.58).

When examining specific frequency bands, the theta range (3-7 Hz) yielded the highest mean accuracy
of 52.49%, with the strongest effect at electrode AF7 (£=4.22), and an individual peak accuracy of 58.80% at
0.4 s and 7 Hz. The maximal #-value was reached at AF7 (£=6.29). In the alpha band (8-13 Hz), the mean
accuracy was 52.40%, with the highest ¢-value recorded at electrode Fpz (£=3.92), and an individual maximum
accuracy of 58.67% at 0.1 s and 11 Hz. The maximal #-value was reached at F4 (£=6.58). The low beta range
(13-21 Hz) showed a mean accuracy of 52.29%, with the most significant effect at electrode Fpz (f=3.80) and
a peak accuracy of 58.63% at 0.4 s and 21 Hz. The maximal #value was reached at FC2 (f=5.93). Similarly, the
high beta range (22-32 Hz) demonstrated a mean accuracy of 52.22%, with the strongest effect at electrode P1
(f=4.27) and a peak accuracy of 58.29% at 1.9 s and 24 Hz. The maximal #-value was reached at CP2 (£=6.31).

When considering the full beta range (13-32 Hz), the mean accuracy was 52.24%, with the highest f-value at
P1 (t=4.07) and an individual maximum accuracy of 61.00% at 1.9 s and 24 Hz. The maximal f-value was reached
at CP2 (¢=6.31). The mean accuracy in the gamma band (32-40 Hz) was 52.23%, with the effect at electrode
P2 (t=4.69) and an individual peak accuracy of 52.98% at 0.1 s and 33 Hz. The maximal t-value was reached
at PO8 (£=6.18). All results are summarised in Table 3. These findings suggest that decoding performance
was significantly above chance level across multiple time points, frequencies, and electrode locations, with
particularly strong effects in the theta, alpha, and beta bands.

To further explore the spatial distribution of significant effects, we visualized topographical maps of #-values
obtained from the cluster-based permutation test for different frequency bands (theta, alpha, low beta, high
beta, and gamma) over the trial time course (Fig. 4). Interestingly, the higher beta and gamma frequency range
(21-40 Hz) exhibited pronounced discriminative power between the two conditions during the entire stimulus
presentation over the centro-parietal electrodes, specifically strongest at the beginning (0.4 to 1.3 s) and the
end (1.7 to 2.0 s). Additionally, also early (0 to 1.0 s to stimulus onset) centro-frontal electrode cluster in the
lower frequency range (3 to 20 Hz) showed a significant classification performance. The results demonstrate a
convergence between the neural activity patterns during successful recognition and retrospective discrimination
between the modality order of the sequential encoding during recognition. In sum, these findings highlight
the ability to encode and differentiate VA from AV sequences during the retrieval task, as evidenced by the
distinct neural patterns observed in the EEG data during subsequent recognition. In addition to the averaged
accuracy values from electrodes with the highest mean f-values, time-resolved decoding accuracy (MVPA) for
remembered trials is shown at exemplary electrodes across different frequency bands (Fig. 5).

Successful recognition of multisensory associations relies on low-frequency oscillations
during encoding

As an explorative analysis, we analyzed the dynamics between the neuronal activity from the encoding task and
the recognition performance. Thus, we asked whether specific oscillations during encoding propel successfiil
memory formation. First, we computed the differences in oscillatory power between later remembered and
forgotten trials separately for the presentation of the first and second stimulus of each pair. Therefore, we focused
onthe 2-s period before and after each stimulus onset for the VA and AV conditions, resulting in two analysis time
windows (Stimulus Interval 1 and Stimulus Interval 2; Fig. 1). Initially, we analyzed oscillatory data independent
of the stimulus modality order, dividing Stimulus intervals 1 (SI1) and 2 (SI2). The differential time-frequency
spectra between remembered and forgotten pairs were computed in each participant. These difference values
were correlated with associative d” values from the recognition task. Results revealed significant correlations
within SI2 for both encoding sequence conditions. During the visual stimulus of AV pairs, two clusters of
significant negative correlation between associative d’ and average power differences (remembered > forgotten)
were revealed at multiple electrodes in the parietal and central region in the alpha band (pre-stimulus positive
cluster: p<.042, SD <0.005; post-stimulus negative cluster: p <.013, SD=0.003, Fig. 6A) at multiple electrodes
in the central-parietal region (Fig. 6A) within the alpha range. In VA pairs, however, during the presentation of

Scientific Reports |

(2025) 15:18120 | https://doi.org/10.1038/s41598-025-02553-3 natureportfolio

127



www.nature.com/scientificreports/

A B
Remembered VA associations Remembered AV associations
40 : 40 , 3
1 Encoding \ Encodi
35 . 35 ; ncoding
¥ : 30 |
> 25
o 1 @D
c =
g 20 1 0%
o I
o 15 1
w " 1l
10ETE" L o 3
1 |
5 ; S a4
1 1 -3
-1 <05 0 0.5 1 1.5 2
Time [s] I
9-20Hz 6-12Hz
C -
All rememberedassociations
40 3
35
N 30
&
> 25 -
c =
g °F
T
2 15
w
10
5
<3
15-20Hz 8-12Hz
the auditory stimulus, we observed a significant positive post-stimulus correlation (p <.006, SD = 0.002; Fig. 6B)
and negative pre-stimulus correlation (p <.018, SD = 0.003) at multiple electrodes in the parietal-occipital region
(Fig. 6B) within the alpha and beta range.
Discussion
Successful retrieval of events is strongly bound to the context of encoding®>#>*. While it is well established
that context can be reflected as the surrounding environment®%#7:%¢, it can also be represented differentially, i.e.
as the sequence of episode-specific features. In line, context feature reinstatement (of sequential information)
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«Fig. 3. Memory effects on time-frequency power before and during recognition for electrodes with maximal
t-value for corresponding encoding stimulus modality order. (A) Time-frequency plot of the statistical
comparison of REMEMBERED > FORGOTTEN oscillatory power at P2 for recognized associations, which
were presented in the visual-auditory sequence during encoding. Opaque data points show a significant
difference at p <.05 (corrected). The lower panel shows the topographical distribution within the significant
cluster during stimulus presentation in the theta-alpha range (0.9 to 1.2 s; left). The green marker illustrates
P2. (B) Time-frequency plot of the statistical comparison of REMEMBERED » FORGOTTEN oscillatory
power at PO4 for recognized associations, which were presented in the auditory-visual sequence during
encoding. Opaque data points show a significant difference at p <.05 (corrected). The lower panel shows
the topographical distribution within the significant cluster during stimulus in the alpha/beta range (0.8
to 1.4 s). The green marker illustrates P2. (C) Top: Time-frequency plot of the statistical comparison of
REMEMBERED > FORGOTTEN oscillatory power at POz, independent of modality order presentation during
encoding. The vertical line marks the stimulus onset, and the horizontal lines mark the frequency bins alpha
and beta (8 Hz and 25 Hz). Opaque data points show a significant difference at p <0. 5 (corrected). Negative
t-values signify higher power in FORGOTTEN trials. The lower panel shows the topographical distribution
within the significant cluster during stimulus in the beta range (0.8 to 1.3 s; left) and the significant cluster in
the alpha range (0.9 to 1.8 s, right). The marker illustrates POz.

Frequency range [Hz] | Mean Accuracy [%] | Peak mean t-value Electrode | Time [s] | Frequency [Hz] | Peak mean t-value Max. [%]
Overall [1 40] 52.26 F4 0.8 30 62.38
Theta [37] 52.49 AF7 04 Z 58.80
Alpha [8 13] 52.40 Fpz 0.1 11 58.67
Beta [13 21] 52.29 Fpz 04 21 58.63
Beta [22 32] 52.22 PT: 19 24 58.29
Beta [13 32] 52.24 P1 19 24 61.00
Gamma [32 40] 52.23 P2 0.1 33 52.98

Table 3. Average Accuracy for each frequency range and at the electrode with the maximummean t-value.

has been shown to be of central importance for memory encoding and retrieval processes®##-1, The role of
contextual reinstatement of multisensory features that stem, i.e. from the auditory and visual domain, remains
so far unexplored. Here we aimed to shed light on the oscillatory mechanisms underlying the recognition of
sequentially encoded multisensory episodes. Our findings show that modality sequences are (incidentally)
encoded within the memory trace and serve as a context feature that drives recognition based on theta, alpha
and beta frequency pattern reinstatement.

It is well established that context reinstatement plays a crucial role in memory retrieval, allowing the brain
to access the temporal and environmental cues associated with past events®*. However, previous research
has largely focused on unimodal stimuli, rendering our understanding about how complex multisensory
sequences are encoded and retrieved incomplete. In the current study, participants acquired and retrieved the
image-sound/sound-image associations overall very well, with recognition performance as measured by &
being comparable to similar study designs’>*>-*%, Importantly, recognition performance did not differ when
comparing AV (auditory-visual) vs. VA (visual-auditory) pairs, suggesting that the order of features itself did not
influence memory formation. While we did not test for incidental stimulus acquisition, several studies report
reinstatement of encoding specific features in memory tasks? %5,

MVPA of EEG data revealed distinct neural signatures depending on the modality sequence presented
during encoding, even though overall memory performance for both conditions was the same. This suggests
that the brain encodes the order of multisensory episodes as part of the contextual memory trace, which aids in
the retrieval process. This finding is consistent with prior work demonstrating context-specific temporal patterns
during both encoding and retrieval processes””. Furthermore, it aligns with the Context Maintenance and
Retrieval (CMR) model, which states that temporal and contextual features of episodes are essential components
ofthe memory trace®?. Our study extends this model by showing that modality order, as a contextual feature, can
be decoded from oscillatory activity during memory retrieval.

Our multivariate results from EEG recordings suggest that decoding performance went significantly above
chance level across multiple time points, frequencies, and electrode locations, with particularly strong effects
in the theta, alpha, and beta bands. Theta oscillations have been associated with the binding of information
into coherent memory traces and are crucial for organizing sequentially ordered working memory items®* €%,
These oscillations are thought to coordinate neural activity across different brain regions, facilitating the
binding of sensory inputs into a coherent memory trace®”-*, acting as the “glue™%. Alpha oscillations have
been generally related to the inhibition of irrelevant information and are involved in processing incoming
information relevant to memory'°>*2 Decreases in alpha power during memory tasks have been associated
with enhanced memory performance, particularly in semantic encoding tasks!°>*, while beta oscillations have
been linked to memory formation, with elevated pre-stimulus beta power associated with successful memory
encoding!®*1%, This activity is thought to reflect a memory-promoting state, possibly moderated by attentional
or inhibitory processes'®. In sum, theta, alpha, and beta oscillations play distinct yet interconnected roles in

Scientific Reports |

(2025) 15:18120 | https://doi.org/10.1038/s41598-025-02553-3 natureportfolio

129



www.nature.com/scientificreports/

Gamma
(32-40 Hz) -
s
0
Time[s]
Beta (high)
(21-32 Hz)
Alpha Beta (low)
(8-13 Hz) (14-20 Hz)
4.5
3

N & 0
1 2 [ |
L} -
; 15 ; Time[s]
Theta
(3-7 Hz)

memory processing'®”1%. Taken together, the fact that the MVPA analysis revealed significant classification
of modality order across different oscillatory bands provides strong evidence that sequential information in
the form of a context feature is retained and reinstated during retrieval rather than merely reflecting general
associative activation. Thus, our results suggest that encoding processes are sequence-specific, with VA pairs
potentially engaging greater anticipatory processing due to the nature of auditory stimulus processing. One may
speculate, that the reinstatement of the observed oscillatory patterns may facilitate the synchronization of neural
activity across sensory processing regions, ensuring that the original modality sequence is represented during
recognition within the specific memory trace, which has been suggested by several human studies* 152109110,
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«Fig. 4. Topographical plots of #-values from the cluster-based permutation test comparing MVPA accuracy
for remembered trials against the chance level of 50%. The plots illustrate the distribution of significant effects
across the scalp for different frequency bands (theta, alpha, low beta, high beta, and gamma) over the trial
time course. Highlighted electrodes indicate regions with the highest number of neighbouring significant
data points), reflecting areas with the strongest decoding effects. The gamma band showed significant effects
between 400-1300 ms and 1700-2000 ms, with strong activations in centro-posterior regions. The high beta
band displayed significant clusters in multiple time windows (100-500 ms, 600-800 ms, 900-1200 ms, and
1700-2000 ms), predominantly in centro-parietal areas. The low beta band exhibited significant effects between
400-1000 ms, mainly over central electrodes. The alpha band showed spatially distributed effects in early (0-
300 ms) and later (600-1300 ms) time windows, particularly in partial-occipital and fronto-central sites. The
theta band revealed significant clusters in two discrete time windows (600-700 ms and 1400-1700 ms), with
the strongest effects observed in frontal and central regions. The results suggest that significant decoding effects
are not uniformly distributed across the scalp but are concentrated in specific electrode regions, particularly in
central and parietal areas in the beta and gamma range and frontal areas in the theta and alpha range.

Considering the potential cognitive processes elicited by the experimental design, one could argue that the
initial stimulus might evoke visual or auditory mental imagery, creating an expectation of the second stimulus.
In fact, there is evidence showing that mental imagery could also influence associative memory retrieval by
engaging both modality-specificand modality-independent neural networks!!112 thereby aiding in overcoming
potential modality mismatches during encoding induced by incongruent association pairs'*>. This process
involves the activation of sensory-specific regions, such as the visual and auditory cortices, alongside a modality-
independent core network, including the default mode network, which supports imagery across different
sensory domains!'t112114, The overlap between brain regions involved in mental imagery and those supporting
retrieval suggests that successful retrieval relies on the same neural mechanisms that facilitate imagery''*:11°,
Furthermore, encoding specificity plays a critical role in remembering, as the reactivation of encoding-related
neural patterns benefits retrieval when there is a match between encoding and retrieval modalities but can
impair memory under mismatch conditions'!¢. However, individuals can flexibly employ mental imagery to
compensate for mismatches, generating and maintaining mental representations even when encoding involves
incongruent audiovisual information''’. Moreover, imagery-based strategies, such as integrating items into
interactive mental images, have been shown to enhance associative memory, emphasizing the functional
significance of mental imagery in retrieval processes*®.

While these findings demonstrate that mental imagery is connected to memory encoding and retrieval,
prior research also suggests that multisensory, sequential encoding can enhance memory through encoding
variability, introducing competition effects that alter retrieval dynamics?®?. This interpretation gains support
from our univariate oscillatory findings, suggesting a modality-specific influence of alpha and beta oscillations
during the encoding of sequentially presented audiovisual stimuli Specifically, for auditory-visual (AV) pairs,
increased pre-stimulus alpha and beta power before the visual stimulus and a subsequent decrease during
stimulus presentation may indicate a preparatory state followed by active sensory processing. In contrast,
the pattern is reversed for visual-auditory (VA) pairs: pre-stimulus decreases in alpha and beta before the
auditory stimulus, and increased power during its presentation suggests a shift in processing demands between
modalities. Previous research has linked decreased alpha-band activity in the prefrontal and occipital cortex
to successful visual encoding, indicating that lower alpha power facilitates visual information processing and
enhances memory formation'**-?2 Similarly, increased pre-stimulus beta power has been associated with
improved memory formation, potentially reflecting attentional or inhibitory processes that aid in binding
stimulus components'®>'?. The observed pre-stimulus increases in beta power in AV pairs may, therefore,
indicate an anticipatory mechanism supporting visual encoding, whereas the decrease in VA pairs might
reflect a shift in sensory dominance from vision to audition. Alpha and beta oscillations have further been
implicated in the processing of expectations and prediction errors. An alpha-to-beta desynchronization (ERD)
has been linked to expected stimulus valence, suggesting that these frequency bands contribute to prediction
mechanisms that influence encoding efficiency’?*. In audiovisual tasks, alpha oscillations modulate sensory
processing and attention, influencing the temporal integration of stimuli'®. However, alpha activity does not
solely predict auditory stimulus detection consistently due to its interaction with broadband neural activity'?¢.
Beta oscillations, on the other hand, are associated with top-down control processes and enhance memory
formation across sensory modalities, including auditory processing'®. Taken together, these findings suggest
that alpha and beta oscillations in sequential encoding are modality-dependent rather than purely memory-
driven. The observed pre-stimulus shifts in power may reflect preparatory mechanisms that optimize encoding
by modulating attention and sensory processing demands across modalities. Specifically, lower alpha power
in occipital-parietal regions has been associated with improved perceptual sensitivity and the enhancement
of stimulus representations?’, supporting the idea that modality-dependent oscillatory changes may reflect
the differential engagement of sensory and integrative processes during retrieval. Finally, theta oscillations
play a critical role in cross-modal binding, supporting associative memory by synchronizing neural activity
across sensory regions'?. Given the angular gyrus” role in multimodal integration!? and the contribution of
multisensory cues to episodic retrieval'®*-12, it is likely that power changes across frequency bands reflect both
modality-specific processing and memory-related mechanisms in an interactive manner. Thus, the observed
oscillatory dynamics align with well-established mechanisms of sensory reactivation, cortical excitability, and
associative memory retrieval.
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Fig. 5. Full-lime courses ol accuracy values [rom exemplary electrodes for each frequency range. Time-
resolved decoding accuracy (MVPA) for remembered trials to classify modality order from 0 to 2 s relative to
stimulus onset is shown at exemplary electrodes. Accuracy values, averaged within the respective frequency
bands, range from 51-54%. (A) Theta (3-7 [1z) at Cz exhibits a subtle peak around 1.3 s. (B) Alpha (8-13 I1z)
at F4 shows a slight peak around 0.3 s. (C) Decoding accuracy in the low beta (14-17 Hz) at Fz, (D) high beta
(20-23 Hz) at C3, and (E) gamma (29-33 Iz) at F4 bands fluctuates over time but did not reveal distinct
classification peaks. Caution should be exercised, as the averaging of accuracy estimates over multiple time
points and across participants may have contributed Lo an overall reduction in classification performance.
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The role of modality order in retrieval is further supported by the finding that above-chance decoding
of modality order from BEG activity during retrieval indicates its integration into the memory trace. If one
modality had dominated encoding, successful decoding of modality order would not be expected. Prior
research supports the idea that encoding modality order contributes to retrieval by providing structured cues
that facilitate reconstruction of past experiences'**. Contextual information is a well-established component of
episodic memory, with hippocampal mechanisms playing a crucial role in binding sensory details into coherent
memory representations?>#103134135_ Qur study extends this body of work by demonstrating that modality
order, as a contextual feature, can be decoded from oscillatory activity during retrieval. While our data do not
conclusively establish a causal link between modality order encoding and retrieval success, they provide novel

Scientific Reports|  (2025) 15:28120 | https://doi.org/10.1038/s41598-025-02553-3 nature portfolio

133



www.nature.com/scientificreports/

« Fig. 6. Correlation between the power difference of remembered vs forgotten trials in Stimulus interval
2 and the memory performance (d’) from the recognition task. (A) The correlation between the power
differences and the memory performance as measured by d’ during visual stimuli presentation (AV pair) at
C2. Topographical distribution within the significant cluster in the pre stimulus (-0.8 to -0.1 s; left) and the
significant cluster in the stimulus presentation (0 to 1.5 s) in the alpha range (9 to 13 Hz, right) during visual
stimuli presentation. The marker illustrates C2. (B) The correlation between the power differences and the
memory performance as measured by d’ during auditory stimulus presentation (VA pair) at P4. Topographical
distributions are shown for the pre-stimulus cluster (-2 to -1.3 s; 8-12 Hz) and stimulus presentation
cluster (0-0.5 s; 15-19 Hz). The green marker illustrates P4.

insights into the neural dynamics supporting multisensory sequential memory. Although no behavioural data
confirm explicit retrieval of order information, the significant decoding results indicate that modality order
was included in the memory trace and reinstated during retrieval. Future studies should explore the extent to
which such reinstatement contributes to explicit order memory and whether implicit representations influence
retrieval performance.

Finally, we observed modality effects in parietal locations during both, encoding, and recognition tasks.
This might reflect multisensory association processes'®>**’, as the parietal cortex is crucial for integrating
information from various sensory modalities'®*-¢L, Interestingly, our findings align well with recent work
around multisensory processing, which shows that information from different sensory modalities is integrated
within several cortical regions (e.g. the parietal lobe;**41142), While the intraparietal sulcus (IPS) is known to
process multisensory information!#>-1#°, the angular gyrus has been shown to be centrally involved in binding
information into coherent narratives'®’. In our results, classifier accuracy derived from MVPA was highest at
centro-parietal electrodes (e.g., CP1), covering the superior parietal lobe. This might suggest a distinct role of
the superior parietal cortex in multisensory sequential reinstatement processes, which supports the hypothesis
that the neural systems for sequence encoding and multisensory integration are closely linked to facilitate the
binding of presented items, thereby forming an episode.

In conclusion, our study provides new insights into the neural mechanisms underlying multisensory memory
retrieval. The findings of this study yield important implications for our understanding of memory processes.
First, the (incidental) encoding of modality sequence order as a context feature suggests that the brain actively
integrates temporal and sensory information during memory formation. This has important implications for
models of episodic memory, particularly those that emphasize the role of context™. Our findings suggest that
the neural mechanisms underlying context-feature retrieval are not limited to unimodal tasks*>5414%, Instead,
they extend to more complex multisensory episodes, during which we encode and integrate sequences of
different sensory modalities. Crucially, the sequence of modalities as a contextual feature within the memory
trace directly affects memory retrieval, cognitive control, and learning processes**’-1*°. Prior research suggests
that different sensory modalities contribute uniquely to encoding and retrieval mechanisms, with auditory and
visual sequences influencing attentional engagement and memory consolidation in distinct ways (e.g.,"°1°%
Auditory sequences, for instance, have been linked to more durable temporal structuring, while visual sequences
often benefit from spatial organization”’. Recognizing modality sequence as a contextual feature allows us to
investigate how the structure of sensory input shapes memory representations rather than focusing solely on
content-based associations. Understanding these effects can help optimize learning and memory strategies by
leveraging the strengths of different modalities. This might offer insights into educational and rehabilitative
applications where multimodal integration plays a key role. Our findings provide new insights into how the brain
encodes and retrieves complex episodic memories, particularly those that involve multisensory information.

Data availability
The raw EEG and behavioral data underlying our findings have been uploaded to an open repository (https://w
ww.fdr.uni-hamburg.de/; https://www.fdr.uni-hamburg.de/record/17120) for accessibility.

Received: 28 October 2024; Accepted: 14 May 2025
Published online: 24 May 2025

References

. Dannenberg, H., Alexander, A. S., Robinson, J. C. & Hasselmo, M. E. The role of hierarchical dynamical functions in coding for
episodic memory and cognition. J. Cogn. Neurosci. 31, 1271-1289 (2019).

. Sheldon, S., Farb, N., Palombo, D. J. & Levine, B. Intrinsic medial Temporal lobe connectivity relates to individual differences in
episodic autobiographical remembering. Cortex 74, 206-216 (2016).

. Sadeh, S. & Clopath, C. Theory of neuronal perturbome in cortical networks. Proc. Natl. Acad. Sci. 117, 26966-26976 (2020).

4. Kim, J. S. & Lee, S. A. Hippocampal orchestration of associative and sequential memory networks for episodic retrieval. Cell. Rep.
42, 112989 (2023).

. Yonelinas, A. P, Ranganath, C., Ekstrom, A. D. & Wiltgen, B. J. A contextual binding theory of episodic memory: systems
consolidation reconsidered. Nat. Rev. Neurosci. 20, 364-375 (2019).

. Pronier, E., Morici, ]. E & Girardeau, G. The role of the hippocampus in the consolidation of emotional memories during sleep.
Trends Neurosci. 46, 912-925 (2023).

. Cooper, R. A. &Ritchey, M. Progression from Feature-Specific brain activity to hippocampal binding during episodic encoding.
J. Newrosci. 40, 1701-1709 (2020).

. Crystal, J. D. Temporal foundations of episodic memory. Learn. Behav. 52, 35-50 (2024).

. Clewett, D. & Davachi, L. The ebb and flow of experience determines the Temporal structure of memory. Curr. Opin. Behav. Sci.
17, 186-193 (2017).

=

I}

w

v

o

9

© o

Scientific Reports|  (2025) 15:28120 | https://doi.org/10.1038/s41598-025-02553-3 nature portfolio

134



www.nature.com/scientificreports/

192
20.

21.

=

22,

23.

24.

25.

26.

27.

28.

29.

30.

3L
32.

33.
34,

35:

36.

37.

38.

39.

40.
41.

42.
43,
44.
45,
46.

47.
48.

49.

50.

51.

=

52.

53.

54.

55.

Horner, A. ], Bisby, J. A, Wang, A, Bogus, K. & Burgess, N. The role of Spatial boundaries in shaping long-term event
representations. Cognition 154, 151-164 (2016).

. Eichenbaum, H. Time (and space) in the hippocampus. Curr. Opin. Behav. Sci. 17, 65-70 (2017).

Leroy, N., Majerus, S. & D’Argembeau, A. Working memory capacity for continuous events: the root of Temporal compression in
episodic memory? Cognition 247, 105789 (2024).

Jeunehomme, O., Folville, A., Stawarczyk, D., Van Der Linden, M. & DArgembeau, A. Temporal compression in episodic memory
for real-life events. Memory 26, 759-770 (2018).

Jeunehomme, O. & DArgembeau, A. Event segmentation and the Temporal compression of experience in episodic memory.
Psychol. Res. 84, 481-490 (2020).

D’Argembeau, A., Jeunehomme, O. & Stawarczyk, D. Slices of the past: how events are temporally compressed in episodic
memory. Memory 30, 43-48 (2022).

Riegel, M., Granja, D., Amer, T, Vuilleumier, P. & Rimmele, U. Opposite effects of emotion and event segmentation on Temporal
order memory and object-context binding. Cogn. Emot. 39, 117-135 (2025).

. Thavabalasingam, S., O'Neil, E. B. & Lee, A. C. H. Multivoxel pattern similarity suggests the integration of Temporal duration in

hippocampal event sequence representations. NeuroImage 178, 136-146 (2018).

Liu, C., Ye, Z., Chen, C., Axmacher, N. & Xue, G. Hippocampal representations of event structure and Temporal context during
episodic Temporal order memory. Cereb. Cortex. 32,1520-1534 (2022).

Rey, L. et al. Episodic memory and recognition are influenced by cues’ sensory.

Tamminen, J. & Mebude, M. Reinstatement of odour context cues veridical memories but not false memories. Memory 27,
575-579 (2019).

Sorokowska, A., Nord, M., Stefariczyk, M. M. & Larsson, M. Odor-based context-dependent memory: influence of olfactory cues
on declarative and nondeclarative memory indices. Learn. Mem. 29, 136-141 (2022).

Marks, W. D., Yokose, J., Kitamura, T. & Ogawa, S. K. Neuronal ensembles organize activity to generate contextual memory. Front.
Behav. Neurosci. 16, 805132 (2022).

Noyce, A. L., Cestero, N., Shinn-Cunningham, B. G. & Somers, D. C. Short-term memory stores organized by information
domain. Atten. Percept. Psychophys. 78, 960-970 (2016).

Dimsdale-Zucker, H. R. etal. Representations of complex contexts: A role for Hippocampus. J. Cogn. Neurosci. 35, 90-110 (2022).
Bird, C. M. The role of the hippocampus in recognition memory. Cortex 93, 155-165 (2017).

Robin, J. & Moscovitch, M. Familiar real-world Spatial cues provide memory benefits in older and younger adults. Psychol. Aging.
32, 210-219 (2017).

Wilti, M. J., Woolley, D. G. & Wenderoth, N. Assessing rhythmic visual entrainment and reinstatement of brain oscillations to
modulate memory performance. Front. Behav. Neurosci. 14, 118 (2020).

Zhang, M. & Hupbach, A. The effects of variable encoding contexts on item and source recognition. Mem. Cognit. 51, 391-403
(2023).

Bramdo, L, Jiang, ], Wagner, A. D. & Johansson, M. Encoding contexts are incidentally reinstated during competitive retrieval and
track the Temporal dynamics of memory interference. Cereb. Cortex. 32, 5020-5035 (2022).

Bramio, I & Johansson, M. Neural Pattern Classifi cation Tracks Transfer- Appropriate Processing in Episodic Memory. eneuro 5,
ENEURQ.0251-18.2018 (2018).

Wheeler, R. L. & Gabbert, E Using Self-Generated cues to facilitate recall: A narrative review. Front. Psychol. 8, 1830 (2017).
Unsworth, N. & Spillers, G. J. Variation in working memory capacity and episodic recall: the contributions of strategic encoding
and contextual retrieval. Psychon Bull. Rev. 17, 200-205 (2010).

Versace, R. et al. Act-In: an integrated view of memory mechanisms. J. Cogn. Psychol. 26, 280-306 (2014).

Duarte, S. E., Ghetti, S. & Geng, J. J. Object memory is multisensory: Task-irrelevant sounds improve recollection. Psychon Bull.
Rev. 30, 652-665 (2023).

Versace, R., Labeye, E., Badard, G. & Rose, M. The contents of long-term memory and the emergence of knowledge. Eur. J. Cogn.
Psychol. 21, 522-560 (2009).

Juan, C. et al. The variability of multisensory processes of natural stimuli in human and non-human primates in a detection task.
PLOS ONE. 12, 0172480 (2017).

Lehmann, S. & Murray, M. M. The role of multisensory memories in unisensory object discrimination. Cogn. Brain Res. 24,
326-334(2005).

Moran, J. K. et al. Multisensory processing can compensate for Top-Down attention deficits in schizophrenia. Cered. Cortex. 31,
5536-5548 (2021).

Thelen, A., Talsma, D. & Murray, M. M. Single-trial multisensory memories affect later auditory and visual object discrimination.
Cognition 138, 148-160 (2015).

Murray, C. A. & Shams, L. Crossmodal interactions in human learning and memory. Front. Hum. Neurosci. 17, 1181760 (2023).
Tovar, D. A., Murray, M. M. & Wallace, M. T. Selective enhancement of object representations through multisensory integration.
J. Neurosci. 40, 5604-5615 (2020).

Benini, E., Koch, I, Mayr, S., Frings, C. & Philipp, A. M. Contextual features of the cue enter episodic bindings in task switching.
J. Cogn. 5,29 (2022).

Karacsony, S. & Abela, M. R. L. Stimulating sense memories for people living with dementia using the Namaste care programme:
what works, how and why? [ Clin. Nurs. 31, 1921-1932 (2022).

Shams, L. & Seitz, A. R. Benefits of multisensory learning, Trends Cogn. Sci. 12, 411-417 (2008).

Dudai, Y. Molecular bases of long-term memories: a question of persistence. Curr. Opin. Neurobiol. 12, 211-216 (2002).

Sridhar, S., Khamaj, A. & Asthana, M. K. Cognitive neuroscience perspective on memory: overview and summary. Front. Hum.
Neurosci. 17, 1217093 (2023).

Brainerd, C. ], Gomes, C. E A. & Nakamura, K. Dual recollection in episodic memory. J. Exp. Psychol. Gen. 144, 816-843 (2015).
Chang, M. et al. Spatial context scaffolds long-term episodic richness of weaker real-world autobiographical memories in both
older and younger adults. Memory 32, 431-448 (2024).

Dobbins, I G. & Wagner, A. D. Domain-general and Domain-sensitive prefrontal mechanisms for recollecting events and
detecting novelty. Cereb. Cortex. 15, 1768-1778 (2005).

King, D. R, De Chastelaine, M., Elward, R. L., Wang, T. H. & Rugg, M. D. Recollection-Related increases in functional connectivity
predict individual differences in memory accuracy. J. Neurosci. 35,1763-1772 (2015).

Lohnas, L. ], Healey, M. K. & Davachi, L. Neural Temporal context reinstatement of event structure during memory recall. J. Exp.
Psychol. Gen. 152, 1840-1872 (2023).

Polyn, S. M., Norman, K. A. & Kahana, M. J. A context maintenance and retrieval model of organizational processes in free recall.
Psychol. Rev. 116, 129-156 (2009).

Clewett, D., DuBrow, S. & Davachi, L. Transcending time in the brain: how event memories are constructed from experience.
Hippocampus 29, 162-183 (2019).

Davachi, L. & DuBrow, S. How the hippocampus preserves order: the role of prediction and context. Trends Cogn. Sci. 19, 92-99
(2015).

DuBrow, S. & Davachi, L. Temporal binding within and across events. Neurobiol. Learn. Mem. 134, 107-114 (2016).

Scientific Reports |  (2025) 125:18120

| https://doi.org/10.1038/s41598-025-02553-3 nature portfolio

135



www.nature.com/scientificreports/

56.

57.

58.

59,

60.
61.

62.

63.

64.

65.

66.

67.
68.

69.

70.

71.

=

72

73.

74.

75.

76.
77.

78.

79.

80.

81.

=

82.

83.

84.

85.

86.

87.

88.

89.

90.

9L
92.

93.

94.

95,
96.

97.

98.
99.

Gordon, A. M., Rissman, J., Kiani, R. & Wagner, A. D. Cortical reinstatement mediates the relationship between Content-Specific
encoding activity and subsequent recollection decisions. Cereb. Cortex. 24, 3350-3364 (2014).

Jafarpour, A., Horner, A. ], Fuentemilla, L., Penny, W. D. & Duzel, E. Decoding oscillatory representations and mechanisms in
memory. Neuropsychologia 51, 772-780 (2013).

Staresina, B. P & Davachi, L. Mind the Gap: binding experiences across space and time in the human Hippocampus. Neuron 63,
267-276 (2009).

Folkerts, S., Rutishauser, U. & Howard, M. W. Human episodic memory retrieval is accompanied by a neural contiguity effect. [
Neurosci. 38, 4200-4211 (2018).

Herweg, N. A, Solomon, E. A. & Kahana, M. J. Theta oscillations in human memory. Trends Cogn. Sci. 24, 208-227 (2020).
Koen, J. D. & Rugg, M. D. Memory reactivation predicts resistance to retroactive interference: evidence from multivariate
classification and pattern similarity analyses. J. Neurosci. 36, 4389-4399 (2016).

Leiker, E. K. & Johnson, J. D. Pattern reactivation co-varies with activity in the core recollection network during source memory.
Neuropsychologia 75, 88-98 (2015).

Miller, J. E., Carlson, L. A. & McAuley, ]. D. When what you hear influences when you see: listening to an auditory rhythm
influences the Temporal allocation of visual attention. Psychol. Sci. 24, 11-18 (2013).

Staudigl, T., Vollmar, C., Noachtar, S. & Hanslmayr, S. Temporal-Pattern similarity analysis reveals the beneficial and detrimental
effects of context reinstatement on human memory. J. Neurosci. 35, 5373-5384 (2015).

Yu,J. Y, Liu, D. E, Loback, A., Grossrubatscher, I & Frank, L. M. Specific hippocampal representations are linked to generalized
cortical representations in memory. Nat. Commun. 9, 2209 (2018).

Ratdliff, R., Sederberg, P. B., Smith, T. A. & Childers, R. A single trial analysis of EEG in recognition memory: tracking the neural
correlates of memory strength. Neuropsychologia 93, 128-141 (2016).

Rugg, M. D. & Wilding, E. L. Retrieval processing and episodic memory. Trends Cogn. Sci. 4, 108-115 (2000).

Staudigl, T., Hanslmayr, S. & Bauml, K. H. T. Theta oscillations reflect the dynamics of interference in episodic memory retrieval.
J. Newrosci. 30, 11356-11362 (2010).

Tan, R. J, Rugg, M. D. & Lega, B. C. Direct brain recordings identify hippocampal and cortical networks that distinguish
successful versus failed episodic memory retrieval. Neuropsychologia 147, 107595 (2020).

Waldhauser, G. T., Braun, V. & Hanslmayr, S. Episodic memory retrieval functionally relies on very rapid reactivation of sensory
information. J. Neurosci. 36, 251-260 (2016).

Cowan, N. & Guitard, D. Encoding colors and tones into working memory concurrently: A developmental investigation. Dev. Sci.
27, €13552(2024).

Ostrowski, J. & Rose, M. Increases in pre-stimulus theta and alpha oscillations precede successful encoding of crossmodal
associations. Sci. Rep. 14, 7895 (2024).

Leys, C., Ley, C., Klein, O, Bernard, P. & Licata, L. Detecting outliers: do not use standard deviation around the mean, use
absolute deviation around the median. . Exp. Soc. Psychol. 49, 764-766 (2013).

Klem, G. H., Liiders, H. O. & Elger, C. The ten-twenty Electrode System of the International Federation (The International
Federation of Clinical Neurophysiology, 1999).

Qostenveld, R., Fries, P, Maris, E., Schoffelen, J. M. & FieldTrip Open Source Software for Advanced Analysis of MEG, EEG, and
Invasive Electrophysiological Data. Comput. Intell. Neurosci. 1-9 (2011). (2011).

Treder, M. S. & MVPA-Light A classification and regression toolbox for Multi-Dimensional data. Front. Newurosci. 14, 289 (2020).
Artuso, C.,, Palladino, P. & Belacchi, C. Sensitivity detection in memory recognition: interference control as index of taxonomic
memory development? Memory 28, 187-195 (2020).

Haatveit, B. C. et al. The validity of d prime as a working memory index: results from the Bergen n -back task. J. Clin. Exp.
Neuropsychol. 32, 871-880 (2010).

Shermohammed, M., Davidow, J. Y., Somerville, L. H. & Murty, V. P. Stress impacts the fidelity but not strength of emotional
memories. Brain Cogn. 133, 33-41 (2019).

Marinari, E. Optimized Monte Carlo methods. in Advances in Computer Simulation (eds Kertész, J. & Kondor, L) vol. 501 50-81
(Springer Berlin Heidelberg, (1998).

Kalafatovich, J., Lee, M. & Lee, . W. Decoding declarative memory process for predicting memory retrieval based on source
localization. PLOS ONE. 17, 0274101 (2022).

Osipova, D. et al. Thetaand gamma oscillations predict encoding and retrieval of declarative memory. J. Neurosci. 26, 7523-7531
(2006).

Sikora-Wachowicz, B. et al. False recognition in Short-Term Memory — Age-Differences in confidence. Front. Psychol. 10, 2785
(2019).

Weidemann, C. T. & Kahana, M. J. Assessing recognition memory using confidence ratings and response times. R Soc. Open. Sci.
3, 150670 (2016).

Staudigl, T. & Hanslmayr, S. Theta oscillations at encoding mediate the Context-Dependent nature of human episodic memory.
Curr. Biol. 23, 1101-1106 (2013).

Sols, I, DuBrow, S., Davachi, L. & Fuentemilla, L. Event boundaries trigger rapid memory reinstatement of the prior events to
promote their representation in Long-Term memory. Curr. Biol. 27, 3499-3504e4 (2017).

Schwabe, L. & Wolf, O. T. The context counts: congruent learning and testing environments prevent memory retrieval impairment
following stress. Cogn. Affect. Behav. Neurosci. 9, 229-236 (2009).

Bramdo, L, Karlsson, A. & Johansson, M. Mental reinstatement of encoding context improves episodic remembering. Cortex 94,
15-26 (2017).

Lu, Y., Wang, C.,, Chen, C. & Xue, G. Spatiotemporal neural pattern similarity supports episodic memory. Curr. Biol. 25, 780-785
(2015).

Sutterer, D. W, Foster, J. ], Serences, J. T, Vogel, E. K. & Awh, E. Alpha-band oscillations track the retrieval of precise Spatial
representations from long-term memory. J. Neurophysiol. 122, 539-551 (2019).

Xiao, X. et al. Transformed neural pattern reinstatement during episodic memory retrieval. | Neurosci. 37, 2986-2998 (2017).
Jablonowski, J. & Rose, M. The functional dissociation of posterior parietal regions during multimodal memory formation. Hum.
Brain Mapp. 43, 3469-3485 (2022).

Marian, V., Hayakawa, S. & Schroeder, S. R. Cross-Modal interaction between auditory and visual input impacts memory
retrieval. Front. Neurosci. 15, 661477 (2021).

Pillai, A. ., Gilbert, J. R. & Horwitz, B. Early sensory cortex is activated in the absence of explicit input during crossmodal item
retrieval: evidence from MEG. Behav. Brain Res. 238, 265-272 (2013).

Healey, M. K. Temporal contiguity in incidentally encoded memories. . Mem. Lang. 102, 28-40 (2018).

Mundorf, A. M. D,, Lazarus, L. T. T, Uitvlugt, M. G. & Healey, M. K. A test of retrieved context theory: dynamics of recall after
incidental encoding. J. Exp. Psychol. Learn. Mem. Cogn. 47, 12641287 (2021).

Michelmann, S., Bowman, H. & Hanslmayr, S. The Temporal signature of memories: identification of a general mechanism for
dynamic memory replay in humans. PLOS Biol. 14, €1002528 (2016).

Rudoler, J. H., Herweg, N. A. & Kahana, M. J. Hippocampal Theta and episodic memory. J. Neurosci. 43, 613-620 (2023).
Karakag, S. A review of theta Oscillation and its functional correlates. Int. [ Psychophysiol. 157, 82-99 (2020).

Scientific Reports |  (2025) 125:18120

| https://doi.org/10.1038/s41598-025-02553-3 nature portfolio

136



www.nature.com/scientificreports/

100.

101

=

102

103.

104.

105.

106.

107.

108.

109.
110.

111.

=

112.

113.

114.

115.
116.

117.

118.
119.

120.

121.

=

122,

123.

124.

125.

126.

127.

128.

129.

130.

131

=

132,
133.
134.
135.
136.
137.
138.

139.

140.
141.

142

143.

Clouter, A., Shapiro, K. L. & Hanslmayr, S. Theta phase synchronization is the glue that binds human associative memory. Curr.
Biol. 27, 3143-3148e6 (2017).

Schroeder, S. C. Y., Ball, E & Busch, N. A. The role of alpha oscillations in distractor Inhibition during memory retention. Eur. J.
Neurosci. 48, 2516-2526 (2018).

Hall, M. C. et al. Oscillatory activity in bilateral prefrontal cortices is altered by distractor strength during working memory
processing. Neurolmage 301, 120878 (2024).

Griffiths, B. J., Martin-Buro, M. C,, Staresina, B. P. & Hanslmayr, S. Disentangling neocortical alpha/beta and hippocampal theta/
gamma oscillations in human episodic memory formation. NeuroImage 242, 118454 (2021).

Vogelsang, D. A., Gruber, M., Bergstrom, Z. M., Ranganath, C. & Simons, J. S. Alpha oscillations during incidental encoding
predict subsequent memory for new foil information. /. Cogn. Neurosci. 30, 667-679 (2018).

Scholz, S., Schneider, S. L. & Rose, M. Differential effects of ongoing EEG beta and theta power on memory formation. PLOS
ONE. 12, 0171913 (2017).

Winterling, S. L., Shields, S. M. & Rose, M. Reduced memory-related ongoing oscillatory activity in healthy older adults.
Neurobiol. Aging. 79, 1-10 (2019).

Elmers, J., Yu, S., Talebi, N., Prochnow, A. & Beste, C. Neurophysiological effective network connectivity supports a threshold-
dependent management of dynamic working memory gating. iScience 27, 109521 (2024).

Siebenhiihner, E, Wang, S. H., Palva, ]. M. & Palva, S. Cross-frequency synchronization connects networks of fast and slow
oscillations during visual working memory maintenance. eLife 5, 13451 (2016).

Engel, A. K. & Singer, W. Temporal binding and the neural correlates of sensory awareness. Trends Cogn. Sci. 5, 16-25 (2001).
Pennartz, C. M. A. Identification and integration of sensory modalities: neural basis and relation to consciousness. Conscious.
Cogn. 18, 718-739 (2009).

Huijbers, W, Pennartz, C. M. A, Rubin, D. C. & Daselaar, S. M. Imagery and retrieval of auditory and visual information: neural
correlates of successful and unsuccessful performance. Neuropsychologia 49, 1730-1740 (2011).

Caenegem et al. Multisensory approach in mental imagery: ALE meta-analyses comparing motor, visual and auditory imagery.
Neurosci Biobehav Rev 167.

Tian, X., Zarate, J. M. & Poeppel, D. Mental imagery of speech implicates two mechanisms of perceptual reactivation. Cortex 77,
1-12 (2016).

Daselaar, S. M., Porat, Y, Huijbers, W. & Pennartz, C. M. A. Modality-specific and modality-independent components of the
human imagery system. NeuroImage 52, 677-685 (2010).

Spagna, A. etal. Visual mental imagery: evidence for a heterarchical neural architecture. Phys. Life Rev. 48, 113-131 (2024).
Staudigl, T. & Hanslmayr, S. Reactivation of neural patterns during memory reinstatement supports encoding specificity. Cogn.
Neurosci. 10, 175-185 (2019).

Umar, H., Mast, E W, Cacchione, T. & Martarelli, C. S. The prioritization of visuo-spatial associations during mental imagery.
Cogn. Process. 22, 227-237 (2021).

Sahadevan, S. S., Chen, Y. Y. & Jeremy, B. C. Imagery-based strategies for memory for associations. Memory 29:10, 1275-1295 .
Yin, Q. et al. Direct brain recordings reveal occipital cortex involvement in memory development. Neuropsychologia 148, 107625
(2020).

Xie, Y., Feng, Z., Xu, Y,, Bian, C. & Li, M. The different Oscillation patterns of alpha band in the early and later stages of working
memory maintenance. Neurosci. Lett. 633, 220-226 (2016).

Staudigl, T., Hartl, E., Noachtar, S., Doeller, C. E & Jensen, O. Saccades are phase-locked to alpha oscillations in the occipital and
medial Temporal lobe during successful memory encoding. PLOS Biol. 15, €2003404 (2017).

Romei, V. et al. Spontaneous fluctuations in posterior -Band EEG activity reflect variability in excitability of human visual areas.
Cereb. Cortex. 18, 2010-2018 (2008).

Schneider, S. L. & Rose, M. Intention to encode boosts memory-related pre-stimulus EEG beta power. NeuroImage 125, 978-987
(2016).

Strube, A., Rose, M., Fazeli, S. & Biichel, C. Alpha-to-beta- and gamma-band activity reflect predictive coding in affective visual
processing. Sci. Rep. 11, 23492 (2021).

Ronconi, L, Busch, N. A. & Melcher, D. Alpha-band sensory entrainment alters the duration of Temporal windows in visual
perception. Sci. Rep. 8, 11810 (2018).

Cunningham, E., Zimnicki, C. & Beck, D. M. The influence of prestimulus 1/f-Like versus Alpha-Band activity on subjective
awareness of auditory and visual stimuli. . Neurosci. 43, 6447-6459 (2023).

Zhou, Y. T, lemi, L, Schoffelen, J. M., De Lange, E P. & Haegens, S. Alpha oscillations shape sensory representation and perceptual
sensitivity. J. Neurosci. 41, 9581-9592 (2021).

‘Wang, D., Clouter, A., Chen, Q, Shapiro, K. L. & Hanslmayr, S. Single-Trial phase entrainment of Theta oscillations in sensory
regions predicts human associative memory performance. J. Neurosci. 38, 6299-6309 (2018).

Yazar, Y., Bergstrom, Z. M. & Simons, J. S. Reduced multimodal integration of memory features following continuous theta burst
stimulation of angular gyrus. Brain Stimulat. 10, 624-629 (2017).

Tibon, R, Fuhrmann, D,, Levy, D. A,, Simons, J. S. & Henson, R. N. Multimodal integration and vividness in the angular gyrus
during episodic encoding and retrieval. J. Neurosci. 39, 4365-4374(2019).

Grob, A. M., Heinbockel, H., Milivojevic, B., Doeller, C. & Schwabe, L. Causal role of the angular gyrus in insight-driven memory
reconfiguration. Preprint At. https://doi.org/10.7554/eLife.91033.1 (2023).

Bonnici, H. M., Richter, E R, Yazar, Y. & Simons, J. S. Multimodal feature integration in the angular gyrus during episodic and
semantic retrieval. J. Neurosci. 36, 5462-5471 (2016).

Pierce, B. H. & Gallo, D. A. Encoding modality can affect memory accuracy via retrieval orientation. J. Exp. Psychol. Learn. Mem.
Cogn. 37,516-521 (2011).

Thakral, P. P, Benoit, R. G. & Schacter, D. L. Characterizing the role of the hippocampus during episodic simulation and encoding.
Hippocampus 27, 1275-1284 (2017).

Foudil, S. A, Pleche, C. & Macaluso, E. Memory for spatio-temporal contextual details during the retrieval of naturalistic
episodes. Sci. Rep. 11, 14577 (2021).

Rohe, T. & Noppeney, U. Distinct computational principles govern multisensory integration in primary sensory and association
cortices. Curr. Biol. 26, 509-514 (2016).

Sereno, M. I & Huang, R. S. Multisensory maps in parietal cortex. Curr. Opin. Neurobiol. 24, 39-46 (2014).

Andersen, R. A. Multimodal integration for the representation of space in the posterior parietal cortex. (1997).

Kayser, C. & Logothetis, N. K. Do early sensory cortices integrate cross-modal information? Brain Struct. Funct. 212, 121-132
(2007).

Lin, J. Sensory inputs guiding cognitive behaviors and decision making. Highlights Sci. Eng. Technol. 74, 1399-1404 (2023).
Porada, D. K., Regenbogen, C., Freiherr, J, Seubert, J. & Lundstrém, J. N. Trimodal processing of complex stimuli in inferior
parietal cortex is modality-independent. Cortex 139, 198-210 (2021).

Lewis, J. W. & Van Essen, D. C. Corticocortical connections of visual, sensorimotor, and multimodal processing areas in the
parietal lobe of the macaque monkey. J. Comp. Neurol. 428, 112-137 (2000).

Anderson, K. L., Rajagovindan, R., Ghacibeh, G. A., Meador, K. J. & Ding, M. Theta oscillations mediate interaction between
prefrontal cortex and medial Temporal lobe in human memory. Cereb. Cortex. 20, 1604-1612 (2010).

Scientific Reports |

(2025) 15:18120

| https://doi.org/10.1038/s41598-025-02553-3 nature portfolio

137



www.nature.com/scientificreports/

144. Regenbogen, C. etal. The intraparietal sulcus governs multisensory integration of audiovisual information based on task difficulty.
Hum. Brain Mapp. 39, 1313-1326 (2018).

145. Sours, C. et al. Structural and functional integrity of the intraparietal sulcus in moderate and severe traumatic brain injury. .
Neurotrauma. 34, 1473-1481 (2017).

146. DuBrow, S. & Davachi, L. The influence of context boundaries on memory for the sequential order of events. J. Exp. Psychol. Gen.
142,1277-1286 (2013).

147. Schmidt, M., Frings, C. & Tempel, T. Context-Dependent memory of motor sequences. J. Cogn. 4, 15(2021).

148. Kelber, P, Mackenzie, I. G. & Mittelstadt, V. Cognitive control in cross-modal contexts: abstract feature transitions of task-related
but not task-unrelated stimuli modulate the congruency sequence effect. J. Exp. Psychol. Learn. Mem. Cogn. 50, 902-919 (2024).

149. Pazdera, J. K. & Kahana, M. J. Modality effects in free recall: A retrieved-context account. J. Exp. Psychol. Learn. Mem. Cogn. 49,
866-888 (2023).

150. Song, G. & Tan, X. Real-world Cross-modal retrieval viasequential learning. IEEE Trans. Multimed. 23, 1708-1721 (2021).

151. Zhu, B. et al. Multiple interactive memory representations underlie the induction of false memory. Proc. Natl. Acad. Sci. 116,
3466-3475 (2019).

152. Harrison, N. R. & Woodhouse, R. Modulation of auditory Spatial attention by visual emotional cues: differential effects of
attentional engagement and disengagement for pleasant and unpleasant cues. Cogn. Process. 17, 205-211 (2016).

Acknowledgements

The present research was supported by the German Research Foundation (DFG; SFB/Transregio 169, Project
B3 and DFG RO 2653/9-1). We thank Michele Frerichs and Carla Mourkojannis for assistance during data
acquisition.

Author contributions

M.R. and M.M. designed the study. M.M. performed data acquisition, and J.O. provided parts of the scripts
for the behavioural and univariate analysis analysis. M.M. and M.R. analyzed the data. M.R. acquired funding,
conceptualized, and supervised the project. M.M. and M.R. wrote the original manuscript. M.M., J.O., and M.R.
reviewed and edited the paper and approved the final manuscript.

Funding
Open Access funding enabled and organized by Projekt DEAL.

Declarations

Competing interests
The authors declare no competing interests.

Additional information
Correspondence and requests for materials should be addressed to M.R.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and
institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which
permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give
appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and
indicate if changes were made. The images or other third party material in this article are included in the article’s
Creative Commons licence, unless indicated otherwise ina credit line to the material. If material is not included
in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or
exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy
of this licence, visit http://creativecommons.org/licenses/by/4.0/.

© The Author(s) 2025

Scientific Reports |

(2025) 15:18120 | https://doi.org/10.1038/s41598-025-02553-3 natureportfolio

138



Zusammenfassung auf Deutsch

Wie gelingt es dem menschlichen Gehirn, aus multisensorischen Erfahrungen koharente
episodische Erinnerungen zu bilden? Wahrend klassische Gedéachtnismodelle vorrangig
semantische und rdaumliche Informationen hervorheben, rickt die neuere Forschung
zunehmend kontextuelle Merkmale in den Fokus — darunter Umweltfaktoren, internale
neuronale Zustdnde und zeitliche Strukturen. Diese Dissertation untersucht, wie solche
Kontextmerkmale in multisensorische Assoziationen eingebunden werden und inwiefern sie
bei der spateren Erinnerung reaktiviert werden kdnnen.

Diese Arbeit umfasst drei empirische Studien, die sich um die zentrale Fragestellung
gruppieren lassen, wie kontextuelle Bindung die multisensorische Gedé&chtnisbildung und -
wiedergabe unterstitzt. In der ersten Studie lernten Teilnehmende audiovisuelle Assoziationen
entweder in einer natdrlichen virtuellen Umgebung oder in einem minimalistisch gestalteten
Computer Experiment. Die behavioralen Ergebnisse zeigen, dass eine reizreiche
Lernumgebung die Wiedererkennungsleistung verbessert, vermutlich durch eine stérkere
perzeptuelle Kohédrenz und semantische Einbettung. Die zweite Studie untersuchte die Rolle
pra-stimulusbezogener Gehirnzustande bei der Gedachtniskodierung. Mittels rhythmischer
visueller Stimulation wurden vor der Enkodierung Alpha- und Theta-Oszillationen gezielt
moduliert. EEG-Daten zeigten, dass insbesondere eine erhohte Alpha-Oszillationen mit einer
verbesserten Geddchtnisleistung einherging. Dies weist daraufhin, dass internale Zustande das
Gehirn fur erfolgreiche Enkodierung vorbereiten konnen. In der dritten Studie lernten
Teilnehmende audiovisuelle Reize in zwei festgelegten Modalitatsreihenfolgen (auditorisch-
visuell oder visuell-auditorisch), wobei die Abfragephase eine simultane Présentation
verwendete. Multivariate Pattern Analysen der EEG-Daten zeigten, dass die urspriingliche
Modalitatsreihenfolge wéhrend des Abrufs neurononal reaktiviert wurde. Dies spricht dafir,
dass selbst die zeitliche Struktur multisensorischer Episoden als kontextuelles Merkmal mit in
die Gedachtnisspur aufgenommen wird.

Zusammengefasst zeigen die Studien, dass kontextuelle Bindung ein dynamischer,
multidimensionaler Prozess ist, in dem externe Umweltmerkmale, internale neuronale Zustéande
und zeitliche Ordnungen flexibel in episodische Gedé&chtnisreprasentationen integriert werden.
Die drei Studien liefern komplementdre Evidenz fir die kontextabh&ngige Organisation
multisensorischer Erinnerungen und eréffnen neue Ansatze fur die Optimierung von Lern- und

Gedéachtnisprozessen in alltagsnahen, paddagogischen und klinischen Kontexten.
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Zusammenfassung auf Englisch

How do humans form coherent episodic memories from multisensory experiences? While
traditional models have emphasised semantic and spatial information, growing evidence
suggests that contextual features, which include environmental richness, internal neural states,
and temporal structure, play a crucial role in how memories are encoded, stored, and retrieved.
This dissertation examines how such contextual information becomes embedded in
multisensory associative memory and influences its reactivation during retrieval.

The thesis includes three empirical studies that, although initially independent in design,
converge on the central question of how contextual binding supports multisensory memory. In
the first study, participants learned audiovisual associations in either a naturalistic virtual
environment or a minimalist, artificial setting. Behavioural results showed improved
recognition performance in the enriched condition, suggesting that environmental richness can
strengthen encoding by enhancing perceptual coherence and semantic depth. The second study
investigated the role of pre-stimulus oscillatory states in memory formation. Using rhythmic
visual stimulation to entrain alpha and theta oscillations before encoding, this EEG study found
that increased alpha power facilitated recognition performance, highlighting the importance of
internal brain states in preparing the system for encoding. In the third study, participants
encoded audiovisual stimulus pairs presented in either auditory—visual or visual-auditory order
and later retrieved them under simultaneous presentation. Multivariate pattern analysis of EEG
data during recognition revealed reinstatement of the original modality order, suggesting that
the temporal structure itself had been integrated into the memory trace and was accessible
during retrieval.

Taken together, these findings suggest that contextual binding is a flexible and dynamic
process that combines external, internal, and temporal cues into episodic memory
representations. Although the studies were not originally designed under a common theoretical
framework, they collectively support the view that memory is shaped by the interaction between
environmental input, neural preparatory states, and temporal regularities, providing new
insights into the mechanisms of episodic memory, and highlighting potential options for

improving memory performance in educational and clinical contexts.
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