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Abstract

Modern condensed matter theory increasingly draws on topological ideas to explain phenomena that
defy purely local descriptions. While the theoretical foundations of topology in quantum matter are
well established, much can still be learnt about how topological properties interact with other aspects
of physical systems. This thesis explores the interplay between topology and competing physical effects
through a series of quantum and quantum-classical case studies. We cover systems with coexisting
topological orders, quantum-classical dynamics, and small-scale quantum information platforms.

The first study addresses the implications of coexisting topological orders in a quantum-classical
hybrid system formed by classical impurity spins coupled to a spinful Haldane model on a periodic
honeycomb lattice. In this setting, the configuration space of the classical impurity spins constitutes
a parameter manifold that enables an extrinsic monopole-like classification complementing the intrinsic
Chern classification of the Haldane host. The additional monopole-like topological order explains the
emergence of a spectral flow of bound-state energies bridging the host’s energy gap as a function of
the exchange-coupling strength. The form of this spectral flow, however, is determined by the Chern
topology of the host system, which dictates whether or not impurity-bound in-gap states appear in the
limit of infinitely large exchange coupling strengths between impurity spins and host. The coexistence of
the conventional Chern momentum-space topology and the monopole-like configuration-space topology
enables the numerical construction of topological phase diagrams that provide valuable insights into the
interrelations between the two topological structures.

The second study demonstrates how the topological edge states of a quantum spin Hall system can
be harnessed to control the real-time dynamics of a magnetic impurity. To this end, a classical impurity
spin is coupled to one edge of a Kane-Mele model on a finite ribbon segment. The real-time evolution of
the resulting quantum-classical hybrid system is obtained by numerically solving the full set of coupled
equations of motion for the classical spin and the electronic system. In order to enable the simulation of
long-time dynamics, dissipative boundary conditions are imposed on all but the impurity-hosting edge.
Spin density injections into the spin-momentum locked Kane-Mele edge modes propagate unidirectionally
and with minimal loss, enabling remote manipulations of the impurity spin dynamics. Iterated protocols
of spin injection, unidirectional propagation, and scattering off the impurity spin allow the implementation
of a complete and reversible spin switching process.

The third study employs superconducting phase rotations in small networks of weakly-linked Kitaev
chains to realise logical braiding operations for topological quantum computation without exchanging
anyonic Majorana quasiparticles. Braiding protocols are verified by numerically evaluating the non-
Abelian Wilczek—Zee phase of the low-energy many-body subspace Ho(¢) using the Bertsch-Robledo
overlap formula. The parameter space of two weakly linked Kitaev chains divides into two regions
characterised by distinct braiding outcomes, i.e. projective o,- or o,-type braiding operations. A selection
of representative phase diagrams reveal that the o, and o, phases are separated by a continuous crossover.
Moreover, this crossover regime is centred on a sharp transition hypersurface derived from a minimal
model of the four involved Majorana modes. The study demonstrates the robustness of anyonic properties
against finite-size effects and weak couplings between Kitaev chains.



Kurzzusammenfassung

Die moderne Theorie der kondensierten Materie greift zunehmend auf topologische Ideen zuriick,
um Phanomene zu erkldren, die sich rein lokalen Beschreibungen entziechen. Wiahrend die theoretischen
Grundlagen der topologischen Quantenmaterie gut etabliert sind, kann noch viel dariiber gelernt wer-
den, wie topologische Eigenschaften mit anderen Aspekten physikalischer Systeme interagieren. In dieser
Dissertation wird das Zusammenspiel zwischen Topologie und konkurrierenden physikalischen Effekten
anhand einer Reihe von quantenmechanischen und quantenklassischen Fallstudien untersucht. Diese um-
fassen Systeme mit koexistierenden topologischen Ordnungen, quantenklassische Dynamik und kleine
Quanteninformationsplattformen.

Die erste Studie befasst sich mit den Auswirkungen koexistierender topologischer Ordnungen in einem
quantenklassischen Hybridsystem, in dem klassische Storstellenspins an ein Haldane-Modell von Elektro-
nen mit Spin-1/2 auf einem periodischen Honigwabengitter gekoppelt sind. In diesem Rahmen stellt der
Konfigurationsraum der klassischen Storstellenspins eine Parametermannigfaltigkeit dar, die eine extrinsi-
sche monopolartige Klassifizierung ermdoglicht, welche die intrinsische Chern-Klassifizierung des Haldane
Trégersystems ergénzt. Die zusétzliche monopolartige topologische Ordnung erklart das Auftreten ei-
nes spektralen Flusses von Energien gebundener Zusténde, welche die Energieliicke des Haldane-Modells
als Funktion der Austauschkopplungsstéirke iiberbriicken. Die Form dieses spektralen Flusses wird der-
weil durch die Chern-Topologie des Triagersystems bestimmt, die festlegt, ob im Grenzfall unendlich
grofer Austauschkopplungsstirken zwischen den Storstellenspins und dem Tragersystem gebundene In-
Gap-Zustande auftreten oder nicht. Die Koexistenz der konventionellen Chern Impulsraumtopologie und
der monopolartigen Konfigurationsraumtopologie erméglicht die numerische Konstruktion topologischer
Phasendiagrammen, die wertvolle Einblicke in die wechselseitigen Beziehungen zwischen den beiden to-
pologischen Strukturen liefern.

Die zweite Studie zeigt, wie die topologischen Randzustdnde eines Quanten-Spin-Hall-Systems zur
Steuerung der Echtzeitdynamik einer magnetischen Storstelle genutzt werden kénnen. Zu diesem Zweck
wird ein klassischer Storstellenspin an eine Kante eines Kane-Mele-Modells auf einem endlichen Streifen-
segment gekoppelt. Die Echtzeitentwicklung des resultierenden quantenklassischen Hybridsystems wird
ermittelt, indem der vollsténdige Satz gekoppelter Bewegungsgleichungen des klassischen Spins und des
elektronischen Systems numerisch gelost wird. Um eine Simulation der Langzeitdynamik zu ermdglichen,
werden dissipative Randbedingungen fiir alle Rdnder mit Ausnahme des Randes, der den Storstellenspin
tragt, eingefiihrt. Die feste Kopplung zwischen Spin- und Impulsrichtung in den Kane-Mele-Randmoden
fiihrt dazu, dass sich Spindichte-Injektionen unidirektional und nahezu verlustfrei ausbreiten, was ei-
ne gezielte Manipulation der Storstellenspindynamik aus der Ferne ermoglicht. Iterierte Protokolle aus
Spininjektion, unidirektionaler Ausbreitung und Streuung am Storstellenspin ermdglichen die Implemen-
tierung eines vollstdndigen und reversiblen Spinschaltprozesses.

Die dritte Studie nutzt Rotationen der supraleitenden Phase in kleinen Netzwerken aus schwach ver-
kniipften Kitaev-Ketten, um logische Braidingoperationen fiir topologisches Quantencomputing zu rea-
lisieren, ohne die anyonischen Majorana-Quasiteilchen auszutauschen. Die Braidingprotokolle werden
numerisch verifiziert, indem die nicht-abelsche Wilczek—Zee-Phase des niederenergetischen Vielteilchen-
Unterraums Ho(¢) unter Verwendung der Bertsch-Robledo-Uberlappformel ausgewertet wird. Der Pa-
rameterraum von zwei schwach verkniipften Kitaev-Ketten teilt sich in zwei Regionen, die durch unter-
schiedliche Braidingresultate gekennzeichnet sind, ndmlich projektive o,- oder o,-artigen Braidingpera-
tionen. Eine Auswahl reprisentativer Phasendiagramme zeigt, dass die o,- und o,-Phasen durch einen
kontinuierlichen Ubergang voneinander getrennt sind. Dieser kontinuierliche Ubergang ist dariiber hinaus
auf einer scharfen Ubergangs-Hyperfliche zentriert, welche aus einem Minimalmodell der vier beteilig-
ten Majorana-Moden abgeleitet wird. Die Studie zeigt, dass die anyonischen Eigenschaften selbst bei
endlichen Systemgréfien und schwacher Kopplung zwischen den Kitaev-Ketten erhalten bleiben.

ii
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1 — Introduction

Long before humanity formalised its pursuit of knowledge through empiricism, rationalism, and later
the scientific method, it entertained an obsessive fascination with patterns — carved into cave walls to
capture the archetypical features of predator and prey; shaped into the sounds and symbols of language;
recorded in the early calendars charting the celestial cycles of the sun, the moon, and the stars. The
human interest in such regularities is hardly surprising: faced with the overwhelming complexity of
nature, patterns have always created a sense of order, something to hold on to amid the chaos.

From this viewpoint, one might argue that the development of mathematics as a formal system to
describe and abstract patterns was more or less inevitable. Likewise, it is perfectly intuitive that such
a system would find application in the modern natural sciences. What is much less intuitive, is the
consistency with which mathematics assumes a role that goes far beyond mere utility: shaping not only
how we describe the world, but how we discover it. This remarkable effectiveness inspired Wigner’s
now-famous essay, “The Unreasonable Effectiveness of Mathematics in the Natural Sciences”, in which he
expressed his astonishment, even disbelief, at how uncannily well mathematics fits the natural world [1].
Wigner illustrated his argument with some of the most-prevalent applications of mathematics in physics
at the time: differential calculus in classical mechanics, functional analysis in quantum mechanics, and
group theory in quantum electrodynamics. Had he written his essay a couple of decades later, he might
have featured another branch of mathematics: the late 20th-century rise of topology — subtle, slippery,
and suddenly everywhere in physics — would have fit his case perfectly.

A Minimal Taxonomy of Topology in Physics. In hindsight, topology has been lurking in
physics since Dirac’s magnetic monopole in 1931 [2], the Aharonov—Bohm effect in 1959 [3], and nuclear
skyrmions in the early 1960s [4,5]. Yet, it was not until the 1970s and 1980s, with the first explicit
mentions of topological solitons in field theory [6-8], the topological characterisation of the quantum
Hall effect [9-11], and the introduction of topological quantum field theories [12,13], that the scientific
community recognised “topological effects” as a distinct class of physical phenomena. While the details of
such topological effects may vary greatly, they all share a simple unifying theme: they possess a quality
that is in some sense global and invariant under continuous transformations. This could be a twist in the
Bloch states over reciprocal space, but also a winding of a classical field configuration in real space, or
an obstruction in a gauge bundle over spacetime. Since the already long list of topological phenomena
continues to grow at a remarkable pace, devising a comprehensive list of topology-related physical effects
is a hopelessly difficult task. For this reason, we content ourselves with assembling a collection of the
most prevalent flavours, a minimal tazonomy, of topology in physics.

Quantum Matter. Topological quantum matter is generally concerned with the topological prop-
erties of quantum states in macroscopic lattice systems of free fermions. The translational invariance in
the bulk of such systems endows its quantum states with a (Bloch-)bundle structure, which enables an
extensive topological classification in terms of characteristic classes and K-theory [14,15]. In its simplest
form, this classification tells us how the occupied Bloch bands of a band insulator twist as a function of
quasi-momentum. The resulting phase of matter is known as a topological insulator (TI) and is usually
characterised by a single Z, Z5, or 2Z number known as its topological invariant. Importantly, the topol-
ogy, that the many-body ground state of a TI inherits from its occupied Bloch bands, can only change
when the insulating band gap closes. In this sense, the band gap of a TI protects the topological properties
of its ground state. The same line of reasoning can be applied to ground states of Bogoliubov—de Gennes
(BdG) superconductors, giving rise to topological superconductors (TSCs) whose ground state topology is
then protected by the superconducting gap. Another example of topological matter are Weyl semimetals
(WSMs). Unlike TIs and TSCs, these arise from gapless bulk band structures where conduction and
valence bands touch at isolated Weyl points that carry a topological charge. Depending on whether the
topological properties of a given phase of matter depend on the presence of symmetries, it is further
distinguished between symmetry-protected and intrinsic topological phases. Notably, the topological
classification of Bloch bundles in periodic lattice models can be generalised through non-commutative
geometry to encompass more realistic, disordered crystals [16-18|.



Many topological phases feature boundary modes, such as edge states of two-dimensional TIs [19-21]
or surface Fermi arcs of three-dimensional WSMs [22-24]. These often possess exotic properties and can
serve as signatures of the bulk topology. The existence of such boundary modes is typically guaranteed by
a principle called bulk-boundary correspondence [14,25]. More generally, the tenfold way of topological
quantum matter with symmetries [14] classifies the bulk-defect correspondence of free-fermion topological
phases of matter. It is based on the ten Altland-Zirnbauer classes X of fundamental symmetries (time-
reversal, particle-hole, chiral), the system dimensions d, and the defect codimensions D [26,27|. For each
of these combinations, the classification scheme specifies whether a generic codimension-D defect in a
system of spatial dimension d and symmetry class X supports topological zero modes, and if so, which
type of bulk topological order (Z, Zs, 2Z) protects them via bulk-defect-correspondence.

Exemplary models that will be discussed in this thesis include the Kitaev chain, a one-dimensional
TSC with particle-hole symmetry and Majorana zero modes, the Haldane model, a two-dimensional
TT without symmetries and chiral edge modes, and the Kane-Mele model, a two-dimensional TT with
time-reversal symmetry and helical edge modes.

Solitons. The first documented evidence of solitonic behaviour dates back to the early 19th century,
when Scottish naval architect John Scott Russell reported a puzzling type of water wave that maintained
its shape over surprisingly long distances and even through collisions with other waves [28]. Russell’s
fascination with what he called the “solitary wave of translation” was way ahead of its time. In fact, its
broader significance for physics was not recognised until about a century later, when American physicist
Norman J. Zabusky introduced the term soliton to describe stable, localised waves in one-dimensional
non-linear dispersive media [29]|. Zabusky chose the name as a blend of “solitary” and the particle suffix
“-on”, reflecting the wave’s unusual ability to propagate in isolation and without changing its shape; much
like a stable particle. Russell’s solitary wave of translation and Zabusky’s one-dimensional solitons have
since evolved into the much more general and surprisingly universal concept of topological solitons.

In the spirit of the original phenomena, modern topological solitons refer to stable, particle-like config-
urations of classical fields ¢ : R* — E, which are defined over d-dimensional Euclidean space R¢ and take
values in some manifold or linear space . They occur in many non-linear classical field theories all across
physics [30]. More concretely, solitonic field solutions are characterised by a strong spatial localisation
and a striking resilience against dispersion, distortion, and annihilation. Remarkably, this stability comes
from a topological obstruction: a soliton exhibits a non-trivial global winding that distinguishes it from
the trivial vacuum of the theory. Since this winding cannot be undone by any continuous deformation,
the soliton cannot continuously decay into that vacuum. In more technical terms, the vacuum and soli-
tons belong to different homotopy classes. Fach homotopy class corresponds to an equivalence class of
continuous maps from the field domain R? into the codomain E. The most fundamental requirement for
the existence of topological solitons is therefore a partial-differential equation that possesses topologically
distinct homotopy classes of solutions. In many cases, these classes arise because the topologically triv-
ial field domain R? can be given the topologically non-trivial structure of a sphere, either by one-point
compactification R?U{co} =~ S¢ or by identifying its asymptotic boundary as 0,,R? ~ S91 [30]. This is
possible because one is typically interested in fields ¢ that fulfil physical boundary conditions at infinity,
i.e. approach a direction-independent constant value e € E or realise direction-dependent values in a
vacuum manifold V C E [30]. In either case, the homotopy classes of compactified or asymptotic fields
$:S? = Eor ¢ : ST — V define elements of so-called homotopy groups 74(E) or m4_1(V), providing
the topological structure needed to distinguish field solution classes.

The resulting soliton sectors of the field theory are thus characterised by an element of the relevant
homotopy group. Often, this homotopy group is isomorphic to Z or Z5 and the group elements charac-
terising the soliton sectors are called soliton numbers N or, for reasons that will become clear shortly,
topological charges. It is worth noting that the asymptotic homotopy classification via mq_1 (V) requires a
non-trivial vacuum manifold V C E. Such a manifold corresponds to a continuum of degenerate vacuum
states, indicating spontaneous symmetry breaking. For this reason, soliton physics is often associated
with spontaneous symmetry breaking.



Due to their great conceptual generality, topological solitons appear in numerous areas of physics. In
quantum field theory they manifest as skyrmions of non-linear sigma models [4,5] and instantons in some
gauge theories [7,30-32].1 In condensed matter theory, they emerge in the form of magnetic skyrmion
textures [33], topological lattice defects like dislocations [34,35], and vortices in superfluid phases [36-38].
Beyond this, solitons describe monopoles like the magnetic Dirac monopole [2,30,39] or the 't Hooft—
Polyakov monopole [6,40], domain walls in magnetism [41,42] and optics [43,44], as well as solitary waves
in fluid dynamics [28,45].

In the present work, solitons appear only implicitly, in the form of half-quantum flux vortices hosting
Majorana zero modes in two-dimensional p, + ip, superconductors.

Conservation Laws. The standard route to conservation laws in physics is via Noether’s theorem:
given a continuous symmetry of an action S, one obtains a Noether current j built from the fields ¢ and
their derivatives d,,¢. This current is conserved on-shell, meaning 0,,j* = 0 whenever ¢ satisfy the Euler—
Lagrange equations. The Noether charge ¢ = fE j%d3x is then conserved, dq/dt = 0, on all constant-time
slices . Now, the existence of solitons demonstrates that topology can also conserve certain features of
a field theory. Indeed, there exists a second type of physical conservation laws that is closely related the
notion of both Noether conservation laws and topological solitons [46]. These topological conservation
laws are not tied to symmetries of an action, but to the global topology of the solution space of its Euler—
Lagrange equations. The conserved topological charge, Q) = fSB j9d3x = 4w N, is essentially determined by
the soliton number NV mentioned in the previous section. It can be used to define a conserved topological
current J satisfying 9, J# = 0. Note that unlike Noether currents and charges, topological currents and
charges are invariant under continuous deformations of ¢, and consequently hold even off-shell [46].

Index Theorems. Index theorems establish deep connections between the analytical and topological
properties of certain differential operators D : T'(E;) — T'(Es), where E; % M are vector bundles over
a compact manifold M and T'(E;) denotes the set of smooth sections of E;. More concretely, they equate
an analytical index, which measures the net imbalance between the number of solutions and the number
of constraints, to a topological indez, which is defined purely in terms of global topological data [39]. The
most prominent index theorems are the Atiyah—Singer index theorem [47] and its extension to manifolds
with boundary, the Atiyah-Patodi-Singer index theorem [48-50]. Some topological phenomena in physics
emerge when an index theorem ensures the existence of zero-energy solutions to a given (often Dirac-type)
differential equation, thereby giving them a topological character.

For instance, the bulk topological order of a condensed matter system can give rise to defect-bound zero
modes through the aforementioned bulk—defect correspondence [14]. Mathematically, this correspondence
can be formalised using index theorems like the Atiyah—Singer or Atiyah—Patodi-Singer theorems, which
relate the existence of such zero modes to global topological invariants of the bulk system [14,25]. The
chiral edge modes of the quantum Hall effect, the helical edge modes of the quantum spin Hall effect, and
the Majorana zero modes of topological superconductors are prominent examples of this.

In a strikingly similar fashion, oceanic Kelvin waves can be understood as topological edge modes. In
Ref. [51], Delplace et al. draw a surprising parallel between Kelvin waves and the chiral edge modes of the
integer quantum Hall effect: in a rotating shallow-water system, the Coriolis force acts like a magnetic
field, breaking time-reversal symmetry and enabling a Chern classification of the bulk Poincaré wave
modes. Perhaps counterintuitively, this shallow-water model provides a good approximation of oceanic
fluid dynamics. The reason for this is that the ocean is a fluid layer whose horizontal extent vastly exceeds
its vertical height. As a result, one can effectively treat it as a two-dimensional “Chern fluid” on a sphere.
From this perspective, the equator represents an interface between regions of opposite Coriolis forces and
Chern numbers, hosting chiral edge modes, i.e. equatorial Kelvin waves, which propagate eastward with
opposite chiralities in each hemisphere. The opposite chiralities of the northern and southern hemispheres
edge modes also manifests along topographic boundaries such as coastlines, where coastal edge modes
propagate in counterclockwise (clockwise) direction in the northern (southern) hemisphere. A particularly
elegant way of making the topological nature of the Kelvin waves manifest is to reduce the shallow water
equations to a relativistic Maxwell-Chern—Simons gauge theory, as was done in Ref. [52].

1Skyrmions are named after Tony Skyrme, who first proposed them as a model for the nucleon in 1961 [4]. Instantons
are named for being localised in both space and time, effectively describing an event confined to a point in space and an
instant in time.



Finally, index theorems form the mathematical basis of quantum anomalies, i.e. the anomalous non-
conservation of classically conserved currents in quantum field theories [53-56]. A well-known example is
the Adler—Bell-Jackiw chiral anomaly in quantum electrodynamics, which explains the anomalous decay
rate of the neutral pion via the non-conservation of the axial or chiral current [57,58]. Conceptually, this
non-conservation is a result of tunneling between topologically distinct vacua [59], a process generated
by instantons of the gauge field [59].

Topology: Use, Abuse, and Beyond. The above exposition places us in the midst of a veritable
700 of topological effects in physics, raising the question of what we can do with these. While the
topological classification of physical phenomena is a considerable achievement in its own right, we are,
from a physicists’ perspective, compelled to look for concrete physical use cases and implications. Of
course, the preceding taxonomy of topological phenomena already included several useful implications of
this kind: bulk-boundary correspondence in topological quantum matter, quantum anomalies in gauge
theories, and soliton solutions in fluid dynamics clearly constitute tangible physical effects of specific
practical or theoretical value.

Yet, the promises of topology do not come without peril either: so seductive is the notion of topological
order that it is in constant danger of devolving into a fashion label worn more for flair than substance. In
this light, it is also the task of physicists to remain critical and, if necessary, to resist the allure of topology
in order to preserve the grounds for meaningful discourse. Not every global property is topological, and
not every defect mode owes its existence to bulk-defect correspondence.

Here, we set out to explore a variety of concrete use cases for topology that build upon and go beyond
the aforementioned foundational applications. In doing so, we take particular care to continually address
and scrutinise the role of topology. Specifically, we examine three distinct frontiers of topology:

x the Topology and Topology frontier, which characterises systems with coexisting or competing topo-
logical structures,

* the Topology and Dynamics frontier, which addresses the influence of topological defect modes on
the dynamics of local impurities, and

x the Topology and Quantum Computation frontier, which concerns the persistence and operability
of topological qubits in small-scale quantum systems.

Organisation of this Thesis. As a foundation, Chapter Two provides a compact but thorough
mathematical review of the topological, algebraic and geometrical concepts underlying the phenomena
studied throughout the thesis. Aimed at readers with a background in physics, most of the material is
reviewed from the ground up. It covers basic notions from general and algebraic topology, the theory of
fibre bundles, and characteristic classes, culminating in an excursion to the Atiyah—Singer index theorem.
The mathematical groundwork discussed in this chapter enables a rigorous exploration of the topological
structure of quantum matter, while maintaining a clear focus on the physical content throughout the
remainder of the thesis.

The mathematical review is followed by a series of chapters presenting more specialised concepts and
methods from theoretical physics. As a start, Chapter Three provides a brief guide to time-reversal and
particle-hole symmetry, facilitating the discussion of time-reversal protected quantum spin Hall systems
and particle-hole symmetric BAG superconductors. Following that, Chapter Four gives an overview of
Abelian and non-Abelian geometric phases. These supply the technical foundation for the later analysis
of braiding between anyonic Majorana zero modes. Chapter Five offers an in-depth discussion of the
BdG formalism, laying the groundwork for the numerical implementation and analysis of topological
superconductivity in the Kitaev chain. Finally, Chapter Six gives an introduction to the theory of
algebraic anyons. preparing a rigorous description of Majorana zero mode statistics.

Chapter Seven is the first of three chapters centred on numerical results. It is dedicated to the
Topology and Topology frontier, presenting a numerical study concerning the interplay and conceptual
value of coexisting topological structures. This is done by exchange-coupling a small number of R classical
impurity spins to a two-dimensional topological Chern insulator with periodic boundary conditions. The
configuration space of the R impurity spins forms a closed 2 R-dimensional parameter manifold and enables
a topological classification in terms of what we call the R-th spin-Chern number Chg), complementing
the conventional bulk classification of the translationally invariant host system by means of the first
k-Chern number C{k). The results of this chapter are published in [RQ1].



The subsequent Chapter Eight explores the frontier of Topology and Dynamics. Based on a quantum-
classical hybrid system in which a classical impurity spin is coupled to the edge of a two-dimensional
quantum spin Hall insulator, we investigate how helical boundary modes affect the impurity spin dynam-
ics. A macroscopic half-space geometry is simulated by exchange-coupling the classical impurity spin(s)
to one edge of a finite ribbon segment and applying absorbing boundary conditions along the remaining
edges. This makes it possible to analyse the long-time dynamics of both the electronic host system and
the classical impurity spin by solving the coupled equations of motion of the quantum-classical hybrid
system. The results of this chapter are published in [RQ2].

Chapter Nine and Chapter Ten are concerned with the Topology and Quantum Computation fron-
tier. Methodologically, both chapters focus on a numerical analysis of “Sombrero” Wilczek—Zee phases
characterising the geometric evolution of superconducting many-body states under full rotations of the
superconducting phase. Chapter Nine addresses the Abelian Sombrero Wilczek—Zee phases, i.e. the
Sombrero Berry phases, associated with the unique ground states of conventional s-wave and topological
p-wave superconductors. Chapter Ten builds on this by examining the non-Abelian Sombrero Wilczek—
Zee phases associated with the almost degenerate ground states of a topological p-wave superconductor
hosting Majorana zero modes. This analysis allows us to decode the anyonic statistics of the Majorana
zero modes. The results of this chapter are published in [RQ3|.

A full list of the publications supporting this work, together with a detailed explanation of the author’s
contributions, can be found in the Declaration of Publications.



2 — Mathematical Background

In an insight far ahead of its time, Galileo famously described mathematics as the language in which
the universe is written [60]. He claimed that without mathematics, one was left to wander about in a
dark labyrinth. Even if Galileo’s artful prose may not have stood the test of time,! it is safe to say that
the ideas he put forward have. In modern theoretical physics, mathematics has long advanced from a
mere framework for rigour to a guiding light that reveals new patterns and sparks unexpected insights.
One area for which this is particularly true is that of topological phenomena in physics.

This chapter introduces the mathematical concepts underlying the physical phenomena considered in
the following thesis. Specifically, we cover the fundamental definitions and notions from topology, fibre
bundles, and characteristic classes. The presentation closely follows Refs. [15,39,61].

2.1 Topology

Mathematics is often associated with intricate detail and sophistication. In a sense, topology goes
against this notion: it adopts a deliberately blurred perspective, asking which structural details can
be ignored to get to the most fundamental properties. This principle is often visualised as rubber-
sheet geometry, where objects can be stretched and deformed like rubber, but can never be torn or
glued. Under these conditions, detailed geometric features like the local curvature or volume lose their
significance, leaving only topological properties such as the famous number of holes in an object.

In this chapter we give an introduction to topology, covering concepts from both general and algebraic
topology. This part is largely based on Refs. [39] and [61].

2.1.1 Topological Spaces

The name topology is a compound term made up of the Greek topos meaning place and logos meaning
“reason”. Accordingly, topology is the study of location or proximity. Indeed, all of the fundamental
concepts of general topology, like continuity and connectedness, revolve around a notion of proximity.
The most essential task of general topology is to provide a purely set-theoretical foundation for it [39].

Definition 2.1.1. Let I, J C N denote suitable index sets. Let X be some set. A topology 7 on X is
a family 7 = {U; C X |i € I} of subsets of X that satisfies the following requirements
1. 0,XeT.
2. T is closed under union: any (possibly infinite) union Ujc;U; of elements U; € T is again an
element of T, i.e. (UjesU;) €T.
3. T is closed under finite intersection: any finite intersection Njc ;U; of elements U; € T is again an
element of T, i.e. (NjesU;) €T.
The elements U; of the topology 7 are called the open sets of X. The tuple (X,7) of X and T is called
a topological space. In this context, the set X is often referred to as the underlying set of (X, 7). Note
that we will frequently denote the topological space by X as well.

For any given set X there are two particularly simple topologies. The first one is 7 := {X, 0} consisting
only of the set itself and the empty set. It is called the trivial topology. The second one is the power set
Tq = Qx of X, i.e. the collection of all subsets of X, and called the discrete topology. Another important
example arises when we turn to a class of spaces with which we are quite familiar: metric spaces. To
see how these form a subset of topological spaces, recall that a metric is a function d : X x X — R that
is (i) symmetric d(z,y) = d(y,x), (ii) positive definite, d(x,y) > 0 where equality holds iff z = y, and
(iii) satisfies the triangle inequality d(z,z) < d(z,y) + d(y, z). A metric space is then an ordered pair
(X,d) of an underlying set X endowed with a metric d. Importantly, every metric space (X, d) is also a

1At least as far as scientific publications are concerned.



topological space (X, Ty) with the topology T4 of open balls
B.(x)={y e X |d(z,y) <r} VeeX (2.1)

and all their possible unions. The metric axioms that d satisfies ensure that 7 is indeed a topology as
defined in Def. 2.1.1. A topology 74 that is defined in this way by a metric d is called a metric topology.
Every metric space is therefore also a topological space. The converse is not true: a topological space
does not necessarily support a compatible metric. Thus, the class of metric spaces forms a strict subset
of the class of topological spaces.

Let us briefly mention that there is a natural way of defining topological subspaces. Given a topological
space (X, T) and any subset S C X. We can endow S with the subspace topology

Ts:={SNU|U €T} (2.2)

to make it into a topological subspace (S, Tg) of (X,T). Properties of a topological space (X, T) that
are inherited by topological subspaces (S, Tg) are called hereditary.

2.1.2 Continuity

At the beginning of this section, we described topology as rubber-sheet geometry. In more mathematical
terminology, one would say that topology is geometry up to continuous transformation. In physics it is
quite natural to think of continuity in terms of e-0 continuity which tells us that a function f: X — Y
is continuous at xg € X if

Ve>036>0|dx(z,20) <d = dy(f(z), f(zo)) <eVze X. (2.3)

Note that this is naturally based on some metrics dx and dy of the underlying spaces X and Y. Having
established that a topological space need not be metric, we require a purely topological definition of
continuity. This definition is remarkably simple [39].

Definition 2.1.2. Let (X, Tx) and (Y, Ty) be topological spaces. A map f: X — Y is continuous if
the inverse image of an open set in Y is an open set in X, i.e. if VA€ Ty 3B € Tx | B = f~1(A).

Importantly, Def. 2.1.2 reproduces e-d-continuity for maps between topological spaces carrying a metric
topology. Let us consider some examples to illustrate how non-metric topologies work with this definition
of continuity.

Example 2.1.1. Let (X, Tx) and (Y, Ty) be topological spaces and let f : X — Y be a function. There
are the following special cases.

1. If f is constant, i.e. if f(x) =y for all z € X and some y € Y, then f is continuous for all possible
topologies Tx on X and Ty on Y because for any open set U € Ty we either have f~1(U) = 0 if
y ¢ Uor f~1(U) = X if y € U, both of which are always open in any topology Tx on X.

2. If Tx = Qx, i.e. if X carries the discrete topology, then f is continuous regardless of the topology
Ty on Y because for any open set U € Ty the preimage f~1(U) € Tx = Qx by definition of the
power set.

3. f Ty = {0,Y}, i.e. if Y carries the trivial topology, then f is continuous regardless of the topology
Tx on X because the only open sets on Y are () and Y the preimages of which are f~1(0)) = §) and
f~Y(Y) = X, both of which are always open in any topology Tx on X.

4. If Ty = Qy or if Tx = {0, X}, then the only functions that are always continuous are constant
functions (see above).

As a more concrete example, consider the function f : X — Y,  — 22 where X =Y = R. We know
that f is continuous when X and Y are both equipped with the standard metric topology T4 of R. For
instance, the inverse image of the open interval (0,1) C Y is the set (—1,0) U (0,1) C X, which is open
in 74 on X even though it appears to be split at zero. Importantly, this example demonstrates why the
naive definition of continuity — “a map f is continuous if it maps an open set to an open set” — does
not work: the open interval (—1,1) in X is mapped to the half-closed interval [0,1) in Y, which is not
open in the standard metric topology on Y. Note, that according to Ex. 2.1.1, even the familiar function
f(x) = 2% would cease to be continuous if we equipped Y = R with the discrete topology or X = R with
the trivial topology, while keeping the metric topology for the respective other copy of R.



2.1.3 Separation

In order to further analyse the proximity structure that the open sets of a topology impose on an
underlying set, we require some additional concepts. Let (X, 7T) be a topological space and let S C X
be a subset of X. Then S is said to be closed if its complement is open, i.e. if (X — S) € T. Note that
according to this definition, X and @) are both open and closed,? so openness and closedness of a set are
not mutually exclusive properties. Furthermore, whether a set S C X is open or closed depends not only
on the topology T but also on the underlying set X. For any (open or closed) subset S C X we can
continue to define its closure S as the smallest closed set containing S. Similarly, we define the interior
S of S as the largest open subset contained in S. The boundary b(S) of S is then the complement of S
in S, i.e. b(S) := (S — §). These definitions already give us a rudimentary idea of how the subsets of a
topological space relate to one another. To further refine this idea, we follow Ref. [39] and introduce the
concept of neighbourhoods first.

Definition 2.1.3. Let (X, 7) be a topological space and let S C X be a subset in X. A neighbourhood
of S is a subset N C X that includes an open set U € T that contains S, that is

SCUCNCX.

This is equivalent to saying that S is in the interior N° of N. A neighbourhood need not be an open set
itself. If it is, we call it an open neighbourhood.

Intuitively speaking, a neighbourhood N of a set S is a collection of points that contains S, but still
allows one to move away from S by a certain amount in any direction without leaving N. In this sense,
the family of all neighbourhoods of a given subset S indicates how well the topology can distinguish it.
In the trivial topology every non-trivial subset has precisely one neighbourhood, namely the entire space,
so it is essentially incapable of distinguishing non-trivial subsets. In particular, it cannot distinguish
between any two distinct points p; # p2 of X. In a discrete topological space, on the other hand, every
non-trivial subset can be distinguished arbitrarily well. Accordingly, the discrete topology even allows
for perfect distinction between any two distinct points. Since subsets of individual points represent the
smallest possible class of non-trivial subsets, the ability of a topology to distinguish between them is
of particular importance in general topology. In fact, it is the concept of point distinguishability that
forms the basis of the separation axioms — a comprehensive framework for assessing the distinguishing
capacities of topologies. In order to explore the idea of point distinguishability and separation axioms
further, we first introduce a formal version of the topological distinguishability of points.

Definition 2.1.4. Let (X,7) be a topological space and let p;,ps € X be points in X with neigh-
bourhoods N; = {N C X | N is neighbourhood of p;}. Then p; and ps are said to be topologically
indistinguishable, p; = po, if and only if they have the same neighbourhoods N1 = Ns.

Accordingly, two points p1, p2 € X of a topological space (X, T) that do not have the same neighbourhoods
are called topologically distinguishable. In that case, at least one of the points has a neighbourhood that
is not a neighbourhood of the other point. Note that it is entirely possible for both points to possess
such exclusive neighbourhoods, but it is not required to be so by topological distinguishability alone.
Tightening the conditions in this respect leads to the definition of separability of points.

Definition 2.1.5. Let (X,7) be a topological space and let p,ps € X be points in X with neighbour-
hoods N; = {N C X |N is neighbourhood of p;}. Then p; and py are said to be separable if there exist
neighbourhoods ny € N1 and no € N5 such that

ny ¢ No and ng ¢ Ny . (2.4)

Note that Def. 2.1.5 naturally extends to larger subsets S7,S52; C X of the underlying set X, i.e. one
can replace the points pi, ps in Def. 2.1.5 by any subsets S1, 52 to define their separability. However, we
will focus on point separability here. Based on Def. 2.1.5 one can conceive increasingly powerful types
of point separability. For example, two points p1,ps € X are even separable by neighbourhoods if they
have disjoint neighbourhoods, i.e. neighbourhoods Nj of p; and Ny of ps such that Ny N Ny = (). Now

2Such subsets are sometimes called clopen.



p1 # P2 p1 # P2
S | symmetric Fréchet

SN | preregular | Hausdorff

Table 2.1: Names of topological spaces allowing the separation (S) or separation by neighbourhoods (SN)
of any two distinct (p; # p2) or topologically distinguishable (p; # p2) points.

one can ask the following kind of questions. Are any two distinct points p; # p2 in X separable? How
about separable by neighbourhoods? How about any two topologically distinguishable points p; # po,
are those separable or even separable by neighbourhoods? Each combination of such properties is called a
separation axiom and has, of course, its own name. The ones outlined before are summarised in Tab. 2.1.
Further separation axioms arise when one applies the separability conditions not to pairs of distinct and
topologically distinguishable points but to disjoint pairs made up of one point and one closed set or
disjoint pairs of closed sets.

Of the many conceivable separation axioms, the Hausdorff axiom is by far the most frequently used.
This is because a topological space satisfying the Hausdorff axiom is, in many ways, a nice space: its
topology can distinguish points in a strong sense, ensuring they are not too close together. This imposes
a certain regularity on the space. For instance, it implies the uniqueness of important objects like limits
and sequences. For this reason, the Hausdorff axiom is often required in topological construction schemes
and proofs. A topological space that satisfies the Hausdorff axiom is called a Hausdorff space and the
Hausdorff property is hereditary. Importantly, all metric spaces are Hausdorff spaces, such that the
Hausdorff criterion is readily satisfied in most physics contexts.

2.1.4 Connectedness

Earlier, in the discussion of f(z) = x? and its continuity, we found that f=1((0,1)) = (-=1,0)U(0,1). We
argued that this set is open in the standard metric topology on R even though it is clearly different from
a naive open set like (=1, 1) in some way. Visually, the difference between (—1,1) and (—1,0) U (0,1) is
that the former is connected, whereas the latter is not. In fact, they differ with respect to a fundamental
topological concept that is, in line with this simple observation, called connectedness [39].

Definition 2.1.6. Let (X, 7) be a topological space. Then X is said to be connected if it cannot be
written as X = X; U X5 with non-trivial open sets X, X5 fulfilling X; N X5 = (). Otherwise it is called
disconnected.

The notion connectedness depends heavily on the choice of topology. For instance, in the trivial topology,
every space is connected because the only non-trivial open set is all of X, whereas in the discrete topology,
every space is totally disconnected because every single point of X is open by itself. There is a slightly
stronger notion of connectedness that is based on continuous functions.

Definition 2.1.7. Let (X, T) be a topological space. Then X is said to be path connected if for any
points pg, p1 € X there exists a continuous function f : [0,1] — X such that f(0) = py and f(1) = p;.

Path-connectedness always implies connectedness, while the converse is not true, making path-connectedness
a stronger notion than connectedness. Accordingly, the topological subspace (—1,0) U (0,1) from before
is indeed disconnected by definition. This shows that connectedness is not a hereditary property.

2.1.5 Compactness

So far we have discussed how topology organises a space in terms of proximity, separability and connect-
edness. Another important aspect of a topological space is its extent, which is captured by a fundamental
notion called compactness. The meaning of compactness can be difficult to appreciate, which is why we
will explore its basic idea before presenting its formal definition. Again, we follow Ref. [39] and start
with the definition of a cover.

Definition 2.1.8. Let (X, 7) be a topological space. A family A of subsets of X is called a cover of X
if it fulfils
x=Js. (2.5)
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If all sets of a cover A are open sets then A is said to be an open cover. We are predominantly interested in
such open covers. It is not particularly difficult to come up with a simple example: the family Ag = {X}
constitutes a trivial open cover of any topological space X. However, Ay is so simple that we can hardly
learn anything worth knowing from it. For example, it is impossible for us to decide whether X is
connected based on Ay alone. This is because X is disconnected if and only if there exists an open cover
that splits into disjoint subcovers and the trivial cover Ay cannot be split in this way. In order to test
connectedness we would therefore need more complex covers consisting of larger numbers of subsets. In
particular, we would have to examine all possible covers to make a final decision. Intuitively, the analysis
of connectedness in a topological space with n connected components would only really require covers
containing n subsets and all the finer covers are redundant. However, depending on the topological space
under consideration, the investigation of some properties may even require covers consisting of an infinite
number of subsets. The idea of compactness is to associate the extent of a topological space with the
need for such infinitely large covers: a space is called compact if every question about its properties can
be answered in terms of finite covers. The formal definition reads as follows.

Definition 2.1.9. Let (X, 7T) be a topological space and let C be the collection of all covers of X. Then
X is said to be compact if every open cover of X has a finite subcover, i.e. if for every cover A there
exists a finite subcover F' such that

x=Jc. (2.6)
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In many ways, compact topological spaces can be thought of as finite-like spaces and they have many
desirable properties reflecting this finiteness. For instance, continuous functions on compact spaces always
attain their extrema, and every infinite sequence of points in a compact space has a limit point within
the space. The latter is the reason why compact spaces are sometimes described as spaces where there is
“nowhere to escape to”. A subset Y C X of a topological space is compact if it is compact as a subspace
in the subspace topology. That is, Y is compact if for every family A of open subsets of X that covers
Y,ie. Y C USeA S, there exists a finite subfamily F' C A that still covers Y, i.e. Y C UseF S. With
this we can see that individual points p € X are always compact since every cover can be reduced to a
cover consisting of just one single open subset U with p € U C X. In Hausdorff spaces, compact subsets
are necessarily closed. One of the most important examples of this is R™ where subsets are compact if
and only if they are closed and bounded, as stated in the famous Heine-Borel theorem. There is another
interesting interplay between compactness and Hausdorff-ness: if a topological space (X, 7T) is compact
and Hausdorff, then no finer topology on X is compact and no coarser topology on X is Hausdorff.

2.1.6 Homeomorphisms

The idea of topology as geometry up to continuous deformation raises another important question: how
can we determine whether two topological objects can be continuously deformed into one another? In
more technical terms, this evolves into the much bigger question of how we can partition the set of all
topological spaces into equivalence classes of spaces that are topologically identical. To address this
problem, we need one final concept, namely that of a homeomorphism [39].

Definition 2.1.10. Let X and Y be topological spaces. A map f: X — Y is called a homeomorphism
if it is continuous and has an inverse f~!: Y — X that is continuous.

If there is a homeomorphism between two topological spaces X and Y, they are said to be homeomorphic.
The notion of homeomorphisms enables the definition of many fundamental objects. One of the most
relevant for theoretical physics is that of a topological manifold.

Definition 2.1.11. An n-dimensional topological manifold M is a topological Hausdorff space
(X, T) that is locally Euclidean. A topological space is locally Euclidean if each point in X has an
open neighbourhood that is homeomorphic to an open subset of R™ i.e. if for each x € X we can find

1. an open neighbourhood U € T with x € U,

2. an open subset U C R"™, and

3. a homeomorphism ¢ : U — U.
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Figure 2.1: Examples of homeomorphic spaces: (a) doughnut and cup, (b) interlinked and separated rings.
Ilustration created by the author, inspired by Ref. [39].

Note that it is not unusual to include additional requirements,such as compactness, in the definition
of a topological manifold. The definition we give above can be considered the minimal definition of a
topological manifold that most authors agree on. Manifolds generalise Euclidean geometry to less regular
objects. Importantly, these need not be embedded in a higher-dimensional Euclidean space. The fact
that a manifold is locally Euclidean means that we can borrow many of the established notions about
calculus from Euclidean space. If this is done in a consistent fashion, one arrives at the definition of a
C* differentiable structure which implements differential calculus of k-times differentiable functions on a
given manifold. A differentiable manifold is then a topological manifold with a compatible differentiable
structure. The manifolds we encounter in theoretical physics are usually smooth differentiable manifolds
with a C* differentiable structure.

Being homeomorphic provides an equivalence relation ~ on the set ¥ = {X | X is a topological space}
of all topological spaces, as it naturally satisfies reflexivity X ~ X, symmetry X ~Y = Y ~ X, and
transitivity X ~ Y,Y ~ Z = X ~ Z.3 Picture (a) of Fig. 2.1 shows the most prominent example
of topological equivalence: a coffee cup is equivalent to a doughnut. Picture (b) shows a less intuitive
example: the separated rings are homeomorphic to the interlinked rings. Our intuition tends to suggest
that these cannot be deformed into one another without cutting and glueing. However, this is due to
our habit of visualising objects as embedded in R3, where such a homeomorphism does indeed not exist.
However, embeddings of the separated and interlinked rings in R® are not the same as the separated and
interlinked rings themselves: they are only instantiations, or realisations, of the separated and interlinked
rings and as such subject to restrictions imposed by the embedding itself.* This failure of intuition is a
recurring theme in topology and serves as a cautionary tale for us. It also illustrates that it is impractical
to go over all topological spaces and try to put down pairwise homeomorphisms let alone a proof of their
non-existence for topologically distinct spaces. How then can we characterise the homeomorphism classes
of topological spaces? The fact that a complete answer to this question is not yet known tells us how
hard a problem it is.

Facing the overwhelming difficulty of the complete homeomorphism classification, we turn to a more
feasible strategy. By shifting our focus to quantities of topological spaces that remain unchanged under
homeomorphisms, we can at least identify situations in which two topological spaces cannot be homeo-
morphic. Quantities that remain invariant under homeomorphisms are called topological invariants and
even though a distinction based on topological invariants is a far less profound classification scheme than
the full homeomorphism classification, it is extremely useful in practice.

2.1.7 (The Hole Truth About) Topological Invariants

One can show that the topological properties that we have discussed so far — connectedness, compactness
or being Hausdorff — are invariant under homeomorphisms. Accordingly, they serve as simple examples
of topological invariants. Let us provide a generic definition.

Definition 2.1.12. A topological invariant of a topological space (X, T) is any quantity of the un-
derlying space that is left invariant by homeomorphisms.

3Reflexivity is ensured by the trivial homeomorphism f = idx, symmetry is fulfilled automatically because if f : X — Y
is a homeomorphism then so is f~! : Y — X by definition, and transitivity follows from the fact that the composition
go f: X — Z of homeomorphisms f: X — Y and g : Y — Z inherits the homeomorphism properties from f and g.

4There are other familiar examples of such embedding artefacts: the self-penetration of the Klein bottle in R3 or the
non-vanishing local curvature of the two-torus in R3.
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If we knew all the topological invariants of a given topological space, we could specify its homeomorphism
equivalence class. However, as long as we only now a partial list of topological invariants, the best we
can do is the following:

Two topological spaces that differ in at least one topological invariant cannot be homeomorphic.

Strikingly, there exist topological invariants that take the form of a mere number. For a disconnected
topological space this might be the number of connected components. However, there are much more
profound number invariants than this. For instance, being locally Euclidean is a topological invariant
which makes the dimension d of a manifold a topological number invariant too.

Another famous topological invariant of this type was discovered by Riemann when he was thinking
about connectedness: he wondered how many types of one-dimensional simple,® non-intersecting closed
curves v' : S — M could be simultaneously removed from a two-dimensional manifold M without
disconnecting it [62]. The result leads to the number of holes in M that we call the genus of M today.

The notion of detecting and utilising the holes of a topological space to classify it became a popular
approach. Betti, for example, realised that one-dimensional simple closed curves can only detect holes of
codimension one in M. In particular, they cannot capture zero-dimensional holes in three dimensions.
Based on this realisation he expanded the concept to include the n-dimensional equivalent of simple closed
curves, i.e. injective and continuous maps 4" : S — M. The number of distinct equivalence classes of
n-dimensional simple closed curves that can be removed from a space without disconnecting it is called
the n-th Betti number [3,,. Note that the simple closed curves that give rise to the Betti numbers may
intersect, whereas the curves that generate the genus may not.

The basic idea of holes in topological spaces inspired the development of an entirely new field of
mathematics called algebraic topology. Roughly speaking, algebraic topology uses algebraic tools to study
topological spaces. This allows one to recast statements about topological spaces into statements about
algebraic structures like groups. These come with a lot of extra structure and often make claims easier
to prove and results easier to grasp. Among the major disciplines of algebraic topology are homotopy
and (co-)homology theory. For certain types of topological spaces, algebraic topology provides us with a
particularly beautiful framework for generating topological number invariants. These topological spaces
are known as fibre bundle spaces and their topological number invariants are called characteristic numbers.
We will cover some of the fundamental ideas of algebraic topology in the following and we will come back
to the notion of fibre bundles and their characteristic numbers in a later section. In particular, we will
encounter a class of complex bundle spaces that naturally arise in the mathematical description of certain
condensed matter systems. These spaces are associated with a characteristic number that became famous
for its immediate physical significance: the Chern number of a ground state bundle, which represents the
quantised Hall conductance [10].

2.1.8 Homotopy

We are closely following Ref. [39]. The genus of a two-dimensional manifold M is the maximum number
of one-dimensional simple, non-intersecting closed curves that can be simultaneously removed from M
without disconnecting it. In some simple cases, this imagery is enough for us to obtain a concrete result.
For example, Fig. 2.2 shows three simple closed curves a, b and ¢ on the two-sphere S? and the two-torus
T2, respectively. We see that removing any one of the three loops from S$? will disconnect it, while T?2
remains connected if a or b is removed. Interestingly, the removal of a (b) from T2 cuts b (a), such that
it is no longer a closed curve afterwards. In fact, the only closed curves that remain are of type ¢ and
will disconnect the space upon their removal. Accordingly, we count a maximum number of gsz = 0
loops that can be removed without disconnecting S? and a maximum number of gr2 = 1 loop that can
be removed without disconnecting T?2. Clearly, these values for the genera of S? and T2 coincide with
the numbers of holes we count if we just stare at the geometrical objects. However, there seem to be two
distinct types of loops, namely @ and b type loops, that can be removed from T? without disconnecting
it. The fact that this observation does not appear to be accounted for by the genus grz = 1 indicates
that there is more to learn here. The natural way to approach this is to ask whether a and b are actually

5A continuous curve is called simple if it is not self-intersecting.
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Figure 2.2: Different closed curves in (a) a two-sphere S? and (b) a two-torus T2. Illustrations created
by the author, based on Refs. [63, 64].

distinct curves in T2. If we reinstate the rubber-sheet picture we used before and apply it to the loops,
we find that no amount of pushing and pulling is going to deform loop a into loop b within T? — they
do seem to be distinct. In fact, neither loop a nor loop b can be deformed into loop ¢ within T? either.
Consequently, all three types of loops seem to be distinct. In contrast, any pair of loops in $% can be
deformed into one another. What we need in order to investigate this idea further is a formal way of
comparing pairs of loops f,g: S' — X. More generally, we are interested in a comparison of continuous
maps between any two topological spaces X and Y. The missing concept is that of a homotopy [39].

Definition 2.1.13. Let (X, 7x) and (Y, 7y) be topological spaces and let g,h : X — Y be continuous
functions. A homotopy between g and h is a continuous map

F:Xx[0,1]=Y
((E,t) = F(:L',t) = ft(x) ) (27)

such that F(z,0) = fo(x) = g(z) and F(x,1) = fi(z) = h(x). The family {f}+c[0,1) of continuous maps
fi : X = Y is called a continuous family of maps.

The existence of a homotopy tells us that fo : X — Y and f; : X — Y can be continuously deformed
into one another. Two continuous maps g,h : X — Y between topological spaces X and Y are said
to be homotopic, g ~ h, if there exists a homotopy between them. Being homotopic is an equivalence
relation on the continuous functions from X to Y. The homotopy equivalence class of a continuous
function f: X — Y is denoted by [f] ={g: X = Y | f ~ g} and is called its homotopy class. Homotopy
allows us to relax the notion of homeomorphism classes of topological spaces and get a coarser but more
manageable classification.

Definition 2.1.14. Let X = (X,7x) and Y = (Y, 7y) be topological spaces. We say X and Y are
homotopy equivalent or homotopic, written as X ~ Y, if there exist continuous maps f : X — Y
and g : Y — X such that (fog) ~idy and (go f) ~idx.

Being homeomorphic is a stronger notion than being homotopic. For example, a point p and the real line
R are of the same homotopy type, whereas p is clearly not homeomorphic to R. A topological space X
that is homotopic to a point is said to be contractible. Being contractible is an example of a topological
homotopy invariant. Note that homotopy invariants form a stronger class of topological invariants than
homeomorphism invariants, precisely because the homotopy type provides a weaker equivalence relation
than the homeomorphism type. Every topological homotopy invariant is therefore a topological homeo-
morphism invariant, while the converse is not necessarily the case. In order to use homotopy theory to
explore the notion of topological holes, we recall the formal definition of loops.

Definition 2.1.15. Let I = [0, 1] denote the unit interval and let X = (X, Tx) be a topological space.
Any map o : I — X with «(0) = a(l) = ¢y € X is called a loop at 5. Due to the identification
a(0) = a(1) this is equivalent to a map a : S* — X.

Of course, loops are just special classes of maps between topological spaces so we can partition them
according to their homotopy classes. Given any loop « in X, its homotopy class is denoted by [a]. We
will see that the set of homotopy classes of loops acquires a group structure when it is endowed with the
product of path concatenation.
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Definition 2.1.16. Let (X, Tx) be a topological space. The set of homotopy classes of loops

{loyjljeslaj: I — X with «;(0) =a;(1) =zo} (2.8)
at any given point zg € X together with the path concatenation has group structure and is called the
fundamental group m (X, z¢) of X based at xg.

In order to convince ourselves that the fundamental group has a group structure under path concatenation
we first define the concatenation of homotopy classes as

[o] % [B] = [ax ] . (2.9)

We note that Eq. (2.9) is well-defined; it does not depend on the choice of representatives. The set of
loops at zq is also closed under loop concatenation because any concatenation of loops «, 5 : I — X with

a(0) = a(1) = B(0) = A(1) = xo yields

a2z) =<

B(2z) = > (2.10

(axp): I — X with xb—>{

[ I ST

b

which clearly describes another loop at zy. The associativity of * follows from the associativity of map
concatenation and the identity element is given by the constant map ¢, (z) = zo. Finally, the inverse of
a loop af(t) is simply a~!(t) = a(1 —t), i.e. the same loop traversed in the opposite direction.

In general, the fundamental group is a local property: it is attached to every base point xg € X
independently. However, there is a way to get rid of this locality in some cases. To see this, consider two
base points zg, 21 € X with fundamental groups m;(X,x0) and (X, x;) and suppose that there exists
a continuous path h : I — X with h(0) = zy and hy = ;. Then h induces a map

Nh * 7T1(X,£L‘1) — 7T1(X, xo)
[f] — [(h* f)«h7Y], (2.11)

which is a group isomorphism with inverse map 7,1 = 1, ' : 7 (X,21) — 7 (X,20). Thus, in any
path-connected topological space the fundamental group is independent of the base point and we can
simply write

7T1(X,I0)E7T1(X) (212)

for all zg € X. In a disconnected space the fundamental groups of its connected components may very well
differ. Finally, we call a topological space X simply connected if it is path-connected and has a trivial
fundamental group m1(X) = {e}. Importantly, the fundamental group is invariant under homotopies
which makes it our first example of an algebraic topological homotopy invariant.

Let us consider an important example: the fundamental group 7 (S?!) of the circle. The basic idea
for constructing it is that every loop a : S' — S! can be uniquely lifted to R. To show this, we take

st={zecC|lz|=1}CcC, (2.13)
and define a projection map

p:R—=S'cc
z— e (2.14)

that wraps R around S' C C as illustrated in Fig. 2.3. Note that any z,y € R fulfilling 2 — y = 27n
for some n € Z are mapped to the same point in S' by the projection map. Such pairs of points are
therefore equivalent with respect to p and we can write x ~ y. Consequently, the equivalence class

[z]={yeReC|z—y=2mn,neZ} (2.15)
is identified with the same point p(z) = €™ in S'. Equation (2.15) tells us that a curve

w:l—St
s 27 () (2.16)
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Figure 2.3: Sketch of R as a covering space of S! C C by the projection map p. Black dots and red
intervals in R mark the preimages of the black dot and red interval in S' under p.

is closed if and only if f(s) satisfies f(0) =0 and f(1) = n for some n € Z. Accordingly, every loop can
be uniquely labeled by an integer n € Z and its equivalence class [w,] can be represented by the simple
map wy,(s) = e?™* where f(s) = ns. Since S! C C is path-connected, the map

®:7 - m(SH1)
n— [wy] (2.17)

from the integers to the fundamental group (S, 1) at 7o = 1 defines a group isomorphism between Z
and 1 (S?), giving

m(SH~2z. (2.18)

When we analysed the genera of S? and T2 before, we speculated that there might be more to learn from
the different types of closed curves because the genus of T2 did not account for the two distinct ways in
which the torus tolerated the removal of either loop a or loop b in Fig. 2.2. Does the fundamental group
resolve this missing information? We established earlier that there is only a single equivalence class of
loops in S§? so its fundamental group is bound to be trivial, i.e. 71 (S?) =~ {e}. In order to determine the
fundamental group of the two-torus we use the following theorem about topological product spaces.

Theorem 2.1.1. Let X = (X,Tx) and Y = (Y,Ty) be path-connected topological spaces. Then the
fundamental group of the product space X XY is isomorphic to the direct sum of the fundamental groups
of the individual topological spaces, i.e.

7T1(X X Y) ~ 7T1(X) EB?Tl(Y) .
We can use this to determine 7 (T?2) by writing T2 ~ S x S! which immediately gives
m(T) am (S xSHaemSHen(SHY~zez =272 (2.19)

Importantly, m;(T?) features two copies of Z, which does seem to reflect the existence of two distinct
types of closed curves that can be removed without disconnecting it. What is more, we find that the first
Betti number 1 (T?), i.e. the maximum number of simple and possibly intersecting closed curves that
can be simultaneously removed from T? without disconnecting it, is precisely two, namely the type a and
type b curves in Fig. 2.2. This is no coincidence, as the first Betti number 51 (X) of a two-dimensional
closed orientable topological manifold M can be defined as the rank®

B1(M) = rank(m (M)) , (2.20)
of the fundamental group w1 (M), cf. e.g. Ref. [65]. Consequently, there exists the general relation
rank(m (M) = (M) =2¢9(M) (2.21)

between the fundamental group 71 (M), the first Betti number 81 (M) and the genus g(M) of any two-
dimensional closed orientable manifold M. Indeed, Eq. (2.21) gives the correct genera
1

g(S?) = %rank({e}) =5 0=0 and g(T?) = %rank(Z ®Z)= % 2=1 (2.22)

6The rank of a group G is the smallest cardinality of a generating set for G.
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where we plugged in the fundamental groups m;(S?) ~ {e} and 7 (T?) ~ Z © Z we have determined
before. Equation (2.21) tells us that the fundamental group, the Betti number and the genus ultimately
detect the same kind of topological hole in a two-dimensional closed orientable manifold, but with a
decreasing level of detail. The fundamental group provides the most refined information, encoding all
possible non-trivial homotopy types of loops in terms of directed concatenations of fundamental loops.
In contrast, the Betti number only remembers how many different fundamental loop types there are,
forgetting about their concatenation. Finally, the genus surrenders even that information in favour of a
more visual interpretation: by discarding half the fundamental loop types, it captures the literal number
of handles that the respective manifold has when it is embedded” in R3.

What is Wrong with the Fundamental Group?

The fundamental group is great. It is an accessible algebraic topological invariant with a natural graphic
interpretation. Still, there are problems that cannot be solved using the fundamental group alone. Take,
for example, the problem of distinguishing S? from S™ for n > 2. At the moment, we can distinguish S!
but all of the higher S™ are simply connected so m; does not notice any difference. In order to fix this, it
seems obvious to turn to higher homotopy groups m,, i.e. the homotopy classes of maps

w:S" = X (2.23)

together with the concatenation of maps. Note that the properties of 71, which ensure its group structure
with concatenation, can easily be generalised to these higher homotopy classes, so that they also have a
group structure with concatenation. The higher homotopy groups are therefore well-defined. Handling
these groups is not difficult either because it can be shown that all higher homotopy groups are commu-
tative and thus Abelian. All of this sounds wonderful — so what is wrong with these higher homotopy
groups? There are several answers to this. The first one is that although higher homotopy groups are
really easy to define, they are generally very hard to compute. The second, and even more troubling one,
is that higher homotopy groups tend to deviate from our geometric expectations. Take, for example, the
two-sphere S2. We have seen that the fundamental group is trivial, 71 (S?) =~ {e}. The second homotopy
group m2(S?) is, quite reassuringly, again the integers, mo(S?) = Z. This seems plausible, given that
we found 71 (St) = Z before: the n-th homotopy group seems to detect n-dimensional holes, i.e. holes
that can be captured with an n-dimensional sphere. Things look promising, but then m3(S?) = Z is also
the integers. How can there be three-dimensional holes in the two-dimensional sphere? This is rather
disturbing and it gets even worse. If we go on, we find 74(S?) = 75(S?) = Zs, 76(S?) = Z12 and, my
personal favourite, m14(S?) = Zg4 x Z3 [66]. So higher homotopy groups are not only hard to compute,
but also hard to understand: they simply do not detect what we had hoped they would. Of course, this
is a severe problem. One important strategy to circumvent it is provided by the theory of homology.

2.1.9 Homology

One of the biggest problems with higher homotopy groups is that they detect strange high-dimensional
holes that cannot be reconciled with our visual conception of holes. In a way, homology groups are
designed to fix this: for a d-dimensional topological space X the higher homology groups H,,(X) naturally
stop counting at n = d. This section is based on Refs. [39] and [61].

The fundamental idea of homology is already present in the guiding principle of ezpendable closed
curves that inspired Riemann’s and Betti’s work on the genus and the Betti numbers. Specifically, it
is the realisation that the closed n-dimensional curves, or n-cycles, that can safely be removed from
a topological space X without disconnecting it, seem to be those that are not themselves boundaries

"Note that this is only possible because we assumed orientability. Non-orientable two-dimensional closed manifolds
cannot be embedded in R3 and the whole argument changes. Take, for instance, the Klein bottle K2. It has a non-trivial
fundamental group, m1 (KQ) ~ 7 x Z, where the semi-direct product encodes the non-orientability of K2 and renders 1 (KZ)
non-Abelian. Moreover, the non-orientable genus g(K?) = 2 of the Klein bottle is directly equal to the rank w1 (K?) = 2 of
its fundamental group and does not correspond to one half of the first Betti number, 81(K2) = 1. The latter is not related
to rank(71 (K2)) by Eq. (2.20) because K? is not orientable. This substantially alters the threefold relation from Eq. (2.21).
We also observe that the number of handles in the immersion of K? into R3 is most naturally identified with N = 1, cf.
Fig. 2.7, which is still equal to 8(IK2), but no longer directly captured by g(K?).
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of (n + 1)-dimensional regions in X. Extending this notion, the n-th homology group H,(X) of a
topological space X takes all the n-dimensional closed things in X and then removes those that are
boundaries of (n+ 1)-dimensional things. This starting point is a fair bit more complicated than the one
we assumed for homotopy. By allowing arbitrary n-dimensional cycles, we include objects that are much
more general than simple images of n-spheres, say, things like the disjoint union of two simple cycles.
However, we also consider a much coarser equivalence relation than being homotopic, namely that of
being homologous: specifically, two n-cycles A and B are called homologous if they form the boundary
OW of some (n + 1)-dimensional region W, i.e. if they differ by OW. Importantly, two homotopic cycles
are always homologous, while two homologous cycles may not be homotopic. A rigorous definition of
homology groups will have to formalise the notion of

Hn(X) = (n-dim things without boundarw/(boundaries of (n 4+ 1)-dim things) , (224)

where the quotient symbolises a suitable identification of n-cycles with respect to the equivalence relation
of being homologous.

There are two main approaches to a homology: simplicial homology and singular homology. Simpli-
cial homology works by partitioning a space X into simple building blocks — simplices like points, line
segments, and triangles — which are then organised into a so-called simplicial complex. As we will see,
this triangulation procedure requires a highly regularised collection of continuous maps from the set of
standard simplices into our topological space. Finding such a triangulation can be a challenge, but the
extra effort pays off because it makes simplicial homology an intuitive and easy-to-navigate theory that
is especially useful for explicit calculations. The problem is, of course, that it is limited to spaces that
can be triangulated or reasonably well approximated by simplicial complexes. Since this is not possible
for all topological spaces, we need something more. Singular homology generalises the concept of simpli-
cial homology to arbitrary topological spaces by considering unregularised, or singular, continuous maps
from the set of standard simplices into the respective topological space. Its unregularised nature makes
singular homology a versatile and powerful tool for proving things.

The basic constructions of simplicial and singular homology are very similar, so we discuss them
for both theories simultaneously in the following. Afterwards, we use simplicial homology to explicitly
compute the homology of two simple triangularisable spaces.

Preliminary Considerations

Let us start with some preliminary considerations based on the two-sphere. According to Eq. (2.24), the
zeroth homology group Hy(S?) of S? consists of the zero-dimensional cycles in §? modulo those that
form boundaries of one-dimensional regions in S2. In order to make sense of statements like this, we
have to impose some algebraic structure first. Namely, we will base the n-th homology group not on the
n-dimensional things themselves, but on the free Abelian group generated by them. The free Abelian
group FAb(B) of a collection B = { B, };cs of objects is the Abelian group that has B for a basis, i.e. it is
the group of all formal finite sums of those objects with integer coefficients. Each element G € FAb()
is of the form

N
G=> guBi,, (2.25)
n=1

where N < o0, g, € Z and B;, € B3 Accordingly, the free Abelian group of any one object B; = {B}
is isomorphic to the integers, i.e. FAb(B;) ~ Z. In fact, the free Abelian group of any finite number of
N objects By = {B4,..., By} is isomorphic to the N-fold direct sum of the integers as FAb(By) ~ 7.
Following this, the zeroth homology group of S? is based on the free Abelian group generated by the
zero-dimensional things in S2. Intuition tells us that the zero-dimensional things in S? are precisely the
individual points € S?, so we take FAb(z € S?) as an initial building block for Hy(S?). Since all
individual points are closed, the subgroup of zero-cycles is all of FAb(x € S?), too. In order to arrive at
Hy(S?), we have to take the quotient of FAb(z € S?) with respect to the homology equivalence relation.

8The free Abelian group is free because it has no relations other than those required by the Abelian group axioms.
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Figure 2.4: The standard two-simplex A? = [vg, v1,v2] in R3. The interior A? is shaded in light grey and
the vertices v, v1, vs are shown as solid black circles. The faces Fg, FZ, F§ making up the boundary 9A?
are drawn in solid black colour with arrows indicating their induced orientation.

The latter determines that two points z,y € S? are homologous if they differ by the boundary dc of some
one-dimensional curve ¢, so the homology equivalence class [z] of any given point x € S? reads

[z] = {y €s? ‘ x —y = 0c for some one-dimensional curve ¢ C SQ} . (2.26)

Note that the condition z —y = Jc makes sense because within the framework of the free Abelian group
the points in S? are allowed to have integer coefficients. The equivalence class Eq. (2.26) of any point
x € S? contains all points that can be connected to it by a one-dimensional curve within S?. But since
S? is path-connected, this means that after factoring out the homologous points there is only a single
equivalence class with integer coeflicients left and we get

Hy(S*H ~7. (2.27)
More generally, we will find that the zeroth homology group Hy(X) of a topological space X is equal to
Hy(X) = zN-(X) | (2.28)

where N.(X) is the number of connected components of X.

Singular and Simplicial Homology

In the previous section, we presented a graphic construction of the zeroth homology group of the two-
sphere. In doing so, we relied on our intuition for low-dimensional objects: it is easy to see that zero-
dimensional objects without boundary are just points, and that the boundaries of one-dimensional objects
are pairs of points. In order to generalise these ideas, we now need a formal framework that applies to
higher-dimensional objects. Specifically, we need a systematic way to define n-cycles and n-boundaries
in a topological space X. Both singular homology and simplicial homology rely on a geometric structure
called n-simplices to achieve this.

Definition 2.1.17. An n-simplex is the convex hull of any generic n + 1 points in R”*! where generic
means that they do not sit in a subspace of smaller dimension. The standard n-simplex is

A" = {itﬂ}i
=0

where the vertices {v,...,v,} of A™ are the canonical basis vectors of R"*1.

Ztithizo} = [vo, ..., vn] (2.29)

In more graphical terms, an n-simplex is a generalised n-dimensional triangle: a 0-simplex is a point, a
1-simplex is a line segment, a 2-simplex is a triangle, a 3-simplex is a tetrahedron, and so on. Importantly,
there is a natural definition for the faces and the boundary of an n-simplex. Let A™ be an n-simplex,
then the j-th face F}* of A™ is the subsimplex spanned by all vertices but the j-th one, i.e.

an = i:tﬂ}i Zti = 1, ti > 0 . (230)

i#j i#j
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From this, we can define the boundary as the union dA™ = UJ_(F}" of all faces, and the interior as
An = A™\OA™. Figure 2.4 shows how the above definitions apply to A? C R3. Note that every standard
simplex A™ is defined with respect to the standard ordering [vy, ..., v,] of its vertices. This determines
an orientation for the simplex. This orientation is hereditary, which means that it induces an orientation
on the faces of the original simplex, cf. the arrows in Fig. 2.4. The key idea of singular and simplicial
homology is to use continuous maps

o AT 5 X (2.31)

from the standard n-simplex into a given topological space X to define the simple n-dimensional things’
in X and then exploit the natural notion of boundaries for n-simplices to arrive at a sensible definition of
n-cycles and n-boundaries in X. In the preliminary considerations, we based the definition of Hy(S?) on
the free Abelian group of zero-dimensional things. Accordingly, the formal definition of the n-th singular
and simplicial homology groups is based on the free Abelian group

Co(X) := FAb (0" : A" — X) (2.32)

generated by a family o := {07} of n-simplices in X. The fundamental difference between singular and
simplicial homology lies in the particular family of n-simplices that is being used. We will equip objects of
singular homology with a subscript or superscript “s”, while we will furnish objects of simplicial homology
with a subscript or superscript “A”. The reasons for this will soon become apparent.

Singular homology puts no restrictions on the maps in of' := {0, } — they must be continuous, but
they need not be injective and there may even be non-equivalent simplices with the same image in X.
For example, the constant map

o2 A 5 X
s+ (2.33)

is always continuous, even though it is clearly not injective. This makes the constant map an example of
a singular map. Note that Eq. (2.33) also has the same image as the map

ol A X

sz, (2.34)

which is both continuous and injective. The fact that the n-simplices are allowed to be singular in this
way is what gives singular homology its name.

In contrast, simplicial homology deploys a highly regularised set o} := {crzu} of n-simplices. It
originates from the notion of replacing a potentially complicated topological space X with a much simpler
triangulated space that is homeomorphic to it. To find such an equivalent triangulated space, we use a
structure called a A-complex.!® A A-complex structure on a topological space X can be thought of as a
well-behaved partition of X into a simple network of simplices.

Definition 2.1.18. Let X be a topological space. A A-complex structure on X is a collection
op i={o : A" = X} (2.35)

of continuous attaching maps ¢}, such that
a) the images of interiors cover X, i.e. each o[;|x., is injective and every point of X is in the image of
exactly one of these restrictions,
b) if F is a face of A™ then ¢”|p is one of the maps ag_l : A1 — X after identifying F' with A1
by the canonical homomorphism that preserves the vertex ordering, and
¢) asubset U C X is open if and only if (¢7)~1(U) is open for all o™.

For a given topological space X, the family o} of n-simplicies in simplicial homology is then defined as a
suitable A-complex structure on X. Note once more that not every space admits a A-complex structure.
Those that do are called triangularisable and usually admit many distinct A-complex structures.

9These n-dimensional things, the images 0™ (A™) C X of n-simplices in X, are often called the n-simplices of X.
10The “A” in A-complex is a pictogram of a simplex, indicating that A-complexes are constructed from simplices.
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Let X be a topological space. The free Abelian group C,,(X) in Eq. (2.32) is called the n-th chain group
of X and the elements of C,(X) are generally called the n-chains of X. The n-cycles and n-boundaries
form normal Abelian subgroups of C,(X) that can be defined using the natural notion of a boundary on
the level of n-simplices. Specifically, we introduce a boundary homomorphism 9,, : C,,(X) — Cp—1(X)
that generalises intuitive results like the boundary

o1 (UO —)—e 'Ul) = v — Uy (236)

of a one-chain that we discussed in the preliminary considerations on the zeroth homology group of S2.
Definition 2.1.19. Let X be a topological space and let C,,(X) = FAb(¢™) denote the n-th singular
(o™ = o) or simplicial (¢ = o) chain group. An n-chain C' € C,(X) is by definition a finite formal
sum C = ) cqol with ¢ € Z and o)} € ¢". We define the n-th boundary homomorphism
O : Cp(X) = Cph—1(X) by specifying its values on the basis elements o7 of C,,(X) as

n

an (UZ) = Z(fl)2 O—a|[v0,...,i)\i,...,vn] ) (237)

i=0
where v; means that v; is omitted in the domain of the attaching map o?}.

Based on the boundary homomorphisms we can uniquely define the subgroups of n-cycles and n-boundaries
in C,,(X). The n-cycles are defined as the elements C € C,,(X) with zero boundary

0, (C)=0. (2.38)
Thus, the n-cycles are precisely the kernel of the n-th boundary map. We define
Zn(X) :=ker(0,,) = {C € Cp(X) | 0,(C) =0} . (2.39)

Since the kernel of any group homomorphism is a normal subgroup, the n-cycles form a normal subgroup
Zn(X) < Cp(X). Furthermore, Z,(X) is Abelian because every subgroup of an Abelian group is Abelian.
Similarly, the n-boundaries are defined as the images of the (n + 1)-th boundary map, i.e.

Bp(X) i= im(0p11) = {Ops1(C) | C € Cpir (X)} . (2.40)

Since the image of any group homomorphism is a subgroup, and every subgroup of an Abelian group
is Abelian and normal, the n-boundaries form a normal Abelian subgroup B, (X) < C,(X). In order to
see that B, (X) is also a normal subgroup of Z,(X), i.e. B,(X)< Z,(X), we note that the boundary
homomorphisms between chain groups satisfy the essential property

O 0Oy =0, (2.41)

which is often stated as 9% = 0 in the literature. Crucially, Eq. (2.41) tells us that the image of 9,1 is
contained in the kernel of 9, i.e.

im(9p41) C ker(dy) (2.42)

or, equivalently, that B, (X) C Z,,(X). This allows us to consider the (n + 1)-th boundary map 9,11 as
a homomorphism

Onrt : Cosr (X) = Zn(X) (2.43)

which immediately shows us that B, (X) < Z,(X) by the same reasoning as before. Since B,(X) is a
normal subgroup of Z,(X), the definition

Hp(X) = Zn(X)/B,(x) = ker(9n) [im(9,11) (2.44)

of the n-th singular or simplicial homology group of X is always well-defined and always results in another
Abelian group. It is worth pausing to appreciate that this is why we specifically use Abelian groups for
this construction. In Abelian groups, every subgroup is normal by definition so every subgroup gives rise
to a well-defined quotient group. Furthermore, all subgroups, quotients and direct sums of Abelian groups
are again Abelian. A given topological space X usually accommodates simplices of many different orders
so it makes sense to come up with a language that allows for a comprehensive study of the homology of
X. This is done in terms of chain complexes.
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Figure 2.5: The minimal A-complex structure of S' consisting of a single vertex v and a single edge a
that connects v to itself.

Definition 2.1.20. A chain complex (A,,d,) is a sequence A, = {A;};cs of Abelian chain groups A;
connected by a family de = {d; : A; — A;—1} of homomorphisms d; called boundary maps such that
the composition of any two consecutive maps always is the zero map, i.e. d; od;_; =0 for all i € I. We
write

dni2 dpt1 dy, dn—1

Apsr A, A, (2.45)

and define its chain homology as

Hn(A.,d.) - kerd"/im dn+1 . (2.46)

For a given topological space X, the sequence of singular or simpicial chain groups Co = {C; };cs together
with the boundary homomorphisms 9 = {9; : C; — C;_1} forms a singular or simplicial n-chain complex
(Ce, ) with a well-defined chain homology. We can therefore define singular and simplicial homology of
X as follows.

Definition 2.1.21. Let X be any topological space and let (C§, 0s) be its singular n-chain complex. The
n-th singular homology group H:(X) is defined as the chain homology

H}(X) := Hn(C3(X), 0s) (2.47)
of the singular chain complex.

Definition 2.1.22. Let X be a triangularisable topological space and let (C2, d,) be its simplicial n-chain
complex. The n-th simplicial homology group H2(X) is defined as the chain homology

H}(X) := Ha(CP(X), D) (2.48)

of the simplicial chain complex.

Note once more that the unregulated nature of singular homology makes it applicable to any topological
space X while the definition of simplicial homology requires X to be triangularisable. In a way, this
makes singular homology a superior homology theory. However, for triangularisable spaces X the singular
homology groups and the simplicial homology groups are equivalent. Simplicial homology may therefore
be understood as a tool for computing singular homology for triangularisable spaces. In the following,
we explicitly compute the simplicial homology groups of two important low-dimensional manifolds.

Simplicial Homology: Examples

Earlier we determined the fundamental group 71 (S') of the circle S! to get an idea of homotopy groups.
Let us return to this example and determine the simplicial homology of X = S'. We can represent S!
by a minimal A-complex structure that consists of a single vertex v and a single edge a connecting v to
itself, cf. Fig. 2.5. This results in the simplicial chain complex

0 - Ci (S 25 co(st) 250, (2.49)
2 2
YA z
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where we added trivial maps 92 =: ¢ and Jy =: Py from and to the trivial group 0 = {0} because the
definitions of the zeroth and first homology groups require knowledge of im(d2) and ker(dy). Specifically,
the leftmost homomorphism 0y =: ¢ is the trivial inclusion map of 0 into the highest non-trivial chain
group C;(S?) of the simplicial chain complex, and the map 9y =: Py is the trivial projection map from
lowest non-trivial chain group Co(S') of the simplicial chain complex to the trivial group. The only
potentially non-trivial homomorphism in the simplicial chain complex is the boundary map 0;, which
maps any one-simplex to the difference between its end vertex and its beginning vertex. However, our
A-complex structure of S' only features a single one-simplex and a single vertex. Accordingly, we have
dia = v —v = 0, so that 9y is trivial as well, i.e. 9; = 0. Both C;(S') = FAb(c! : A — a) and
Co(S') = FAb(c" : A® — v) are free Abelian groups on a single object so they are both isomorphic to
the integers as Co(S?) ~ C;(S!) ~ Z. With this we compute

HE (ST = ker(@) /im(a,) = ker(Po) /im(ay) . (2.50)

Now the kernel of Py is all of Cy(S!) ~ Z by definition. The image of 9; = 0 is of course {0} € Co(S?) ~ Z,
so we get

HYSY =2p~7. (2.51)

Note that although the quotient of the integers by 0 might seem alarming at first glance, it is perfectly
well-defined. This is because the quotient is taken in the sense of cosets of the normal subgroup {0} < Z,
which simply recovers Z itself. Analogously, we compute

HA(S) = ker(d1) /im(a,) = ker(91)/im(y) . (2.52)

Again, the kernel of 9; = 0 trivially gives all of Co(S') ~ Z while the image of 0, = ¢ is equal to
{0} € Co(St) ~ Z by definition, and we find

HASY =Zp~Z. (2.53)
Combined, the homology groups of S' are

Z =0,1
HnA(Sl) — keran/im Opy1 = n (254)
0 else.

This result is in line with our initial considerations regarding the zeroth homology group and its relation
to the number of connected components. It also reproduces the earlier result for the fundamental group
of the circle, namely

m(SYH ~ HRA(SH ~7Z. (2.55)

In fact, the latter is a special case of a more general statement, namely that the first homology group is
always equal to (an Abelianisation of) the fundamental group if X is connected. Yet, our analysis of the
simplicial homology of S! has provided us with some additional insights, too. In particular, it tells us
that Hy(S!) and H;(S') are the only non-trivial simplicial homology groups of S!, so there are no strange
higher-dimensional holes that could be detected by higher simplicial homology groups. Importantly, the
result in Eq. (2.54) can be generalised to all higher-dimensional spheres S as

Z n=0,d

2.56
0 else. ( )

Hi(s%) = {
The homology of the d-sphere plays an important role in defining orientability for topological manifolds.
The concept of orientablity will become important later on, so we briefly outline its general idea here.
Let M be a closed, connected n-dimensional manifold. By definition, every point x € M has an open
neighbourhood U, C M that is homeomorphic to R™. To study the topological structure around z, we
focus on how x interacts with the surrounding space. This is done by removing = from M as M \ {z}.
After removing z, the neighbourhood U, \ {z} becomes homeomorphic to R™ \ {0}, which is in turn
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Figure 2.6: The minimal A-complex structure of T2 consisting of two separate 2-simplices I/ and £
(leftmost picture) that are glued together along one edge to give five 1-simplices a,b,¢,d, e and four
vertices wop, wi, ws, ws (right part of left picture). Upon identification, the edge a is glued to e, the edge
b is glued to d and all vertices are glued toegther. The resulting A-complex structure of T2 features two
2-simplices U and L, three distinct edges a, b, ¢ and a single vertex w (rightmost picture).

homotopic to the (n — 1)-sphere S*~!. In this sense, the local structure of M near x is characterised!® by
S"~1. The homology of S~ ! then serves as a tool to define a local orientation of M at x as a choice of
generator p, € {—1,+1} of H,,_1(S"™1) ~ Z. If it is possible to consistently choose the same generator
for all x € M, we say that M is orientable and an orientation of M is defined as a function = +— pu, that
assigns a local orientation to all z € M in a consistent way. If a closed, connected n-dimensional manifold
M is orientable, its top homology group H, (M) is isomorphic to the integers, i.e. H,(M) ~ Z, and the
n-th homology class that represents the chosen global generator of H,, (M) is called the fundamental class
or orientation class [M] of M.

The one-sphere is an especially accessible textbook example, which is further distinguished by the
fact that it has a certain relevance for physical theories. It appears, for instance, as the one-dimensional
Brillouin zone in the theory of condensed matter. Another simple topological manifold that has a similar
significance for physical theories is the manifold that serves as a two-dimensional Brillouin zone: the
two-torus T2. We will discuss its homology as a final example in the following.

The basis for the minimal A-complex structure of T2 consists of two two-dimensional patches I/ and £,
five one-dimensional edges a, b, ¢, d, e and four zero-dimensional vertices wq, w1, ws,ws. In order to turn
this A-complex structure into a space that is homeomorphic to T2 we need to identify w ~ wy ~ w; ~
wg ~ ws, a ~ e and b ~ d. As a consequence, the original building blocks of the A-complex structure
reduce to two distinct two-dimensional patches U and L, three distinct one-dimensional edges a, b, ¢ and
only one zero-dimensional vertex w, cf. Fig. 2.6. The non-trivial n-chain groups C,(T?) are therefore the
free Abelian groups

Co(T?) =FAb(0?:0® s w) > 7,
C1(T?) =FAb(o} : o' = a,08 : 0! = bo3 :0' = ¢)~27°,
Co(T?) =FAb(c? : 02 - U,02 :0° = L) ~ 7% (2.57)

and the associated simplicial chain complex is

0 - Co(T2) 25 1(T2) 25 ¢o(T2) 22 0 (2.58)
2 2 2
72 73 z

with the same meaning of symbols as before. In order to determine the simplicial homology groups we
have to sort out the boundary maps. Once more there is only a single zero-simplex so we have 0; = 0
with

ker(9)) =Ci(T?)~2z® and  im(d;) = {0}. (2.59)

1 The link between the local structure and the homology of S*~1 is provided by the concept of relative singular homology,
which goes beyond the scope of this thesis but can, for instance, be found in Ref. [15].
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For 0y we have to work a little bit harder. First, we explicitly compute the boundary maps of & and L
separately as

U = +UZ/{|[U1,1;2] — UU|[v0,v2] + Ju|[v07v1] =4+a—c+b (2.60)
and
0r L = +0£|[u1,v2] - Jﬁ‘[”o,w] + Uﬁ““o,m] =+a—c+b, (2.61)

where we followed the leftmost and the rightmost pictures in Fig. 2.6. This may seem a bit counter-
intuitive at first because usually the “positive” mathematical direction is counter-clockwise. Going
counter-clockwise around the £ patch on the right of Fig. 2.6 and adding up the boundary edges with
their orientation sign produces b — ¢ 4 a just like in Eq. (2.61). However, repeating the same procedure
for patch U yields —a — b + ¢, i.e. the opposite result of the one in Eq. (2.60). So why does assuming
the standard positive “counter-clockwise” orientation give the wrong result here? The reason for this is
that the original U/ two-simplex is not in its standard orientation. This can be seen as follows. Going
counter-clockwise around the individual £ on the left of Fig. (2.6) gives vg — v1 — v, which corresponds
to the standard vertex order that defines the orientation of the £ patch. Doing the same for the individual
U yields vy — v2 — v1, which is an odd permutation of the standard vertex order producing the opposite
orientation for the U patch. Note that reversing the orientation of either ¢ or £ in Fig. (2.6) is required
to unambiguously glue them together along the ¢ edge, which connects wy = vy to we = vo. The fact
that the boundaries of U and L are the same, O, U = 05 L, tells us that

kerOy ={jU+kL | j+k=0}~2Z, (2.62)

because the boundary map is linear. The middle expression is isomorphic to the integers Z because the
constraint j + k = 0 removes one degree of freedom and thus reduces Z2? ~ {jU + kL | j, k € Z} to Z.
The image of 0, is simply the free Abelian group of a single generator, namely

im 0y =FAb(a+b—c¢)=Z. (2.63)
The three simplicial homology groups of T? are therefore

H2(T?) = kerd2fim =20 = Z ,
HIA('D—2) = keral/im Oy = ZS/Z = 22 ,
HE(T?) = kerPofim oy = Zfo = Z | (2.64)

The two-torus is path-connected, which is readily confirmed by HZ(T?) ~ Z. Furthermore, the first
simplicial homology group H®(T?) ~ Z? matches the fundamental group 71 (T?) ~ Z?2 that we computed
earlier. As was mentioned before, the first homology group of a connected topological space X is always
equal to the Abelianisation of its fundamental group, so this is expected as well. Finally, H(T?) ~ Z
signifies that T2 is an orientable topological manifold, which is also a well-established fact. Note that the
n-th Betti number 5, is really defined as the rank

Br = rank(H, (X)) (2.65)

of the n-th homology group, rather than the n-th homotopy group as suggested in Eq. (2.20). The
definition of the first Betti number via the fundamental group that we gave in Eq. (2.20) poses a very
delicate special case: it holds only because rank(m (M)) = rank(H;(M)) for two-dimensional closed
orientable manifolds M [65]. Usually, the Abelianisation process relating m (X) to Hy(X) eliminates
generators and reduces the rank. One example of this is the non-orientable Klein bottle K2, where
rank(m; (K?)) = 2, but rank(H; (K?)) = 1.

Overall, we find that the topological information provided by the homology groups corresponds well to
our natural notion of the respective manifolds. Still, it is natural to ask how much of simplicial homology
depends on the chosen A-complex structure on X as opposed to X itself. Above, we used the minimal
A-complex structures to compute the simplicial homology of S! and T?2. Of course, one can always add
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more simplices to the description. For example, we could use a A-complex structure for S that consists
of two vertices vy and vy connected by two edges a and b such that the initial non-trivial n-chain groups
would be Co(S') =~ C1(S?) ~ Z? resulting in a simplicial chain complex
0 - Ci(sh) 25 cp(sh) 2 0. (2.66)

2 2

z? z?
However, the two vertices vg and vy in the new A-complex structure mean that the boundary map 0;
is no longer trivial. Instead, its image and kernel can be shown to be isomorphic to the integers, i.e.
ker(91) ~ im(9;) ~ Z, such that we still get

HE (SY) = ker(Po) fim(ay) = 22z ~ Z
HA(SY) = ker(01) /im() = ZJo~ Z . (2.67)

Indeed, singular homology can be used to show that the simplicial homology theory of a triangularisable
topological space X does not depend on the choice of A-complex structure.

There is a natural generalisation of the homology theory we have discussed so far that can offer certain
technical advantages in some cases. It involves a simple modification of the underlying simplicial chain
complexes. Up to this point, the n-chain groups C,(X) were taken to be free Abelian groups on the
n-simplices, i.e. their elements were finite formal sums )" gool with integer coefficients g, € Z. Now,
there is no compelling reason to restrict homology theory to integer coefficients. The generalisation occurs
when we allow coefficients from any Abelian group G so the n-chain groups become the Abelian groups

Co(X;G) = {Zgaag | 67 A" 5 X, go € G} (2.68)

of finite formal G-sums of n-simplices in X. All subsequent machinery carries over so we can define
the homology theory with coefficients in the same way as before. The resulting homology groups with
coefficients in G are denoted by H,,(X;G). Common coefficient groups include Z,,, Q, and R. There is an
important theorem called the universal coefficient theorem that tells us that the integral homology groups
H,(X) = H,(X;Z) completely determine the homology groups H,(X; G) with coefficients. Nonetheless,
some notions depend strongly on the coefficient group. Orientability, for example, becomes redundant
with Z5 coefficients because the two possible distinct generators {—1,+1} of Z are identified in Z5. As a
consequence, every topological manifold is Zs-orientable. For this reason, orientability is often noted as
G-orientability, highlighting the respective coefficient group for clarity. If G is not explicitly mentioned,
one is usually referring to Z-orientability.

2.1.10 Cohomology

As its name suggests, cohomology is a theory that results from a dualisation of homology. Accordingly,
the cohomology groups H"(X) of a topological space X fulfil very similar axioms and capture largely the
same topological information as the homology groups H,(X). In fact, the homology groups of a space fully
determine its cohomology groups. The reason why we are still interested in cohomology is that it comes
with an extra layer of algebraic structure, namely a natural product map H"(X)x H™(X) — H*"*™(X),
that is extremely useful in many situations. Furthermore, there are various topological contexts where
cohomology arises naturally. One of these is the theory of characteristic classes of fibre bundles that is very
important for topological condensed matter theory. As with homology, there are different cohomology
theories. In particular, there are the directly dualised versions of simplicial and singular homology that
are known as simplicial and singular cohomology, respectively. For this part, we closely follow Ref. [61].

We have mentioned that cohomology results from homology through dualisation. So what does this
mean? Duality in mathematics is less a fixed concept than a general principle, a recurring theme that
manifests across nearly every branch of the field. As such, it lacks a single unambiguous definition.
Yet, at its core, duality always describes a deep correspondence between mathematical objects that
appear unrelated, but somehow encode the same underlying structure — as if viewed from different
perspectives. Familiar examples include the duality between open and closed sets in topological spaces
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X or that between a finite-dimensional inner product space (V, (-,-)) over a field F' and its dual vector
space V* := hom(V, F') of linear maps from V to F. The concrete duality operation that connects the
open and closed sets is the operation of taking the complement, while the concrete duality operation
between vectors and linear functions in the inner product space is the operation of applying the canonical
isomorphism that maps v — (v, -). To understand the duality operation that takes us from the homology
of a topological space to its cohomology, we first discuss how the algebraic dualisation the underlying
chain-complex works. To this end, consider a general chain-complex (A,,ds) of free Abelian groups A4,
connected by boundary maps d,, as

dnt1 dn
o — Apy — Ay —— A1 — (2.69)

To dualise this chain-complex we first replace each chain group A, by its dual group, the cochain group
AY(R) = hom(A,, R), (2.70)

where R denotes any ring'? of coefficients. Common coefficient rings include R = Z,,, @, R, but a standard
choice for R is again the integers R = Z. Unless otherwise stated, we will use R = Z and no longer
mention R explicitly in the following. Next, we replace the boundary map d,, : A,, — A,_1 by its dual
map

df s A% — A (2.71)

*

which we call the coboundary map. Note that the coboundary map d}, is a homomorphism from AJ_;

to A rather than a homomorphism from A} to A% _,. This is a direct consequence of the definition of
a dual homomorphism: given any homomorphism ¢ : A — B its dual homomorphism ¢* is defined by
composition

©* : hom(B, R) — hom(A, R)
P () i=togp. (2.72)

As a consequence, ¢* maps a function ¥ : B — R to a new function ¥ o ¢ : A — R, which effectively
reverses the direction of ¢. For the boundary map, this implies that d} : A _; — A’ is now labelled by
the codomain A} rather than the domain A ;. In order to simplify general statements about homology
and cohomology we define the dual map

Op =dy 1, (2.73)

that is in line with the notation we know from homology, i.e. d, is a homomorphism from Aj, to A},
labelled by its domain. With the coboundary maps §,, the cochain groups A} form a chain-complex

On On—1
* * *

n—1

— (2.74)

which is of the same form as the original chain complex in Eq. (2.69) and that is called the cochain
complex (A%, d,) of (As,ds). Duality ensures that the important property of 92 = 0 is directly inherited
as 02 = 0 by the coboundary map. The chain cohomology of (A,,d,) can therefore be defined as the
chain homology of the cochain complex.

Definition 2.1.23. Let (A,,ds) be a chain complex of free Abelian groups and let (A%, d,) denote its
cochain complex. The chain cohomology of (4,,d,) is defined as the chain homology of the cochain
compelx (A}, ds), i.e. the n-th chain cohomology group H™(A) is defined as

H™(Au,dy) = 5t0nfin 6, . (2.75)

With this, the singular and simplicial cohomology groups H{(X) and HR (X) of a topological space X
can be defined as follows.

12 Technically the coefficient ring could be relaxed to an Abelian coefficient group, but the most common choices for R
are rings so we use this slightly specialised definition.
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Definition 2.1.24. Let X be any topological space with a singular n-chain complex (C%,0,) and let
Hi(X) := H,(Ci(X),0) denote its singular homology groups. The singular cohomology groups
H(X) of X are defined as the chain cohomology

H™M(X) := H™(CS(X),04) = ¥tbnfim 6, . (2.76)

Definition 2.1.25. Let X be any triangularisable topological space with a simplicial n-chain complex
(C2,0,) and let HY(X) := H,(C2(X),0,) denote its simplicial homology groups. The simplicial
cohomology groups HR (X) of X are defined as the chain cohomology

HRY(X) = H"(CX(X), ) = kerbnfim s, ; . (2.77)

Just as in homology theory, singular cohomology can be used to show that the simplicial cohomology
does not depend on the specific choice of A-complex structure of a triangularisable topological space.

In the following, we will discuss some general properties of cohomology that do not depend on the
specific cohomology type. For this reason, we will omit sub- and superscripts referencing the cohomology
type whenever possible. The duality of cohomology and homology is captured by the pairing map

H"(X)x H,(X)— R
(la],[o]) = [a]([o]) , (2.78)
that assigns a scalar from the coefficient ring R to any pair ([a], [0]) of the n-th cohomology and homology
classes. Importantly, the cohomology groups are completely determined by the coefficient ring R and the

homology groups. Despite this, cohomology has an additional piece of algebraic structure that homology
lacks. Specifically, there exists a natural bilinear map

—: H"(X) x H™(X) —» H™™"(X)
([a], 18]) = [o] — (8], (2.79)

called the cup product, which is directly induced by a cup product of cochains. There are some subtleties
in the definition of the cup product that occur when the coefficient ring R is only an Abelian G group
but we will not discuss such cases here [15].

Definition 2.1.26. Let C"(X) and C"™(X) denote the n-th and m-th cochain group of a topological space
X. For a € C*(X) and 8 € C™(X) we define the cup product o — 3 € C""™(X) as the cochain whose
value on an (n + m)-simplex o : A"*™ = [vg, ..., Vp1m] — X is given by

(@ — B)(0) = allwy....v0)) - B vmim)) (2.80)

where the - denotes the multiplication of the coeflicient ring.

In order to understand how this cup product of cochains induces a cup product of cohomology classes,
we have to relate it to the coboundary map &,,. The idea is to define 0, ,(a — ) such that

Sntm(a — B)(0) = (@ — B)(nsmo) (2.81)

for every (n + m)-simplex o. One can show that this is precisely the case when
Optm(a— B) =dpa— B+ (—1)"a— 0,0 . (2.82)

From Eq. (2.82) it is immediately clear that the cup product o — 8 of two cocycles is again a cocycle,
i.e. that §,4m(a — B) = 0 for every « and § with 0,,& = 0,,8 = 0. Furthermore, the cup product of a
cocycle o and a coboundary 6,5 is again a coboundary because ;4. (@ — 8) = (=1)"a — §,,8 where
we used that §,,a = 0. Consequently, there is an induced cup product Eq. (2.79) that is associative and
distributive. The latter allows us to promote the direct sum

H*(X):= P H"(X) (2.83)
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to a graded ring (H*(X), —) by endowing it with the cup product. The ring structure of the cohomology
groups under the cup product has important implications for the analysis of topological spaces. For
example, it can sometimes be used to show that two spaces with isomorphic (co)homology groups are
different because they have different cohomology rings. Another application is that the cohomology ring
can be used to generate rich algebraic invariants. This is crucial for the field of characteristic classes and
characteristic numbers of bundle spaces.

Cohomology and homology theories can be generalised using an axiomatic approach: the so-called
Eilenberg—Steenrod axioms, specify a list of properties that all (co)homology theories must have in com-
mon. Singular (co)homology is the prime example of a theory that satisfies these axioms, making it the
prototypical theory for defining and comparing new (co)homology theories. However, there are other
important (co)homology theories that extend or specialise singular (co)homology, often to adapt it to a
particular class of topological spaces.

de Rham Cohomology

There are many different ways to define cohomology theories for topological spaces. Examples include
simplicial and singular cohomology that we discussed earlier, but also various other cohomology theories
that are tailored to specific classes of topological spaces. For some exotic spaces, the different cohomology
theories yield different answers. However, there is also a large class of topological spaces on which they all
agree. Within this class of spaces, some of the more specialised cohomology theories can be understood
as tools for computing the singular cohomology for a particular type of space. For example, simplicial
cohomology can be used to compute singular cohomology on triangularisable topological spaces. Another
very relevant example that we will discuss in the next section is the theory of de Rham cohomology
which allows the computation of singular cohomology for smooth manifolds: if a topological space M is
a smooth manifold, its cohomology can be naturally defined in terms of differential forms on M. The
following part is mostly based on Ref. [39].

Let us start by refreshing some of the general definitions about differential forms. Let V be an
n-dimensional real vector space. A type (p, k) tensor is a multi-linear map

P k
- PHv-EPpv-Rr
(Wh oo wP oy, o) = T(Wh WP v, o) (2.84)

L. .,wP and k vectors v1,...,v; to a real number T'(w?t, ... wP, v1,...,vg).

that maps p dual vectors w
The integers p and k indicate the number of contravariant and covariant indices, respectively. This
terminology refers to the behaviour of the tensor under a basis transformation A: while the vectors
v; € V transform covariantly, via A itself, the dual vectors w? € V* transform contravariantly, via the
inverse transformation A~'. The definition of differential forms builds on the notion of covariant k-
tensors, i.e. tensors of type (0, k). Specifically, it requires the concept of alternating covariant k-tensors

p, for which a permutation of the arguments multiplies the value by the sign of the permutation, i.e.
SO(UTK‘(:[)) ey UW(k)) = Sign(ﬂ-) L)0(1}17 v avk) . (285)
Here, m € S} is a permutation in the k-th symmetric group and the sign of 7 is defined as
. o N7r
sign(m) = (—1) (2.86)

with the minimal number N, of transpositions that make up 7. Alternating covariant k-tensors are called
exterior k-forms and the space of all exterior k-forms on V is denoted by A"(V*). For dim(V) = n the
dimension of \"(V*) is dim(A"(V*)) = (%) so the direct sum
n k
AV = (V*) (2.87)

k=0

is a vector space of dimension dim(A(V*)) = Y _, (7) = 2". Now, the space A(V*) becomes an algebra

28



when equipped with the so-called wedge (or exterior) product

k l k-+1
A AV x AV = AV
(o) =AY, (2.88)
where
(@AY V1, V) =D sign(m) (Va1 - - s Vn(i)) Y (Wn(iit)s - - - Vn(iosr)) (2.89)

TESk4+1

is the antisymmetrised tensor product of ¢ and . The wedge product is bilinear, associative and
anticommutes as

e A= (- YAy, (2.90)

Let M be an n-dimensional smooth manifold. As we will soon discuss in greater detail, the tangent
bundle TM of M is based on the disjoint collection of tangent spaces at all points p € M and smooth
vector fields X on M are defined as smooth maps X : M — T M. We may repeat this construction for
exterior k-forms to get the exterior k-form bundle

k

.
N@T M) = | | \T;M), (2.91)

peEM

which can be used to define differential forms by analogy to the definition of vector fields.

Definition 2.1.27. Let M denote a smooth manifold. A continuous section
k
w: M — \(T*M) (2.92)

of the exterior k-form bundle /\k(T*M ) is called a k-form on M. The integer k is called the degree of
the k-form.

By definition, a k-form w is a tensor field that assigns an alternating tensor to every point of M. The
vector space of all k-forms on a smooth manifold M is denoted QF(M) and the wedge product of two
k-forms is defined pointwise, i.e.

(WAN)p =wp A1y, (2.93)

such that the wedge product of a k-form and an I-form is a (k 4 [)-form. The direct sum
QM) = (M) (2.94)
k=0

of the Q% (M) is a vector space which also forms an associative anticommutative graded algebra (Q(M), A)
with the wedge product. In any smooth chart (U, ¢) of a smooth manifold M, a k-form w € QF(M) can
locally be written as

w = Z Wiy oo ik (9c17 .. ,x”) dz A Adat (2.95)
(ST T
where the coefficients w;, .., (1;1, . ,33”) are smooth functions on the (ml, e 7ac”)—coordinatce patch.
One can show that for each smooth manifold M there exists a differential operator [39]
dp - QF (M) — QFFL(M) (2.96)
called the exterior derivative, that satisfies
d?:=dj4q0d, =0, (2.97)
and is given by
dw = Z dws, . A dz A A dat = Z (8jwi1w7ik)dxj Adz® A A dzt (2.98)
i1 yeeei Foitseensin

on any chart of M. The exterior derivative allows us to define the closed and exact differential forms.
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Definition 2.1.28. Let M be an n-dimensional smooth manifold. A differential k-form w € QF(M) on
M is called closed if dw = 0 and exact if there exists a (k — 1)-form 1 € Q¥~!(M) such that w = dn.

The set of closed k-forms constitutes a group called the k-th cocycle group Z*(M) and the set of exact
k-forms constitutes a group called the k-th coboundary group B*(M). Due to Eq. (2.97), we find

BY(M)<Z*(M) . (2.99)
The de Rham cohomology groups HJy (M) of an n-dimensional smooth manifold M can therefore be
defined as the homology of the cochain complex
dk dlc—l
o — QPPN M) —— QF (M) —— QF 1 (M) «— .. (2.100)

Definition 2.1.29. Let M be an n-dimensional smooth manifold. The k-th de Rham cohomology
group HY: (M) of M is defined as

HEY (M) = ker(dx) fim(dy,_1) = 2" (M)/B* (M) . (2.101)

C

Note that the de Rham cohomology groups are naturally defined with real coefficients because the under-
lying alternating covariant k-tensors are maps into the real numbers by definition. For every w € Z*(M)
the equivalence class [w] € HX; (M) is defined as

wl={nezFM) | n=w+da for a € Q* (M)}, (2.102)

i.e. two forms are equivalent, or cohomologous, if they differ by an exact form. Just like singular
cohomology, de Rham cohomology is equipped with a cup product: it is directly induced by the wedge
product in Eq. (2.88) as

A Hig(X) x HiR(X) — HS'IL)\JF"(X)
([ed, [8]) = [a] A [B] :=[a A B]. (2.103)
The above construction shows that de Rham cohomology is a well-defined cohomology theory. However,

it is not immediately clear which homology theory it is dual to. It turns out that de Rham cohomology
is a dualisation of singular homology. This dual relationship is captured by the natural de Rham pairing

() 1 C(M) x QF(M) — R
(,w) = {a,w) = / w. (2.104)
between singular k-chains a € C§(M) and de Rham k-cochains w € Q¥(M) of an n-dimensional smooth
manifold M. In another important step, one can use Eq. (2.104) to show that de Rham cohomology

is in fact isomorphic to singular cohomology with real coefficients. To do this, we define a familiy
¢ = {dk }r=1.... n of homomorphisms

¢+ QF(M) — Ci (M)
w op(w) = (-,w), (2.105)

which take de Rham k-cochains w € QF(M) to singular k-cochains ¢y (w) € C;:(M) of M. The idea is
that the ¢; naturally induce homomorphisms

Oy« Hiz (M) — HF(M;R)
[w] = @ ([w]) = [dr(w)] (2.106)

between the k-th de Rham cohomology group and the k-th singular cohomology group with real co-
efficients. However, this is not trivially the case. For one thing, we have to make sure that the ®y
are well-defined. Furthermore, the ¢, from Eq. (2.105) have to survive the cohomology construction in
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Def. (2.1.29) so they must take cycles to cycles and boundaries to boundaries. The striking insight by de
Rham was that all of this is guaranteed by Stokes theorem

/Mw:/adw. (2.107)

This can be seen as follows. First, we note that we can use Eq. (2.104) to rewrite Stokes theorem as
(O, w) = (o, dw) , (2.108)

which is readily compatible with the inner product Eq. (2.104) that gives rise to the ¢ in Eq. (2.105).
In order to show that Eq. (2.106) is well-defined we have to prove two things: the well-definedness
of the maps @y : HY: (M) — HF(M;R) and the well-definedness of the ®;([w]) € HF(M) as maps
;. ([w]) : HY (M) — R themselves. The latter means that

(@ ([w]) ([ed) := (r(w)) (@) (2.109)

does not depend on the representative o of [a] € H(M). To show this, we take two representatives «
and o’ of the equivalence class [a]. By definition [ contains cycles that are homologous, i.e. all k-cycles
a with da = 0 that differ bei a k-boundary 8 = 9 for a suitable (k + 1)-chain £. This means we can
write

o =a+0¢. (2.110)
If we plug this into the right-hand side of Eq. (2.109) we get

(@r(w)) (@) = (¢r(w))(er + 0F)

= (a+ 9, w)
9 (a,w) + (9¢,0)
@ (a,w) + (€, dw)
(;) (o, w)

= (¢r(w))(a) (2.111)

where we used the bilinearity of (-, -) in (¢), Stokes theorem Eq. (2.108) in (x), and the fact that
w is a cocycle, i.e. that dw = 0, in (x). The calculation in Eq. (2.111) shows that Eq. (2.109) is
independent of the choice of representative o € [a] and therefore well-defined. The well-definedness of
@y, : HYz (M) — HF(M;R) works analogously but this time we take two representatives w and w’ of the
equivalence class [w]. By definition [w] contains cocycles that are cohomologous, i.e. all k-forms w with
dw = 0 that differ bei an exact form ¢ = d». This means we can write

W =w+dny (2.112)

for a suitable (k — 1)-form 7 and repeat the calculation we did in Eq. (2.111). Next we have to show that
the ¢ are “compatible” with the boundary maps de and Je of the de Rham cochain complex (Q°* (M), d,)
and the singular cochain complex (C(M;R), ). Mathematically, we say that ¢ is compatible with the
boundary maps if it is a chain map, i.e. if it is a family of homomorphisms that commutes with the
boundary maps 0, and de of the chain complexes. This is the case if the diagram

QM) e (M)

J{¢k+1 Lﬁk (2-113)

commutes, i.e. if

Prt1 0 di = g 0 Py (2.114)
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for every k in the chain complexes. Since Eq. (2.114) is a rather abstract relation between two maps
prp10dy : QM) = Cipy (M) and g o ¢y (M) — Ciyy (M), (2.115)
we plug in a test k-cochain w® € Q¥ (M) to get

(11 0 di)(WF) € Gy (M) (2.116)

and a test (k + 1)-chain ay41 € Cip41(M) to get

((fr410 dk)(wk)) (ars1) €ER. (2.117)

With this we can write

(Pr+1 0 die) (W) (akg1) = (Prr1(di w®)) (rtr)
= <Oék+1, dkw >

<>
= (O 1ak+17 Fy

(
= (fr(w ) (Ok+10k11)
= (¢p(w”) o 3k+1) (ar41)

*

Fii1 (or(w))) (ry1)

Ok (¢k )) (ag41)
= (0 0 o1) (")) (k1) (2.118)

where we used Stokes theorem from Eq. (2.108) in (¢), the definition Eq. (2.72) of the dual homomorphism
in (x), and the definition 03 := dj, of the coboundary map from Eq. (2.73) in (x). The calculation
Eq. (2.118) proves that the diagram in Eq. (2.113) commutes. Accordingly, ¢ is a chain map and
induces a family of cohomology homomorphisms as in Eq. (2.106). The de Rham theorem then asserts
that Eq. (2.106) is an isomorphism for every smooth manifold M. We formally state it for the sake of

(
2

completeness [39)].

Theorem 2.1.2. de Rham Theorem. For every smooth manifold M the map

), - Hig(M) — HE(M:R)
[w] = (-, w)] (2.119)

s a well-defined isomorphism that establishes the equivalence of de Rham cohomology and singular coho-
mology with real coefficients.

The de Rham theorem tells us that we can use the rather tangible machinery of de Rham cohomology, i.e.
differential forms and integration on manifolds, to compute the singular cohomology with real coefficients
for smooth manifolds. This makes de Rham cohomology a very powerful tool. One of its applications,
which is particularly relevant for physics, is its appearance in the theory of characteristic classes.
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2.2 Fibre Bundles

An n-dimensional manifold is a topological space that locally looks like R™. Similarly, a fibre bundle
is a topological space that locally looks like a direct product of two topological spaces. The interesting
thing about both manifolds and fibre bundles is that their global structure is usually more complicated
than their simple local structure would suggest. Therefore, answers to questions will generally differ
depending on whether they are asked at a local or global level: while local questions can be answered
based on the simpler structures of a Euclidean space or a product space, answering global questions
requires the complete information of the manifold or fibre bundle, respectively. This indicates that
manifolds and fibre bundles are particularly relevant when it comes to “global” questions. The following
section is mostly based on Refs. [39] and [15].

The importance of manifolds for theoretical physics has been appreciated at least since the introduction
of general relativity, where they provide a natural framework for the description of curved spacetime [39].
The significance of fibre bundles is a little bit more subtle, but very closely related. It shows when we
ask follow-up questions like “How do electromagnetic fields spread over spacetime?” The inclusion of the
electromagnetic fields means that we require a mathematical structure that takes into account not only
the spacetime manifold itself, but also the electromagnetic fields on it: at each point in space and time
we have to store the local geometric data of the electromagnetic field vectors. Fibre bundles formalise
the attachment of local geometric data (fibres) to an underlying manifold (base) and thus provide the
natural mathematical framework for all theories of this general type.

One prominent class of such theories are gauge theories which are concerned with the organisation
of a Lie group, called the gauge group, over an underlying manifold [39]. The preceding example of
electromagnetism is a special case of a gauge theory. Other examples are Lagrangian systems where
the phase space is realised as the tangent bundle of the configuration space [67], as well as classical
and quantum field theories where fields are vector-valued and operator-valued sections over spacetime,
respectively [39]. Formally, these theories cover much of modern theoretical physics. Since fibre bundles
capture the global properties of many physical theories, and topology is generally concerned with global
properties, fibre bundles also control many of the topological phenomena in physics. These include the
tenfold way of topological insulators and superconductors [14], instantons in gauge theories [7,30-32],
vortices in superfluids [36-38], and skyrmions in both quantum field theory and condensed matter theory
[4,5,33]. As was mentioned in the introduction of this thesis, instantons, monopoles, vortices and
skyrmions can be understood as special cases of a more general class of objects called topological solitons,
which ultimately correspond to non-perturbative, localised and topologically stable solutions to field
equations [30]. For this reason, the relevance of fibre bundles in physics is sometimes associated with
the non-perturbative aspects of (quantum) field theories. Since several of these topological phenomena
will appear later, we briefly review the fundamentals of fibre bundle theory below. Let us begin with a
definition [39].

Definition 2.2.1. Fibre Bundle. A fibre bundle is a structure (E, B, F, 7) consisting of

1. a topological space E called the total space,

2. a topological space B called the base space,

3. a topological space F' called the typical fibre, and

4. a surjective continuous map 7 : £ — B called the projection map,
satisfying the following condition: for every p € B there exists an open neighbourhood U C B of p with
a homeomorphism ¢ : U x F — 7~1(U) that is compatible with the projection map as (o ¢)(p, f) = p.
Such a map ¢ is called a local trivialisation of the bundle over U.

The existence of a local trivialisation around every p € B means that the preimage 7~ 1(p) =: F), of the
projection map over every p € B is homeomorphic to the typical fibre F' as F}, >~ F. For this reason, it is
appropriate to picture a fibre bundle, at least locally, as a brush or a strand of hair. The important thing
is that these local strands can be twisted and warped as we go around the base space, thus breaking with
this simple picture on the global scale.
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It is common practice to denote a fibre bundle (F, B, F,7) by E —+ B or simply E for brevity.
The latter can serve as a gentle reminder that, despite the considerable complexity of Def. 2.2.1, a
fibre bundle is ultimately just a topological space E that can, but need not, be described in the rich
way of a fibre bundle. The above definition solely relies on topological concepts like topological spaces,
continuous functions, and homeomorphisms — no differentiability or explicit choice of coordinates is
required for the construction of the bundle. Of course, one can modify Def. 2.2.1 in these regards. If
we require all topological spaces and maps of to be differentiable or smooth we call the resulting fibre
bundle a differentiable or smooth fibre bundle. Similarly, we can choose a specific atlas {(U;, ¢;)}, i.e.
a collection of local trivialisation charts (U, ¢;) whose open neighbourhoods U; cover B. The resulting
bundle (E, B, F, 7, {U;},{¢:}) is called a coordinate bundle. A fibre bundle as per Def. 2.2.1 is then an
equivalence class of coordinate bundles under a simple equivalence relation where two coordinate bundles
(E,B,F,m,{U;},{¢:}) and (E, B, F,m,{V;},{¢:}) are equivalent if (E, B, F,m,{U;} U{V;}, {¢:} U{e;})
is again a coordinate bundle. In physics, we usually work with smooth coordinate bundles.

Consider a smooth coordinate bundle (F, B, F, 7, {U;},{#:}). It is natural to wonder how the transi-
tions between overlapping trivialisation charts (U;, ¢;) and (Uj, ¢;) work. After all, only these transitions
can account for any non-trivial twisting of the bundle. To examine this, we consider a trivialisation chart
(U;, ;) and use the local trivialisation ¢; : U; x F — 7~ 1(U;) to define a map

Qbi,p(f) F = F
= 0ip(f) = ilp, ), (2.120)

which is a diffeomorphism for every p € U; C B. If two trivialisation charts (U;, ¢;) and (Uj, ¢;) have a
non-trivial overlap U; N U; # ) we demand that

!
Dip(f) = Gip(tijp(f)) (2.121)
for all p € (U; NUj). Here, the t;;, are smooth maps
tij’p F—> F
fetigp(f) = (7, 0 05)(f) (2.122)

called the transition functions between the charts (U;, ¢;) and (Uj, ¢;). The transition functions of a fibre
bundle are often required to live in some group G of symmetry transformations, which determines the
matching conditions between overlapping trivialisation charts. In such cases, the group G is required to
act continuously and faithfully on the fibre F' on the left, which means that there exists a group action

p: G — Aut(F)
g9 r(9) (2.123)
with ker(p) = {e}, such that the map
P:GXF—F
(9, f) = @(g, f) = pl9) (/) =9 f (2.124)

is continuous.'® Here, Aut(F) is the group of all diffeomorphisms from F' to itself and the trivial kernel
of p means that p is injective and hence faithful. The continuity of ® defines the continuity of the group
action and we often use the symbolic notation g - f of left multiplication to describe the left action of
g € Gon f € F. In fibre bundles with a symmetry group G it is then required that the transition
functions ¢;;, : F' — F correspond to a representation p(g) : F' — F for some g € G as

Lijp = p(g) ) (2125)

13Note that the continuity of & is only well-defined when G is understood as a topological group, i.e. a group that
is equipped with a topology that is compatible with the group operation in the sense that the group operation map
-G xG— G, (z,y) = x -y and the inversion map ~! : G — G, x — =~ ! are made continuous. Every group can be made
into a topological group by considering it in the discrete topology. Lie groups are important topological groups with the
standard manifold topology inherited from metric topology of R™ via the charts.
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!
which is often casually stated as t;;, € G. The group G is then called the structure group of the fibre
bundle. In physics, we typically use smooth coordinate bundles with a Lie group G for a structure group
and with smooth manifolds for the topological spaces FE, B and F.

Definition 2.2.2. Physics Fibre Bundle. A smooth coordinate G-bundle or (physics) fibre
bundle is a structure (E, B, F, 7w, {U;}, {¢:}, G) consisting of
1. a smooth manifold E called the total space,
a smooth manifold B called the base space,
a smooth manifold F' called the typical fibre,
a surjective smooth map 7 : E — B called the projection map,
a collection of open charts {U;} that cover the base space B together with a collection {¢;} of
diffeomorphisms ¢; : U; x F' — 7~ 1(U;) that establish the coordinates and the local trivialisation
of the bundle,
6. a Lie group G called the structure group, that acts on F' on the left and that supplies the
transition functions ¢,;, : F' — F for all p € (U;NU;) # 0 between overlapping trivialisation charts.

St W

A fibre bundle of this kind is also often called a smooth fibre bundle to stress its differentiable structure.
Importantly, a smooth fibre bundle as per Def. 2.2.2 is itself a smooth manifold so it possesses a dimension
dimg (E) which is related to the dimension dimg(B) of the base manifold and the dimension dimg(F')
of the fibre manifold via dimg(E) = dimg(B) + dimg(F). Let us consider some simple examples of
topological spaces that form smooth fibre bundles as defined in Def. 2.2.2.

Example 2.2.1. Let S! denote the unit one-sphere and let I = (0, 1) denote the open unit interval. The
following topological spaces are fibre bundles that can be constructed using S* and I.

1. The cylinder C is a product space C = S! x I and therefore a trivial fibre bundle with base space
B =S! and fibre F = I.

2. The Mobius strip M is a non-trivial fibre bundle with base space B = S' and fibre F' = I. Even
though M looks like a product I x I locally, it exhibits a twist that distinguishes it from the trivial
cylinder globally. The Mobius strip is a non-orientable topological space.

3. The two-torus T2 is a product space C = S! x S' and therefore a trivial fibre bundle with base
space B = S! and fibre F = S!'. It can be obtained from the cylinder by glueing together the
boundary 0I = {0} U {1} of I.

4. The Klein bottle K2 is a non-trivial fibre bundle with base space B = S! and fibre F = S!. Even
though K2 looks like a product S' x S! locally, it exhibits a twist that distinguishes it from the
trivial two-torus globally. The Klein bottle is a non-orientable topological space.

Figure 2.7 shows three-dimensional instantations of the four fibre bundles in Ex. 2.2.1. In the sketch of
the Klein bottle K2, the size of the fibre F' = S! varies along the base manifold. There is no profound
reason for this; it is simply the established strategy for illustrating the twist of the Klein bottle in three
dimensions. In particular, the modification of the tube circumference has no topological significance as
it constitutes a continuous deformation. Another feature of the standard depicition of K? in Fig. 2.7
is its self-intersection. Importantly, this self-intersection is not an intrinsic property of K? as a fibre
bundle, but rather an artefact of the explicit instantation of K2 in R3. It can be resolved in R* much
like the situation with the two interlinked rings we encountered in Fig. 2.1. The immersion of K2 in
R3 is instructive nonetheless. It clearly shows that K2 is closed and non-orientable. The latter can be
recognised by the fact that K2, like the M&bius strip M, has only one surface instead of the “inner” and
“outer” surfaces of orientable manifolds like the two-torus T2 or the cylinder C. Another thing shown
in Fig. 2.7 are sections of the cylinder and the Mobius bundle. These are represented as red lines. The
formal definition of sections is as follows.

Definition 2.2.3. Sections of Fibre Bundles. Let E — B be a fibre bundle. A (smooth) section
o of E -5 B is a continuous (smooth) map o : B — E which satisfies 7 o o = id .

The condition o o = idp tells us that o(p) is an element of the fibre F, = 7~!(p) for every p € B. The
idea of a section is therefore to attach a particular element of the fibre, rather than the entire fibre, to
every point of the base manifold. Importantly, this must be done in a continuous (smooth) fashion, which
effectively means that the specific choices of elements over neighbouring points in B may only differ by
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Figure 2.7: Three-dimensional sketches of four simple fibre bundles over S'. From left to right: a cylinder
C with fibre F' = (0,1), a Mdbius strip M with fibre F' = (0,1), a torus T? with fibre F = S!, and a
Klein bottle K? with fibre F = S'. The four identical bottom circles portray the shared base manifold
B =S, the red lines in the pictures of C' and M indicate sections (see text), and the dotted circle in the
picture of K? marks the self-intersection of the Klein bottle in R3. The three-dimensional instantations
of C, M, and T? are embeddings into R?, while that of K2 is only an immersion. Illustration created by
the author, inspired by Ref. [68].

a small amount. In this sense, a section is like a selected hairstyle on a head of (infinitely) long hair. If
there exists a section ¢ that is well-defined for all of B at the same time, we call it a global section. The
set of all global sections of a fibre bundle £ —+ B is often denoted by I'(E, B). However, fibre bundles
do not in general admit (non-trivial) global sections. The non-existence of (non-trivial) global sections is
a result of the twistedness of the bundle and deeply rooted in topology. In fact, the obstruction to the
existence of (non-trivial) global sections can often be measured by certain cohomology classes of the base
space. The study of these obstruction cohomology classes is part of the theory of characteristic classes in
algebraic topology. One particularly well-known example is at the heart of the hairy-ball theorem, where
a characteristic class known as the Euler class obstructs the existence of a nowhere vanishing section of
the tangent bundle over S?. We will go into more detail about characteristic classes and obstructions
later on. Since not every fibre bundle admits (non-trivial) global sections, it makes sense to define local
sections as continuous maps oy : U — E for open subsets U C B. The local triviality of fibre bundles
ensures that local sections always exist. This makes them crucial tools in the study of fibre bundles.
There are some important special cases of fibre bundles that are characterised by the nature of the
typical fibre. The most relevant ones for our purposes are called vector bundles and principal bundles.

2.2.1 Vector Bundles

Let E be a fibre bundle. We call E a vector bundle if its typical fibre F' is a vector space over a field K.
The dimension dimg (F’) of the fibre is then called the rank or sometimes dimension of the vector bundle
and the structure group G is necessarily G = GL(m, K). Typically, we encounter X = R, C in physics.

Example 2.2.2. The tangent bundle TM over an m-dimensional manifold M is a vector bundle with
base space B = M and fibre F = R™. Using the more detailed tuple notation from Def. 2.2.2 we can
therefore write TM as a vector bundle (E, B, F,7,G) = (TM, M,R™, 7, GL(m,R)) where we omitted
the choice of trivialisation atlas. The global sections I'(T'M, M) of TM are the vector fields on M.

A vector bundle whose fibre is a one-dimensional vector space over a field K is called a K-line bundle or
simply a line bundle. The cylinder and the M&bius strip from Ex. 2.2.1 can be realised as trivial and non-
trivial R-line bundles over S!, respectively. Both of these bundles come with the Abelian structure group
GL(1,R) = R\ {0}. The difference between them is that the cylinder bundle has no negative transition
functions ¢;; < 0, resulting in no twists, while the M&bius bundle has one negative transition function,
producing a single twist. This raises the question of whether the cylinder and the Md&bius bundle are
the only two R-line bundles over S!. Once more, the answer is provided by the theory of characteristic
classes, which confirms that this is the case based on a characteristic class called the first Stiefel-Whitney
class w1 (St) of St. However, it feels like there is something peculiar going on here. Our intuition tells
us that there is no way to continuously deform a Mobius strip with say two twists into a Mdbius strip
with one twist or a cylinder with no twists. In fact, it seems to be impossible to continuously deform any
two Mobius strips with a different number or direction of twists into one another without tearing and
glueing. This leads us to expect Z classes of distinct R-line bundles, characterised by the number and
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direction of twists, instead of the two classes identified by the first Whitney class. Again, the culprit is
that our intuition is so attuned to three dimensions: when we attempt to picture distinct R-line bundles
as different configurations of Md&bius strips, we are prone to visualising embeddings of R-line bundles
in R3 instead. Mathematically, this corresponds to the distinction between isomorphism classes and
isotopy classes of R-line bundles. Isomorphism classes are concerned with the number of distinct R-line
bundles as fibre bundles — there is no reference to embedding spaces and there are precisely two such
classes characterised by the first Stiefel-Whitney class w(S?') of the base space S!. Isotopy classes, on the
other hand, examine the number of distinct embeddings of R-line bundles into some higher dimensional
embedding space A. In A = R3 there are Z isotopy classes of R-line bundles, just like our intuition
suggests. The difference between the isotopy classes and isomorphism classes of fibre bundles vanishes
when the embedding space becomes sufficiently high-dimensional.

Consider a vector bundle with fibre FF = R™. Over every trivialisation chart U, the vector bundle
looks like a trivial product, i.e. 7= 1(U) =~ U x R™, so we may choose m linearly independent local
sections {0y 1,...,0um} over U. Such a collection of linearly independent local sections is called a local
frame. The existence of a global frame is closely related to the topological class of a vector bundle. This
is captured by the following theorem.

Theorem 2.2.1. A vector bundle E — B is trivial if and only if it admits a global frame.

A proof of this theorem can, for instance, be found in Ref. [39)].

2.2.2 Principal Bundles

Say we have some base space B and structure group G in mind and we want to construct a simple fibre
bundle out of them. Every possible typical fibre has to admit a left action of G so it seems natural to start
thinking in terms of representation theory and vector bundles. However, there is a somewhat simpler
typical fibre immediately available: the structure group G itself. Recall that G has to be a topological
group, so it qualifies as a topological space. Furthermore, G readily comes with a left (and right) action
on itself by definition. The result of such a construction is known as a principal G-bundle.

Definition 2.2.4. Principal G-Bundle. A principal G-bundle P - B is a fibre bundle whose fibre
F is identical to the structure group G. A principal G-bundle over B is also often denoted by P(B,G).

By definition, the left (and right) action of G on itself is transitive, i.e. for every g1, g2 € G there exists a
group element [ € G (and r € G) such that go = lg1 (and go = g17). It is common to use the right action
of G in the construction of principal bundles, so we will adopt this convention in the following as well.
The fibres of a principal G -bundle then correspond to the orbit of the G-action, i.e. for v € P(B,G)
and 7(u) = p we can construct the fibre F, = 7~!(p) as

F, ={uglg € G}. (2.126)

This insight will be important for the construction of connections on principal bundles. Given a principal
bundle P(B,G) we can use the representation theory of G to generate associated fibre bundles.

Definition 2.2.5. Let P = P(B, G) be a principal G-bundle and let G act on a manifold F' on the left.
The associated fibre bundle P xg F is a fibre bundle over the same base space B as P, but with
typical fibre F. It is constructed as the quotient (P x F)/G in which two points (u, f), (v,h) € P x F
are identified if there exists a g € G such that

where g - (v, h) denotes the induced left action
g- (v, h) = (vg,g~'h) (2.128)

of Gon P x F.

14This is related to the Whitney embedding theorem which states that every m-dimensional manifold can be embedded
in R?™ [69]. An isotopy version of this theorem reveals that for m > 2 any two embeddings of an m-dimensional manifold
into R2™*1 are isotopic. Note that the Whitney embedding theorem and its isotopy version only determine an upper bound
for the smallest dimension in which the embedding/isotopy is guaranteed to work. Often, one can do better.
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Principal Bundle Theory in Mathematics | Gauge Theory in Physics
Principal bundle Charge sector
Structure group Local gauge group
Local trivialisation Gauge
Choice of local trivialisation Fixing a gauge
Change of local trivialisation Local gauge transformation
Local section of associated vector bundle Matter field
Induced connection on associated vector bundle Minimal coupling
Connection Gauge field/potential
Curvature Gauge field strength

Table 2.2: A translation of concepts between the mathematical theory of principal bundles and physical
gauge theory. White rows indicate properties of principal bundles while light gray rows signify properties
of associated vector bundles. Table adapted from Ref. [70].

The fibre bundle structure of F = P Xg F is given as follows. Let m : P — B denote the projection
map of the original principal bundle P. The projection map ng : £ — B of E is simply defined as
7w (u, f) = m(u) which is compatible with the equivalence relation because m(u) = w(ug) for all g € G.
The latter is ensured by the fact that the fibres F), correspond to the orbit of the G-action, cf. Eq. (2.126).
The local trivialisations are then given by ¢; : U; x F — 7w~ 1(U;). Note that the induced left action in
Eq. (2.128) is not unique — there exist many other valid left actions on the product P x F. The reason
for choosing this one is that it equips the new bundle P X F' with the same transition functions of the
original bundle P(B, G) [39]. Since the transition functions encode the twisting of a bundle, this ensures
that the new bundle P X F' is twisted in the same way as the original principal bundle P(B,G). It is in
this sense that the new bundle is associated to the original one. A particularly useful class of associated
fibre bundles are associated vector bundles where we choose a vector space V' carrying a representation
p of G for the new fibre. The concept of associated fibre bundles allows us to translate back and forth
between statements about vector bundles and statements about principal bundles.

Principal bundles and associated (vector) bundles form the mathematical basis for gauge theory in
physics. The structure group of the principal bundle becomes the local gauge group of the gauge theory;
a choice of local trivialisation in the principal bundle amounts to fixing a gauge in the gauge theory.
A more detailed translation of concepts between principal bundle theory and physical gauge theory is
summarised in Tab. 2.2. While the principal bundles implement the physical gauge fields, the associated
vector bundles appear as matter fields in the gauge theory. The bottom rows of Tab. 2.2 show two rather
important concepts that we have not yet discussed, namely the connection and curvature of a (principal)
bundle representing the gauge potential and the gauge field strength, respectively.

2.2.3 Pullback Bundles and Classifying Spaces

Let E 5 B be a fibre bundle with typical fibre F. Every continuous function f : B’ — B induces a new
fibre bundle over B’ with the same typical fibre F.
Definition 2.2.6. Pullback Bundle. Let E 55 B be a fibre bundle with typical fibre F and let
f: B’ = B be a continuous map. The pullback bundle f*FE of E by f is defined as

E={{V,e)e BB xE|ft)=n(e)} CB xE (2.129)

with the subspace topology and the projection map 7’ : f*FE — B’ sending (V',e) — b'.

The fiber of f*FE over a point b’ € B is precisely the fiber of F over f(b'), so the pullback bundle copies
the fibres of E and attaches them to a new base manifold B’ by the continuous map f. Any section
o : B — FE induces a pullback section

ffo:B — f*E
b= (b, (0o £)()) (2.130)
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on f*E. Similarly, a trivialisation atlas {(U;, ¢;)} of E induces a trivialisation atlas {(V;,v;)} of f*E
where V; = f~1(U;) and where ¢; (¥, h) = (V/,u) if ¢;(u) = (f(¥'), h), i.e.

Pi: Vi x F—= ' ~H(V;)
(¥ h) = (b0, (F(), ) - (2131)

Accordingly, the transition functions ¢;; : U; N U; — G with respect to the trivialisation atlas {(U;, ¢;)}
of E induce the transition functions

f*tij : B — f*E
b (tij o f)() (2.132)

with respect to the trivialisation atlas {(V;,;)} on f*E. It is in this sense that the function f : B — B

is used to pull back a bundle E = B over B to a bundle f*E ™ B over B

Pullback bundles play an important role in the classification of principal G-bundles and vector bundles.
Specifically, every rank-n vector bundle E =+ B over a compact base space B is isomorphic to a pullback
of a universal vector bundle E,, —= G,, over a so-called classifying space G,,. For real vector bundles,
G,, is the real Grassmannian'®

G = G (R®), (2.133)

i.e. the smooth manifold of all n-dimensional real linear subspaces of R>. Every point p € G,, corresponds
to an n-dimensional linear subspace W, C R* so we can define a tautological bundle E, RALI G, which
attaches to every p € G, the particular linear subspace W, it represents. The tautological bundle

E, ZVn, G, is then the universal real vector bundle of all real rank-n vector bundles. Similarly, we can
define the Stiefel manifold

V, =V, (R™) (2.134)

of all orthonormal n-frames in R*°. There is a natural projection V, ¥, @G, that sends every n-frame
in V,, to the subspace it spans in G,,. The projection V,, Iy @G, defines a principal O(n)-bundle, where
the natural right action of O(n) rotates each n-frame of V;, within the subspace it spans. The Stiefel
manifold with its natural projection is the universal principal O(n)-bundle. These constructions extend
to complex vector bundles and principal U(n)-bundles. Here, the universal complex vector bundle is the
tautological bundle of the complex Grassmannian G,, := G,,(C*) and the universal principal U(n)-bundle
is the complex Stiefel manifold V,, := V,,(C*) with its natural projection to G,,(C*).

More generally, one can show that every principal G-bundle P ™25 B is isomorphic to a pullback
! TEG

bundle f*EG =5 B of a universal principal G-bundle EG 2% BG over a so-called classifying space BG
by some continuous function f: B — BG. The names EG and BG play on the usual notation of E and
B for the total and base space, highlighting the distinguished role of the universal principal G-bundle
EG over the classifying space BG. In this terminology, the classifying spaces of principal O(n)- and
U(n)-bundles we discussed before are called BO(n) = G,(R*°) and BU(n) = G,,(C*), while the total
spaces are denoted EO(n) = V,(R*>) and EU(n) = V,(C>), respectively.

The theory of universal bundles and classifying spaces allows us to understand the topology of all
principal O(n)- and U(n)-bundles and all real and complex vector bundles in terms of the topology of
their respective universal bundles.

15The real Grassmannian is defined as G (R™) := |J32,, Gn(R*) with the weak limit topology where a set of Gy, (R*°)
is open iff it intersects every G, (R¥) in an open set. The finite-dimensional Grassmannians G, (R*) represent the n-
dimensional linear subspaces of R*¥ and are often defined as Gn(Rk) = O(k)/(O(n) x O(k — n)). To understand this construc-
tion, take an arbitrary, but fixed n-frame F, that spans a linear subspace V,, C R¥. The set of all n-frames in R¥ is then
the orbit of F), under the orthogonal group O(k) of the ambient space. However, that orbit also contains frames that span
the same linear subspace V;, and are in this sense equivalent to Fy,. To get rid of these, we have to take the quotient of O(k)
by the subgroup O(V4,) that stabilises V,,. That stabiliser subgroup is precisely O(V,) = O(n) x O(k — n), i.e. the direct
product of the O(n) rotations within the n-dimensional subspace V;, with the O(k — n) rotations in its (k — n)-dimensional
complement V- within R*. The complex Grassmannian is defined analogously with U(n) instead of O(n).
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2.2.4 Connections on Fibre Bundles

A connection on a fibre bundle E — B determines how the local geometric data of the fibres is distributed
over the base space B by identifying which points of nearby fibres correspond to one another. The need
for such a notion becomes evident considering the following question:

Given a vector bundle m : E — B with typical fibre V, a section o : B — E and a vector X € T,B.
What is meant by the directional derivative d, X ¢

If E is the trivial vector bundle £ = B x V it makes sense to understand the section ¢ : B — B x V as
amap o : B — V and we can simply write

_d _ oo 0(1(s)) —a(4(0))
do X = 20 (7(5))]s=0 = lim . (2.135)
for any smooth path ~: [-1,1] — B with 7/(0) = X, thus defining a linear derivative map
do : T, B = F,~V. (2.136)

However, Eq. (2.135) is only well-defined because o(y(s)) and o((0)) both belong to V and can therefore
be added and subtracted. This, in turn, relies on the fact that E is the trivial vector bundle where o
can be viewed as a map o : B — V. If FE is a non-trivial vector bundle, this is no longer the case and
Eq. (2.135) ceases to be well-defined. Yet even in a non-trivial vector bundle, the fibres F}, and F, over
different points p # ¢ € B are isomorphic so the definition of d, as a linear map 7, B — F}, should still be
possible. The problem is that there is no natural isomorphism between £, and F, for p # ¢ in non-trivial
bundles. We are missing a piece of extra structure that connects these fibres in a unique way, at least if
p and q are sufficiently close. That missing piece of extra structure is called a connection.

There are various ways to define a connection, but one in particular stands out for its conceptual
generality: an FEhresmann connection establishes the desired relation between neighbouring fibres by
purely geometrical means. Let E — B be a smooth fibre bundle. The basic idea of an Ehresmann
connection is to identify so-called vertical and horizontal directions in E that are pointing along and across
fibres, respectively. At any point v € F, moving in the vertical direction means to stay within the current
fibre while moving in the horizontal direction means to smoothly change between neighbouring fibres.
The latter allows us to identify points between neighbouring fibres as those elements that are horizontally
connected. In a local trivialisation around a point p € U C B we may write any u € 7~ }(U) C E as
u=~ (p, f) € U x F and identify f € F,, with all h € F, that can be reached by spreading out from (p, f)
in the horizontal direction. The notion of a horizontal layer of equivalent points across fibres has a rather
similar flavour to the idea of a section. So what is the difference? A section is a “static” slice through the
bundle, providing a fixed choice of points in each fibre. In contrast, the horizontal identification of points
provided by an Ehresmann connection is a “dynamic” process that involves the transport of elements
between distinct fibers. This “dynamic” nature of the connection is captured by defining the Ehresmann
connection in terms of vectorial objects — namely elements of the tangent bundle of the original fibre
bundle. In the following, we prepare the formal definition of the Ehresmann connection.

In differential geometry, any smooth map f : M — N between smooth manifolds induces two mutually
dual maps, the push-forward f, : TM — TN and the pullback f*: T*N — T*M by f, where the names
signify whether the respective maps point in the same (push-forward) or in the opposite (pullback)
direction of f. Note that the pullback of differential geometry is related, but not equivalent to the
pullback of fibre bundles we discussed before. Let M, N be smooth manifolds and let f : M — N be a
smooth map. The push-forward f, of f is a map

fe :TM — TN | (2.137)
sending elements of the tangent bundle TM == M of M to elements of the tangent bundle TN =% N
of N. It is defined pointwise as

f* : TpM — Tf(p)N
X f.(X). (2.138)
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The elements X € T,M are tangent vectors of M at p. They can be defined as equivalence classes [v]
of smooth curves 7 : [-1,1] — M with v(0) = p and coinciding derivatives in M. In that case, we write
X =[] =+'(0) and f.(X) € Ty, N is given by

f(y'(0)) := (f 27)'(0) , (2.139)

i.e. the push-forward of a tangent vector X = ~/(0) to the curve v(s) at s = 0 in M is a tangent vector
f+«(X) = (f o) (0) to the curve (f ov)(s) at s =0 in N. The pullback f* of f is a map

FTN S T*M | (2.140)

sending elements of the cotangent bundle T*N 2Ny N of N to elements of the cotangent bundle

T* M

T*M —— M of M. It is defined pointwise as

w ff(w). (2.141)

The elements w € Tf*(p N are linear functions w : T, N — R. Therefore, it is natural to take a test
vector X € T, M and define the pullback f*(w) € T, M of w € T} )N via its dual, the push-forward, as

(/" (W) (X) = w(fu (X)), (2.142)
or, more compactly, as
(ffw, X) = (w, . X), (2.143)

using a bracket notation w(X) = (w, X) for the dual pairing of linear forms and vectors and omitting the
argument brackets for better readability.

A formal definition of the Ehresmann connection can then be given in terms of the push-forward 7, of
the projection map. Let E — B be a smooth fibre bundle and let 7, : TE — T'B be the push-forward
of the projection map 7 of E. The kernel

VE :=ker(m, : TE — TB) (2.144)

of 7, defines a fibre bundle called the vertical bundle VE =Y E over E. The vertical bundle VE is
canonically defined for every fibre bundle E. It forms a smooth subbundle of the tangent bundle TE and
consists of vectors X € T'E that are tangent to the fibres in that they are collapsed by m,.

Definition 2.2.7. Ehresmann Connection. Let £ = B be a smooth fibre bundle. An Ehresmann
connection on E is a smooth subbundle HE =2 E of the tangent bundle TE =22 E, called the
horizontal bundle of the connection, which is complementary to the canonical vertical bundle VE 2
FE in the sense that

TE=VE®HE . (2.145)

The projection maps my g and my g are the restrictions of the canonical projection map 7 g of the tangent
bundle.

Equation (2.145) requires that the tangent bundle T'E splits as the direct sum of its smooth subbundles
VE and HE. For a smooth fibre bundle E =+ B with fibre F' this essentially means that at each point
u € F the tangent space T, E can be written as the direct sum

T.E=V,E® H,E (2.146)

of a dimg(F)-dimensional linear subspace V,E C T,FE called the vertical subspace and a dimg(B)-
dimensional linear subspace H,E C T, E called the horizontal subspace. While Eq. (2.144) shows that
the vertical subspace V. F is uniquely defined by the projection map, there is a considerable degree of
freedom in the choice of the horizontal subspace H,FE and, by extension, the Ehresmann connection.

41



Figure 2.8: Possible choices of horizontal subspaces complementing the vertical subspaces at different
points u € 771(p) = F, and w € 7 !(q) = F, in two simple fibre bundles. The left picture shows
horizontal subspaces of two different Ehresmann connections HE (red) and H'E (orange) on the two-
dimensional cyilinder bundle E 5 S!, while the right picture illustrates the concept for a more generic
three-dimensional bundle £ = B with two-dimensional base manifold B and one-dimensional typical
fibre F'. Illustration created by the author, based on Ref. [71].

This is illustrated in the left picture of Fig. 2.8 for the trivial cylinder bundle E = S! x R. Embedded
in R3 we can write every point u € F as u = (z,e¥) = (z,¢) using standard cylinder coordinates.
Elements of the tangent space T, E at any u € E are then vectors

0 0

X = Xog + Xy (2.147)
with coefficients X, X, € R. The vertical subspace V,,E at any u € F is then given by V,, F' = span(0/0z).
For the horizontal subspace we may choose the canonic option H,E := span(d/dy), shown as red lines
in the left picture of Fig. 2.8. Clearly, an element of the direct sum V,, E@® H, E is of the form Eq. (2.147)
which makes the canonic option H,FE a valid choice for a horizontal subspace. However, we may also
choose H, E := span(0/d¢+ f(z,9)0/0z) for any smooth function f : E — R, (z,¢) — f(z,¢). Elements
of the direct sum V,E @ H E are of the form

X =Xyey + Xgregy:
0 0 0
= XV@ + Xn (&p + f(2780)az>
0

0

where Xy, Xp € R denote the coefficients in the basis vectors ey of V, E and ey of H/E. Since
the coeflicients are arbitrary real numbers, this is equivalent to Eq. (2.147) as well. The horizontal
spaces of such an Ehresmann connection are illustrated as orange lines in the left picture of Fig. 2.8.
Since the tangent bundle TE =22 E of a given bundle F = B is a smooth manifold of dimension
dimg (TE) = 2dimg (F), the degree of freedom in the definition of an Ehresmann connection becomes
large quickly. This can be recognised from the right picture of Fig. 2.8, which visualises a local chunk of
a three-dimensional bundle F = B with two-dimensional base manifold B and one-dimensional typical
fibre F'. The degree of freedom in defining the horizontal subspaces H,FE and H, FE is even larger than
in the cylinder example.

Another, equivalent way to define an Ehresmann connection is by using a projection map ® onto the
vertical bundle V E. Such a projection map is a vector bundle endomorphism ¢ : TE — TFE satisfying
the two properties ®> = ® and ®|y g = idy . The former makes ® a projection, while the latter ensures

im(®)=VE and ker(®) = HE (2.149)
which reproduces the Ehresmann separation TE = im(®) @ ker(®) = VE @ HE of TE into vertical and

horizontal subbundles. At each point u € F, the projection map ® : T, F — T, F is a linear mapping from
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T, E to itself. In this sense, ® acts like a T;, E-valued linear form at every u € E. Since ® defines a smooth
distribution of such T3, F-valued linear forms over F, it may be regarded as a T'E-valued one-form on E.
For this reason, ® is often called the connection form of the Ehresmann connection. This perspective
on the (Ehresmann) connection is very useful in many situations and often present in the description of
topological phenomena in physics.

There are various types of connections for different kinds of fibre bundles. Examples include linear
(or Koszul) connections on vector bundles, metric connections, like the Riemannian and the Levi-Civita
connection, on metric vector bundles, and principal connections on principal bundles. Although these
different connection types are generally defined in different ways, they can often be regarded as special
cases of certain Ehresmann connections. Due to its great importance for physics, we will take a closer
look at one such special case in the following: the principal connection of a principal bundle.

Definition 2.2.8. Principal Connection. Let E = P(B,G) be a principal G-bundle. An Ehresmann
connection HFE on FE is called a principal connection if it is invariant under the G-action on F.

This means the following. Remember that a principal G-bundle F admits a right action of G which is
formally a map

Ry:E—FE
u— Ry(u) :=ug, (2.150)

where g € G is arbitrary and fixed. The right action induces a push-forward

Ry : T,E = Ty,E
X — Ry.(X) (2.151)

between the tangent spaces at every point u € E. In Eq. (2.126) we identified the fibres of E as the
orbits of the G-action. Therefore, u € E and ug € E correspond to the same fibre, i.e. m(u) = m(ug), for
every g € (G. The Ehresmann connection HE of FE is said to be invariant under the G-action on E if the
horizontal subspaces H, E and H,,E on the same fibre are related by

HyuyE = Ry H,E (2.152)

for all g € G and v € E. As a consequence, a horizontal subspace H,FE at any u € E generates all the
horizontal subspaces on the same fibre. If G is a Lie group, which it usually is in physical applications,
we can use the fact that G acts vertically on E to show that the connection form ® of the Ehresmann
connection can be viewed as a one-form w on E with values in the Lie algebra g of G.!® Formally, we
write w € I'(T*E ® g, E), which means that w is a smooth section of the bundle T*E ® g over E, i.e. of
the cotangent bundle T*F over F with values in g. The latter is signified by the tensor product between
T*FE and g. Based on w we can define an important object called the local connection form A4; of the
connection. The important difference between A; and w is that A4; is a g-valued one-form on a open
neighbourhood U; C B of the base manifold B of E, rather than one on the entire bundle E itself. In
practice, this makes A; much more accessible than w or ®. In fact, the local gauge potential from gauge
theory corresponds to neither ® nor w, but to a local connection form A;. A general definition of A; can
be given in terms of the pullback o} : T*E — T*U; of a local section o; : U; — E.

Definition 2.2.9. Local Connection Form of a Principal Bundle. Let E = P(B, G) be a principal
G-bundle with an Ehresmann connection HE and let w € T'(T*FE ® g, E) be the connection one-form of
HE. The local connection form .4; is defined as the pullback

A; = o} (w) (2.153)

of w by a local section o; : U; — E of E, making it an element A; € T'(T*U; ® g, U;).

Note that the tensor product with g does not affect the construction. Strikingly, a local connection form
A; on a trivialisation chart U; C B completely determines the connection form w; on #=*(U;) C E 5 B,

16This is done using the push-forward Ry« of the action Ry, of the one-parameter subgroups ¢ : R — G of G [39].
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although it does depend on the particular local section o; : U; — E. Consider an open cover {U;} of the
base space B of our principal bundle F together with local sections {o;} and local connection forms {A;}
defined on the open neighbourhoods of that cover. The local sections {¢;} and local connection forms
{A;} on the {U;} patches uniquely determine local connection one-forms {w;} on the chunks {7~1(U;)}
of I located above these patches. For w to be uniquely defined on all of F, the local forms w; and w;
must agree on all nonempty overlaps U; N U; # 0, ensuring that the collection {w;} pieces together into
a single well-defined global form w with w|y, = w;. To fulfil this condition, the local connection forms A;
have to satisfy the transformation property [39]

Aj =t Aty + t5 Aty (2.154)

where t;; : U; N U; — G denote the transition functions between the local sections o; over U; and o}
over U;. The first term on the right-hand side of Eq. (2.154) corresponds to the standard adjoint action
Ady : g — g, 0 — g 'pg of the Lie group G on its Lie algebra g. The second term is best understood
remembering that at each point p € U; NU; the local connection forms A; are maps A; : T,(U; NU;) — g
taking a vector X € T,(U; N Uj) to an element p € g of the Lie algebra. Acting on a test vector
X € T,(U; NU;) at p € U; NU; it becomes

(7' (p)dtz) (X) = tfjl(p)%tij(V(S)) a

, (2.155)

where v : [-1,1] — U; N U, is a curve with 4(0) = p and 7/(0) = X. Note that (0) = p ensures that
Eq. (2.155) is an element of the tangent space T.G ~ g of G at the identity e since it corresponds to a
derivative at the identity ti_jl(p)tij (v(0)) = ti_jl(p)tij (p) = e by definition.

As a consequence, we can construct w over E from any open cover {U;} of B with local sections
{0;} and local connection forms {A;} given the A; satisfy Eq. (2.154). However, there is an important
caveat here, namely that non-trivial principal bundles do not admit a global section. So while A; = ofw
always exists locally, it may not be defined globally. These observations have immediate implications
for physics. We mentioned earlier that the local connection form A; corresponds to the gauge potential
in physical gauge theories. Consequently, the compatibility condition in Eq. (2.154) becomes a gauge
transformation in gauge theory (cf. Tab. 2.2) and the non-triviality of a principal bundle manifests in
the form of topological gauge field configurations, such as instantons or monopoles.

An Ehresmann connection on a smooth fibre bundle E also determines a generalised notion of parallel
transport known as the horizontal lift. The horizontal lift specifies how a curve « : [0,1] — B in the base
space B of a fibre bundle E can be lifted to a curve 4 : [0,1] — E in E.

Definition 2.2.10. Horizontal Lift. Let £ = B be a smooth fibre bundle with an Ehresmann con-
nection HE ™2, F and let v : [0,1] — B be a smooth curve in B. A horizontal lift 5 of 7 is a curve
7 :[0,1] — E satistying (7 0 5) = v and 7'(s) € Hy()E for all s € [0,1].

The first condition (7w 0%) = v means that 4 is projected onto the original curve v so it is indeed a version
of v that has only been “lifted upwards”. The second condition asks that 7'(s) € Hy()E everywhere so
the tangent vectors to 4 are required to be always horizontal. In terms of the connection form ®, the
requirement 3'(s) € Hy(5) E becomes

B(5'(s)) = 0. (2.156)

Since ® can be understood as a differential one-form, Eq. (2.156) constitutes an ordinary differential
equation (ODE) and the fundamental theorem of ODEs guarantees the local existence and uniqueness of
the horizontal lift [39].

Theorem 2.2.2. Uniqueness of Horizontal Lifts. Let v : [0,1] — B be a smooth curve in the base
space B of a smooth fibre bundle E = B with an Ehresmann connection and let ug € 7~ 1(v(0)) be an
arbitrary, but fized element of the fibre over ~(0). Then there exists a unique horizontal lift ¥(s) in E
such that (0) = ug.

The requirement that all tangent vectors must be horizontal means that 4 follows a path in E that only
connects elements of neighbouring fibres that are considered equivalent by the Ehresmann connection.
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Figure 2.9: Parallel transport of tangent vectors to the punctured plane R? := R? \ {0} along the closed
path S' € R? according to two different Levi-Civita connections on the tangent bundle TR2. The
parallel transport in the left picture is defined using the Levi-Civita connection of the standard metric
ds? = dx? + dy? = dr? 4+ r2d#?, while the right picture is defined using the Levi-Civita connection of the
modified metric ds? = dr? + dé?.

In this sense, the horizontal lift 4 describes a transport of 4(0) without change, i.e. a parallel transport
of 4(0) similar to the familiar parallel transport of vectors in tangent bundles. For this reason we call
(1) € 7=1(v(1)) the parallel transport of 7(0) € m~1(v(0)) along v. The uniqueness of horizontal lifts
ensures that for any given curve 7 : [0, 1] — B and ug € 7~ 1(7(0)) there exists a unique parallel transport
up € 7 1(y(1)) of ug along + that we obtain by lifting up v(0) to 7(0) := ug and setting u; := 7(1). This
naturally defines a map

P, : Wﬁl(’y(O)) — 7T71(’Y(1))
. (2.157)

called the parallel transport P, along . Note that P, does not only depend on the path «, but also
on the specific connection chosen on the bundle. This is illustrated in Fig. 2.9, which shows the parallel
transport of tangent vectors to the punctured plane R? := R?\ {0} along the unit circle S C R? for two
different Levi-Civita connections on the tangent bundle TR2. Levi-Civita connections are a special class
of metric connections that are uniquely defined for any given (pseudo-)Riemannian metric on a smooth
Riemannian manifold. The two metrics that give rise to the two distinct Levi-Civita connections on TR2
illustrated in Fig. 2.9 are the standard metric ds? = da? +dy? = dr? +r2d6? on the left, and the modified
metric ds? = dr? + df#? on the right. The latter is singular at the origin, which is why we consider R2
instead of R%2. Even though Levi-Civita connections are rather important for physics, we are not going
to go into more detail about them.

In a principal G-bundle E = P(B, G), we can use a version of the compatibility condition Eq. (2.154)
to determine the parallel transport u; explicitly. Recall that Eq. (2.154) describes the transformation
behaviour of local connection forms A; and A; on overlapping neighbourhoods U; N U; # () with local
sections o; and ;. Since E is a principal bundle, o; and o; are related as

aj(p) = oi(p)ti;(p) (2.158)

with t,;(p) € G for all p € U; N Uj. In fact, this is why the transition functions ¢;; appear in Eq. (2.154)
to begin with. If we take a chart U; C B that supports a given curve v : [0,1] — U; C B and a local
section o; : U; — = 1(U;) C E, we may write the horizontal lift ; : [0,1] — 7=1(U;) C E in a similar
way, namely as

Y(s) = 0i(v(5))g:(v(5)) , (2.159)

where g;(v(s)) € G everywhere. Therefore, 4 behaves just like a section ¢; and we can understand the
compatibility condition Eq. (2.154) as a relation between A; = 07 (w) = 7*(w) and A; = o7 (w). If we
plug A; = 7*(w) into Eq. (2.154) and apply it to X = +/(s) we get

(T @)(X) = g7 () Ai(X)gi(s) + (g7 (5)dgi) (X) , (2.160)
where we wrote gg_l) (s) = gg_l) (7(s)). The dual relationship between the pullback and the push-forward
as defined in Eq. (2.142) allows us to rephrase this as

W(F(X)) = g; ' (5)Ai(X)gi(s) + (g7 (s)dgi) (X) . (2.161)
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Figure 2.10: Parallel transport of tangent vectors on S2. The black tangent vector at the north pole pg
is parallel transported to p; at the equator along two different paths indicated by red and blue arrows,
respectively. The mismatch between the red and blue tangent vectors at p; is a holonomy of the tangent
bundle T'S? of S? and famously attributed to the curvature of S2.

Now, the push-forward X = 7, (X) of the tangent vector X = +/(0) to ~ by the horizontal lift 7 is itself a
tangent vector to 7. By definition of the horizontal lift, X is horizontal and hence collapsed as w(X' )=0
by the connection form w on E, cf. Eq. (2.156). With this, Eq. (2.161) becomes

0= g; ' () Ai(X)gi(s) + (9 ' (5)dga) (X) . (2.162)

If we rewrite the second term on the right-hand side according to the middle expression of Eq. (2.155)
we end up with

0= g7 (5)Ai(X)0u(5) + 7 (5) - 0s(1(3))] g (2.163)
which immediately rearranges into
Lgir(5)) = ~A(X)gi) (2164)
after multiplying by g¢;(s) from the left. For g;(0) := e the formal solution to Eq. (2.164) reads
(1)
9i(v(s)) =Pexp | - o Ai,u("Y(S))dx“] ; (2.165)

where P is the path ordering operator along ~(s) and where A; ,, are the components of A; in local
coordinates z* on U; C B. Using this expression for g;(y(s)) and the definition Eq. (2.159) of the
horizontal lift, we find that the parallel transport u; takes the form

(1)

u; = o;(y(1))Pexp [ Ai,u(’y(s))d:n”] . (2.166)

7(0)
Versions of this formula are ubiquitous in the physics literature. Most notably, it appears in the form of
an observable called the Berry phase, which is a special case of an important notion called holonomy.

2.2.5 Holonomy

Let E = B be a smooth fibre bundle with Ehresmann connection HE. Say we take two distinct curves
a:[0,1] - B and g : [0,1] — B with a(0) = 8(0) = po and a(1) = §(1) = p; and determine their

horizontal lifts & : [0,1] — E and 3 : [0,1] — E such that a&(0) = 3(0) = ug € 7~ *(po). Then a(1) is not
always equal to 5(1). Figure 2.10 shows a prominent example of this: the parallel transport of tangent
vectors on S? leads to very different results depending on the specific path of transport. Generally, if we

have two curves a and 3 with «(0) = 8(0) = pp and a(1) = §(1) = p; we may concatenate them as

_Ja(l—2s) forse 0, 3)
7e) = {5(25 —1) forse[L1] (2.167)
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to get a loop in B. Since we chose @(0) = B(O) = ug, the horizontal lift 4 of 7 can be written as

q(1—2s) forse0,3)

B2s—1) forse| (2.168)

Y(s) =

N
—_
—

which connects 7(0) = @(1) =: u, and 5(1) = S(1) =: ug. The start point u, and end point ug of 7 are
still in the same fibre as m(uq) = 7(ug) = p1, but whenever u, # ug the lift ¥ is no longer a loop. In
this sense, every loop = in the base space B defines a non-trivial map

Ty i (p) = 7 (p)
U A (2.169)

that takes an element u € F), to another element ¥, € F), defined as the end point 7, := 7,(1) of the
unique horizontal lift 4, that starts at 4,(0) = u. The 7, is completely determined by the loop 7 in B
and the connection HE on E. The fact that u, 7.,(u) € F, means that they are related as

Ty (u) = ug,(u) (2.170)

for some g, (u) € G. This motivates the following definition.

Definition 2.2.11. Holonomy Group. Let £ =5 B be a smooth fibre bundle with structure group
G and Ehresmann connection form ®. Take an element v € E with m(u) = p and consider the set
Cp(B) ={y:10,1] = B|~v(0) = (1) = p} of loops in B based at p. The set

Hol, (®) = {9 € G|3v € Cp(B) : 7y(u) =ug} (2.171)

defines a subgroup of the structure group G that is called the holonomy group of ® at u € F.

Note that the order in which we concatenate o and § in Eq. (2.167) only changes the orientation of
the resulting loop, but not its end point. In contrast, the order in which we concatenate the horizontal
lifts @ and B in Eq. (2.168) does have an impact on the respective end point. The holonomy group
therefore measures the failure of parallel transport to commute. This indicates that the holonomy group
generally contains sensitive geometrical information — its elements depend strongly on the connection
of the fibre bundle and the geometric details of the underlying loops in the base manifold. However,
there is also some topological information to be found in the holonomy group. To see this, recall that we
used homotopy-equivalence classes of the same kind of one-dimensional loops to define the fundamental
group 7 of a topological space earlier. For example, we found that the identity of the fundamental
group corresponds to contractible loops, i.e. loops that can be shrunk down to a point representing the
trivial constant loop there. We can translate this idea to the holonomy group. In fact, we find that the
subset Holg(fb) of the holonomy group that comes from contractible loops in B forms a connected normal
subgroup Hol® (®) < Hol, (®) that is called the restricted holonomy group of ® at u € E. As such it
contains the identity element of Hol, (®), namely the constant loop 7o(s) = 7(u), which makes Hol? (®)
the identity component of Hol,(®). Since Hol?(®) is a normal subgroup of Hol, (®), the quotient

Hol, (®)/Hol? (®) = {gHol? (®) | g € Hol, (®)} (2.172)

has a group structure describing a partition of Hol, (®) with respect to Holg(@). A more comprehensive
understanding of the topological information contained in Hol,, (®) is then provided by a natural surjective
group homomorphism

H : 71,(B) — Hol, (®)/Hol) (®) (2.173)

between the fundamental group 71 (B) of the base manifold and the quotient Hol, (®)/Hol?(®) of the
bundle holonomy group by its restricted holonomy group. The fact that H is surjective tells us that
it takes at least one element of 7;(B) to each element of Hol, (®)/Hol?(®). This allows us to identify
two extreme cases. The first one arises when m1(B) = {e}, i.e. when the fundamental group of the
base manifold B is trivial so B is simply connected. In that case, the surjectivity of H tells us that
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Hol, (®)/Hol’(®) ~ {e}, which immediately implies that Hol, (®) = Hol’(®). The holonomy group over
simply connected manifolds is therefore guaranteed to be connected (only has the connected component
of the identity). According to Eq. (2.173), a trivial fundamental group also suggests that the holonomy
group stores purely geometrical information. The second extreme case is realised when Hol? (®) = {e},
i.e. when the restricted holonomy group of the bundle is trivial. In this case, Eq. (2.173) tells us that
for Hol, (®) to be non-trivial, we require a non-trivial fundamental group 71(B) of the base manifold.
After all, 71 (B) = {e} implies Hol, (®) = Hol’ (®) so if additionally Hol® (®) = {e} we immediately have
Hol,, (®) = {e}. The size of the holonomy group is thus determined by the size of the fundamental group
in this scenario. As a consequence, a trivial restricted holonomy group suggests that the holonomy group
contains purely topological information. It seems that situations with a trivial fundamental group and
those with a trivial restricted holonomy group represent extremes where holonomy reflects only geometric
and topological information, respectively. Accordingly, every other combination of a fundamental group
and a restricted holonomy group will interpolate between these two extremes. While it appears logical
that the size of the fundamental group m (B) should control the amount of topological information in the
holonomy group, it may be less clear why the size of the restricted holonomy group Holg(q)) should do
the same for geometric information. To illustrate why this is the case, we observe that Hol’ (®) captures
the local structure of Hol,, (®) in the sense that all local loops, i.e. all loops within local charts U C B, are
contractible and thus contribute specifically to Hol® (®). If we understand topology as being concerned
with global properties, we find that the only possible “cause” for holonomy on these local charts is of a
geometric nature. More precisely, the local origin for holonomy is a geometric property that we call the
curvature R of the bundle. It is the direct generalisation of the literal curvature of surfaces like the sphere.
In fact, the latter corresponds to the example shown in Fig. 2.10, where the concatenation of the red and
blue transport curves results in a contractible loop in S? that lifts to an open curve in the tangent bundle
TS? (mismatch between the red and blue arrow at p;), generating a holonomy that is famously attributed
to the curvature of S?. Since there are many local neighbourhoods U ~ R" in an m-dimensional manifold,
the curvature is often regarded as the primary source for holonomy. For this reason, it is often said that
the smaller the holonomy group, the flatter the bundle. Indeed, one can show that H012(<I>) = {e} if and
only if R =0, i.e. the restricted holonomy group is trivial if and only if the curvature vanishes. In this
way, the curvature R serves as a measure for the amount of geometric information in Hol,,(®) much like
the fundamental group serves as a measure for the amount of topological information.

2.2.6 Curvature

In the previous section we introduced curvature as the source of local holonomy and local holonomy as a
measure for the non-commutativity of parallel transport. A rigorous definition of curvature therefore has
to formalise the idea that curvature is the failure of parallel transport to commute. To make this precise,
consider a smooth fibre bundle £ =+ B with fibre F' and an Ehresmann connection HE. The notion of
parallel transport under HFE is based on the horizontal lift of curves from the base manifold B to the
total space E. The lift of a curve is said to be horizontal if its tangent vector is horizontal at all times.
Therefore, a horizontal curve 4 can be regarded as an integral curve %’y(s) = X (7(s)) of a horizontal
vector field X by definition. Here, a horizontal vector field denotes a vector field that is a (local) section
X €e'(HE, E) of the horizontal subbundle HE over E. In this way, the parallel transport of an element
u € F is naturally associated to a horizontal vector field. If we consider the parallel transport along
two distinet lifted curves, we get two distinct horizontal vector fields X, Y € T'(HE, E) and it becomes
natural to ask about the flow of either vector field along the other. In particular, do horizontal vector
fields remain horizontal if they flow along other horizontal vector fields? If they stay horizontal, the
horizontal subspaces at different u,w € E are said to be compatible and there is no local holonomy.!”
If they fail to stay horizontal, the horizontal subspaces at different u,w € E are not compatible and the
horizontal flow of the local horizontal subspaces develops a vertical component that generates holonomy
effects. Determining whether horizontal vector fields remain horizontal under horizontal flow reduces to

17In this case HE is called integrable because it can be integrated into T'F in the sense that we can find a smooth
dimg (B)-dimensional submanifold I of TE that has the horizontal subbundle for a tangent bundle, i.e. TI = HE. Moving
around in I corresponds to traversing the aforementioned “horizontal layer” of equivalent points in different fibres of E,
which leaves no room for holonomy effects to take place.

48



an analysis of their closure under the Lie bracket. The Lie bracket [-, -] is an operator that assigns to any
two vector fields X, Y : M — T'M on a smooth manifold M another vector field [X,Y]: M — TM that
is defined via its action

(X, YI(f) = X(Y(f)) = Y (X(/)) (2.174)

on a smooth function f € C*°(M) on M. Here, the action of a vector field X € I'(M) on a smooth function
f € C>®(M) gives another smooth function X(f)() = X“%(J where z# denote local coordinates.
Importantly, the Lie bracket [X,Y] is the derivative of Y along the flow generated by X, i.e. the
infinitesimal flow of Y along X. The closure of the horizontal vector fields under the Lie bracket is then

measured by the expression
R(X,Y) = [W(X), ¥(Y)] - ¥([¥(X), ¥(Y)]), (2.175)

where [-,] is the Lie bracket and ¥ := (id — ®) : TE — HE denotes the projection map onto the
horizontal subbundle, defined via the aforementioned Ehresmann projection ® : TE — V E onto the
vertical subbundle. The operator R takes any two vector fields X,Y : E — T'E on E, projects them onto
their horizontal components ¥(X),¥(Y) : E — HE, and returns the vertical part of the infinitesimal
flow [¥(X), T(Y)] of (V) along ¥(X) as the discrepancy between the Lie bracket [¥(X), U(Y)] and its
horizontal part U([¥(X), ¥(Y)]). We define the curvature of an Ehresmann connection as the extent of
horizontal non-closure that is captured by R.

Definition 2.2.12. Ehresmann Curvature. Let £ = B be a smooth fibre bundle with an Ehresmann
connection HE and let ® denote the vertical projection map of HE. We denote the complementary
horizontal projection map of ® by ¥ = (id — ®). The curvature R of ® is defined as the vertical
component

R(X,Y) = [W(X), U(Y)] - ¥([W(X), ¥(Y)])
= @ ([(id — )(X), (id — @)(Y)])

of the Lie bracket between the horizontal vector field projections Xg,Yy : E — HEFE of any two vector
fields X,Y : F - TFE.

In the second line of Eq. (2.176) we plugged in ¥ = (id — ®) to arrive at an expression for R that
only depends on the Ehresmann projection map ®. The last line of Eq. (2.176) introduces a shorthand
notation of R that will be useful later on. Previously, we showed that ® can be regarded as a T E-valued
one-form on E. As a consequence, R can be understood as a T E-valued two-form on E.

In a principal G-bundle E = P(B,G), the Ehresmann connection form & defines a connection one-
form w with values in the Lie algebra g of G. If we apply the above definition Eq. (2.176) of the curvature
to w instead of @, we get a g-valued two-form €2 that is called the curvature two-form of the connection
one-form w. To do this, we express R(X,Y) as

R(X,)Y) = @([Xu,Yu), (2.177)

where we took the last line of Eq. (2.176) and wrote out the vertical part [-, -]y of the Lie bracket as
[,-]lv = @([,*]) using the original Ehresmann projection map ®. Substituting ® and R with w and Q2
then yields

QX,Y) = w([Xu,Yu]) . (2.178)

Since w implements the projection on the vertical subspace, we have w(Xgy) = 0 for every horizontal
vector field Xy and we can add two zero terms to arrive at

QUX.Y) = w([Xu, Yu]) - Xow(Ya) + Yaw(Xn) (2.179)
which, using the invariant formula

dn(X,Y) = Xn(Y) = Yn(X) —n([X,Y]) (2.180)
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for the exterior derivative dn of a one-form 7, becomes
QAX,)Y)=—-dgw(Xy,YH), (2.181)

where dp denotes the exterior derivative on the total space E. Note that dgw(Xp, Yy) is precisely the
definition of the covariant derivative

of w capturing its horizontal variation. This means that (X,Y") can be brought into the compact form
QX,Y) =—-D,w(X,Y), where the minus sign is often absorbed to arrive at the definition

Q(X,Y) = D,w(X,Y). (2.183)

Although this definition of €2 is very elegant, it is not quite as useful for practical applications. To get
a more functional expression for €2, we note that the exterior derivative dgw(Xg, Yy) of the horizontal
vector field projections Xy, Yy of any two vector fields X, Y can be rewritten as

de(Xy,Yy) =dpw(X,Y) + [w(X),w(Y)], (2.184)
such that we arrive at the expression
QX,Y) =dpw(X,Y) + [w(X),w()) (2.185)

for the g-valued two-form Q on E. Finally, one can show that Eq. (2.185) is equivalent to the familiar
definition

Q=dpw+wAw (2.186)

of the curvature two-form €2 in terms of the exterior derivative dpw of w and the wedge product of
connection one-form w with itself. The advantage of the formulas Eq. (2.185) and Eq. (2.186) is that they
only require explicite knowledge of the connection one-form w since they no longer contain horizontal
projections of vector fields. Recall that in Def. 2.2.9 we defined the local connection form A; as the
pullback A; = o (w) of the g-valued connection one-form w by a local section o;. The local curvature
form F; of the g-valued two-form €2 is defined analogously.

Definition 2.2.13. Local Curvature Form of a Principal Bundle. Let E = P(B, G) be a principal
G-bundle with a g-valued Ehresmann connection one-form w and let 2 = dgw + w A w be its g-valued
curvature two-form. The local curvature form F; is defined as the pullback

Fi =0 (Q) (2.187)

of by a local section o; : U; — E of E.
Specifically, the pullback of Q from Eq. (2.186) by a local section o; : U; — E becomes

Fi=dgpA;+ A, NA; (2.188)

where A; is the local g-valued connection one-form and where dg denotes the exterior derivative on the
base space B. The action of F; on vectors fields X,Y : B — T'B on the base manifold B is accordingly
given by

Fi(X.Y) = dpAi(X,Y) + [Ai(X), Ai(Y)]. (2.189)

If we consider a local chart U; C B with coordinates x*, we can write the local connection one-form A;
in components

A= A=A,dz", (2.190)
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where we dropped the subscript ¢ for better readability. From this, we get the component expression

Fi=F=dpA+AANA

0A,
= idsrx“ Ndz” + A, A da? A da”
oxH

1
= (8“,41, — 8, A, + [A,, Ay]>dz” A dz”
=: Fp dat Ada” (2.191)

of the local curvature form F on U C B. Note that in the third line of Eq. (2.191) we wrote 0, = 6%
and used the antisymmetry of the wedge product to explicitly antisymmetrise the components F,,,,. On

overlapping charts U; N U; # 0 the field strengths F; and F; have to be related as
Fj=t; Fitij, (2.192)

where t;; : U;NU; — G are the transition functions between the sections o; over U; and o; over U;. If we
compare the transformation condition of the curvature two-form in Eq. (2.192) to that of the connection
one-form in Eq. (2.154), we find that for an Abelian gauge group G, only the connection transforms
non-trivially while the curvature remains invariant.

Recall that the connection one-form A; is identified with the gauge potential in gauge theory. Ac-
cordingly, the curvature two-form F; corresponds to the field strength, cf. Tab. 2.2. Equation (2.192)
then describes the covariant nature of the field strength under gauge transformations. The fact that
Eq. (2.192) becomes trivial for Abelian gauge groups tells us that the field strength becomes gauge in-
variant in such cases. An important class of princpal G-bundles to which this applies is the class of
principal U(1)-bundles that naturally appear in the topological description of many quantum theories
due to the U(1) degree of freedom in the definition of a quantum state.
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2.3 Characteristic Classes and Numbers

Characteristic classes are cohomology classes that are naturally associated to vector bundles. As such,
they are topological invariants measuring the extent to which the global structure of the bundle deviates
from a product structure. Throughout this section we closely follow Ref. [15].

Definition 2.3.1. Characteristic Classes. A characteristic class « is a natural assignment of a
cohomology class z(E) € H*(B)'® to each vector bundle E = B. A characteristic class 2(E) of a bundle
E is called stable if it is invariant under taking the direct sum with a trivial vector bundle T, i.e. if
r2(EeT)=ux(FE).

Note that the naturality of the assignment means that the characteristic classes x satisfy

w(f*E) = f*(x(E)) (2.193)

for every continuous map f : M — B, i.e. that they commute with the notion of pullback. This
has various consequences. An important one is that it allows us to compute the characteristic classes
of all real and complex vector bundles in terms of the characteristic classes of their classifying spaces
BO(n) = Gp(R*) and BU(n) = G,(C*>). Following Ref. [15], one may identify four main types of
characteristic classes:

1. The Euler class e(F) € H"(B,Z) for oriented, rank-n, real vector bundles E = B.

2. The Stiefel-Whitney classes w;(E) € H'(B, Z,) for real vector bundles E = B.

3. The Chern classes c¢;(E) € H* (B, Z) for complex vector bundles E = B.

4. The Pontryagin classes p;(F) € H* (B, Z) for real vector bundles F = B.
Except for the Euler class, these classes are universal in that they generate the cohomology rings
H*(BO(n),Z2), H*(BU(n),Z) and H*(BSO(n),Z) of the respective classifying spaces. We will fur-
ther address this later on. First, some comments are in order. Although these classes are characteristic
of the vector bundles E = B, they correspond to cohomology classes of the respective base manifolds B.
Furthermore, only the Stiefel-Whitney classes are defined with Z, coefficients and only the Chern classes
are defined for complex vector bundles. The other classes are defined with Z coefficients and for real
vector bundles. It is also worth mentioning that there is only one Euler class associated to a real vector
bundle. In contrast, the other classes come as sequences of i = 0,1,..., N (possibly) non-trivial classes,
where the maximal non-trivial index N depends on the specific characteristic class under consideration.!?

One of the most notable features of characteristic classes is that, despite their abstract definition, they
often hold remarkably practical meaning. Take for example a real vector bundle E =+ B. A first check of
the non-triviality of E could be to analyse whether it is orientable or not. One way to do this is by means
of a homomorphism Og : m1(B) — Z5 that assigns 0 or 1 to each loop v € m(B) depending on whether
the orientation of the fibre is preserved or reversed as one goes around <. Under the Abelianisation
of the fundamental group 71 (B) to the first homology group Hi(B), the homomorphism Op becomes
a map Op : Hi(B) — Zs, which readily defines an element of the first cohomology group H'(B,Z3)
with coefficients in Zy. That element is precisely the first Stiefel-Whitney class, i.e. [Og] = w1 (F). By
construction, wi (F) is equal to zero if and only if F is orientable. Thus, non-triviality of wi(E) prevents
E from being orientable. For this reason we call w;(F) an obstruction (class) to orientability. Most
characteristic classes allow an interpretation in terms of obstructions to certain geometric structures.
Another striking example of the utility of characteristic classes is the existence of characteristic numbers
that can be defined from the characteristic classes as follows. Consider a vector bundle £ =+ B over
an n-dimensional base manifold B. If B is closed and oriented, then there exists a unique homology
class [B] € H,(B) called the fundamental or orientation class of B that can be naturally paired against
elements w € H"(B, R) of the n-th cohomology group with coefficients in R to give an element of the
coefficient ring R of H"(B, R), i.e.

(], [B]) =w(B) € R. (2.194)

8 [*(B) denotes the cohomology ring of the base manifold B as defined in Eq. (2.83).
9The cohomology groups H™(B) of the base manifold B become trivial once n > dimg(B). The maximal index of the
Stiefel-Whitney/Chern/Pontryagin classes is therefore the maximal number N such that N/2N/4N < dimg(B).
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In a vector bundle with characteristic classes {x;}, the cup product of cohomology then allows us compute
products ;, @;,...x;, = ¥;, — T, — ... — x;, of characteristic classes of total degree >} _, deg(z;,) =n
and pair them against the orientation class [B] to get an element (4, 4,...2;,)(B) € R of the coefficient
ring that is called a characteristic number and that may acquire a geometric or even physical meaning in

some cases.20

Definition 2.3.2. Characteristic Numbers. A characteristic number X of a vector bundle E =5 B
over an oriented closed n-dimensional manifold B is the result of any pairing
X = (ziy ...z, )(B) (2.195)

p

between a cup product (z;,...x;,) of characteristic classes z;, of total degree Y ,_; deg(x;,) = n and the
orientation class B = [B] € H,(B) of B.

More generally, one can pair an element w € H"(B, R) of the n-th cohomology group with coefficients
in R against any orientable n-cycle C' C B of dimension dimg(C) = n < dimg(B) to get an element
([w],[C]) € R. For C # B, the resulting ring elements are simply not considered “characteristic” of the
bundle, as they depend not only on the bundle but on the specific connection and sub-cycle C' C B.

In the following, we will give a brief overview over some of the characteristic classes most relevant to
physics, namely the Euler, Stiefel-Whitney, and Chern classes.

2.3.1 The Euler Class

In 1758, Euler famously discovered that the alternating sum of the number of vertices V', edges E and
faces F of a convex polyhedron P C R? always gives

V-E+F=2. (2.196)

This equation is now known as Euler’s polyhedron formula and the sum of vertices, edges and faces
is called the Euler characteristic x(P) of P. A modern version of the Euler characteristic generalises
this surprising result to general topological spaces: the Euler characteristic x(X) of an n-dimensional
topological space X is defined as the alternating sum

X(X) = (-1)'8; (2.197)
1=0

of its Betti numbers §8; = rank(H;(X)), making it a topological homotopy invariant of X. Since every
convex polyhedron is homotopic to the two-sphere, Eq. (2.196) is a special case of Eq. (2.197) for X = S2.
Indeed, we can read off the Betti numbers 8y = 82 = 1 and 8; = 0 in Eq. (2.56) and find

X(S*)=Bo—Pi+P=1-0+1=2. (2.198)

Based on Eq. (2.197), we can extend this formula to higher-dimensional spheres. For example, with
Eq. (2.56) the Euler characteristic of the three-dimensional sphere S* becomes

X(S*)=Bo—Pr+P2—Ps=1-0+0-1=0, (2.199)
and we arrive at the closed expression
X(8%) =14 (-1)° (2.200)

for the Euler characteristic of the d-sphere. Historically, the Euler characteristic was the first example
of a characteristic number. It can be used to define the Euler class e(E) of a real oriented rank-n vector
bundle £ = B over an oriented closed manifold B as the unique cohomology class e(F) € H™(B, Z) that
satisfies

(e(E), [B]) = x(E) , (2.201)

20T here are subtleties when products involve characteristic classes from cohomology groups with different coefficients.
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i.e. that results in the Euler characteristic x(E) of the bundle E =+ B when paired with the orientation
class [B] € H,(B) of the base manifold B.?! Equation (2.201) immediately implies that the Euler class
e(F) changes sign when the opposite orientation is chosen for F, i.e. that

e(E) = —e(E) (2.202)

where F is E with reversed orientation. This has an important consequence for the Euler class of real
oriented vector bundles of odd rank, in which the fibre inversion isomorphism [ : ' — F, f — — f reverses
the orientation®? of the fibre so that it induces a vector bundle isomorphism I : E — FE between E and
E. It follows, that the Euler class of real oriented vector bundles of odd rank satisfies

e(F)=—e(E), (2.203)
which leads to the equation
e(E)+e(E)=2e(FE)=0. (2.204)

Note that Eq. (2.204) does not necessarily imply that e(E) = 0 since the cohomology group H"(B, Z)
may contain torsion elements, i.e. elements g € H™(B, Z) for which there exists a finite integer m such
that m - g = 0. Therefore, Eq. (2.204) only tells us that the Euler class of real oriented vector bundles
of odd rank is 2-torsion. This has some implications for the Chern—Weil perspective on the Euler class
which we will address in greater detail shortly.

Unlike most other characteristic classes, the Euler class is unstable, meaning that e(E®T) # e(E) for
the direct sum F @ T between a given vector bundle E and a trivial vector bundle T'. In fact, it satisfies

e(EaT)=e(F)—e(T)=0. (2.205)

Note that the instability of the Euler class is by no means a flaw. In fact, it makes the Euler class one
of the few characteristic classes that have any chance of detecting the non-triviality of so-called stably
trivial vector bundles, i.e. vector bundles E for which there exists a trivial vector bundle Tr such that
the direct sum FE & T is again a trivial bundle T, i.e. E®Tg = T. Stable characteristic classes of stably
trivial vector bundles are therefore necessarily trivial themselves, as z(E) = x(E & Tg) = z(T) = 0.

Conceptually, the Euler class is an obstruction to finding a nowhere vanishing global section on a vector
bundle. This means that e(E) = 0 is a necessary condition for the existence of a nowhere vanishing global
section. Importantly, e(E) = 0 is not sufficient — there may be situations where e(E) = 0 and no nowhere
vanishing global sections exist. Recall that a rank-n vector bundle F is trivial if and only if it admits a
global frame, i.e. a collection of n linearly independent (orthonormal) nowhere vanishing sections. The
Euler class is therefore an obstruction to finding a trivial rank-one subbundle of E. From this perspective,
Eq. (2.200) tells us that there exist no nowhere vanishing global sections on the tangent bundles of even-
dimensional spheres, which is precisely the statement of the hairy ball theorem. The modern textbook
definition of the Euler class formalises the idea of obstructing nowhere vanishing sections by means of the
so-called Thom isomorphism [61]. This isomorphism is used to translate the twisting of the zero-section
Ey within £ =5 B into a concrete cohomology class e(E) € H"(B) by relating the orientation class of
the total bundle E to the complement E — Ey of Ej in E, i.e. the domain of nowhere vanishing sections
of E.

21The Euler characteristic x (M) of a smooth manifold M is the Euler class e(TM) of its tangent bundle T'M.
22The fibre inversion is implemented by the negative identity matrix 1,, which has determinant det(1,) = (—1)" which
equals plus one (preserves orientation) for even n and minus one (reverses orientation) for odd n.
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2.3.2 The Stiefel-Whitney Classes

Just like the Euler class, the Stiefel Whitney classes are defined for real vector bundles E = B. However,
the Stiefel-Whitney classes do not require orientability because they are defined in cohomology with Z5
coefficients. The following list of properties of the Stiefel-Whitney classes can be regarded as their
axiomatic definition [15].

Definition 2.3.3. Stiefel-Whitney Classes. The Stiefel-Whitney classes are a unique non-trivial
sequence of functions {w;} that assign cohomology classes w; € H'(B,Zs) to every real vector bundle
E 5 B with tpical fibre F such that

1. w;(f*E) = f*(w;(E)) for every continuous function f: M — B.

2. w(Ey @ Ey) = w(Ey) — w(E2) where w =), w; € H* (B, Z5) .

3. w;(E)=0if i > dimg (F) or i > dimg(B).
The sum w = ), w; is called the total Stiefel-Whitney class of E.

The first condition in the above list makes the Stiefel-Whitney classes natural in the aforementioned
sense. The second condition yields the relation

wn(B1© By) = Y wi(By) — w;(E), (2.206)
i+j=n
which is sometimes called the Whitney sum formula. Equation (2.206) readily establishes the stability
of the Stiefel-Whitney classes: the n-th Stiefel-Whitney class w,, (E @ T) of the direct sum E ® T of a
given vector bundle F and a trivial vector bundle T is

wp(E@T) = Z w;(E1) — wj(E2) = wp(E) — wo(T) = wp(E) — 1 =w,(E), (2.207)
i+j=n
since w;(T) = 0 for all j > 0. The third condition of Def. 2.3.3 ensures that only finitely many terms
of the total Stiefel-Whitney class are non-zero. The Stiefel-Whitney classes do not require orientability.
Nonetheless, there is a connection to the Euler class that is unique for orientable vector bundles.

Theorem 2.3.1. Let E =5 B be an orientable rank-n real vector bundle. The top Stiefel-Whitney class
wp(E) and the Euler class e(E) of E are related as

e(E) =w,(E) mod 2. (2.208)

This relationship is not accidental. One way to construct the Stiefel-Whitney classes is to take Thm. 2.3.1
as a starting point and define the other Stiefel-Whitney classes by induction. This construction scheme
draws on the history of characteristic classes, telling a story about the stabilisation and extension of the
Euler class to non-orientable spaces.

We mentioned earlier that the first Stiefel-Whitney class wy (F) is an obstruction to the orientability
of a given vector bundle E. The second Stiefel-Whitney class provides a refinement of this notion that is
of particular interest to physicists: it obstructs the existence of spin structures on a given vector bundle.
To see how this is similar to an obstruction to orientability, take a generic real rank-n vector bundle
E with the general linear group GL(n) for a structure group. If E is equipped with a metric we can
reduce GL(n) to the orthogonal group O(n) which preserves the metric — this is a typical starting point
for physical theories. Orientability of E then allows us to further reduce O(n) to the special orthogonal
group SO(n) which preserves orientation. Finally, E is said to admit a spin structure if the structure
group SO(n) can be lifted to its double cover, the spin group Spin(n), in a consistent fashion. While the
first Stiefel-Whitney class wy (E) obstructs orientability, i.e. the reduction to SO(n), the second Stiefel-
Whitney class wy(FE) further obstructs the lift of SO(n) to Spin(n). Therefore, a real vector bundle
E T B admits a spin structure if and only if wy (E) = wo(FE) = 0 [15].

Finally, the Stiefel-Whitney classes are universal classes of real vector bundles. Specifically, the
Stiefel-Whitney classes generate the cohomology ring H*(BO(n), Zs) of the aforementioned classifying
space BO(n) = G,(R>) of all real rank-n vector bundles and associated principal O(n)-bundles. This
means that every characteristic class of a real vector bundle that is defined with Zy coefficients is a
polynomial in the Stiefel-Whitney classes. The reason we care most about cohomology classes with Z,
coeflicients for real vector bundles is that real vector bundles, unlike their complex counterparts, may not
be orientable and Z, coefficients work for both orientable and non-orientable spaces equally.
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2.3.3 The Chern Classes

The Chern classes are defined for complex vector bundles E = B, i.e. for vector bundles whose typical
fibre F' is a complex vector space. Accordingly, the structure group of a generic complex rank-n vector
bundle is the complex general linear group GL(n, C), which, unlike the real general linear group GL(n, R),
is a connected topological manifold. One immediate consequence of this is that every complex vector
bundle admits a canonical orientation. In contrast to the Euler class and the Stiefel-Whitney classes,
the Chern classes therefore do not require any mention of orientability and can be defined as cohomology
classes with Z coefficients, extending the Euler class to complex spaces. The following list of properties
of the Chern classes can be regarded as their axiomatic definition [15].

Definition 2.3.4. Chern Classes. The Chern classes are a unique non-trivial sequence of functions
{c;} that assign cohomology classes ¢; € H? (B, Z) to every complex vector bundle E =+ B with typical
fibre F' such that

1. ¢;(f*E) = f*(¢;(E)) for every continuous function f: M — B.

2. ¢(Ey @ Ey) = c(E1) — c¢(E3) where c= ). ¢; € H*(B, Z) .

3. ¢;(E) =0if i > dimc(F) or 2i > dimgp(B).
The sum ¢ = ), ¢; is called the total Chern class of E.

Again, the first condition in the above list makes the Chern classes natural in the aforementioned sense
and again the second condition yields the Whitney sum formula

cn(By® Ey) = > ci(B1) — ¢j(E) (2.209)
1+j=n

for the Chern classes, establishing their stability as

cn(EaT)= Z G(E) — ¢j(T) = cn(E) — co(T) = cp(E) — 1 =cn(E), (2.210)

i+j=n

since ¢;(T) = 0 for all j > 0. Just like with the Stiefel-Whitney classes, the third condition of Def. 2.3.4
ensures that only finitely many terms of the total Chern class are non-zero.

We mentioned in the beginning that every complex vector bundle F comes with a canonic orientation.
This canonic orientation induces an orientation on the rank-2n real vector bundle Er — B that is
associated to any rank-n complex vector bundle F = B by viewing the typical fibre F' ~ C" as a real
real vector space Fr ~ R?". The Chern classes are designed such that there is a strong relation between
the top Chern class ¢, (FE) and the Euler class e(ER).

Theorem 2.3.2. Let E 55 B be a rank-n complex vector bundle and let Ex = B be the orientable
rank-2n real vector bundle associated to it. The top Chern class ¢, (E) is equal to the Euler class e(ER),

e(E) = cn(E) . (2.211)

Again, this relationship is not accidental. Just like the Stiefel-Whitney classes, the Chern classes can be
defined by taking Thm. 2.3.2 as a starting point and defining the lower Chern classes by induction [72].
This construction scheme of the Chern classes represents the stabilisation and extension of the Euler class
to complex spaces.

Theorem (2.3.2) tells us that the top Chern class ¢, (F) of a rank-n complex vector bundle E obstructs
the existence of a nowhere vanishing global section, i.e. of a trivial complex rank-1 subbundle of E. The
lower Chern classes then extend this notion to trivial subbundles of higher and higher rank. Specifically,
the obstruction to finding k£ orthonormal global sections in a complex vector bundle of rank n is measured
by the (n — k + 1)-th Chern class ¢,_+1(E).

Finally, the Chern classes are universal classes of complex vector bundles: they generate the cohomol-
ogy ring H*(BU(n), Z) of the classifying space BU(n) = G,,(C>) of all complex rank-n vector bundles
and associated principal U(n)-bundles. This means that every characteristic class of a complex vector
bundle that is defined with Z coefficients is a polynomial in the Chern classes. We can afford to focus
on the richer cohomology with Z coefficients here because of the aforementioned canonic orientation of
complex vector bundles.
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2.3.4 The Pontryagin Classes

The Chern classes and their universality for complex vector bundles can be used to define universal
characteristic classes with Z coefficients for real vector bundles. This is done by complexifying a given
real vector bundle E 55 B of real rank n as Ec := E® C = E @ iE to get a complex vector bundle
Ec 5 B of complex rank n, but real rank 2n. Based on the complexification of E, one can then define
the so-called Pontryagin classes

pi(E) == (—1)co;(Ec) € H¥(B,Z) (2.212)

of the initial real vector bundle E. There are some things worth mentioning about Eq. (2.212). First
of all, it defines a characteristic class p;(F) of a real vector bundle, which may lack orientability, via
a characteristic class ¢;(E¢) of a canonically oriented complex vector bundle. As we will see shortly,
this discrepancy in orientability introduces some subtleties to the Pontryagin classes. Furthermore,
the relation p;(E) o< cg;(Ec) € H*(B,Z) and cy;(Ec) = 0 for 2i > n means that there are at most
| 5] Pontryagin classes pi,... ,p|z| associated to a given real rank-n vector bundle E. An important
consequence of this is that only real vector bundles E of even rank have a Pontryagin class pz (E) that
corresponds to the top degree Chern class ¢, (FEc) of the complexified bundle. By Thm. 2.3.2 we then
have

p2(B) 222 ¢, (Be) 22 (B o B), (2.213)
where E® F is the oriented real bundle associated to the complexified bundle Fc = E®iFE of E. However,
the Whitney sum formula e(E @ E) = e¢(E) — e(E) = e(E)? that would relate the highest Pontryagin
class p» (E) to the Euler class e(E) as
p=(E) = e(E)? (2.214)

2

is only valid if the original real vector bundle E is oriented. The fact that the relation between the
highest Pontryagin class and the Euler class depends on the rank and the orientability of a vector bundle
suggests that the universality of the Pontryagin classes for real vector bundles requires more careful
consideration. Indeed, we explicitly have to distinguish between oriented and unoriented vector bundles
of even and odd rank.?® In practice, this means that we have to consider different classifying spaces,
namely BSO(n) = G, (R>) for oriented real rank-n bundles and BO(n) = G, (R*) for unoriented real
rank-n bundles.?*

In the unoriented case, the Euler class e is not defined. One can show that the Pontryagin classes
[p1,...,p =] generate the torsion free part Hy.(BO(n),Z) = H*(BO(n), Z)/torsion of the cohomology
ring H*(BO(n), Z), while torsion is generated by (the Bockstein) images of the Stiefel-Whitney classes in
H*(BO(n), Z). Therefore, the integral cohomology H*(BO(n), Z) is fully determined by the Pontryagin
classes and the Stiefel-Whitney classes. Notably, this is true for all n, so that every integral characteristic
class of an unoriented real rank-n vector bundle is a polynomial in the Pontryagin classes and (the
Bockstein) images of the Stiefel-Whitney classes in H*(BO(n), Z) irrespective of the whether n is odd
or even.

In the oriented case, the Euler class e is defined and the situation becomes a bit more intricate. The
torsion part of H*(BSO(n), Z) is again captured by (the Bockstein) images of the Stiefel-Whitney classes
in H*(BSO(n),Z). However, the free part Hj .(BSO(n),Z) of the cohomology ring H*(BSO(n),Z)
requires a distinction between even and odd ranks. For odd ranks, there is no relation between the
BSO(2m+1), Z) is generated by the Pontryagin classes
[p1,-..,pm]. For even ranks, the highest Pontryagin class p,, equals the square of the Euler class e
as pm = €% and Hp . (BSO(2m),Z) is instead generated by [pi,...,pm—1,€]. Therefore, the integral
cohomology H*(BSO(n), Z) is completely determined by the Pontryagin classes and the Stiefel-Whitney
classes for odd ranks, while the only additional characteristic class required for even ranks is the Euler
class [15].

Pontryagin classes and the Euler class and Hf;(

2380 far we did not have to explicitly take orientability into account because we were either dealing with Zs cohomology
which ignores orientation or with complex bundles that are canonically oriented to begin with.

24The classifying space for oriented real rank-n vector bundles is BSO(n) = G (R*) where G, (R®) = limg_; oo G (RF)
denotes the limit of real oriented Grassmannians Gy, (R¥) = SO(k)/(SO(n) x SO(k — n)).
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2.3.5 Chern—Weil Theory

There is one approach to the theory of characteristic classes that is distinguished by its practical utility.
Chern—WEeil theory is based on the insight that certain polynomials in the curvature two-form F of
principal G-bundles P = B define elements of the de Rham cohomology ring H}R(B) of their base
spaces. In this way, Chern—Weil theory provides a method for computing some characteristic classes of
principal G-bundles using only their curvature. In the following, we sketch the fundamental ideas of
Chern—Weil theory for principal G-bundles. This part is based on Ref. [39].

As a preliminary consideration, we introduce the notion of invariant polynomials. Let G be a Lie
group and let g be its Lie algebra. An invariant polynomial of degree k is a symmetric k-linear function

k
f:®g — R that satisfies
f(AdgA1, ..., AdgAL) = f(A1, ..., Ag) (2.215)

for all g € G and A; € g. Here, AdjA; = g~ 'A;g is the adjoint action of G on g. The invariant
polynomials of degree k form a vector space I"(g) and the direct sum I*(g) = @y, [ (g) is called the
algebra of invariant polynomials. We can extend the domain of invariant polynomials I*(g) from g to
g-valued differential forms by defining

f(??lAl, - 777kAk) =mA LA ’r]kf<A1, o 7Ak) s (2.216)

where A; € g and 7, are k;-forms. The result of Eq. (2.216) is an R-valued k = ), k; form. If we take
a particular g-valued k-form n and an invariant polynomial f € IP(g) C I*(g) of degree p we call the
R-valued kp-form f(n) := f(n,...,n) the diagonal combination of f in 7.

Consider a principal G-bundle P =+ B whose structure group G is a Lie group with Lie algebra g. Any
connection on P allows us to define a g-valued connection one-form A on B and its g-valued curvature
two-form F as shown in Eq. (2.188). The Chern—-Weil theorem states the following important result
about invariant polynomials in the curvature two-form.

Definition 2.3.5. Chern-Weil Theorem. Let P =+ B be a principal G-bundle where G is a Lie
group and g its Lie algebra. The diagonal combination f(F) := f(F,...,F) of any invariant polynomial
f € I*(g) in a curvature two-form F on B satisfies

1. df(F)=0

2. f(F) — f(F) is exact for any two curvature two-forms F' and F on P

The first condition makes f(F) a closed R-valued differential form on B, while the second condition
ensures that f(F) and f(F') are cohomologous. Combined, the Chern-Weil theorem asserts, that
[f(F)] € Hir(B), i.e. that f(F) is a well-defined representative of a de Rham cohomology group of
the base space B. In this way, the Chern—Weil theorem defines a homomorphism

¢:1"(g) = Hir(B) ~ H*(B,R)
[ F(P)], (2.217)

that is sometimes called the Chern—Weil homomorphism [39]. Recall that the de Rham theorem estab-
lishes an equivalence H} (B) ~ H*(B,R) between de Rham cohomology and singular cohomology with
real coefficients. In contrast, all of the characteristic classes we discussed before are defined with Z or
Z4 coefficients. The Chern—Weil homomorphism becomes applicable to the integral characteristic classes
because the inclusion map ¢ : Z < R naturally induces a map ¢* : H*(B,Z) — H*(B,R) between
integral and real cohomology. In terms of characteristic classes, the Chern-Weil homomorphism is often
stated as follows.

Definition 2.3.6. Chern—Weil Homomorphism. Consider a principal G-bundle P = B whose struc-
ture group is a Lie group G with Lie algebra g. Let F denote its g-valued curvature two-form on B and
let zr (P) € H*(B,R) denote the image of an integral characteristic class (P) € H*(B, Z) of P, induced
by the inclusion ¢ : Z < R. Then there exists an invariant polynomial f € I*(g) and a homomorphism
¢: I*(g) - H*(B, R) such that

o(f) = [f(F)] = z=(P). (2.218)



In the following, we briefly address the invariant polynomials that give rise to the Chern classes, the
Pontryagin classes, and the Euler class.

Consider a complex vector bundle F = B with typical fibre F ~ C". The structure group G of F
is U(n), and every (local) connection one-form A and curvature two-form F take their values in the Lie
algebra g = u(n). The total Chern class is defined via the invariant polynomial [39]

o(F) := det (11 + Z;) . (2.219)

Since F is a two-form, ¢(F) is direct sum of forms of even degree, i.e.
oF)=1+c(F)+c(F)+..., (2.220)

where the [c;(F)] € H?(B,R) are the images of the integral Chern classes ¢;(E) € H* (B, Z) induced by
the inclusion ¢ : Z — R.

Similarly, let E = B be a real vector bundle with typical fibre F ~ R". The structure group G of E
is O(n), and every (local) connection one-form A and curvature two-form F take their values in the Lie
algebra g = o(n). According to Eq. (2.212), the Pontryagin classes of E are defined via the Chern classes
of its complexification F¢. This is captured by the invariant polynomial

p(F) := det (]l + Zf) (2.221)

™

capturing the total Pontryagin class. Recall that the generators of g = o(n) are the skew-symmetric n xn
matrices. Since F takes its values in o(n), it is skew-symmetric as well and we find

F FT F
p(F):=det (1+— | =det (1T+— ) =det |1 - — ) =p(—F), (2.222)
27 2w 2
so p(F) is an even polynomial in F. As a result, the polynomials p;(F) in the expansion
p(F) =1+ pi(F) +p2(F) + ... (2.223)

are of order 4i and define elements [p;(F)] € H*(B,R) that correspond to the images of the integral
Pontryagin classes p;(E) € H*(B, Z) induced by the inclusion ¢ : Z < R.

The invariant polynomial of the Euler class can be deduced from the Pontryagin classes. Based on
Eqgs. (2.221) and (2.223) one can show that the highest Pontryagin class pj | of a given rank-n vector
bundle takes the form

J'_'
plz) = det <2ﬂ_) . (2.224)
We explained earlier that for even n, the highest Pontryagin class pz fulfills
ps(E) = e(E)?, (2.225)

which suggests the invariant polynomial

e(F) = Pt (f) (2.226)

2T

for the Euler class. Indeed, we find that the Pfaffian yields a class [e(F)] € H™(B,R) that corresponds to
the image of the integral Euler class e(E) € H™(B, Z) induced by the inclusion ¢ : Z < R. Importantly,
the inclusion of integral cohomology into real cohomology removes torsion. This means that e(E) is sent
to zero whenever it is of finite order. The fact that the Pfaffian of a skew-symmetric matrix of odd size
vanishes identically therefore captures the torsion nature of the Euler class in odd rank bundles mentioned
in Eq. (2.204).

The characteristic classes x(F) of Chern—Weil theory correspond to de Rham cohomology classes
constructed from the curvature two-form. As a result, the characteristic number pairing from Eq. (2.194)
can be expressed via the de Rham pairing from Eq. (2.104), yielding the simple formula

X(E) = ([=(E)], [B]) :]{ z(F) (2.227)

B

for the characteristic numbers of a given vector bundle E = B.
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2.3.6 Chern Numbers and a Glimpse of the Atiyah—Singer Index Theorem

When it comes to topological invariants of vector bundles, characteristic numbers stand out for at least
two reasons: their conceptual simplicity and practical utility. The latter extends well beyond pure
mathematics. This is impressively illustrated by the integer quantum Hall effect, whose quantised Hall
conductance is directly determined by a characteristic number known as the first Chern number. This
connection was established in 1982 by Thouless, Kohmoto, Nightingale, and den Nijs [10], and proved
influential enough to earn Thouless a share of the 2016 Nobel Prize in Physics [73]. Today, Chern
numbers are among the most prominent characteristic numbers in theoretical condensed matter physics.
In particular, they appear as principal topological invariants in the celebrated tenfold classification of
topological quantum matter with symmetries [14]. Considering their ubiquity, it is all the more surprising
that an exact definition of Chern numbers remains somewhat ambiguous.

Mathematically, Chern numbers are typically defined as pairings between top-degree products of Chern
classes and the orientation class of a base manifold B. Consider, for instance, a complex vector bundle
E I B over an orientable, closed base manifold B of real dimension dimg(B) = 6. There are in principle
three independent Chern numbers

Ci(E) = ([{(B)],[B]) , Ca(E) = {[cic2(E), [B]) ,  C3(E) = ([es(E)], [B)) (2.228)

associated with the three top degree products ¢}, cica, c3 € H9(B, Z) of Chern classes. By definition of the
Chern classes, the pairings in Eq. (2.228) (and integer linear combinations thereof) yield integer-valued
characteristic numbers of E.

In the physics literature, on the other hand, the term Chern numbers is frequently used for pairings
involving a related, but different type of characteristic classes: the so-called Chern characters. To motivate
the definition of the (total) Chern character, recall that the (total) Chern class is multiplicative under
direct sums of vector bundles, i.e.

C(E1 (&) EQ) = C(El) ~ C(EQ) . (2229)

Thus, the (total) Chern class translates addition of bundles into multiplication in cohomology. As a
consequence, the total Chern class does not induce a natural ring homomorphism between the semi-ring
(Vect(B), @, ®) of (complex) vector bundles over B (K-theory) and the ring (H*(B), +, —) of cohomology
groups of B [15].

The (total) Chern character [ch] € H*(B) is designed to remedy this by considering an algebraic
combination of Chern classes that takes direct sums to sums and tensor products to cup products, i.e.

ch(E1 @ Es) = ch(E1) + ch(E») and ch(Ey ® E3) = ch(Ey) — ch(E3) . (2.230)

Specifically, the (total) Chern character may be defined as

ch(E) = rank(E) + Z sp(ci(E), ..., ck(E)) /K, (2.231)
k>0
where
k
sp(c1(E),...,cp(F)) = Z sk—j(ci(E),...,cu—i(E))c;(E) (2.232)
j=1

denotes the recursively defined Newton polynomials [15]. The first terms of Eq. (2.231) are

Chl(E) = (1 (E)

1
chy(E) = 3 [e1(E)? — 2¢3(B)]
1
chs(E) = G [e1(E)? = 3c1(E)ea(EB) + 3e3(E)] (2.233)
and called the first, second and third Chern character of F, respectively. Note that without the 1/k!
prefactor, the k-th Chern character chy(E) o sip(ci(E),...,cx(E)) is an integer linear combination of
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degree-k products of Chern classes. In particular, chs(F) contains exactly the combinations of Chern
classes that we anticipated in our example Eq. (2.228) for integral “mathematical” Chern numbers. This
means that, aside from the 1/k! prefactor, the k-th Chern character chy(E) defines an integral cohomology
class. However, the presence of the fractional 1/k! prefactor disrupts this notion: the full Chern characters
can only take integer values if the linear combination si(c1(E), ..., cx(E)) of Chern classes happens to
be divisable by k!. This is not always the case. In fact, this is precisely the sacrifice required to make the
construction of the Chern character work: one must work with rational rather than integer coefficients.
Consequently, we generally have

[ch(E) € H*(B,Q) and [chi(E)] € H*(B,Q). (2.234)

Note that chy(E) € H?(B,Z) is always integral because chi(E) = c;(E) as shown in Eq. (2.233).
In Chern—Weil theory, the total Chern character [ch(F)] € H*(B,Q) is defined using the invariant
polynomial

m e (o[ 2]) <55 e (2 i

k=1
giving the expression
K
1 F
chi(F) = tr (;) (2.236)

for the k-th Chern character [chy(F)] € H?*(B,Q). This allows us to identify the definition
Chn(E) = (’) f tr(F)" (2.237)
2 B

that the authors of Ref. [14] give for the n-th Chern number Ch,(E) of a vector bundle E = B as the
de Rham duality pairing

Chn(E) = ([chn(E)], [B]) € @ (2.238)

between the n-th Chern character ch,, € H?"(B,Q) and the orientation class of B.2°> We just argued
that, by definition of the Chern characters alone, this expression is only guaranteed to be rational for
n > 1. Yet, Chern numbers are consistently advertised as integral topological invariants. One particularly
beautiful reason for this is the following.

In condensed matter physics we are often concerned with principal U(N)-bundles P IZ, B associated
with complex rank-N state bundles ¥ =% B over base spaces B that are spin manifolds, i.e. that admit
a global lift of the structure group SO(dimg(B)) to the Spin group Spin(dimg(B)) on their tangent
bundle 7B =225 B.26 Such a lift allows for the definition of a spinor bundle S =2+ B over B. For even-
dimensional base manifolds, dimg (B) = 2n, this spinor bundle decomposes as a direct sum S = ST @ S~

of left- and right-handed spinor bundles S* Ity Band S— 55 B , and one can define a Dirac operator
@:T(ST)—=T(S7), (2.239)

which acts as a first-order differential operator on the sections of S. Now the principal U(/N)-bundle
P I B from a condensed matter problem can be used to define the twisted spinor bundle S ® P, whose
sections describe spinor fields interacting with an external U(N) gauge degree of freedom captured by
the (local) connection (form) A of P. The Dirac operator

D4 T(ST@P) 5 T(S™ ®P) (2.240)

25The authors are clearly aware of this: they call their Chern number Ch,, instead of Cj,, hinting the relation to the n-th

Chern character rather than the n-th Chern class.
26Recall that a manifold M is spin if and only if w1 (TM) = wo(TM) = 0, i.e. if the first and second Stiefel-Whitney
classes of its tangent bundle vanish identically. Important examples include all spheres S™ and tori T™.
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on this twisted spinor bundle is called the Dirac operator twisted by P. We write I) 4 to highlight that
D is twisted by P via A. In local coordinates, ID 4 takes the familiar form

Dy=d+iA=~"(0u+iA,) , (2.241)

where the v# € Cl(2n) are gamma matrices generating the Clifford algebra associated with the base
manifold B. When B is compact, the twisted Dirac operator ) 4 is elliptic [39]. In that case, one can
define its analytical index as

ind(1 4) = dim ker(Ip 4) — dimker(1",) , (2.242)

and its topological index as

, (2.243)

vol

top(0) = §

3 (A(TB) ch(P))

where ch(P) denotes the (total) Chern character of P and A(TB) is a characteristic class of the tangent-
bundle 7B T2, B called the A—genus or Dirac-genus of B.2” The restriction |, of the integrand to
the volume ensures that only top-degree forms are picked up so that the integration makes sense. The
famous Atiyah—Singer index theorem [47,74] then states that

ind(1 4) = top(PD 4) , (2.244)

i.e. that the analytical and the topological indices of I) 4 are the same. Suppose B has a trivial Dirac
genus?® of A(TB) = 1, so that the topological index, Eq. (2.243), becomes

top(ID 4) = %Bchn(P) . (2.245)

If we additionally identify the numbers v, = dimker(/) 4) and v_ = dim ker(ﬁl) of positive and negative
chirality zero-energy modes of ID 4 [39] to rewrite the analytical index, Eq. (2.242), as

ind(Py) =vy —v_, (2.246)

the Atiyah—Singer index theorem from Eq. (2.244) takes the simple form
vy —v_ = % chn(P) . (2.247)
B

Now, since v, and v_ count the numbers of positive and negative chirality zero-energy modes of I) 4, they
are clearly natural numbers, i.e. v;,v_ € N. The analytical index, Eq. (2.246), is therefore obviously an
integer.?? Consequently, Eq. (2.247) ensures that the top Chern number, Eq. (2.237), of a U(N) bundle
over a closed, compact spin manifold B of even dimension dim(B) = 2n is always an integer. In the
special case of U(N)=U(1), this quantisation corresponds to the Adler—Bell-Jackiw chiral anomaly on
the even-dimensional manifold B [39,57,58, 75].

Variants of the Atiyah—Singer index theorem, most notably the Atiyah—Patodi—Singer index theorem
[25,48-50] for fibre bundles over base manifolds with boundary, provide the mathematical foundation for
the much-cited bulk-boundary correspondence of topological insulators [14, 25, 47], relating topological
bulk indices to the spectral flow of boundary Dirac operators [39].

27Similar to how the Chern character ch(B) is a rational combination of Chern classes ¢; € H?*(B, Z), the Dirac genus is
a Q-valued polynomial A(TB) = 1+ —ipl + %(4}72 — 7p?) + ... in the Pontryagin classes p; € H* (B, Z). Consequently,
A(TB) can only be paired against the fundamental class [B] of B to produce a characteristic number A(B) = $s A(TB) if
dimg (B) = 4n, i.e. if the dimension of B is divisible by four. Unfortunately, the characteristic number A(B) is commonly
referred to as the Dirac genus as well.

28The Dirac genus is trivial, A(TB) = 1, if all Pontryagin classes of the tangent bundle T'B IT5, B vanish, cf. first few
terms of A(TB) in the previous footnote. This situation is not overly exotic. For instance, Eq. (2.223) shows that this holds
if T'B is flat, i.e. there exists a connection with zero curvature F = 0 on T'B. Moreover, the Pontryagin classes are stable
so that p;(TB) = 0 if T'B is stably trivial, i.e. if there exists a trivial bundle Trp such that TB @ Trp is again trivial, cf.
Eq. (2.205) and discussion. The first argument, for example, shows that A(TB) = 1 for all n-tori B = T™, while the latter
ensures the same for all n-spheres B = S™.

29The Atiyah-Singer index theorem is often regarded as the conceptual origin of integral topological indices of differential
operators [39].
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3 — Time Reversal and Particle Hole Symmetry

In quantum mechanics, a normalised quantum state [¢) is an equivalence class

(W] = {? ) , 6 € R} (3.1)

of complex rays in a Hilbert space 7. The space of these equivalence classes is called the projective
Hilbert space P(H). In this framework, a symmetry transformation is an automorphism

S:P(H)—=PH), [¥]~— S[Y], (3.2)
that preserves the ray product [¢] - [¢] := |(¢|1)] between all states [¢], [¢)] € P(H) as
0] - [¢] = [SY] - [S9] - (3-3)

Wigner’s theorem [76| states that every symmetry transformation S : P(H) — P(#) comes either from a
unitary operator Ug : H — H satisfying

(UsélUsw) = (|ULUslw) = (6lw) (3.4)
or an antiunitary operator Ag : H — H satisfying
(AsolAgw) = (BlALAglv) = (9lv)" = (¥lg). (3.5)

In second quantisation, a non-interacting, particle-number conserving quantum system is characterised
by a Hamiltonian operator

H = hapcleg, (3.6)
where ¢, and ¢/, with o = 1,...,d are fermionic annihilation and creation operators satisfying the
canonical anticommutation relations

{cwc};} = 0ap and {carcgt = {CL,C};} =0. (3.7

Note that we used an Einstein notation (implicite summation of double indices) in Eq. (3.6) to aid
readability. The indices «, 5 are multi-indices accounting for a basis of the Hilbert space H, e.g. o = (j,0)
where j is a site index and o is a spin index. A generic unitary symmetry S of H is then implemented by
a unitary operator Ug that transforms the elementary fermionic annihilation and creation operators as

U;caUS = UaBCa and U;CLUS = uzﬂc}; ) (3.8)
while preserving the anticommutator relations
Us{ca, s UL = {c,nch} (3.9)
and the system Hamiltonian
UHUL, =H <= [H,UJ=0. (3.10)

The unitary symmetries of a system form a group Gg, whose irreducible representations can be used to
bring H into a block-diagonal form.! In this sense, unitary symmetries allow for a systematic reduction
of the problem’s full dimension to that of a single irreducible block.

IThis is an application of Schur’s lemma, see e.g. Ref. [77].
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In Ref. [14] the authors present an exhaustive classification of these irreducible blocks in terms of
three additional “non-standard” symmetries. These symmetries are time reversal symmetry (TRS) T,
particle-hole symmetry (PHS) C, and their combination, chiral symmetry & = T -C. The latter has to be
included because some systems are only invariant under the combined transformation S, but not under
T and C individually. Both TRS and PHS can square as

T?=4+1 and C?=+1, (3.11)

which gives rise to ten possible ways in which a given Hamiltonian H can transform under 7,C and S.
To see this, we write T = 0 (C = 0) if H is not invariant under TRS (PHS), and T = £1 (C = +£1) if
it invariant with 72 = £1 (C? = £1). Thus, there are 3 -3 = 9 possible ways in which H can transform
under combinations of 7 and C. In all these cases, S is determined as S = T - C. The tenth possibility
is then T = C = 0 but S = 1. The tenfold way of condensed matter theory corresponds to a tenfold
classification of so-called real super division algebras in mathematics — a very brief excursion is included
in App. A.1 for fun. In the following, we outline some details about TRS and PHS that will be needed
later.

3.1 Time Reversal Symmetry

Time reversal symmetry (TRS) is an involutive symmetry transformation, i.e. it is an automorphism
T : P(H) — P(H) that squares to the identity 72 = 1. On the underlying Hilbert space H, TRS
is implemented by an antiunitary operator 7 : H — H, which transforms the fermionic annihilation
operators as

TeaT' =Upgpes  and  TiT' = —i, (3.12)

where UTaB are elements of a unitary matrix Uy representing the linear part U, of 7 in the c,-basis.
This means that we can write 7 as a product

T=UK (3.13)
of the unitary operator ¢/ and the complex conjugation operator K in the c,-basis, which implements
the antilinearity of 7. In the generic case of fermions on a discrete lattice with sites j = 1,..., L, TRS
acts as

Te; T =6k, (3.14)

if the fermions are spinless and as
TejnTh = 81 (i0y). 5 ks (3.15)

if they have spin one-half. Here, v, € {1,/} label the spin indices of the elementary annihilation and
creation operators. A system with Hamiltonian H is called TRS invariant if

THT'=H. (3.16)

Since T : P(H) — P(H) fulfils T2 = 1, the operator 7 implementing it on H must satisfy 72 = e“1.
Invoking the antilinearity 7Te'® = e~ 7T of T together with

Te'* = Tel = TT? = T>T = ¢#1T = T (3.17)

yields the constraint e’ = e~ i.e. ¥ = 1. We can express this constraint in terms of the unitary
matrix representation Uy of U, by substituting Eq. (3.6) into Eq. (3.16). This yields

ULh*U, = h. (3.18)
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If we take the complex conjugate ULhUy = h* of this and plug it back into Eq. (3.18), we obtain
U0 h(UEU,) = . (3.19)

Thus, U7U; commutes with the Hamiltonian matrix h. Since we are working within an irreducible
representation of the symmetry class of all TRS-invariant Hamiltonians, Schur’s lemma implies that [14]

UpUyp = €1 (3.20)

Using the unitarity of Uy, we can multiply this by U] from the left and by U} from the right to get

1=e%UlUS, = ULUL=e"1, (3.21)
the transpose of which is
UrUp = e 1. (3.22)
Thus, we find
e = = ¥ =41, (3.23)
and, accordingly,
UrpUp=+1. (3.24)
As a result, we get
T?caT™® = TUposcs T = UfogUrp, ¢y = £0aycy = £ca (3.25)
and, more generally,
T20T™ = (£1)"0O (3.26)

for an operator O consisting of n fermionic annihilation and creation operators. Consider a non-interacting
particle-number conserving Hamiltonian as in Eq. (3.6). The Fock space F(#H) of H is formed by the
action of polynomials in the single-fermion creation operators ¢, on the vacuum state |0), which is defined
via ¢, [0) =0 for all @« = 1,...,d. A generic Fock state in F(H) takes the form

d
|n13"'and> = H (Cl)na

0). (3.27)
a=1
With 7 |0) = |0) we then find
d
T2{ns,... na) = T° [H (02)%] THT2j0) = (£1)V [0), (3.28)
a=1
where N = 23:1 Ng is the total number of fermions in |ny,...,ng). We can therefore use the total
fermion number operator N = Y% _ ¢l e, to write 72 as
T2 = (+1)V. (3.29)
An important consequence in systems with U;U,; = —1 and T2 = (—=1)V is that TRS invariance
[T, H] = 0 leads to a degeneracy of the spectrum. To see this, we consider a single-particle energy
eigenstate |n) of a TRS invariant Hamiltonian H,
Hn) = E,|n) , (3.30)

and note that its time-reversed partner |Tn) = T |n) is an eigenstate with the same energy

H|Tn)=HT |n)=TH|n) =TE,|n)=E,T |n)=E,|Tn). (3.31)

65



The pair {|n),|7Tn)} is called a Kramers pair. A celebrated theorem by Kramers states that the two

states of a Kramers pair are orthogonal if 72 = —1. This follows from
T?=-1 = T=-T", (3.32)
with which
(nTn) = (n|TIn) £ (|7t |n) = — (| TIn) = — (0 Tn) = (n|Tn) =0. (3.33)

In (o) we used that 7 is an antilinear operator, so it satisfies (0|7 |¢) = (¢|7Tt|1)). An important class of
systems with 72 = ( —IL)N are spin one-half fermions on a discrete lattice. We can show this directly by
using Uy key = 0jk(i0y )¢ from Eq. (3.15) to determine the matrix elements of UrUp as

(UTUT> Gy (kE) Ur(iyrmUm e

= 055 (i0y)ynd sk (ioy)ne

= (0570 7k] [(ioy) vy (i0y ) e]

= 0jk [—0re]

= —0(j)(ke)

= (=D ke) (3.34)
which readily confirms U7.U; = —1 and hence 72 = (—IL)N for these systems. Similarly, we note that

we trivially have U;U, = 1 in systems of spinless fermions on a discrete lattice, cf. Eq. (3.14).

3.2 Particle Hole Symmetry

Particle hole symmetry (PHS) is an involutive symmetry transformation C' : P(H) — P(H) that
satisfies C? = 1. On the underlying Hilbert space #H, PHS is implemented by an antiunitary operator
C : H — H that transforms the elementary fermionic annihilation operators as

Ce,Ct =Upppelh,  and  CiCT =i, (3.35)

where U, 5 are elements of a matrix U, which represents a projective involution operator U, : H — H

with Ug = ¢*1 in the c,-basis. The central aspect of the PHS transformation is that annihilation
operators are mapped to creation operators and vice versa. We can implement this via an antiunitary
particle hole conjugation (PHC) operation, which is defined via

T

[1]
[t

Ec =l =apcl,  and gt = —i. (3.36)

PHC is also called charge conjugation because it flips the sign, ZQ=" = —Q, of the U(1) charge operator
Q =N —d/2 where N = Zi:l cl e, is the fermion number operator and d/2 is half the single-particle
Hilbert space dimension. The PHC operator = is antiunitary because it comes from the antilinear Fréchet-
Riesz isomorphism H 3 1) — (1| € H* on the single particle Hilbert space H. With Z, we can write C
as a product

C=UE=U,EK (3.37)

of the involution operator U, and the antiunitary PHC operator Z, or, alternatively, the involution
operator U, the unitary part of the PHC operator = and the complex conjugation operator K in the
c,-basis. For trivial U, = 1, the PHS operator C is simply given by the antiunitary PHC operator E.
However, C = = can never be a meaningful symmetry of non-interacting quadratic Hamiltonians? like the
one given in Eq. (3.6). In fact, any such Hamiltonian is odd under the antiunitary PHC transformation

: (3.38)

2This includes all BAG Hamiltonians, cf. Sec. 5.
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so H and = anticommute as {H,Z} = 0. Moreover, this transformation behaviour is a direct result of the
canonical anticommutation relations of the cf, and cg. For this reason, some authors refer to Eq. (3.38)
as a tautological PHC symmetry property [78]. A meaningful PHS invariance

CHC'=H (3.39)
therefore requires a non-trivial unitary operator Y. Indeed, we find that
CHC' =U EHZWU, = U HU,, = H = {HU.}=0, (3.40)

i.e. that U, has to undo the sign reversal due to the bare particle hole conjugation. It follows that, U
swaps the positive and negative energy eigenstates of H. In condensed matter, U typically comes from
a (sub)lattice transformation in real space or a momentum shift in k-space. A simple example is the
tight-binding Hamiltonian

L—1
_ T T
H=t3" (el +cliiey) (3.41)
j=1
of spinless fermions ¢; on a one-dimensional chain of L sites, which is invariant under a PHS transformation

Ce,Ct = (—1)ch, (3.42)

with the involution matrix Ug ;. = (=1)78;5. Just like with TRS, the involutive property C? = 1 of
C : P(H) — P(H) means that C : H — H squares to C? = e'?1 for some phase factor ¢¥ and again the
antiunitarity of C restricts the possible phase factors to e?¥ = 41. Thus, we have

C? =+1. (3.43)

The particle-hole operator from Eq. (3.42) satisfies C? = +1.
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4 — Geometric Phases

Whenever a physical system depends on parameters A from a parameter manifold A, a cyclic evolution
of these parameters may induce a phase shift that depends solely on the path traversed in A. This
phenomenon is known as a geometric phase. Mathematically, geometric phases are closely related to
the concept of holonomy in fibre bundles, which we addressed in Sec. 2.2.5. The fibre-bundle perspective
enables the unification of a wide range of physical phenomena and provides a natural link between physics,
differential geometry, and topology.

In this section, we discuss the fundamental concepts of Abelian and non-Abelian geometric phases
in physics, with a particular emphasis on quantum mechanical applications. Throughout, we will draw
on the terminology of fiber bundle theory developed in Sec. 2.2. We begin with a brief excursion into
classical physics and review the Foucault pendulum as an introductory example. After that, we give a
quantum mechanical derivation of Berry’s adiabatic phase and identify it as an Abelian U(1) holonomy.
As a natural progression, we then extend the notion of an Abelian geometric U(1) phase to that of
a non-Abelian geometric U(N) phase known as Wilczek—Zee phase. Finally, we discuss a generalised
perspective on geometric phases that is due to Aharonov and Anandan [79]. Throughout this chapter we
closely follow Refs. [80] and [39].

4.1 The Foucault Pendulum

The Foucault pendulum is an experiment that was devised to demonstrate the rotation of earth.
Foucault observed that a rotating earth would cause the plane in which a pendulum swings to precess
over time. At a given latitude «, it would only return to its original orientation after T' = 24/|sin(«)|
hours. This is most obvious at the poles (o = 47/2), where the pendulum, and hence its plane of
oscillation, trivially rotates around its own suspension axis by 27 every 24 hours. Note that the formula
for T diverges at the equator, where &« = 0 and T" — oco. This reflects the fact that the precession rate
(angular speed), |w| = 27 /T, of the Foucault pendulum vanishes at the equator, meaning that the swing
plane there remains fixed and does precess at all.

To understand this effect in terms of parallel transport, we adopt an alternative but equivalent view-
point. Instead of a rotating earth with a stationary pendulum, we imagine a stationary earth on which
the pendulum is transported around the latitude circle £(«) at constant speed, completing one full cirle
after 24 hours. For conceptual clarity, we represent earth as a two-sphere S? and assume that the pen-
dulum is infinitely long, so that the plane in which its tip moves is locally flat and always tangent to
the earth’s surface at the point of suspension. Each swing direction can then be regarded as a tangent
vector to a two-sphere S? representing earth. By consistently orienting these swing vectors we obtain a
vector field X describing the pendulum’s swing directions at each point. As the pendulum moves along
{(«), its swing direction evolves according to parallel transport: the swing vector X is moved along the
latitude circle without twisting relative to the sphere’s surface. Figure 4.1 illustrates how the parallel
transport of the swing direction vector X (¢) along a latitude of S? can change its orientation. Applying
this analysis to the Foucault pendulum yields the anticipated phase shift of 27 sin(«) after one complete
circuit around the earth.

The geometric precession of the Foucault pendulum only becomes dominant if there is an adiabatic
separation of time scales. It is often said, that the rotation speed must be slow compared to the pen-
dulum’s oscillation time scale. This may sound a bit curious. After all, the earth is rotating very fast —
hundreds of meters per second at most latitudes. So how is the Foucault setup adiabatic enough to be
observable? The answer is that the relevant time scale separation is between the pendulum’s rapid oscil-
lation speed, completing a swing in a few seconds, and the much slower precession of its swing direction

due to earth’s rotation, which happens over the course of many hours.!

1Recall that the shortest possible period T of the swing direction is realised at the poles where T' = 24 hours.
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Figure 4.1: Parallel transport of the Foucault pendulum’s swing direction X along the latitude circle £(«)
for « = /6 = 30°.

4.2 The Berry Phase

The state of a quantum mechanical system is represented by a ray in a Hilbert space H, i.e. it
corresponds to an equivalence class

[l ={l¢) =cl), ceC’} (4.1)

of all states |¢) that differ from [¢)) only by a non-zero complex prefactor ¢ € C*. Of course, we usually
work with normalised quantum states, so that the equivalence class is reduced to

)] = {l¢) = € ) , o € R}, (4.2)

and we say that quantum states are only defined up to a global phase. Since that phase cancels out
in expectation values, it is generally considered unphysical. However, Berry demonstrated in Ref. [81]
that this phase may have observable consequences when a quantum system undergoes a cyclic adiabatic
evolution. For the next part we closely follow Ref. [39].

Consider a quantum system with a Hamiltonian H(A) that depends on a set of parameters A from
some parameter manifold A. If A = A(t) change as a function of time, the time evolution of an isolated
quantum state |¢(t)) is determined by the Schrédinger equation

i% [9(8)) = HA®) [4(2)) - (4.3)

Here, a quantum state is called isolated if it is non-degenerate for all A € A, or at least for all A(¢)
along the trajectory in A. If we assume that the parameters A(t) change slowly enough for the adiabatic
theorem to apply, then a system initially in the n-th eigenstate,

[9(0)) = In(A(0))), (4.4)

remains in the instantaneous n-th eigenstate at all later times. Let us take Eq. (4.4) as an initial state
and determine its time evolution under Eq. (4.3). The implicit time-dependence of the instantaneous
eigenstates |n(A(¢))) means that the naive ansatz

) = exp [ [ Ea(Ar) ar] In20) (45)

does not work because

i% [4(2)) :i%exp [—2/0 En()\(r))dr} In(A(1)))

— Bu(A()) exp {_i/ot En(A(T))dT] In(A()) + i exp {_i/ot En(A(T))dT} %m(x(t)))

= BN W) +exp | i [ B dr] i A0 (46)
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whereas

HA®)) [4(1) = En(A(1)) [1(2)) (4.7)
so the left-hand side of Eq. (4.3) has an extra term
exp | =i [ B()ar] i a0 (4.9

To compensate for this term, we introduce an additional time-dependent phase n(t) to our ansatz, so that

t

(1)) = exp [—z' (

The updated |1 (t)) still satisfies Eq. (4.7), but the left-hand side of Eq. (4.3) changes to

En(A(r)) dr - n<t>>} (A1) (4.9)

0

g 00) =i e [ ([ B ar—aw)] o)
:(En()\(t)) d”())w —|—zexp{ (/E ) dr — ())}%M(A(t))). (4.10)

For Eq. (4.9) to satisfy the time-dependent Schrodinger equation, we must choose 7)(t) such that

BN 60) & (B.00) — U ) j6(0) + s [ ([ BaA ) ar—00)) ] & @), @

which, upon cancelling E,, (A(t)) |¢(t)), becomes

DO o) Liewn |- ([ Bx@) a7 —n0) | § mron). (112)
We can multiply this from the left by (1(t)| as given in Eq. (4.9) to get
dn(t) 1 d
D L5 (AW & In(M0)) (413)

so that integration yields

. A(t)
S / () d [n(A) . (4.14)

Here, we have spelled out the derivative in (¢) to show that n(t) is independent of time as long as
the adiabatic theorem applies. In (x) we introduced the notation dy for the gradient in the parameter
manifold A, and in (%) we identified the total derivative

d|n(A)) = dx [n(A)) dX . (4.15)

Note that n(t) is real so it defines a proper phase. This can be seen using

(nAM)InA) =1 = %W(MT))IH(MT)))ZO, (4.16)
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with which

= (3 (O AW + A - InA)
= [0l (S 1O )]+ O 5 I
= 2Re (A - A @17)
such that the integrand of Eq. (4.17) satisfies
Im (s (n(A()] < (M) = Re(i (A - [n(A(r)) =0 (1.18)

To see whether 7(t) can be observable, we test its transformation behaviour under gauge transformations
[n(A) = [0/ (V) = (X)) XV (4.19)

where x(A) is a smooth function of A. As a preparation, we determine the transformation behaviour of
the integrand

(' (N)[d[n' (X)) = (n'(A)][0x [0/ (X)) dX
= X (X)) 05 [n(A) X
= =) ()] [0 (X)) XX + [n(A)) (iDax(X)eX D] dA

[(n()\)| Ox [n(A)) +i(dax(N)) (n(A)|n(X)) JdX
= [(n(A)] 9x [n(N)) + iOxx(A)]dA, (4.20)

which yields

z/w) SRy

A(0)

At)
i / )] 95 n(A) + iOxx(A)]dA

A(0

(0)
)\(t) A(t)
i / )] 9 [n(A)) dA — / (Dxx(V)dx
A(0)

=n(t) = X(A)) = x(A0))] , (4.21)
where we used that dy = daxdA is a total derivative. Now, suppose the system evolves slowly for a

time 7. When A(0) # A(T), i.e. when the final parameter configuration is different from the initial one,
Eq. (4.21) tells us that the additional phase n(T) can be removed by a gauge transformation with

>¢

X(A(T)) = x(A0)) = n(T) . (4.22)
However, this is not possible for A(0) = A(T), because in that case we get
X(A(T)) = x(A0)) = x(A(0)) = x(A(0)) = 0, (4.23)

and the phase 1(T") becomes observable. Moreover, 7(T") depends only on the closed trajectory C' C A,
so we write n = n(C). The geometric phase factor

u(C) = explin(C)] = exp [— f <n(A>|d|n<A>>] , (4.24)

is called a Berry phase factor. The phase n(C) is accordingly known as Berry phase. But why would we
expect a non-trivial Berry phase? And even if we find a non-trivial Berry phase — what does it signify?
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The answer to these questions lies in the inherent geometrical structure of the quantum system: the Berry
phase reflects the way in which the quantum states are organised over the parameter manifold A. The
natural framework to describe such structures is that of fibre bundles. In the language of fibre bundles,
the equivalence classes of parameter-dependent normalised states

[In(A)] = {uln(X)) |u € UML)} (4.25)

define a principal U(1)-bundle P = A over the parameter manifold A. This bundle captures the U(1)
degree of freedom of the states in Eq. (4.25). The projection map of P is naturally defined as

m(u|n(A))) = A, (4.26)
and the canonical local trivialisation of P is
¢:VxUNM) =7 V), ( Auln(N)) = un(N)). (4.27)
Fixing the phase of [n(\)) at each point in A amounts to choosing a global? section
o: A= P, X—=od)=uA)|nA), (4.28)
as specified in Tab. 2.2. Note that we often write

(n(A)) = u(A) [n(X)), (4.29)

because we usually work with a fixed gauge anyway. Furthermore, global section above takes the familiar
form

u(A) [n(N)) = e n(X)) (4.30)

if we explicitly spell out u(A) € U(1) as a phase factor. Moving forward we follow the above convention
and write

[n(N)) = a(A) = u(A) [n(N)) (4.31)

for better readability. Having identified the bundle structure of P, we may equip it with a connection.
Specifically, we define the Berry connection

A= (n(N)]d [n(N) =t A, (A)dA, (4.32)

where d = (9/0\,) d), denotes the exterior derivative in A. To show that Eq. (4.32) defines an Ehres-
mann connection on P we first note that A is skew-Hermitian,

0=d((n(A)n(A) = (d(nA)]) [n(X)) + (n(N)[d[n(X)) = (n(A)][d[n(X))" + (n(X)[d[n(X)),  (4.33)

and therefore an element of the Lie algebra u(1) of U(1). This makes A a u(1)-valued one-form on A, cf.
Def. 2.2.9. Next, we must show that A satisfies the compatibility condition given in Eq. (2.154). To this
end, we consider two overlapping charts U;, U, C A with local sections

In(X); = (N and n(A), = ok(A), (4.34)

that are related by
[n(N)y, = [n(N); tik(N) , (4.35)
where t;,(X) € U(1) are the transition functions between the two sections o; and oj. With this, we find

Ax = N4V,

L) ] d RN, t(N)

L) 0] [d ), (N) + n(N)), dti (V)|

= L) A () + (V) RN (4.36)

2Note that this bundle need not admit a global section, in that case we have to work in local sections and make use of
transition functions as explained in Sec. (2.2).
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which readily reproduces Eq. (2.154). Moreover, we may spell out the t;z(X) € U(1) as t;x(X) = XN
and utilise the fact that U(1) is Abelian to get

Aj, = 7 XN 4 XN o= xR qeixD) = A 4 idxx(A)dA, (4.37)

replicating Eq. (4.20) upon identifying A = (n(X)|d [n(X)) = (n(A)|Ix [n(A)) dA. In terms of the Berry
connection A, the geometric phase in Eq. (4.14) takes the form

A(t) A(t)
n(t) =i / A =i [ A NN, (4.38)
A(0) A(0)
where we wrote
(n(A)]d[n(X)) = (n(A)] 0 [n(A)) dX = (n(A)[ Ox,, (X)) ANy = AL (A)dA, . (4.39)

With this, the geometric phase factor from Eq. (4.24) becomes

At)

u(t) = exp [in(t)] = exp l— A, (N)dA,
A(0)

(4.40)

A comparison between Eq. (4.40) and the general expression for parallel transport in Eq. (2.166) allows
us to identify the geometric phase factor as parallel transport in the U(1) state bundle, governed by the
Berry connection. The Berry phase then corresponds to parallel transport along closed curves, C' C A,
and thus to an element of the holonomy group Hol(A) of the Berry connection .A. Based on the previous
discussion of holonomy, we can predict that non-trivial Berry phases may arise whenever the parameter
manifold A is not simply connected, i.e. when 7 (A) # {e}, or the Berry connection is non-flat, i.e. when
the Berry curvature two-form F = dA = F,,(A) dA\, A dA, is not vanishing.

It is worth noting that the physics and mathematics literature frequently adopt different conventions
when defining the Berry connection. In the physics literature, the Berry connection is often written as

AP =i (n(A)|dn(X\) eR, (4.41)
so that the Berry phase factor from Eq. (4.24) takes the form
u(C) = exp [/ (n(X\)]d |n()\)>] = exp {z/ Ap} . (4.42)
c c
With u(C) = exp[in(C)] from Eq. (4.24), the Berry phase n(C) then becomes
n(C) = / AP (4.43)
c
In contrast, the mathematical literature prefers the definition
A™ = (n(A)|d|n(X)) € iR, (4.44)
with which Eq. (4.24) takes the form
w(C) = exp [— / (n(\)|d n(A))} — exp [— / Am] , (4.45)
c c
and the Berry phase becomes
n(C) = Z/ A™ (4.46)
c
as in Eq. (4.14). Comparing Eqgs. (4.45) and (4.40) shows that we have adopted the mathematical

definition of the Berry connection above. While we will typically follow this convention to ease the
mathematical interpretation, both definitions are equivalent and may be used interchangeably.
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4.3 The Wilczek—Zee Phase

The Berry phase is limited to adiabatic evolutions of isolated states, i.e. states that are non-degenerate
everywhere on the parameter manifold. A natural generalisation of Berry’s adiabatic phase arises when
we consider degenerate subspaces of instantaneous eigenstates. For this part, we follow Ref. [80].

Let H(A) be a parameter-dependent Hamiltonian with a degenerate spectrum of d,,-fold degenerate
eigenvalues F,, (). Suppose that the degeneracy d,, of the eigenspaces

Hn(A) =span ([n1(N)), ..., |ng, (A))) (4.47)

is parameter-independent, i.e. that dim¢(#H,) = d,, for all parameter configurations A of the parameter
manifold A. In particular, we assume that there is no level-crossing between the eigenvalues F,,(A) and
E..(A), so that degenerate subspaces H,(\) and H,,(A) do not intersect for n # m. Let us select a
degenerate eigenvalue E, (\) with d,, > 1 and prepare the system in a generic initial state

Z ¢;(0) [n;(A(0))) . (4.48)

If the parameters A = A(t) change slowly as a function of time, the adiabatic theorem still ensures that
the system remains in the eigenspace H,, but now there is more than one state to account for within this
eigenspace. To do this, we choose a generic ansatz

Z i () |n;(A@))) . (4.49)

With this, the time-dependent Schrédinger equation from Eq. (4.3) reads

dn _ N
iy (dcéit) In;(A(t))) + Cj(t)% |nj(>\(t))>> = En(A(1)) j;cj(t) (), (4.50)

Jj=1

which reduces to a set of differential equations

S = =S (B MO+ s A A ) () (451)

k=1

for the coefficients ¢;(t). The solutions of Eq. (4.51) are given by

n-% <Texp {_ / t (iEn(A(T))ndndr+Adn(>\(T)))chk(0)
k=1 0 J
) oxp [—z / JoRl }; <Pexp - ;O(:) Ad"o\(T))] )jkck(m, (4.52)

where 7 and P denote the time-ordering and the path—ordering operators and where 1, represents the
dy, X d,, identity matrix. In (o), we used that exp [ fo Nla, dr} commutes with everything and
merely acts as a global phase factor. Moreover, we have 1dent1ﬁed the non-Abelian Berry connection
Ag, of the n-th degenerate eigenspace H,,. It is a skew-Hermitian d,, x d,, matrix defined in terms of its
elements

Ad, gk (X) = (n;(A(7))] % [nk(A(7))) d7 = (n;(A)

If we substitute Eq. (4.52) into Eq. (4.49) we obtain

dn t A(t)
w>§mwmw[%mwwﬂ@mlk,%w

(0)

ne(A)) dX, . (4.53)

) (0 . (4.54)
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Note that Ag, (A) is called non-Abelian because it is a one-form with values in the skew-Hermitian d,, x d,,
matrices. For d,, > 1 these matrices do not commute and the path ordered matrix exponential

= Pexp { /P Adn(A)] (4.55)

defines an element of the non-Abelian unitary group U(d,,) that depends only on the geometric properties
of the path P : [0,t] = A, 7 — A(7) in the parameter manifold. The U(d,) matrix

A(?)

Udn (P) =P exp [ Adn ()\)

A(0)

Uy (C) = Pexp [— fg Au (,\)] = Pexp [iWa, (O)] (4.56)

that arises after traversing a closed curve C : [0,¢] = A, 7 — A(7) with A(0) = A(¢) is usually called the
Wilczek—Zee phase factor and constitutes a generalisation of the U(1) Berry phase [39,80]. The Hermitian
d,, X d, matrix

W, (C) =i 740 A, () (4.57)

is called the Wilczek—Zee phase and readily generalises Eq. (4.14). Unlike the Berry phase factor, which
is invariant under gauge transformations, the Wilczek—Zee phase factor is only gauge covariant. This is
an immediate consequence of dime(H,,) > 1, due to which the generic gauge transformations among the
eigenstates spanning H,, (A) take the form

Z nk(N) Ui (N) (4.58)

where U(X) € U(d,) implements some unitary rotation of eigenstates within H,(A). Repeating the
calculation in Eq. (4.20) yields the transformation behaviour

A, N)jk = (n ’-( )

ni(A)) dA,

N9, [ns(A) Uak(A) A,

(N1 (9, Ins () UskX) + I () (92, Ut (X)) |,
PN (9, Ine(X))) Usi(X) + UL (X) (1 (V) ns (V) (91, Usi(X)) [,
AN (03, 1) Uk (N) + UL (N5, (93, Uk (V) [ A,

dn
+ D UL (05, UWN), , dA,
r=1

(N) 1, + (UT NN UMN) ;AN (4.59)

r,s=1
,s=1
d’!l
= [Uj,,(,\) (n
r,s=1
dn
=3 [y
r,s=1
T 1
(UT(N)A, (AU
which, in matrix notation, reads
Al (A) = UTA) A, MUX) +UT(N)0A,U(A) dA,, . (4.60)
Since Ay, (A) and U(X) do not generally commute, this expression cannot be further simplified. If we

plug Eq. (4.60) into the definition of the Wilczek—Zee phase factor given in Eq. (4.56), we find that it
transforms as

U, (C) = UM O, (C)U(C) (4.61)

(0]



so that Uy, (C) turns out gauge covariant rather than gauge invariant. As a result, the Wilczek—Zee phase
factor is typically not observable and one has to rely on related gauge invariant quantities like the Wilson
loop

w(C) = tr(b{dn (0)) (4.62)

of Uy, (C), which is manifestly gauge invariant due to the cyclic property of the trace.

Just like in the Abelian case, we can translate the above considerations to the language of fibre bundles.
Specifically, the parameter-dependent eigenspaces H,(A) define a principal U(d,,)-bundle P = A over
the parameter manifold A. The non-Abelian Berry connection A,, with elements

Ad, ik = (n(A)|d |k (X)) (4.63)
defines an Ehresmann connection. As before, this follows from its skew-Hermiticity

0= d((n;(A)[nr(X)) = (d{n;(N)]) Ine (X)) + (ni(A)] d [ne (X))
= (ne(N)]d]n;(X)" + (i (A)] d i (X))
= Afln,kj + Adn,jk
= Al i+ Adn (4.64)

nyJ

which tells us that Ay, takes values in the Lie algebra u(d,) of U(d,), and the transformation behaviour
from Eq. (4.60), which replicates the transformation behaviour Eq. (2.154) of an Ehresmann connection.
The unitary matrix Uy, (T') from Eq. (4.55) then corresponds to the parallel transport specified by the
non-Abelian Berry connection Ay, , and the Wilczek—Zee phase factor Uy, (C) from Eq. (4.56) captures
its U(d,,) holonomy. For the sake of completeness, we note that the non-Abelian Berry curvature Fgy,
takes the form

Fa, = dAq, + Aq, N Aa, (4.65)

as specified in Eq. (2.188). In contrast to the Abelian case, the wedge product A4, A Ay, is generally
not equal to zero because the commutator [Ag, ., Aq, ] between the u(d,)-valued components Ay, ,, of
Aq, = Aqg, . dN, is usually non-trivial.

4.4 Berry, Aharonov and Anandan

Berry’s interpretation of the geometric phase is based on an adiabatic constraint for parameter-
dependent families of Hamiltonians H (), which ensures that the time-evolved quantum state [¢(¢)) of
the system H(A) clings to the d,,-dimensional instantaneous eigenspace H,(A) if |1(0)) € H,(A(0)).
As a result, the adiabatic time evolution |¢(t)) acquires a purely geometric contribution that can be
understood in terms of parallel transport in the vector bundle of instantaneous eigenspaces H,,(A) or,
equivalently, the associated principal U(d,,)-bundle over the parameter manifold A. Both the Berry phase
and the Wilczek—Zee phase arise from this description for d,, = 1 and d,, > 0 respectively.

In Ref. [79], Aharonov and Anandan present an alternative perspective that allows for a generalisation
of this concept beyond the adiabatic regime. They propose to shift the focus away from the cyclic evolution
of Hamiltonians and towards the direct cyclic evolution of quantum states. The central idea is that every
cyclic evolution of quantum states [¢(t)) € H defines a closed curve in the projective Hilbert space P(H)
of H. To see this, recall that physical states are equivalence classes [|1))] of rays, as given in Eq. (4.1).
An evolution [1(0)) — |1(T)) of state representatives is therefore cyclic if

[(T)) = ¢ [(0)) (4.66)

for some ¢ € C, since then

[l (T))] = [l (0))] - (4.67)



Moreover, the projective Hilbert space P(H) is precisely the complex manifold formed by the equivalence
classes of quantum states. For a d-dimensional Hilbert space H with d < oo, it can be constructed as the
quotient

P(H) = S*1/U(1) ~ cP?! (4.68)

of normalised states {|v)) € H, ||¥||? = 1} ~ S$2?~! modulo phase factors e’¢ € U(1). As a consequence,
every cyclic evolution [¢(0)) — [¢(T")) = ¢|1(0)) defines a closed curve

C:[0,T] = P(H), t=[[0@®)]=[¢) ()] (4.69)

in the projective Hilbert space P(#). For later reference, we have included the rather common notation
[[(t))] = |v(t)) (¥(¢)], where equivalence classes [|1(t))] of physical states are represented by manifestly
gauge-independent projectors |1(t)) (¢(t)|. Note that apart from the cyclicity condition there are no
constraints for |¢(¢)). In particular, it need not be an energy eigenstate.

So what are the implications of this? Following Ref. [80], we consider a time-dependent Hamiltonian
H(A(t)), whose time-dependence is determined by some (not necessarily closed) curve

T:[0,T] = A, t— X¥) (4.70)
in a parameter manifold A. The time evolution |¢)(t)) of every quantum state |¢)) € H defines a curve
U:[0,TI=PH), t= @) (4.71)

in the projective Hilbert space. In particular, every cyclic state defines a closed curve. The time evolution
of any cyclic state |¢) must be of the form

[(T)) = exp [—ia(T)] [4(0)) . (4.72)

Using an argument analogous to that used in the derivation of the Berry phase, one can show that the
overall phase (T separates as

a(T) =~(T) - <(C) (4.73)

into a dynamical phase v(T') and a geometric phase ¢(C), which depends only on the closed curve C C P(H)
traced by |1 (t)). Since |1 (t)) is not necessarily an energy eigenstate, the dynamical phase takes the form

T
1T) = /O (P HAX(T) [(7)) dr . (4.74)

Meanwhile, the geometric phase is given by

T
Q) =i [ @inlolom)at=i § (6(r)ldelo(r) (1.75)
where |¢(7)) is defined via a section

o:PH) = E, [[¥)] = o((l¥)]) = 16) (4.76)

of the so-called tautological line bundle E = P(H), whose fibre F},, over every point [|1))] € P(H) is
exactly the one-dimensional subspace of H spanned by [¢), i.e.

Fgy =A{cl$) , ceC}. (4.77)

Note that the total differential dp in Eq. (4.75) is the total differential of P(?) rather than that of the
parameter manifold A. One can define the Aharonov—Anandan connection

Aaa = (o(7)|dp [6(7)) (4.78)
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to show that the Aharonov-Anandan phase in Eq. (4.75) corresponds to the U(1) holonomy of the

tautological line bundle £ ™ P(#). This holonomy is often discussed in terms of the so-called Aharonov-—
TAA

Anandan principal U(1)-bundle Pyp —= P(H), which is precisely the principal U(1)-bundle associated
to E = P(H). Note that the Aharonov-Anandan phase replicates the Berry phase if the parameter
evolution A(t) is closed, i.e. A(0) = A(T), and [|9(t))] = [|n(A(t)))] parameterises a curve in P(#) that
corresponds to the n-th eigenstate of H(A(¢)). In this sense, the Aharonov—Anandan phase constitutes a
generalisation of the Berry phase.

Just like the Berry phase, the Aharonov—Anandan phase can be generalised to J-dimensional cyclic
subspaces S(t) C H. The difference is that these subspaces need not be eigenspaces of H(A(t)); they only
have to be cyclic under a given parameter evolution A(¢). Analogous to how a cyclic state |[¢(¢)) defines
a closed curve in the projective Hilbert space P(H) of physical states, a cyclic §-dimensional subspace
S(t) ~ C? defines a closed curve

C:0,T] = Gs(H), tw [S(H)], (4.79)

in the complex manifold Gs(H) of equivalence classes [S] of d-dimensional subspaces S C H, which is
known as the Grassmannian.® Here, a cyclic subspace S(t) is any subspace that returns to itself, fulfilling
S(0) = S(T) = S(0). In the projector notation, this means that Psy) — Ps(r)y = Ps(o) throughout the
cyclic evolution. If we choose to spell out

5
Psio) = 3 16;(S(0))) (6;(S(0))] (4.80)
j=1
in terms of an arbitrary but fixed §-frame

F(Ps) = {161(S(0))). ... I6s(S(0))) | (4.81)

of § orthonormal basis vectors |¢;(S(0))) of §(0), then the cyclicity of Ps(q) tells us that the |¢;(S(T)))
can at most transform as

|6;(S Z |01(5(0))) Uk (S(T)) , (4.82)

with a unitary ¢ x ¢ transformation matrix U(S(T)) € U(d). Thus, it is not surprising that the general
time evolution of an initial state

5
0)) =Y [61(S(0))) cx(0) € 5(0) (4.83)
k=1

takes the form

1
V() =D 16;(5(0))) Usn(S(1)) ex(0) (4.84)

Jik

where U;1(S(t)) are the elements of a unitary 6 x ¢ matrix

USE)) =T exp [— /0 t (iE(S(T))dT + A (sm))] , (4.85)

which is defined in terms of § x § Hermitian matrices £(S(7)) and As(S(7)) with elements

E(S(T))jre = (S5SNI HA(T)) [on(S(7)))  and  As(S(7))jn = (¢;(S(7))| C% |6%(S(7))) dr,
(4.86)

3We have encountered the Grassmannian Gy, (C) as the classifying space of n-dimensional complex vector bundles and
their associated U(n)-principal bundles in Sec. 2.2.3. The Grassmannian is the natural generalisation of the projective
Hilbert space to equivalence classes of higher-dimensional subspaces.
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where £(S(t)) is the generalised non-Abelian dynamical phase, and As(S(t)) is the non-Abelian Aharonov—
Anandan connection of the tautological frame bundle E 243 Gs(H) of i-frames over the Grassmannian
Gs(H). Again, Eq. (4.84) is the non-adiabatic generalisation of Eq. (4.54) and reproduces it in the adia-
batic limit with degenerate eigenspaces S(t) = H,,(A(t)). The important difference is that the matrices
E(S8(7)) and As(S(1)) from Eq. (4.85) do not generally commute. As a consequence, it is generally not
possible to write U(S(t)) as a product

U(S(t)) = Udyn.(S(t)) Ugeom.(S(t)) (4.87)

of the generalised dynamical phase matrix

Ungn (S(1)) = T exp [—i /O te(S(T))dT] , (4.88)

and the generalised geometric phase matrix

Ugeom. (C) := T exp [— /0 t Ag(S(T))] — Pexp [— f[é Ag(S)} . (4.89)

Even though their product does not generally determine the unitary time evolution in Eq. (4.84), the two
unitary matrices Udyn.(S(t)) and Ugeom.(S(t)) are still defined independently. In fact, the non-Abelian
Aharonov-Anandan phase factor Ugeom.(S(t)) still captures the U(d) holonomy of the tautological frame

TAA

bundle E —2% Gs(H). As before, this holonomy is often discussed in terms of the non-Abelian Aharonov—
Anandan principal U(§)-bundle Pys ~223 G5(H), which is precisely the associated principal U(§)-bundle
to the tautological frame bundle E = Gs(H). Just like Eq. (4.56), the geometric phase factor in
Eq. (4.89) is only gauge covariant under gauge transformations of the J-frames f(Ps()) so the only

observables associated to Ugeom.(S(t)) are quantities like its Wilson loop

w[C] = tr(Ugeom. (C)) - (4.90)

4.5 Geometric Features of Diabatic Dynamics

In previous sections, we have discussed geometric phases in the context of adiabatic dynamics: Berry’s
Abelian phase for non-degenerate eigenstates, and the non-Abelian Wilczek—Zee phase for degenerate
eigenspaces. We also addressed the Aharonov—Anandan generalisation, which extends these concepts
beyond the adiabatic limit and captures the geometry of cyclic subspaces that need not be eigenspaces
of a given parameter-dependent Hamiltonian.

There is a third regime that is of practical importance for physics: diabatic dynamics of systems
with slightly non-degenerate spectra, where small energy splittings arise, for example, due to proximity-
induced hybridisation between eigenstates with once-degenerate energies. Consider a system with a
d,~-dimensional almost-degenerate eigenspace H,,(A(t)) spanned by energy eigenstates, whose energies lie
within a narrow range Ae, but remain separated by at least AE > Ae from the rest of the spectrum.
Suppose this system evolves on a time scale 0 satisfying

h h

N <0< A (4.91)
While the separation i/AFE < 6 of time scales ensures that transitions out of S(t) are negligible and that
states |1) € H,,(A(t)) evolve approximately cyclically under periodic parameter variations, the similarity
0 < h/Ae implies that the dynamics within #H,(X(¢)) are fast enough to induce mixing between the
nearly-degenerate eigenstates. As a consequence, the evolution of states in H,,(A(t)) can no longer be
described in terms of the original instantaneous eigenstates, and requires the non-Abelian non-adiabtic
Aharonov—Anandan description from Eq. (4.84) instead. In particular, the dynamical and geometric
contributions £ and A to Eq. (4.85) do not commute and are inseparably intertwined in the resulting
unitary evolution matrix U.
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In such situations, diabatic dynamics can be used to probe the geometric evolution of the subspace
H,(A(t)) even in the presence of finite energy splittings. Specifically, if the system dynamics can be
accelerated such that typical time scale 0 satisfies

h h
E I E s (492)

the dynamics become too fast to resolve the energy splittings within Ho(¢) and their degeneracy is effec-
tively restored. If this is possible, the non-Abelian part of the unitary evolution I/ is once more effectively
determined by the holonomy of the principal U(d,)-bundle P = A associated with the instantaneous
eigenspaces H,,(A(t)), and the formalism by Wilczek and Zee remains applicable to leading order, despite
the lack of exact degeneracy.

Note that Eq. (4.92) requires a careful balance between the adiabatic and diabatic time scale separa-
tions. This can be very difficult in practice. In particular, it may not always be possible to assume time
scales that are short enough to render the system insensitive to the small splittings, but long enough to
suppress excitations beyond the nearly degenerate subspace.

4.6 Discretised Geometric Phases

While the geometric phases introduced above are generally defined for continuous (or even smooth)
bundles, their practical computation often relies on numerical methods that require discretised versions.
In the following, we briefly outline discretisations of the Abelian (Berry) and non-Abelian (Wilczek—Zee)
geometric phases for later use. Based on these, we are going to evaluate geometric phases for discrete
families of quantum states numerically. Concretely, we will apply them to non-degenerate BdG ground
states to determine Sombrero Berry phases in Chap. 9, and to nearly-degenerate low-energy BdG states
to study exchangeless braiding phenomena in Chap. 10.

The discretised expressions for the Berry and WZ phases will be derived from Eq. (4.56), with the
(Abelian) Berry phase appearing as the special case d,, = 1. As a starting point, we discretise the closed
curve

C:0,t] = A, 7—C(1)=A(1), (4.93)
with A(0) = A(t) as
Cr={Xo, A1, A1-1, A1 = A} C O, (4.94)
where the parameter I € N controls the resolution of the discretisation. Specifically, we define
Aj = A(75), (4.95)
using the discretised interval
[0,t]; ={m70=0,71,..., 711,71 = t}. (4.96)

While [0,¢]; C [0,¢] can in principle be any cardinality I subset, we typically choose a uniform partition

0,t]r = {0,;,...,(I_Il)t,t}, (4.97)

where 7; = (jt)/I. Based on a uniform discretisation Cf, the Wilczek—Zee phase W, (C) from Eq. (4.57)
may be approximated by the (right) Riemann sum

Wi(C) =i 740 Ag, N dX~ 0> A, (X)) AN (4.98)

A;eCT
where AX; = ()\j — )\j,l). Additionally, we can approximate the elements

Ad,, k1(A) = (ni(A)] Ox [ (X)) (4.99)
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of Ag, (X) using the (backward) difference quotient

(e (N)] O [me(A)) ~ <nk()\)|(|nl(>‘)>A; (X = AX))) Y <nk()\27)l\l(A —AX)) (4.100)

and introduce the overlap matrix ag4, (A) with elements

admkl()\) = (nk()\)|nl()\ — A)\» (4101)
to write
Aa, () ~ ]ld”;iw . (4.102)

Note that the difference quotient in Eq. (4.100), and hence the above expression for A4, (A), only becomes
exact for AX — 0. If we instead choose AX := AA; and plug the resulting approximation of Ag, (A) into
Eq. (4.98), we get

I
ZZ 14, — aq, (X)), (4.103)

where the AX; cancel out and the elements of a4, (X;) take the simple form
ad, k1(A7) = (e (Ag) I (X; = AX;)) = (i (Xg) (A -1) (4.104)

due to Aj_1 = A; — AX;. With this, the WZ phase factor from Eq. (4.56) becomes
I
Uy, (C) = Pexp[iWa, (C)] = P exp Z )] - (4.105)

Even though the overlap matrices agq, (A;) do not generally commute, [aq, (A;), aq, (Ax)] # 0 for j # k,
when d,, > 1, the exponential in Eq. (4.105) can still be rewritten as

I
P exp Z (ag, (X)) —1q4,)| =P H exp [ad (X)) —1g, (4.106)

Jj=1

under the path ordering operator P. As evident from the middle expression in Eq. (4.104), we then have

li ; 1 4.1
Jdm ad, (A;) = 1a, , (4.107)
so that the individual exponents on the right-hand side of Eq. (4.106) satisfy
lim (ag,(A;) —1q,) = 0. (4.108)

AA]'*)

For sufficiently high resolutions I and subsequently small AX; we can therefore approximate the individual
exponentials in Eq. (4.106) by

exp [, (A5) = Na, | = L, +aa, () = La, = a0, (A) (4.109)
and we get the formula
I ©) I
~P [[aa. (X)) = [] @a, Ars1-;) - (4.110)
j=1 j=1

For (o), we explicitly carried out the path ordering

adn()\[+1_j) . (4111)

I
P H aa, (Aj) = aq, (Ar)aq, (Ar-1) - aq,(

>
\
-

81



In Chaps. 9 and 10 we use Eq. (4.110) to analyse the Berry and WZ phase factors of (non-)degenerate
BdG vacua over the parameter manifold A = Sé associated to the superconducting phase A = ¢. Specif-
ically, Chap. 9 deals with the Abelian dy = 1 “Sombrero” Berry phases computed via the overlaps

a1(d;) = {0(;)10(¢-1))y (4.112)

between instantaneous BdG vacua [0(¢;)), for different superconducting phases ¢; € S}. In Chap. 10,
we extend this analysis to the non-Abelian dy > 1 WZ phase factors, which are in turn based on the
overlap matrices

ady,mn(95) = (Om(05)|0n(dj-1)) = (m(¢5)[n(d;-1)) (4.113)

between (almost) degenerate low-energy BdG Fock states [n(¢;)) where n = 0,...,dy — 1. Concretely,
we discuss dp = 2 and dy = 4. In both cases, the BdG vacua and Fock states are constructed as detailed
in Sec. 5.3 and the overlaps are computed using the Robledo Pfaffian formula reviewed in Sec. 5.4.
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5 — Bogoliubov-de Gennes Theory

Bogoliubov—de Gennes (BdG) theory was developed to find solutions in Bardeen—Cooper—Schrieffer (BCS)
theory, the first microscopic description of superconductivity. BCS theory famously explains supercon-
ductivity as a result of electron pairing due to an attractive electron-electron interaction at the Fermi
surface. Since solving the interacting-electron problem is very challenging, BCS theory introduces a mean-
field approximation to simplify it. The resulting mean-field BCS Hamiltonian can then be diagonalised
using BdG theory, which introduces coherent superpositions of particles and holes known as Bogoliubov
quasiparticles. In the BdG description, the superconducting ground state takes the form of a Bogoliubov
quasiparticle vacuum, which, due to the fact that the quasiparticles combine elementary particle and
hole excitations, is not an empty Fermi sea, but rather a macroscopic condensate of all states with even
particle numbers.

In the following, we first give a brief introduction to BCS theory to provide some context for BdG
theory as well as a reference for conventional and unconventional superconductivity. After that, we
discuss the general formalism of BAG theory, describing Bogoliubov transformations, the notion of the
Bogoliubov vacuum, and overlaps between Bogoliubov states. Finally, we discuss the possibility and
significance of Majorana modes in BdG theories. Throughout this chapter we follow Refs. [82] and [83].

5.1 Bardeen—Cooper—Schrieffer Theory of Superconductivity

Between 1911 and 1957, superconductivity was an experimentally observed phenomenon lacking a
proper theoretical descripction. This problem was partially solved when Bardeen, Cooper and Schrieffer
proposed a microscopical model that turned out to be so successful it is still taught today [84]. This part
is based on Ref. [82].

At its core, BCS theory shows that any attractive interaction between electrons near the Fermi surface
of an electron gas can cause a ground state instability that energetically prioritises the formation of
bound Cooper pairs of electrons with opposite momentum and spin. In conventional superconductors,
this attractive interaction is a result of electron-phonon interactions. The usual start Hamiltonian reads

1
— § T E V. ToaT
H = fkckacka + N kk’ Ck‘TC—k‘iC—k'ick’T 5 (5.1)
k,o k.k’

where c;[m creates an electron with momentum k and spin o € {1,]} and where &, = ¢, — u is the

electronic energy dispersion ¢, shifted by a chemical potential ;1. The second term is a crude model
for the phonon-mediated attractive interaction causing the Cooper instability. It only takes into account
scattering between time-reversed single-particle states |k, 1) and |-k, ]) and is governed by an interaction
strength

-V f | S
Vo — { or [&l, I S wp 52)

0 else,
which is constant for electrons with energies || < wp relative to the Fermi energy and vanishes otherwise.

Here, wp denotes the Debye frequency of the system.! The standard BCS Hamiltonian results when we
apply the mean-field approximation

T ~ (ol T
<CkTCik¢cfk'¢ck'T> ~ <Cmctm> C_pry Crrr T cchtm (€ pCrrp) = <CL¢CL¢¢> (€ pryCr) (5.3)
giving
Hoos =3 Guhatrn — 3 (AkcLT e+ H.c.) VB, . (5.4)
k,o k

IThe Debye frequency is the typical frequency of the phonon modes mediating the attractive electron-electron interaction
in conventional superconductors.
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where

1 1
Ay = N Z Ve <C_k¢cm> and Ey = N Z Vier <CL¢CT—M> <C_k¢cm> (5.5)
Kk’ kK’

have to be determined self-consistently using the BCS ground state that we will introduce shortly. The
anomalous expectation values <CLTCT_ k,) and (cch_ k ¢) are non-zero only in the superconducting state.
In that case, (ckT(; k ¢> is interpreted as the momentum-spin representation of the Cooper pair created

by CLTCT_k . As was mentioned in the introduction, Hgcg can be diagonalised using a Bogoliubov trans-
formation. Anticipating a result presented later in this chapter, such a transformation takes the form

by 7= UpChy + vkclf_ki and b_jy = UpC_p) — vkc};T . (5.6)

The complex coefficient functions u;, and v, must satisfy |ui | + [vi| = 1 to ensure that the Bogoliubov
quasiparticle operators in Eq. (5.6) obey fermionic anticommutator relations. The standard choice is

- S N R R g
U = 4| 5 <1+\/m> and Vg, 5 (1 m)e , (5.7)

where the complex phase factor e'? of v, is given by the complex phase factor of the complex gap function
in polar coordinates, i.e. A, = Ay(k)e’®. We verify that Eq. (5.6) diagonalises Hgcs by plugging its
inverse transformation

Chep = Upg by + Vg, btm and ctki = uy, biki — Vg byy (5.8)
into Eq. (5.4), yielding
Hics = Y By blubr + & (5.9)
k,«

with

Be=1\/&+|Ak> and & =) (&4 — By +Ey) . (5.10)

k
This shows why A, is (usually) called the BCS gap function: it gaps the Bogoliubov quasiparticle
spectrum even when the electronic energy dispersion vanishes. It also makes clear that the Bogoliubov
quasiparticles themselves do not correspond to the Cooper pairs, but rather to excitations from the
superconducting ground state. To see how this ground state emerges, we note that the Bogoliubov
quasiparticle spectrum indicated in Eq. (5.10) is positive semi-definite. As a consequence, we can write
the ground state of Eq. (5.9) as a Bogoliubov quasiparticle vacuum
|GS>BCS = |0>b , (5.11)

in which no Bogoliubov quasiparticle is occupied. One way to determine |0), is as a product state

|O>b = H kab—m 0)
k

= H (ukck:T + UkCT—m) (ukc—m - deﬁ) 10)
k
= [[(~wvicrrens + UiM— vieel poy oy + v ez 10)
k
= [T (oot = ) — vieL k) [0)
k
- H(_vk) H(“k + ”kCT—mCLT) 0), (5.12)
k

k

where |0) denotes the electronic vacuum and where A" := [], (—v,) determines the norm ,(0|0), = N2,
A normalised BCS ground state is therefore given by

GS)pes = [ [ (us + vicly cf) 10) (5.13)
k

which is a coherent superposition of all available even-parity states — a condensate of Cooper pairs.
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So far, we have assumed that Cooper pairs are always formed by two electrons of opposite momentum
and spin. As a result, the total spin S of the Cooper pair vanishes and it forms a spin singlet. Importantly,
this assumption becomes questionable in the vicinity of ferromagnetic order, which favours parallel spin
alignment and therefore triplet Cooper pairs with a total spin of S = 1. Such situations are very likely
to exist in nature. One prominent example is the superfluidity of 3He, which is generally attributed to
triplet Cooper pairs of charge-neutral 3He atoms, rather than electrons [82]. In order to describe these
more exotic types of superconductivity, one has to generalise the BCS approach to superconductivity.
This is done by allowing for arbitrary spin couplings, starting with

1
_ T 7ot
H = Z €k CraCra + N Z Viek'av6 CloaCokpCeirnCrrs - (5.14)
k, B
: a6

in which the only generic symmetries of Vj 4/, 5.5 are imposed by the fermionic anticommutation relations:

Vi apys = —Vie—krapsy = —V_kk/Bays = V—k —k/Basy - (5.15)

In particular, Eq. (5.14) does not exclude Cooper pairs of electrons with the same spin. In a weak-coupling

approach with an interaction that is attractive, i.e. V45,5 < 0in an energy range Fr +&. defined by a

afy
finite cutoff-energy |e.| < |Er|, we can repeat the above construction and get a mean-field Hamiltonian

1 *
HBCS = kac;rmcka — 5 Z [Akaﬂcltacikﬁ + Akaﬁckac_kﬁ] + EO s (516)
k,a k,a,B
where the generalised gap equation
1
Akaﬂ = —N Z ka'aﬁ’y& <C—k”yck’5> (517)
k’,vy,6
and the offset energy
1
E, = N Z Viek' afys (c,tacf_kﬁ> (C_prCrrs) (5.18)
a,%{ew?

have to be determined self-consistently. In order to analyse the type of superconductivity that a given
pairing mechanism Vjz,, 5.5 produces, we characterise the structure of the resulting Cooper pairs based

on their expectation values (c_j,¢y5). As mentioned earlier, the (c_j,,¢;5) are usually interpreted as the
momentum-spin representation of the Cooper pair wave functions, motivating the notation

Viap = <C—kackﬁ> . (5.19)

By definition, ¢, .5 is odd under an exchange of electrons within the Cooper pair, i.e.

wk,aﬁ = _wfk’ﬁa ) (520)

and one can use this antisymmetry to analyse the symmetry properties of Yk op under the individual
exchange of momentum- and spin-quantum numbers in Eq. (5.19). Specifically, we can formally separate
the Cooper pair wave function as

Vkap = Pk " Xap (5.21)

into an orbital part ¢, and a spin part X, 5. If the orbital angular momentum L of the Cooper pair wave
function is a good quantum number, their orbital parity is given by (—1) and we can write

O =Pk <= Xap = —Xga giving L=0,2,4,... and S=0
¢k = 7¢—k} = X(lﬂ = Xﬁ(y glVing L = 1,3,5, . and S = 1 5 (5.22)

where S = 0 means that the Cooper pairs form (antisymmetric) spin singlets and S = 1 means that the
Cooper pairs form (symmetric) spin triplets. Generally, superconductivity with L = 0 Cooper pairs is
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referred to as conventional superconductivity, while superconductivity with L > 0 Cooper pairs is called
unconventional. In combination with the fundamental symmetries of the interaction given in Eq. (5.15),
the Cooper pair symmetries in Eq. (5.22) fully determine the symmetry properties of the BCS gap function
from Eq. (5.17). We get

, . A =—-A f L=0,24,... d S=0
Aka5(5:15)—A_kBa(5:22) 7k:a['3 kﬁoz or an (5.23)
A o = Disa for L=1,3,5,... and S=1.
Generally, the gap function can be written as as a complex 2 X 2 matrix
A A
A, = (AMT A’““) (5.24)
kLT kll

in the spin indices. We can find generic parametrisations of A, using the symmetry relations in Eq. (5.23).
For even L and S = 0, we only need one function f(k) satisfying f(k) = f(—k) to write

- 0 f(R)) _.
ASOE< )zz k)o, , 5.25
where o, denotes the y-Pauli matrix. For odd L and S = 1 we need three functions di(k), da2(k), ds(k)
satisfying d;(k) = —d;(—k) each. If we combine these as d(k) = (dy(k),d2(k),ds(k))T we can write

1 _ (—di(k) +id2 (k) d3(k) .
a7 = (MY e ) = @®) 0, (526)

where o denotes the vector of Pauli matrices. The most general BCS gap matrix is therefore given by
Ap = A7+ AT =i (f(k)1y +d(k)o) 0y (5.27)

with f(k) and d(k) as before. However, in most cases, either singlet or triplet pairing dominates this
expression and it is valid to speak of singlet or triplet superconductivity.

The self-consistent gap equation of the conventional BCS Hamiltonian with phonon-mediated at-
tractive interaction given in Eq. (5.4) turns out k-independent, so that conventional superconductivity
corresponds to L = 0 and S = 0 Cooper pairs [82,85]. Borrowing from the naming conventions of atomic
orbitals, this type of singlet superconductivity is also known as s-wave superconductivity. In fact, most
known superconductors are singlet superconductors, including all conventional s-wave superconductors,
cuprates (d-wave) and the pnictides (st-wave) [86].2 In comparison, spin-triplet superconductors are
relatively rare. The strongest candidate is the aforementioned *He. Other candidates include UPt3 and
SroRuQy, which are also prominent contenders for a special type of superconductivity known as chi-
ral superconductivity [86]. Chiral superconductors are characterised by a complex superconducting gap
function A,, whose phase winds around some axis on the Fermi surface. The direction of this winding
gives these systems a definite handedness, or chirality, for which they are named. The simplest example
is a so-called k, + ik, gap function, whose phase winds up by +27 as k follows a closed path around the
k.-axis. As loosely suggested by the presence of a characteristic winding number, chiral superconductiv-
ity is a topological state of matter, supporting topological zero modes at certain defects. For instance,
there are boundary modes, which disperse across the superconducting gap for k parallel to the boundary.
Another example are non-dispersive vortex-bound zero modes, which may exist in some triplet chiral su-
perconductors. These arise at cores of superfluid vortices, topological defects where the phase of the order
parameter winds by 27 in real space, and can be understood as Majorana quasiparticles, i.e. excitations
that are their own antiparticles. The same applies to the dispersive boundary mode for the specific k at
which it passes through zero energy. Even more striking than their formal Majorana property is the fact
that the vortex-bound Majorana zero modes obey non-Abelian Ising anyon statistics. This makes triplet
chiral superconductors a promising platform for topological quantum computing, as we will discuss in
greater detail later on.

2An sy-wave gap has an s-wave symmetry, but changes its sign as a function of k [82].
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5.2 The Bogoliubov—de Gennes Formalism

The Bogoliubov—de Gennes (BdG) formalism introduces a special class of unitary transformations
called Bogoliubov transformations. These are characterised by their compatibility with a symmetry-like
particle-hole structure that distinguishes a certain class of quadratic fermionic Hamiltonians known as
BdG Hamiltonians. A BdG Hamiltonian is usually written as

1
Hpac = 59" hpac ¥ , (5.28)
where ¥ = (c; ... ¢, cJ{ CL)T = (c cT)T is called a Nambu spinor, and where
T Af
= .2
hpac <A —T*) (5.29)

denotes the 2d x 2d BAG matrix, whose blocks are the d x d single-particle hopping matrix T and the
d x d anomalous gap matrix A. In terms of the unitary PHC operator = from Sec. 3, the particle-hole
structure of Hgqg and hpqg is given by

EHBd(;E = _ngdG and Eth(;E = _h*BdG 5 (530)

cf. Eq. (3.38). A Bogoliubov transformation is then a unitary 2d x 2d matrix

B <g ‘[j) , (5.31)

which fulfils the particle-hole compatibility condition
=ZB= = B* (5.32)
and diagonalises hpqg as
B'hpaaB = Fpaa , (5.33)

where Epqg = 0, ® E with F = diag(Ey, ..., Ey) and F; > 0. Thus, it provides a transformation

d
1 1 1
Hpag = §x1ﬁthGx1/ = 5\IITJ_aEBdGBT\I: =: 5<1>TEBdG<I> = ZEjbjbj (5.34)
j=1

of the BAG Hamiltonian Hpqg. Here, we defined Bogoliubov-transformed Nambu spinors

=)= ) (e)-re

which give rise to Bogoliubov quasiparticle creation and annihilation operators b;[ and b;. The main
practical features of Bogoliubov transformations are twofold. The most important one is that the resulting
Bogoliubov quasiparticle operators obey the usual fermionic anticommutation relations

{b,,b}} =0 and  {b;,b}={bl,b}} =0. (5.36)

The second noteworthy feature is that the quasiparticles associated to b} and the quasiholes associated

to b; are naturally related through particle-hole conjugation and have opposite energies +£E; and —FEj.
The fact that E; > 0 in Eq. (5.34) allows us to write the many-body BdG ground state as a vacuum

|GS)ac = 10),, (5.37)

of the Bogoliubov quasiparticles. One way to obtain this vacuum is as a simple product state
d
10y, = [T 0100 = 10)} , (5.38)
j=1

where |0) denotes the true electronic vacuum, which serves as a canonic reference state.
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In the following, we will discuss the BAG formalism in more detail. We start by addressing the setting
of Nambu space and the shortcomings of naive unitary diagonalisation procedures therein. Next, we
analyse how particle-hole conjugation = can be used to resolve these issues, giving rise to Bogoliubov
transformations. Finally, we provide a construction guide for these transformations, including definitions
of the Bogoliubov vacuum and a formula for many-body overlaps between Bogoliubov states.

Given an d-dimensional single-particle Hilbert space H spanned by d single particle states [¢1) ,. .., |¢a),
we will understand the associated 2d-dimensional Nambu space H as the generalised Hilbert space

H:=H&H, (5.39)

spanned by both the single-particle states |¢1), ..., [1q) € H and their duals (¢1],..., (¥ € H*, the
“single-hole” states. In second quantisation, this corresponds to a basis

B:{cl,...,cd,cl{,...,cg} (5.40)

of all elementary annihilation and creation operators, respectively. We will stick to the language of
creation and annihilation operators from now on. A BdG Hamiltonian is then a quadratic Hermitian
operator

Hpac = Z hijd; d; (5.41)
0,J

;rc;[- and o ¢;¢;

that are present in mean-field Hamiltonians like the BCS Hamiltonian we discussed earlier. In particular,

the BAG formulation in Nambu space only adds value if such anomalous terms are present. Note that we

can specify Eq. (5.41) as

on H, where d;,d; € B. This formulation naturally incorporates anomalous terms o< c

Hpgc = Z (A,L'j C;r C; + Bij (3 C;r- + Oij ¢ ¢ + Dij C;r C}L) s (542)

4,J
where we introduced four auxiliary N x N matrices A, B, C, D governing the four types of quadratic

terms that are possible in Eq. (5.41). The only restrictions on A, B,C, D come from the Hermiticity of
Hpqaa, which requires

A=A", B=B' C=-D* (5.43)
and the fermionic anticommutation relations of the creation and annihilation operators, which require
A=-BT, C=-C", D=-DT (5.44)
for a consistent and non-trivial definition of Hpqg. Combining Eqgs. (5.43) and (5.44), we get conditions
B=-A* and D=C". (5.45)
If we substitute Eq. (5.45) into Eq. (5.42) and rename A =T and C' = A we get

Hpaa = Z (TCTC —T* ¢. CT, +Aijc‘ c. —A*.CTCT.)

1)~ g 13 71 g 1) LV
0.
= Z (Tij cz c; — T} c; +Ajje e+ Agj cz c;) , (5.46)
(]

which readily aligns with the usual notation from mean-field BCS theory, where T represents the single-
particle hopping matrix and A denotes anomalous gap matrix. As mentioned in the beginning, a defining
feature of these Hamiltonians is their symmetry-like particle-hole structure. To formulate this, we use
the unitary PHC operator Z from before. It swaps the single-particle creation and annihilation operators
as

Ec,E2 7t = and 2clzt=¢, . (5.47)



Note that = defines an involution, since repeating the transformation twice is equivalent to the identity
transformation. This shows that = is self-inverse, meaning =~! = =. For this reason, we will simply write
= for both the PHC transformation and its inverse from now on. The transformation of Hgqg under Z
is then given by

EHpygE =2 Z (Tij cz ¢ — T ¢, c;- +Ajje;c;— A% el CT-) =

4,3

= _HédG ) (548)

where we defined the complex conjugate Hamiltonian Hf,. as the original Hamiltonian Hpgg with
complex conjugate coefficients. The particle-hole relation

EHpagE = —Hiyg (5.49)

is often referred to as a symmetry in the literature. We avoid this terminology for a number of reasons.
Most notably, Eq. (5.49) relates Hpqc to its complex conjugate Hj 4 rather than to Hpqg itself. This
makes the interpretation of = as a quantum symmetry operation very difficult. One way to fix this is to
resort to the antiunitary PHC operator Z from Eq. (3.36), which turns Eq. (5.49) into a relation

EHpacE = —Hpag (5.50)

between Hpqg and itself. However, even if we accept the now unusual antilinearity of =, we are still left
with an unconventional symmetry because Eq. (5.50) tells us that = anticommutes with Hpqq, whereas
typical symmetry operators commute with it. Finally, both Egs. (5.49) and (5.50) are a direct result
of the Hermiticity of Hgqg and the fermionic algebra of the c-operators and thus not related to an
additional symmetry of the system in the traditional sense. For this reason, Eq. (5.50) is sometimes
called a “tautological” particle-hole symmetry as well. For a an in depth discussion of this see [78]. Even
though the interpretation of the particle-hole structure given in Egs. (5.49) and (5.50) is a bit subtle, it
is far from useless. For instance, Eq. (5.50) tells us that if |¢) is an eigenstate of Hgqg with energy E,
then its PHC counterpart |¢) = =[1)) is also an eigenstate of Hpqg but with energy —E. This can be
seen by

Hgac |¢) = HeacE [¥)

() =

= —EHgac [¢)

*) =
Y 2By

= -FEy)
—_El), (5.51)

where we first utilised Eq. (5.49) in (¢) and then Hpqgg [0) = E|¢) in (x). The result of the particle-
hole structure of Hgqq is therefore not a degeneracy of eigenstates, but a particle-hole pairing between
eigenstates of opposite energies. One advantage of the BAG setting is that it allows us to discuss Hpqg
and = in terms of their matrix representations. Specifically, the Hamiltonian matrix hgqg is defined via

T AT
HBdG = \I’Jf thG v = (CT C) (A —T*> <§') y (552)

where hpqg can be extracted from Eq. (5.46), while the matrix representation of = reads

- 0 1
E=0,®1,= <]1d od> , (5.53)
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which is given in the standard Nambu basis Eq. (5.40). Here, 1, denotes the d x d identity matrix. A
quick sanity check shows that

(0 LN\ (T ATN[O0 1\ [(-T* A\,
JLBdGu—(]ld 0>(A —T*) <]1d O)_(—A* T>_ hBag - (5.54)

where we have used AT = —A to write AT = —A* to make the relation more obvious. Note also that the
definition of Hpgg that we gave in Eq. (5.28) has an overall prefactor of one half compared to Eq. (5.52).
This prefactor is a matter of “bookkeeping” — it represents a correction of the Nambu redundancy, which
arises from the fact that every physical degree of freedom is taken into account twice, once as a particle
and once as a hole. It appears naturally when one starts with a quadratic mean-field Hamiltonian and
brings it into Nambu space.

The powerful thing about Eq. (5.52) is that it allows us to diagonalise Hgqc by diagonalising its
matrix representation hgqg. Thus, we look for a unitary 2d x 2d matrix U, transforming

U'hpagU = diag(F\, ..., Esy) =: Epaa , (5.55)

where the columns of U correspond to the eigenvectors of hgqg as usual. At this point, the Nambu
redundancy, which allowed us to translate the diagonalisation procedure of Hpqg into a linear algebra
problem, causes some subtleties that have to be taken care of. In a regular fermionic single-particle
Hilbert space, every unitary diagonalisation of a particle-number conserving Hamiltonian H guarantees
that the resulting eigenstates form another basis of the Hilbert space. Specifically, we can write H as

€
H = ZTZJCZCJ T =TT (5.56)
Ca
and find unitary matrices U that diagonalise T" as
U'TU = diag(Ey, ..., Ey) =t Br (5.57)
to get a diagonalisation
H:¢TT¢:WUETUTw:q&TETqb:ZEjA}/\j (5.58)
J

of H. The unitarity of U is now necessary and sufficient to ensure that the new fermionic creation and
annihilation operators

=Ule and MN=U..cf (5.59)

ij€j i §i%5 o
defined via Eq. (5.58), satisfy the usual fermionic anticommutation relations
AL =6 and (AN ={ALAL=0. (5.60)

This property is lost for BAG Hamiltonians on Nambu space because unitary diagonalisation matrices
are generally going to mix particle and hole states. To see this, we write a generic unitary transformation
of the Nambu basis as

"
(z xz) ” Z ( (1, w)(],l)c + U(z w)(],?) J) (561)

j=1
where we introduced multi-indices (i, ) with i = 1,...,d and « = 1, 2 that reflect the Nambu redundancy.

Concretely, (1,1),...,(d,1) refer to the single-particle part of the Nambu basis, while (1,2),...,(d,2)
refer to its single-hole part. Even though such a unitary transformation produces an orthonormal basis
of 2d energy eigenstates in Nambu space, the underlying physical theory can only accomodate d distinct
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eigenstates. We will come back to this later. For now we convince ourselves that unitarity still partly
ensures fermionicity of the \; , since

oy A = Ed: {(U@m(nl e+ Ul oy n)Ch T) : (U@,yxk,mcz+U<Tj,y>(k,2>ck)}

d
_ 1 T T
= Z (U(i,x)(n,uU(Tj,y)(k,n{CnvCk} +Ui,z)(n,1)U(Tj,y)(k,2){cmCk}

i T ot T T i
+ Ul oy U {6 &} + Ul oy Ul e {on Ck})

M= 2=

T T T T
(U @2) ) UGy 1) Ok + Ui 2y (n,2) U <j,y><k,2)5"k)
1

1 T 1 T
(U i), UGpmn T U(im)(n,z)U(j’y)(n’z))

3
Il
—

M=

(
t t
(U(mxn,l)U(n,l)(j,y) + U(iac)(n,z)U(na)(j,y))

n=1

= U(z z)(n, Z)U(” 2)(3,y)
(n,2)
( )(1 z)(4,y)
= 0(i,2) () - (5.62)

This tells us that the unitarity of U continues to guarantee the correct anticommutation relations between
the new annihilation and creation operators. However, the anticommutators among the new annihilation
operators (and analogously among the new creation operators) are given by

i i ; i ; t
{ (Uu,m)(n,mcn + U(im)(n,z)%) : (U Gy TU <j,y><k,2>ck)}
1

Py At =

M= 7=

T T Il I T
(U () m UG ey 1m0 8} + Ui oy oy Uy ey {100 1
1

=~
Il

n,

; i t i i t
Ul oy Ul ey L6 6} + UG iy myUliay ey 1600 Ck})

d
)
> ( Gy U ey + Ul 2y, 2>U<j,y><k,1)5nk)
n,k=1
d

s

_ i ;
= (Uu e Unma + U(im)(n,z)U(j,y)(n,l))

=1

3

—+

Here, we introduced a shorthand notation Z in the last line that refers to the opposite particle-hole index
of z,i.e. 1 =2 and 2 = 1, for a more compact notation. The problem is, that the unitarity of U is not
enough to ensure that these vanish. Of course, salvation lies in the only other structure at hand, namely
the particle-conjugation structure of the BAG Hamiltonian. It allows us to transform Eq. (5.55) as

EU hacUE = EERacE
g "UT\::thG_‘_. = = =2FRag=
— ~V'hiaeV = Esac (5.64)

where we used Z? = 14, plugged in the particle-hole conjugation of hgqg from Eq. (5.54), and finally
defined

V:=ZUZ and EBdG = EEBd(;E . (565)
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The particle-hole conjugation matrix = transforms any 2d x 2d matrix M as

— 0 1;\ (A B 0 14 D C
=M= = = .
o )@ o) 5) -G 9 560
i.e. it swaps the d x d diagonal and off-diagonal blocks of M. It follows that Fpqq is again a diagonal

matrix that contains the eigenvalues of hpqg, only in a different order. Moreover, Eq. (5.51) ensures that
the same holds for —FEgqg. Thus, there exists a real orthogonal permutation matrix R such that

—Epac = R'EpacR, (5.67)

where we wrote Rf = RT = R™! to make the upcoming expression a bit simpler. Taking the complex
conjugate of the final line of Eq. (5.64) therefore yields the relation

V* hpaaV* = —Epac = R EpacR < RIUThpacUR, (5.68)

where we used that Eﬁde = Fpac is a real matrix and where we plugged in Eq. (5.55) in (¢). The
definition Eq. (5.65) of V' then yields the relation

UR=V*=EU"

[1]

(5.69)

between the unitary diagonalisation matrix U and its complex conjugate U*. We can use this relation to
further analyse the problematic anticommutators between annihilation operators from Eq. (5.63). To do
this, we first note that the multi-index notation allows us to write the matrix elements of = as

E,2) (o) = 06,2 (,y) = O(i,0)(1,5) = 0ij (1 — Oay) (5.70)

such that

EAD) )G = D D Elia)tm) Alm)p.a) Ea) (.9)
,m) (p,q)

= >3 Suatm Awm p.0ma 69

(Lm) (.0)
= Ali2)G.9) (5.71)

for any 2d x 2d matrix A. With this, we can use Eq. (5.69) to relate the matrix elements of U and U* as

Ulieyiwy = EURE)i2)) = (UR)(i,2)(7,9) - (5.72)

If we plug this into Eq. (5.63) we obtain

_ ; i
Py Aot = 22 Ulomn U ns)

(n,2)

_ ; .
= UioynaVinntm)

(n,2)

_ T
=2 Uiy UR) sy i)

(n,2)

_ i
=2 2 Ubwown Voo Bwa v

(n,2) (p,9)

= > U6 w0Bwau
(p,q)

=Y inma e G
(,q)
(5.73)

=Rin6a -
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Taking the adjoint of this equation then tells us that

N R
Moy Aot = Moy Mo} = By - (5.74)

Since R = 0 is not an allowed permutation matrix, there is no way to obtain the usual fermionic anti-
commutators

— I T —
w2t = liay Mi} =0 (5.75)
However, this is expected due to the Nambu redundancy. In fact, even the original fermions only fulfil
—rf T _
{da), g} = {dii 0y, 4500} = .00y (5.76)

for di1 =c; and d; 2 = Cj, where the only anomalous anticommutators

_rqf T —
are the ones between the particle and hole representatives of the same fermion, e.g.
{diny, din} = {dadag) = fe, el = 1. (5.78)

In order to realise the anticommutation relations from Eq. (5.76) for the A,
permutation matrix R has to be precisely the identity matrix

and AZ%’ ») operators, the

)

(5.79)

B o)) = i)y 2

since then Eq. (5.74) becomes

_ T T _
iy Aot = iy Mot = i - (5.80)

which tells us that the )‘(i,w) are ordinary fermions as long as we restrict their indices to either Nambu
sector, i.e. to the particle sector (z = 1) or the hole sector (x = 2). Strictly speaking we could run sensible
physics with any collection C' = {A(ilyxl)’ ceey )‘(id,zd)} of d particle-hole independent fermion operators,
where particle-hole independence refers to the property that C cannot contain both the particle- and
the hole-version of one and the same fermion. We conclude that a diagonalisation transformation yields
proper quasi-fermions if and only if its unitary matrix representation U satisfies a much stricter version
of Eq. (5.69), namely

U<EUE. (5.81)

We define Bogoliubov transformations as the class of unitary transformations that satisfy this condition.
This leaves us with the problem of how to construct a Bogoliubov transformation for a given BdG
Hamiltonian. One possible starting point reveals itself upon closer inspection of Eq. (5.81). It provides
us with a strikingly simple relation between U and U*. In particular, it almost looks like U = U*, which
would make U a real unitary and therefore orthogonal matrix. Even though Eq. (5.81) does not quite
make U itself an orthogonal matrix, it can still be used to establish a unitary equivalence between U
and an orthogonal matrix, identifying the Bogoliubov transformations as the orthogonal subgroup O(2d)
of the unitary group U(2d). Specifically, one can find a unitary matrix &/ with which the particle-hole
conjugation matrix = can be decomposed as

2 =UUT. (5.82)
If we plug this into Eq. (5.81) we get
Usudvuu' — utvtu 2uturur = Uvu)T = 0= 07, (5.83)
where we defined
O=Uu'vu . (5.84)
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The basic idea is then the following. Maybe we can find the desired Bogoliubov diagonalisation
U'hgacU = Epac (5.85)

of a given BAG matrix hpqg by determining the orthogonal transformation O that solves the U-related
problem

OTapacO = Cgag , (5.86)
which results from Eq. (5.85) via
UNUTUUT hgaqUUTUU = UT Egac U (5.87)
upon defining
apag = UThpagd ~ and  Cpag = U'Fpacld . (5.88)

This may sound like a bold hope, but it turns out to be quite a workable solution. The reason is that
the matrix agqe comes out imaginary, skew-symmetric and Hermitian, and the orthogonal similarity
transformation O that brings the associated real, skew-symmetric and Hermitian matrix

aBaG = 1aBdG (5.89)

into the required form Cpqg can be found by established algorithms. Let us go through this procedure
in more detail. For a start, we show that the unitary matrix U from Eq. (5.82) exists. The simple form
2 =0, ® 14 of the particle-hole conjugation matrix = suggests the ansatz

U= a;0i® 14, (5.90)
el

where a; € C and where we introduced the index set I = {x,y, 2z} for a more convenient notation. The
unitarity of U requires

Z/H/{T Z a/za UZU & ]1d7
i,5€1

= Z a,»a;faiaj ® 14,
i€l
©
Z az 61]]12 + lezgkak) ® ]1d7

u,j€I

Ly, (5.91)

where we have used the product identity o;0; = (0;;12 + i€;j,0%) of the Pauli matrices in (0).3 This
yields the simple constraints

1= Z |a;|? and 0= Z a;a;€ijk (5.92)

iel ijel

!
for all k = z,x, z. The latter is equivalent to a;a; < a;a;j, which can be further simplified to a;a} € iR.
Similarly, we get

UUT™ = Z aiajaiU]T ® 1y
igel
= Z a;a;(— “’ (012 + i€ 10%) @ 1y
u,j€l

Zo, @1y, (5.93)

3Here, the Levi-Civita symbol €;jk refers to the standard order ijk = xyz, i.e. we have eyyrs = €yzz = €20y = 1 and

€yxz = €xzy = €zyx = -1
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where we wrote

ol = (-1)%va; (5.94)
to capture the symmetry (skew-symmetry) of the x and z (the y) Pauli matrix. From this, we obtain the
condition

Oy ; Z aiaj(—l)‘sjy (57;j]lg + ’L.Q'jkdk) 5 (595)
i,j€I

which translates to

1 k=
0= a1’ and iy aia(—1) e L { ‘ (5.96)

icl icl 0 else.

Once more, we are only interested in a particular solution for this. We can choose a, = 0, which
immediately ensures that the only non-zero term in the right-hand condition above is the £k = z term
that we are interested in. With a, = 0, the left-hand condition becomes 0 L az —a?, so we need a, = a,
to satisfy it. In order to determine the particular value of a, and a., we look at the £ = = condition

14 i(aya; + a.ay) - aya. . —% , (5.97)

which is readily satisfied by

e—im/4
V2
A quick check confirms that these coefficient choices are in line with Eq. (5.92), so the result is going to
be unitary. Combined we get the solution

ay:azz

(5.98)

e—iﬂ'/4 e—iTr/4 1, —ily
U — S PR _ 5.99
S lorodet= S (1 ) (5.99

Thus, we can always decompose the particle-hole conjugation matrix = as given in in Eq. (5.82), allowing
us to identify the subgroup of Bogoliubov transformations as the orthogonal subgroup O(2d) of the
unitary group U(2d) via the isomorphism

0 :U(2d) = 0(2d) < U(2d)
U—Uutou, (5.100)

defined as the conjugation with /. Note that this identification tells us that all Bogoliubov transfor-
mations B satisfy det(B) = +1, allowing a distinction between proper (det(B) = +1) and improper
(det(B) = —1) Bogoliubov transformations. With Eq. (5.99) at hand we can determine the aforemen-
tioned auxiliary matrix

apac = U hpacl (5.101)
and consider its properties. Namely, we find that it fulfils

afaq = U hpac U)*
= UThjyaU*
= UT(—Ehpac E)U*
—UTU U hpae UUTU
= —(UTUU hpac UUTUY)
= —UThgagU
— apac (5.102)
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where we used Eq. (5.54) in the third line, the defining relation UUT = = = =F = U*UT of U in the
fourth line, and the usual unitarity U’ = 14 giving UTU* = 15, = 19q in the sixth line. An analogous
calculation shows that

alae = UThpacU)T

=UThL,cU*

=UThgacU”

= —QBAG ; (5.103)
where we used the Hermiticity of hpqc to rewrite hl o = hf4q, allowing us to reuse the previous

calculation. Thus, the conjugation of the BAG matrix hpqg by U yields an imaginary, skew-symmetric
and Hermitian matrix agqg. As mentioned in the beginning, we can use apqg to define a real and
skew-symmetric matrix

aBac = 1ABAG - (5.104)

Real skew-symmetric 2d x 2d matrices like ap are unitarily diagonalised and possess an imaginary point
spectrum of pairwise conjugate eigenvalues

sp(aac) = {FiMy, ..., Fidg} . (5.105)

Furthermore, it is a well-known fact that there exists an orthogonal transformation

OTa%dGO = Z\]7 (5106)
which brings apy into the canonical form
0 X ... 0 0
-2 0 ... 0 0
N=| i o | =Asy, (5.107)
0 0 ... 0 A
0 0 ... =Xx¢ O
where we defined the diagonal matrix
A= diag(A1,. .., Aa) (5.108)

of non-negative* eigenvalues of aj,. Note that this form of N exploits that aj,q is always even-
dimensional. As a consequence, any zero eigenvalues appear also in pairs and can be incorporated into
the 2 x 2 block-diagonal structure in the form of 2 x 2 zero blocks. Furthermore, the tensor product
structure of Eq. (5.107) looks a bit unfamiliar because the first factor is d-dimensional and the second
factor is two-dimensional. This is precisely the opposite order of the tensor structure of = and U, where
the first factor is two-dimensional and the second factor is d-dimensional. Indeed, the above form of N
corresponds to a different choice of Nambu basis, namely

B:{cl,ci,...,cd,cz}. (5.109)

Nambu spinors ¥ given in this basis are related to Nambu spinors ¥ given in the canonical basis from
Eq. (5.40) via

V=YW, (5.110)

where Y is another simple real orthogonal permutation matrix. We are going to use this transformation

to change between Nambu bases whenever the discussion in basis B is beneficial, for example when

40f course, the eigenvalues of apge and a§3dG = iapqq only differ by a factor of i. Also, technically this definition of A
is only correct if there are no zero eigenvalues. If there are, they are going to come in even numbers and A will only contain
one half of them.
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the standard algorithms from linear algebra provide us with a matrix of the form Eq. (5.107). With
Eq. (5.110) we can then turn Eq. (5.106) into

YTOTapcOY =YTNY = WTagaoW =M , (5.111)
where we defined W := QY and M := YTNY, which is given by
M = (io,)) ® A (5.112)

Now M matches our canonical particle-hole tensor product structure. If we multiply the right-hand
expression in Eq. (5.111) by U from the left and by U’ from the right we get

UMUT = UW T dp g WUT
= UWT(UU) (iapac) (UTU)WUT
=i (UWTUY) (UagacU') (UWUT)

=i Uwu")" Uapactt) WUt | (5.113)
which, using Eq. (5.101), gives
Uwuh)' hpa WU = —udut (5.114)
and hence
B'hpagB =D, (5.115)
where we defined
B=uwu' and D=—iUMU’. (5.116)

We can determine the matrix D by plugging in the definition Eq. (5.99) of U as

e—iﬂ'/4 eiﬂ'/4

D——i (ﬁ(ay fo)® m) ((io,) ® A) (ﬁ(o—y fo)e nd)
((Uy +0.)® ]ld) (Uy ® A) ((Uy +0.)® 1d>

((Uy + UZ)Uy(Uy + UZ)) ®A

NN~ DN

= ((O'y +o.)(1s + iam)) QA
o, @A, (5.117)

which is a diagonal matrix

A O
D = (0 A) = EBdG (5118)

with the eigenvalues of hpqg on its diagonal. In particular, A was constructed such that it held only
eigenvalues F; > 0 so the two blocks of D readily group the positive and negative eigenenergies that we
assigned to particle and hole states in the beginning. Thus, it is valid to write

B'hgagB = Epac (5.119)

highlighting that B is indeed a Bogoliubov transformation that diagonalises hpqg as desired. The problem
of finding a Bogoliubov transformation B that diagonalises a given BdG Hamiltonian hpqg is therefore
reduced to finding an orthogonal transformation O that brings ag4¢ = iU thpagU into the canonical form
given in Eq. (5.107).
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One reliable way to achieve this is by means of a fundamental result from linear algebra known as
Schur decomposition. The Schur decomposition is a matrix decomposition algorithm that allows one to
write any real (complex) square matrix M as

M=QSQ ", (5.120)

where S is a real (complex) upper triangular matrix called the Schur form of M and where @ is an
orthogonal (unitary) transformation matrix. The Schur decomposition is of great methodical and com-
putational value because upper triangular matrices are generally much easier to handle than full square
matrices. In case of the complex Schur decomposition, the matrix S has another very neat feature: its
diagonal is made up of its eigenvalues, which, since S and M are similar, are also the eigenvalues of M.
Here, we are going to be concerned with the real Schur decomposition, which is a little bit more subtle.
The reason for this is that a general real square matrix M may have both real and complex eigenvalues,
although the latter must appear as conjugate pairs. If a real square matrix M does have at least one
conjugate pair of complex eigenvalues, there is no way to reduce it to an upper triangular form by means
of a real (orthogonal) similarity transformation. Thus, the real Schur decomposition generally produces
a matrix S, which is not quite in an upper triangular form. Instead, S has an upper block-triangular
form

Ky x X
0 K2 X

S=1. . . s (5.121)
0 0 Kg

where the K; making up the diagonal are either real 1 x 1 matrices

containing a real eigenvalue m; of M, or real 2 x 2 matrices of the form

(9 bj)
K; (—bj o) (5.123)
representing a conjugate pair a;£ib; of complex eigenvalues of M. A proof of the real Schur decomposition
theorem is included in App. A.2.

The utility of the Schur decomposition lies in its generality: any real (or complex) square matrix
has a Schur form, that can be used to reduce the computational effort in numerical settings or improve
efficiency in linear algebra problems. For example, the spectral theorem for real symmetric matrices,
which states that every real symmetric matrix A = AT is diagonalisable by an orthogonal transformation,
may be regarded as a direct consequence of the Schur decomposition: the Schur decomposition theorem
states that A is similar, through an orthogonal transformation, to an upper triangular block matrix S.
Since S is similar to A, it has to have the same symmetries as A. In particular, ST L5 , such that the only
non-zero elements in S are the elements of the diagonal blocks. Since real symmetric matrices only have
real eigenvalues, all diagonal blocks of S are 1 x 1 blocks of eigenvalues, such that A is diagonalised by
the orthogonal transformation. Similarly, the Schur form S of a real, skew-symmetric matrix A = — AT
must also be real and skew-symmetric. As a result, the diagonal of S is bound to be zero and the only
possibly non-zero elements are occupying the off-diagonals of its 2 x 2 blocks, i.e. all 1 x 1 blocks are
equal to zero and the 2 x 2 blocks of the form Eq. (5.123) simplify to

0k
K; = ( f) . (5.124)
77 \=k; 0

Note, that this immediately allows us to read off a few things we already know about the spectra of real,
skew-symmetric matrices. Namely, the only real eigenvalues they can have are equal to zero, and their
only non-zero eigenvalues are conjugate pairs of imaginary numbers, as can be seen from the eigenvalues
+ik; of K; in Eq. (5.124). Furthermore, the fact that the imaginary eigenvalues come in pairs tells us
that all odd-dimmensional real, skew-symmetric matrices must have an odd number® of zero eigenvalues,

5In particular, at least one.
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making them necessarily singular. Fortunately, the real skew-symmetric matrix apy that we obtain from
a BdG matrix hpqg is even by construction, so its Schur form is precisely a matrix

0 X - O 0
N 0 -0 0
S=1 : oo C | =A@ (ioy), (5.125)
0 0 -+ 0 A
0 0 -+ =Xz O
where A = diag(A1,...,Aq) is a diagonal matrix with the imaginary parts of independent eigenvalues

of A on its diagonal. Since afyy is even-dimensional, the number of zero eigenvalues has to be even as
well, i.e. they too come in pairs and we can essentially treat them in the same way we treat the pairs of
imaginary eigenvalues, allowing us to write S as in Eq. (5.125).

We conclude that the real Schur decomposition can be used to obtain the orthogonal similarity trans-
formation O and the canonic form N, as defined in Eq. (5.106). Thus, the Schur decomposition provides
us with everything we need to determine a Bogoliubov transformation B and spectral matrix Egqq for a
given BAG Hamiltonian. This is particularly useful for numerical purposes, as it enables us to build on
well-established and stable implementations of the real Schur decomposition algorithm.

There is one last subtlety regarding the numerical output of a Schur decomposition algorithm, that we
need to consider: a numerical implementation of the Schur decomposition may produce a Schur matrix
S lacking the uniform structure we implied in Eq. (5.125). There are two reasons for this. The first is
that zero eigenvalues appear as 1 x 1 blocks that may and generally will be arbitrarily positioned on the
diagonal of S. In particluar, zero blocks are not necessarily grouped together as in Eq. (5.125). The
second is that there generally is no uniform sign convention for the 2 x 2 blocks of S. This means that
S may feature 2 x 2 blocks of both the forms

0 k. 0 —k;
K. = J K. = J 12
! (—kj 0) and ! (kj 0 ) ’ (5.126)

simultaneously. Both of these irregularities translate to an ambiguity in the definition of the auxiliary
matrix A, cf. e.g. Eq. (5.125), holding half of the eigenvalues of our BAG matrix hggg. We have mentioned
before, that we want to choose A such that it is positive-semidefinite because then the eigenvalue matrix
Egqg from Eq. (5.118) readily manifests the understanding of (U, V)T as the positive energy Bogoliubov
eigenvectors in B, allowing us to understand the many-body ground state in terms of a Bogoliubov
vacuum state. Thus, we have to process the numerical Schur form accordingly. Say we get a numerical
Schur decomposition

QTapacQ =S (5.127)

of our auxiliary BdG matrix. Then we have to determine an appropriate orthogonal transformation Z,
such that

N :=27SZ = |A| @ (io,) , (5.128)
where
|A| = diag(|A1],-. ., [Aa])  with 0 < |[A\] < <A (5.129)

is the diagonal matrix of sorted individual eigenvalues that we wished for in Eq. (5.108). The block
structure Eq. (5.125) of S tells us that

FE 0 0 ... 0
0 F 0 ... 0 L=
i >
7|0 0 F ... 0| with m=4"%" (5.130)
. . . . : Oy if)\i<0,
0 0 0 .. Fy
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i.e. that Z is precisely the orthogonal transformation that flips the columns and rows of a 2 x 2 block if
the corresponding superdiagonal element of S is negative, and does nothing otherwise. If we transform
Eq. (5.127) using Z we get

ZTQTapacQZ = 2757, (5.131)
which eventually gives
OTapycO =N, (5.132)
where we defined
0 [A1] 0 0
—|A| 0 0 0
0=QZ and N = |A| ® (ioy) = : P : ol (5.133)
0 0 -+ 0 |\
0 0 - —|x O

which is precisely the form we looked for in Eq. (5.107). From here, we can obtain the desired Bogoliubov
transformation as outlined above.

5.3 The Bogoliubov Vacuum

Let Hpge be a BAG Hamiltonian and let B be a Bogoliubov transformation diagonalising it as

Hpac = ZEjb;r.bj , (5.134)

J

where F; > 0 and where the Bogoliubov quasiparticle operators b} and b; are defined via

P = (:T) - (gi gi) (;) =B w. (5.135)

Here, ¥ (®) denotes the Nambu spinor of elementary (Bogoliubov) fermion operators defined in terms
of the column vectors ¢ (b) of elementary (Bogoliubov) annihilation operators and the corresponding
column vectors ¢! (b') of elementary (Bogoliubov) creation operators. Due to E; > 0 in Eq. (5.134), we
can express the many-body ground state of Hgqg as a vacuum state of Bogoliubov quasiparticles, i.e.

|GS)pag = 10), - (5.136)

The Bogoliubov vacuum |0), is naturally defined via
!
b;0), =0 (5.137)

for all annihilation operators b; of Bogoliubov quasiparticles. So how do we come by such a Bogoliubov
vacuum state? We are going to outline two approaches to defining a Bogoliubov vacuum. The first one
stands out for its formal elegance. It is rooted in the representation theory of Lie groups and provides
an insightful yet technical perspective. The second one covers simplified expressions that are well-known
for their utility and established across many fields of application. The second approach will be the focus
of this work. Before turning to it, however, it is instructive to first consider a more formal perspective.
From a group theoretical point of view, a Bogoliubov vacuum state |0), can be obtained using the
representation theory of the Lie group O(2d). We have previously shown that the group of unitary
Bogoliubov transformations acting on a Nambu space H = H & H* of an d-dimensional complex Hilbert
space H is isomorphic to the orthogonal group O(2d) in 2d real dimensions, providing a partition of the
Bogoliubov group into proper (det(B) = 1) and improper (det(B) = —1) Bogoliubov transformations.
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The exponential map from Lie group theory allows us to express every proper Bogoliubov transformation
B € 50(2d) < O(2d) as

B =exp[X], (5.138)

where X € 0(2d) is a suitable skew-symmetric real 2d x 2d matrix from the Lie algebra o(2d) of SO(2d).

For a given B, the matrix X is formally determined® by the matrix logarithm, i.e. X = log(B). The

Bogoliubov vacuum we are looking for is a distinguished state in the fermionic BAG Fock space. Generally,

the Fock space F(H) of a single-particle Hilbert space H is formed by the action of polynomials in the
T

single-particle creation operators ¢; on a state |0) that is annihilated by all single-particle annihilation

operators ¢; — the state |0) is usually called the vacuum state of the Fock space. Formally, the fermionic
Fock space of a given single-particle Hilbert space H is given by the exterior algebra

o0
F(H)=EPH", (5.139)
n=1
where H"" denotes the antisymmetrised n-fold tensor power of H. The algebra of operators on F(H) is
generated by the fermionic creation and annihilation operators c; and ¢; satisfying

{cj,cl} =k and {ejien} = {c;,cz} =0 (5.140)
for all j,k=1,...,d. One can combine the creation and annihilation operators into Hermitian operators
Y1 = c} +¢; and Yjo = z(c; —¢), (5.141)

that satisfy
(VoV} = on W} = o v} = 265000 - (5.142)

These operators still generate the algebra of operators on F(#H). Furthermore, they still provide a basis for
Nambu space H due to the Nambu redundancy. We will come back to this shortly. The anticommutation
relations shown in Eq. (5.142) correspond to the anticommutation relations characterising the real Clifford
algebra Clyg(R) of 2d generators, which illustrates that the operators on F(H) form an algebra that is
isomorphic to Clag(R). A Bogoliubov vacuum can then be defined by

|B) = R(B) |ref) = @ |ref) (5.143)

where R(B) denotes a unitary representation of a given proper Bogoliubov matrix B € SO(2d) < O(2d)
and where |ref) is some reference state. The second equality expresses B through the exponential map
and uses the relation

R(B) = e?X)  for B=eX (5.144)

between a unitary representation R of SO(2d) and the corresponding representation p of 0(2d) on the
Fock space. The orthogonal group O(2d) has a double-valued unitary representation

R : SO(2d) — Spin(2d) C Clyg(R)
G +R(G) (5.145)

on the fermionic Fock space F(H) that is known as the spin-representation of O(2d). As indicated in
Eq. (5.145), the double-valuedness of the spin representation means that the spin representation maps
every G € O(2d) to a pair of Fock space operators +R(G) € Spin(2d). Neergard shows that the Fock
space representation of the Bogoliubov group is precisely this spin representation [87]. He chooses the
elementary fermion vacuum |0) as the reference state and defines the Bogoliubov vacuum as

|IB) = +R(B)|0) = +e"%) |0y, (5.146)

6Given that the exponential map is invertible at B.
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where R(B) now denotes the spin representation of a proper Bogoliubov matrix B € SO(2d) < O(2d)
and where p(X) is the spin representation of the Lie algebra element X € 0(2d) generating B via the
exponential map. The sign ambiguity in Eq. (5.146) is a direct consequence of the double-valuedness of
Eq. (5.145). For B € SO(2d), he arrives at the evocative form

|B) = +exp B\Iﬁ log(B)\Il] o), (5.147)

where ¥ is the same Nambu spinor as before. When the reference state |ref) = |0) is fixed, the double-
valuedness of the spin representation translates to a double-valuedness of the Bogoliubov vacuum |B)
that may cause sign problems in overlap formulas between BAG Fock states that require taking the square
root. In Ref. [87], Neergird demonstrates in detail how this understanding of the Bogoliubov vacuum
state can be used to determine and explain many of the established BAG overlap formulas.

Elegant as it is, the above formalism is not always the most convenient in practice. The main reason
for this is that the exponential involves non-commuting field operators, which generally require careful
tracking using a suitable normal ordering relation. Thus, practical applications often require simplified
expressions. In the following, we will present the two most prominent variants known as the product
state and the Thouless state. The product state can be defined as

d
0)y =TT 2,100, (5.148)

where |0) denotes the elementary fermion vacuum determined by c; |0) £ 0. In this form, the state is not
normalised and its norm N, is given by

(5.149)

1 T *
sz(—l)d(d‘z )Pf(v U Vv )7

~viv uty+

which we will discuss in more detail shortly. The nice thing about the product state is that its form
makes it obvious that it satisfies Eq. (5.137). However, this simplicity does not come for free. As we will
soon see, the product state as defined in Eq. (5.148) can only exist when the matrix V of the underlying
Bogoliubov transformation B is invertible. The other simplified variant of the Bogoliubov vacuum we
mentioned is the Thouless state. It can be defined as

0T = exp [; (c))T SCT:| 0, (5.150)
where
S=wvu?) (5.151)

is an auxiliary skew-symmetric matrix. The definition of S immediately shows that the Thouless state
comes with a similar limitation: it is only defined when U is invertible. The norm of |O>bT is

(d -1
Np = (—1)“5 Pt S ), (5.152)
1; =S

which we will derive along with the norm of the product state in the next section. Compared to the

product state, it is less straightforward to recognise the Thouless state as a Bogoliubov vacuum. Therefore,

we provide a proof of its validity as a Bogoliubov vacuum state in App. A.3. Furthermore, a quick proof

of the skew-symmetry of the auxiliary matrix S is presented in App. A.4.

Note that the form of the Thouless state [0), is reminiscent of the formal Bogoliubov vacuum |B)
given in Eq. (5.147). Indeed, Ref. [87] states the relation
1B)

[ P e (5.153)

* - (0lB)
between them. Still, there are a few important differences between |0)g
of. The vacuum state |B) is defined by a unitary exponential operator, which is constructed according

and |B) that we have to be aware
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to quite general principles as the spin representation of O(2d) on the BdG Fock space. As a result, it
inherits a sign ambiguity from the double-valuedness of the spin representation, as shown in Egs. (5.145)
and (5.147). In contrast, the Thouless state arises from a non-unitary exponential operator, which only
exists when U is invertible. However, if it does exist, the Thouless state has no sign ambiguity because
the arbitrary sign of |B) cancels out in the division, as evident from Eq. (5.153). Another thing that is
clear from Eq. (5.153) is that |()>;F is only defined when (0|B) # 0. Its uniqueness therefore comes at the
expense of generality. One may wonder whether (0| B ) # 0 and the invertibility of U are two independent
conditions. This is not the case. As we shall discuss later on, the overlap between |B) and |0) is given by

(0|B) = \/det(T) , (5.154)

showing that (0| B) # 0 and the invertibility of U capture the same underlying constraint. On a more prac-
tical note, the formal Bogoliubov vacuum |B') is based on an operator exponential with non-commuting
operators, so that it generally requires a normal ordering procedure. In contrast, the operator exponen-
tial defining |O>§ is built form pairs of fermionic creation operators, which commute among themselves,
eliminating the need for normal ordering. If both the product state and the Thouless state exist, they
are related by

0)) = Pt (UTV*) [0), . (5.155)

A proof of this relation is included in App. A.6. However, recall that |0)} and |O>;)F can only exist
simultaneously when both U and V' are invertible. This is not always the case. In fact, there are quite
general circumstances that prevent U and V from being invertible. To find these, we first exploit the

unitarity
ut vt u ve 1 0 u v ut vt
B'B (VT UT> (V U*) (0 ]ld> <V U*) (VT UT> BB (5.156)

of B to arrive at a collection
UU+VV =1, =00 + V*VT
Utv+Vvivs= 0 =uvi+v*uT
VIU+UTV =0 =VU +U*VT

VIV L UTU* =14 =VVI+UUT (5.157)
of conditions for the matrices U and V. Using Schur’s determinant identity
det (é g) = det(A)det(D — CA™'B), (5.158)

we can then show that
det(B) = det(U) det(U* — VU V™)
(i) det(U) et(U* + VVIU—1T)
det(U) det(U* + (1 — U*UT)U'T)

=det(U) det(U~'T)

-1, (5.159)
where we have used U~'V* = — (U~'V*) for (¢) and VVT =14 — U*UT for (x). Both of these can be
obtained from Eqs. (5.157). Concretely, (%) is a rearranged version of the bottom right equation, while
(0) is obtained by multiplying V*UT + UVT = 0 by UT~! from the right and by U~! from the left, so
that

U vt =-vivTtT=—(U'v) (5.160)

Equation (5.159) tells us that U invertible = det(B) = 1. The contraposition of this statement is
det(B) # 1 = U not invertible, which, given that the only possible determinants of Bogoliubov tran-
formations are det(B) = %1, can be refined

det(B) = —1 prevents U from being invertible.
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det(B) = +1 det(B) = -1
d even — det(U) =det(V) =0
dodd | det(V)=0 det(U) =0

Table 5.1: Invertibility conditions for U and V. Entries indicate which matrices are forced to be singular.

To get a similar statement for V' we note that Eqgs. (5.157) are invariant under an exchange of U and V/,

whereas the determinant of B transforms as
u v v U

det(B) = det = (—1)*det =: (—1)*det(B’ 5.161

er(B) =t (1[0} = (-1)fdee (1) = (1) dee( ) (5.161)

under the same exchange. For odd d, we can therefore map an improper Bogoliubov matrix B with

det(B) = —1 to a proper Bogoliubov matrix B’ with det(B’) = 1 by exchanging U and V. Since

Egs. (5.157) are left invariant under this exchange, we can repeat the above argument for B’ and find

that V invertible => det(B’) = 1. If we plug in the odd-d relation det(B’) = — det(B) from Eq. (5.161)
backwards, we obtain det(B) # 1 = V not invertible, showing that

det(B) = —1 prevents V from being invertible when d is odd.

When d is even, the exchange of U and V' does not change the determinant sign and det(B) = —1
obstructs invertiblity of both U and V. A summary of these constraints is given in Tab. 5.1. These
limitations are quite severe. For odd d, the product state and the Thouless state can never coexist,
while for even d, it is possible that neither state exists. In addition to these categorical restrictions, U
and V may always become singular by coincidence. So even though the ground state of a given BdG
Hamiltonian always exists, the simple Bogoliubov vacuum form in Eq. (5.136) is not going to be available
in every situation.

This is a problem. Fortunately, there is a quite elegant solution. To appreciate it, we must first
understand the “physical” reason why the construction of the product and Thouless state may fail. That
reason, as it turns out, is an accidental annihilation of the reference state. Generally, the construction of
every quasiparticle vacuum |0), as defined via Eq. (5.137) ultimately amounts to a systematic removal of
bj quasiparticles from some reference reference state |ref). The product state and the Thouless state use
the elementary vacuum |0) of the c-fermions as a reference state. This is most apparent in the definition
of the product state in Eq. (5.148), where we take the elementary fermion vacuum |0) and remove all
Bogoliubov quasiparticles from it by successively acting on it with every Bogoliubov annihilation operator.
The key observation is that

d
[I2;10=0 (5.162)

means that there is at least one Bogoliubov quasiparticle mode, which is already empty in |0). It seems
natural to simply exclude these empty modes from the product — after all, they are already empty — and
proceed as usual. The problem with this strategy is, that it is not at all obvious, which Bogoliubov modes
are empty in |0). We would require a systematic way of identifying empty Bogoliubov modes to make this
work. In a favourable turn of events, there exists a decomposition algorithm that accomplishes exactly
this. The Bloch—Messiah decomposition (BMD) may be described as a singular value decomposition
(SVD) that is compatible with the particle-hole conjugation structure of Bogoliubov transformations [88].
For a given 2d x 2d Bogoliubov transformation matrix B, it is a factorisation

u v+ ct 0\ (/U V\(D o0 -
B = = — — == BDT 1
v )= (G &) o) (6 o) @169
of B into a product of a block diagonal unitary 2d x 2d matrix C, which is defined in terms of a unitary

d x d matrix C, a real 2d x 2d matrix B, which is composed of two real d x d matrices U and V, and
another unitary 2d x 2d matrix D, which is determined by a unitary d x d matrix D. The two d x d
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blocks of B are given by the diagonal and block-diagonal matrices
Or 1y
U= @Zil uplsy and V= iil ivpoy . (5.164)
]lE @E
Here, we have introduced three index sets
IF = {].,...,dp}, Ip = {1,1,...,dp,(zp}, IE = {1,...,dE}, (5165)
that partition the original index J = {1,...,d} set as

IF:{l,...,dF}H{l,...,dF}ZZJFCJ
Ip:{l,L...,dP,Jp}I—>{dF+1,dF+2,...,dF+2dp—l,dF+2dP}:2JPCJ
IE:{l,...,dE}H{dF—‘erP—i-l,...,d}:iJECJ, (5166)

and we write
J=JpUJpUJg. (5.167)

Note that we have d = dg + 2dp + dg by construction. The new index sets are named in anticipation of
the so-called filled, paired, and empty states to which they correspond. This will become clear shortly.
The cardinalities

\Ie| = |Jp| =dp, |Ip|=|Jp|=2dp, |Ig|=|Je|=dEe (5.168)

are given in terms of the “dimensions” dg, dp, and dg of the filled, paired, and empty BMD sectors,
respectively. Note that we will usually sum over p = 1,...,dp and implicitly account for the paired
indices p. For instance, in Eq. (5.164), the P paired blocks are 2 x 2 matrices in the paired indices. Each
of these blocks is characterised by two numbers u, and v, that fulfil

uw,+vi =1 and up,vp >0 (5.169)

for all p =1,...,dp. Finally, we wrote Op and Oy for the dp- and the dg-dimensional zero matrix, and
1r and 1g for the dp- and the dg-dimensional unit matrix in Eq. (5.164). The actual construction of
the BMD is rather lengthy, occasionally tedious, and often conspicuously absent in the literature. The
interested reader may refer to App. A.5 for a comprehensive discussion.

It is worth mentioning that the form of the BMD in Eq. (5.163) differs from the standard form found
in much of the literature, cf. e.g. Ref. [83]. The main difference is that Eq. (5.163) is asymmetric in the
unitary matrices C and D, combining C and D' instead of C and D or C' and Df. The reason why we
define C and D' in this way is because it makes the following definitions more symmetrical. Concretely,
if we plug Eq. (5.163) into the definition of the Bogoliubov—Nambu spinor from Eq. (5.35), we get

EHE-GHEHE e

which, using UT = U, takes the simple form

G- 5)E)

upon defining new fermionic (quasi-)particle modes

d d
& =Y Cimc, and b= Djnb, . (5.172)
m=1

m=1

Note that this transformation only mixes the elementary and Bogoliubov annihilation operators amongst
themselves, so the new fermion modes have the same vacuum as the original ones, i.e.

0)=0 and  b;[0), =0 (5.173)
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for all j = 1,...,d. The new elementary fermion annihilators ¢,, correspond to a basis of single-particle
states that is known as the “canonical” single-particle basis because it diagonalises the one-particle reduced
density matrix p [83]. While this is quite useful in its own right, our primary interest lies in the new
Bogoliubov quasiparticle operators. Specifically, the (block-)diagonal structure of the matrices U and V
from Eq. (5.164) allows us to identify three types of new Bogoliubov quasiparticles:

i) the f =1,...,dp “filled” modes, where vy =1 and uy = 0, such that

by =ch. (5.174)
ii) the p=1,...,dp “paired” modes, where u,, v, > 0, such that
b, = uyC, — vp(’:;% and by = UpCy + ’UPEL . (5.175)
iii) the e =1,...,dg “empty” modes, where v, = 0 and u, = 1, such that
b, =¢,. (5.176)

If we plug the inverse transformation b; = Z Djnbn of the b, from Eq. (5.172) into Eq. (5.148) we
end up with

|O>§ = H bj 0)
j=1
d
= R D2 )
=1\ 7

d
© det(Dh) I 5, 10) - (5.177)

d d d
S 3 (T2 b, (5.178)

only contains terms where each Bj appears exactly once. As a result, the whole expression reduces to a
sum over all permutations of operator products, i.e.

d

d d
Zl' o Z H D;n] bnj — Z D17r(1 ’ dﬂ'(d)bﬂ(l) Z_)ﬂ(d) ’ (5179)
ni= =

ng=1 \j=1 TESq

where 7(i) denotes the image of the index ¢ under the permutation = € S; of the symmetric group of
d elements. Using {l_)j,l_)k} = 0 we can bring each permutation in a fixed reference order if we account
for the anticommutator sign EjBk = —Ekgj that comes with every transposition. We chose the natural

reference order b, - - - b, with which we get

> sign(m)D]_ ) Dl | By by s (5.180)
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where we took the operator string out of the sum because it no longer depends on the summation over
permutations. The convenient choice of reference order means that the anticommutator signs are precisely
the permutation signs sign(m) = (—1)V= with the number N, of neighbouring transpositions generating
the elements m € Sy of the d-th permutation group. This allows us to plug in the definition

det(DT) : Z sign (7 21 Dzw(d) (5.181)

TESq
of the determinant of DT in (x) and get the final expression. Now, D is a unitary matrix so det(D) is
only a phase factor. This shows that |0), and |0); do indeed correspond to the same quantum state. For
now, we disregard this additional phase factor and use the definitions of the empty and filled Bogoliubov
quasiparticle modes to write

=
=)
Salee]
R
—=
|
.
=
~

j=1
dp B dp L dg ~

=115, [1%2 [T 10
f=1 p=1 e=1
dp dp o dg

= 1] [0, [ 210)- (5.182)
f=1 p=1 e=1

Clearly, this expression vanishes whenever dg > 0. However, we already knew this, because Eq. (5.164)
tells us that dg > 0 makes V and hence V singular, giving the same condition as before. What we did not
know before was how to isolate and remove the troublesome empty Bogoliubov modes from the equation.
This is what Eq. (5.182) allows us to do. We can simply leave out the empty Bogoliubov modes and
define the truncated product state as

dp o dp
0y =[] b0, [] ¢} 10) (5.183)
p=1 f=1

where we moved the filled modes to the right, using that EJ} = Bf and {Bjj)k} = 0 so that commuting

the EJ} past the even number of paired Bogoliubov annihilation operators Hp l_)pl_)z—, does not yield an extra
sign. The truncation of the product state can be reinterpreted in terms of the reference state. Namely,
the truncation procedure is equivalent to choosing the reference state |ref) as

|ref) = H bl 10y, (5.184)

in which the Bogoliubov modes that are empty in |0) are manually occupied beforehand. With this, the
product state becomes

dp dp dE
00, =110 |] 0005 1] 0107
f=1 p=1 e=1
dp dp

I
fwal]
~
i ::]m
i :j&
=l
=
=

<
Il
—_

3
Il
—

_5E1_F[bebb Hb
F7 P77 E B
ZEEHbebpbﬁH(l—be 10)
dp N B
—EEHb prbp|0

—ep |0>b , (5.185)
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where we defined the combinatorial sign

dg(dg—1)

eg=(-1)""=2 (5.186)
that results form the dg(dg — 1)/2 transpositions that implement the permutation
by by bl--bh  — bybl-b, Bl (5.187)

and cancelled all terms with b -annihilation operators on the right because b, |0) = 0 for the empty
Bogoliubov modes. Up to an irrelevant global sign, this reproduces the truncated product state.

The key advantage of Eq. (5.183) is that it is well-defined and constitutes a ground state of the
underlying BAG Hamiltonian, regardless of whether V' is singular (dg > 0) or not (dg = 0). Finally, we
note that one can bring |0)} into the practical form

dp dp
0P =: H <u,,+v,,c g ) I (5.188)

f=1

by plugging in the paired Bogoliubov modes from Eq. (5.175) and rewriting their product as

U
el
U

P

(=l
(=l

S
S

(upép - vpé;r—,> (upél3 + vpé;r,)
(ui%—l— upvpcpc; vpup%— vﬁé}é})
(upvp (1 7>@ + vZELE;;)

Up (up + UPELEI;)

hS]
i
iR

|
S b
L
iR

=
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el

a3
5l
—

S
Il
-

dp

N T (e + vnchih ) (5.189)
p=1

where we defined the truncated norm factor

No =] v (5.190)

and cancelled all the terms with é-annihilation operators on the right because the whole expression acts
on the ¢-vacuum |0) afterwards. Thus, we obtain a normalised truncated product state

0y, = Id:[ (up + v,E) ) H cr10), (5.191)

which is distinctly reminiscent of the BCS vacuum state we stated in Eq. (5.13), although the paired
indices do not (necessarily) refer to quasi-momentum. Based on the normalised truncated product form
of the quasiparticle vacuum from Eq. (5.191) we can construct the excited energy eigenstates as BdG
Fock states as

d
1. oma), =[] ®f)" [0 (5.192)

m=1

where n,, = 0,1 denotes the occupation of the m-th quasiparticle state.
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5.4 Bogoliubov Overlaps

For many practical purposes, we are interested in overlaps between BdG Fock states. It turns out that
finding a reliable overlap formula is a surprisingly hard problem. In Ref. [87], Neergard demonstrated that
this is related to the fact that the Fock space representation of Bogoliubov transformations corresponds to
the spin representation of an orthogonal group. The inherent double-valuedness of the spin representations
then leads to a sign-ambiguity for all overlap formulas involving a square root. Let us go through this in
more detail.

The simplest BAG overlaps of interest are overlaps between different vacua. This includes things like
the overlaps (0]0)} and <0|0>;F between the Bogoliubov vacua |0); and |O>;F and their reference vacuum
|0), but also norm squares like 7(0/0)} and 1l;<0|0>;)r. Most BdG overlap formulas were first developed for
the Thouless state. For example, Ref. [83] presents the Onishi formula

(0[0), = /det(T*) (5.193)
for the overlap between a renormalised Thouless state
T
b =

10), = (0]0), exp B (cT)TScT] 10) (5.194)

and the elementary vacuum, and the expression

010y = \/des(UTU” + VIVY) (5.195)
for the overlap between two distinct renormalised Thouless states
~ T T
0}, = b =

(0[0),, exp B (cT)Tscf} ) and [0'), = (00}, exp B(CT)TS’CT} |0). (5.196)

Above, the matrices S and S’ are given by S = (VU1)* and S’ = (V'U’'~1)*, respectively. Equation

(5.195) is sometimes called an Onishi formula in the literature as well. Both of the Onishi formulas above
refer to a paper [89] by Onishi and Yoshida, in which they use a Thouless state of the form

1

. = exp {2 (cT)TscT] 10) (5.197)

10), = 10)

with <0\O>bT =1, and presented the overlap formula
1
1;(0’|0>;F = exp [Qtr (log(1 + S’TS))}

= \/m. (5.198)

Note that Eq. (5.198) can be used to reproduce Eq. (5.195), since

—~

°)

0y, £ 5(0'10) (0[0), (0|0}

= /det(U")\/det(U*)y/det(1 + S'1S)

R

e Vdet(U')\/det(U*)\/det(1 + U'T-LV/TV*U* 1)

= Vdet(U") /et (U*)/det (U’ T =1) /et (U TU + V' TV*)\/det (U 1)

() V/det(U7)/det(U)
V/det(U'T)\/det(U*

&) \/det(UTU’ LV, (5.199)

)\/det(U’TU* + VTV

where we plugged in Eq. (5.197) in (o), inserted the definitions of S’T and S in (%), and finally used
det(A~1) = 1/det(A) in (x) as well as det(AT) = det(A) in (A).
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The renormalised Thouless state in Egs. (5.194) and (5.196) is essentially the formal Bogoliubov
vacuum |B) from Eq. (5.147), but with the full Nambu-spinor exponential reduced to one involving only
creation operators. The contractions of the mixed creation-annihilation terms required for this reduction
precisely yield the normalisation factor in Egs. (5.194) and (5.196). As a result, Egs. (5.194) and (5.196)
inherit a sign ambiguity from the double-valuedness of the spin representation of O(2d). Neergard argues
that this sign ambiguity manifests as the intrinsic sign ambiguity of the square root in Egs. (5.193)
and (5.195). In contrast, the Thouless state in Eq. (5.197) is unique because the arbitrary sign of \O)g
cancels out in the division by (0]0), . Of course, this is only possible when (0[0), # 0, in which case it is

equivalent to fixing the sign of |0>bT by demanding <O|0>bT = 1. The sign ambiguity of the square root in
Eq. (5.198) can then be resolved defining

0(r); = exp 3 (") Se'] [0) (5.200)
and requiring that
L010(r), = y/det(1+751S) (5.201)

be a continuous function of 7 € [0, 1]. Since the limit of 7 — 0 is well-defined it can be used to choose a
sign of the square root. This is not an option for the overlap formulas based on [0), o |B) mentioned
before. A comprehensive discussion of these ideas is given in Ref. [87].

Here, we are going to focus on an overlap formula that is due to Robledo [90]. In contrast to the
above formulas, the Robledo formula does not require taking a square root. Instead, it is given by

T T AUdt1) S -1
p(0'10), = (=1) = Pf <]1d S,‘i). (5.202)

One way to derive this result is through fermionic coherent states, which allow us to exploit the underlying
Grassmann algebra and the associated Berezin integral techniques. Specifically, we can write

1
E(O/\O}bT = (0] exp [ ~Shie, ck] exp |:2SjkC;C2:| |0)

< (Olexp { PRIl } ( / (ifilldffd@) exp [-€76,]|€) <§|> exp [1@,@0;0;} 0)
- / (ﬁ dffdfi) exp [—&7€; ] (0] exp [ Siic; ck] |€) (£] exp { Sjwch Ck:| 0)

(Hdg d@) exp €€ <0|§>exp[ sie, fk} exp[ Sk gk] (€[0)
(x d 1 1
2 [ (Iegras ) expl-16 o | 58366 o (55656
(—1)%/@ exp B uTMu]

. d(d+1)

= (=1) = Pf{(M), (5.203)

5
L

—~
-

where we used an Einstein notation to improve readability: indices that appear twice are implicitly
summed over unless they are explicitly included in a product. In (o), we inserted the completeness
relation

d
L= / (Hdﬁfdé}) exp [=£¢;]1€) (€] (5.204)
i=1

of fermionic coherent states

€)= e 5 [0). (5.205)
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Note that (0|¢) = 1 according to this definition. Furthermore, §; and £ are mutually conjugate complex
Grassmann numbers, i.e. elements of the exterior algebra over the complex numbers satisfying

and, as a direct consequence, £ = £5? = 0 for all j,k = 1,...,d. Next, we plugged in the eigenvalue
equations
cley=¢16  and (€l =€ (e (5.207)

of fermionic coherent states in (x) and used that (0|¢) = 1 in (x). Finally, we took advantage of the fact
that the even products of the Grassmann numbers commute, which allowed us to combine the exponentials
in (%) and rewrite the resulting exponent as a vector-matrix-vector product between vectors

=& &6 )T (5.208)

and a skew-symmetric matrix

(S -1y
M := (ﬂd _S,*> (5.209)

in (A). Additionally, we transformed the integral measure as

1) d(d+1) d(d+1)

dg, .. A6 dgs . dgf = (-1 7T dpgg. . dpy =1 (-1)7F dp,  (5.210)

d
[]agrde, = ()™=
=1

where the sign prefactor is a consequence of the d(d+ 1)/2 transpositions that are necessary to rearrange
the initial integral measure into the new one, i.e.

d d
[Tdgdg, = ()¢ [] d¢ ag;
=1

=1

= (—1)%d€dE; . . (d€ydE5) d€ dey

= (—1)%d&,dg; . .. dE; (A&, des) deg

= (=1)%d¢, .. dfddﬁd IS

— ()= g, dg dg e

= (—1)"Tde, .. e e e (5.211)

1

Here, we first flipped all pairs of mutually conjugate differentials, which requires d transpositions and
produces a sign factor of

N(flip d pairs) = (—1)%. (5.212)

Then we successively moved the pairs of mutually conjugate Grassmann differentials to the proper position
on the right as indicated between the second and third line of equation. Once more, this does not produce
any signs because pairs of Grassmann objects commute with everything else. Finally, we reverse the order
of d§; ...d¢, which requires Zi: k = d(d — 1)/2 transpositions and therefore yields an additional sign
factor of

N(reverse order) = (—l)d(d;) , (5.213)
giving the overall sign factor of

d(d—1)

N (flip d pairs)N (reverse order) = (—1)%(—=1)" 2z = (-1)

d(d+1)
2

(5.214)

in the final line of Eq. (5.211). We chose to explicitly rearrange the initial integral measure because it
allows us to immediately plug in the following Berezin—Grassmann integration results in the final line (o)

111



of Eq. (5.203): let 6,,...,0,, be the 2n generators of a Grassmann algebra and let A be a skew-symmetric
2n X 2n matrix, then

/d02n ...df,ez% A% = Pf(A). (5.215)

The formula given in Eq. (5.202) determines the overlap between two Thouless Bogoliubov vacuum states
without having to take a square root. It is natural to wonder whether we can find a similar result for the
product form of the Bogoliubov vacuum. It turns out that this is possible using the relation Eq. (5.155)
between the Thouless and the product state, with which Eq. (5.202) becomes

'TTT/! 1Ty *
v v V> (5.216)

P/ i\P _ d(d+1)

The full calculation required to show this is given in App. A.7. The above Pfaffian formula for the
overlap between product state representations of different Bogoliubov vacua can be generalised to overlaps
between all BAG Fock states. This was done by Bertsch and Robledo [90-93], who showed that

1
p(nplng)y = iWPf(M) ; (5.217)

where

mg

denotes a BAG Fock state with s excitations specified by the index set s = {my,...,ms} C [1, N], and
where

T ooty virertu,  viTertow

Uty Utu Utcv
M = ror T s ez 21
: VIU, VIcV ’ (5.219)

v

is a skew-symmetric matrix given in terms of the Bogoliubov matrices (U, V') associated to |n,), and
(U', V') associated to |n.), [93,94]. The matrices U, V,C and U’, V', C’ denote the BMD components
of (U,V) and (U’,V’), respectively. All of the BMD matrices are truncated to omit empty modes,
accounting for the fact that we based the construction of the BAG Fock states given in Eq. (5.218) on
the truncated product states. The r and s matrix subscripts indicate a restriction of the column index
set to the respective index set, r or s. For instance, U, is a d x R matrix

U1m1 e Ulmr
U= = - 1, (5.220)
Udml Udmr
formed by the columns my, ..., m, of U. The restriction to the specified index set is always applied before

any other matrix operations, such as taking the transpose, adjoint or complex conjugate. The sign + in
Eq. (5.217) is given by

(o(o—1)+s(s—1))
2

4o (e (5.221)

where 0 = df + 2dp is the number of non-empty BAG modes in the vacuum |0')} and r is the number of
excitations in |n).),. The normalisation factors in Eq. (5.217) are given by

dp dp/
N=]]v, and N' =[] v, (5.222)
p=1 p'=1'
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5.5 Majorana Modes in BdG Theories

In quantum field theory, Majorana fermions are particles associated with a special kind of quantum
field. These Majorana type quantum fields are exotic in that they are real, which famously means that
Majorana particles are their own antiparticles. In condensed matter theory, and in particular in BdG
theories, the redundant structure of Nambu space allows us to rewrite BAG Hamiltonians in terms of
certain quasi-fermionic operators that are self-adjoint and in this sense reminiscent of Majorana fermions.
We encountered this before when we illustrated that the algebra of operators on the fermionic Fock space
F(H) of an d-dimensional single-particle Hilbert space H resembles the Clifford algebra Cly;(R). However,
the special thing about BdG theories is not merely their formulation in Nambu space, which admits a
Majorana basis, but their potential for Majorana eigenstates. To see this, consider a BAG Hamiltonian

T Af c
— = (f
Hgag = ¥ hgag ¥ = (c' ¢) (A T*> <cf) , (5.223)
where ¥ = (¢, ... ¢, cJ{ . cL)T denotes the Nambu spinor of the d elementary fermion annihilation and

creation operators ¢; and c}. A Bogoliubov diagonalisation

E 0 b
Hpag = ®' Epac ® = (b b) (0 —E) (bT> (5.224)

of Hpgg yields 2d complex Bogoliubov eigenstates bl,...,bd,bl{, .. .,bj;, where the bj and the b;f» are
understood as the quasiparticle and quasihole eigenstates, respectively. Now, we may unitarily combine
particle-hole conjugate pairs of Bogoliubov state operators into new operators

_pf — it
Yy =bj + b and Vij2) = by — b)) . (5.225)

In this way, we can express the BdG problem that was originally stated in terms of d particle-hole
conjugate pairs of complex Bogoliubov fermions through 2d operators that are self-adjoint

Yy =0 +b) =046l =7, and Al = [i(b} - bj)}T = —i(b; b)) =,  (5.220)
and fulfil
Dt Ty } = G700 + (=) F0,), D 0] + (1) =D, )}
= i (]} 4 (1) D bl }
HEDE Dby, 0]} + (1), b))
— ;(ktm=2) ((_1)(m—1>5ﬂ n (_1)<k—1)5ﬂ)
— j(ktm=2) ((71)“"*1) + (—1)(’H>) 51

_{2 for j=1,k=m

5.227
0 else , ( )

where j,l =1,...,dand k,m = 1,2. If we introduce multi-indices a = (j, k) and 5 = (I, m), the Majorana
algebra simplifies to the Clifford algebra of 2d generators

{’You 7,@} = 26(1[3 : (5228)

The self-adjointness of the v operators is what earns them the name of Majorana operators. However,
the anticommutation relations in Eq. (5.228) are not quite the same as the fermionic anticommutation
relations: even though different v operators anticommute properly as

Ve 15} = (o5} = (b} = (oAl =0, (5.229)
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for a # 3, the anticommutators for & = 8 are highly irregular. To begin with, the anticommutators

(8 Vet = (Ve vh} =2 (5.230)

deviate from the canonic fermionic anticommutator relations by a factor of two. This factor could of
course be removed by simply renormalising the « operators by a factor of 1/v/2, but this is not usually
done. We will soon see why. On top of that, the self-adjointness of the v operators means that the
formally sensible relations in Eq. (5.230) are also equivalent to

(oY} = {000 =2, (5.231)

as indicated in Eq. (5.228). These anticommutator relations are not even formally fermionic anymore.
They tell us that the individual v operators fail to square to zero. Instead, they square to one since

(oo Yot =YaYa + YaVa=272=2 = Ao=1. (5.232)

Note that a renormalised version of the v operators that satisfies {'ya,'yﬁ} = d,p would square to one
half instead. However, one half is an inconvenient value for 42 because it makes expressions like operator
exponentials

eCres (5.233)

a fair bit harder to evaluate. For such purposes it is far more practical to choose the v operators such
that 2 < 1, ie. if {74,745} = 20ap instead of {v,,75} = dap. In a sense, we sacrifice a measure of
resemblence to the fermionic algebra for better manageability. This is a favourable deal for us because
said resemblence was only ever formal to begin with. The mere fact that the v operators square to a
non-zero constant presents a far more serious problem: it means that the v number operator

n,:=yly=yy=1 (5.234)

is constant. As a result, there are no number states available for the v operators and they cannot be
accomodated as proper quasiparticle states in a fermionic Fock space. This is an important difference to
the Majorana fermions from quantum field theory, which are of course real fermions.”

Now, the Majorana states usually fail to be eigenstates of the BAG Hamiltonian. To see this, we
consider the matrix representation of the BAG eigenvalue equations for quasiparticle and quasihole Bo-

goliubov modes. These read

thG/@j = +Ej,6j and than = 7Ej’l’]j 5 (5235)

where hpqg denotes the BAG Hamiltonian matrix and where 3; and m; denote the coefficient column
vectors of the quasiparticle and quasihole Bogoliubov modes, i.e.

Uy Vl*j
Udj V.
_ a =" 5.236
B V1j an n; Ul*j ( )
Vdj U;j
with which
d d
b; = [)';f\II = Z (U,:jck + Vk*jcl) and b} = 77;(\11 = Z (ijck + UijL) : (5.237)
k=1 k=1

In terms of the coefficient vectors, Eq. (5.225) can be written as

T gl s ot gl . o
Yoy = 5 +B)Y =G,y and g, =i(ng - BT =T, (5.238)

"In every sense of the word “real”.
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which motivates the interpretation of the coefficient vectors

Y1) = Bj + 1 and Yi,2) = (B —ny) (5.239)

as representatives of the Majorana modes. With these, we get

hsacY(,1) = heac(B; +m;)  and  hpacy(2) = heaci(B; —n;) (5.240)
= E;(B; —n;) = E;i(B; +n;) (5.241)
= —iEj (2 =iE; v (5.242)

so the pair of Majorana vectors 7(; 1) and ;) is swapped and equipped with an imaginary prefactor of
+iE; under the action of hpqg. These equations can only ever be understood as eigenvalue equations if
E; =0, i.e. if the Majorana operators are made up of Bogoliubov quasiparticle and quasihole operators
that belong to zero energy eigenstates. We will call Majorana modes that correspond to zero energy
eigenstates Majorana zero modes (MZMs) and their operators MZM operators.

Note that zero energy Bogoliubov states are quite rare in BdG systems and appear only on special
occasions. This is why the general narrative regarding Majorana modes in condensed matter systems is
often summarised as follows: while it is always possible to rewrite a given BAG Hamiltonian in terms of
Majorana operators, it is rare that these Majorana operators correspond to eigenstates of the Hamiltonian.
That is to say, we can always formulate a BdG problem in terms of inseparably paired finite energy
Majorana states, but we seldom encounter unpaired zero energy Majorana modes. Moreover, we note
that in general there is no natural prescription on how to form complex fermion operators out of a given
set of Majorana operators, so there is no natural way to rewrite a given Majorana Hamiltonian in the
form of a BAG Hamiltonian.

The construction scheme for Majorana operators that we put forth in Eq. (5.225) is of course not
unique. Since the combination of complex Bogoliubov operators into self-adjoint Majorana operators
is usually a purely mathematical endeavour without immediate physical relevance, we are free to write
down other, more involved schemes as long as the quasi-fermionic anticommutation relations remain
intact. Of course, there is little to no reason to make things even more complicated for finite energy
pairs of Majorana modes. However, this changes in the presence of complex Bogoliubov modes with zero
energy. As we have seen, the MZMs that are constructed from such zero energy Bogoliubov modes are
eigenstates of the Hamiltonian. Thus, the remaining degree of freedom in their construction becomes
interesting. Let us consider a general BdG system with n complex Bogoliubov modes b, ...,b, at zero
energy. We want to find all possible sets of 2n MZM operators 7, ..., 7,y, that satisfy

(7%} =20,k and 7, =7, (5.243)

and are constructed from the n pairs of Bogoliubov creation and annihilation operators of the zero energy
quasiparticle and quasihole Bogoliubov modes. To do this, we consider the most general ansatz for such
operators,

n

v =Y (b, + Bikbl) . (5.244)
k=1
with coefficients a;, B, € Cforall j,k =1,...,n. The self-adjointness requirement vy, = 7} immediately
tells us that S;x = oy, S0 we get
v = Z(ajkbk + a}fkbl) . (5.245)
k=1

Additionally, we have to ensure the Clifford algebra requirement

!
(v} =20, (5.246)
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which, in terms of Eq. (5.245), becomes

(ajkbk + a;kbz) ) Z (b + ozl*mbfn)}

m=1

{'Yj”yl}:

?v.
Il
N

I
ST

(%‘k%M‘F 0 { by bl + a;kalm{bitv b } + a;ka;m>

F
3
l

* *
(ajkalm + ajkalm) Okm

ko

| I
i

—

* *
00y + ajkalk)

k=1
=2 Z Re(ajkal*k)
k=1
=265, (5.247)
where Re(-) denotes the real part. These conditions can be reduced to
1= o> and 0= Re(a,00) (5.248)
k=1 k=1
forall j #1 € {1,...,n}. The second condition ensures that different MZM operators anticommute, while

the first one guarantees that the individual MZM operators square to one. If we use these conditions in
a system with n = 1 zero energy Bogoliubov mode b;, we get two MZMs

y=anb +aibl and oy, = agb, +a3b] (5.249)

with constraints

lan2 =|az|?=1 and  Re(ayal)=0. (5.250)

The first equation tells us that the «; are phase factors

o = e (5.251)

J
where ¢; € R. If we plug this into the second condition, we get
Re (aq705;) < Re (ei(‘j’l_@)) 20, (5.252)

which tells us that the relative phase A¢ between o, and ay; must be

Api= ¢ — o = ig : (5.253)
With this, we can write
T
¢=d1  and  h=d-APp=0*-, (5.254)

and determine the general coefficient sets
(arp,0fy) = (€%,e7?)  and  (ag;,a3,) = (") e HOET/D) (5.255)
Substituting these into Eq. (5.249) then yields the general form
v, = €%b + e b and 7, = {OET/Dp 4 i OET/ 2 (5.256)

of the two MZM operators in a system with one complex Bogoliubov zero mode. Of course, this can be
simplified to

v, = €Pb et and v, = i (e"%b — e b1, (5.257)
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which, for ¢ = 0, reproduces the canonic definition of Majorana operators given in Eq. (5.225). However,
it is easy to come up with other valid Majorana operators like

v =€eTb+e bt and 4, = Th4 e ST (5.258)

This particular version of Majorana coefficients is distinguished by the fact that it represents the most
“symmetric” family of Majorana coefficients: if we draw

COSt:={zeC:|z|=1} (5.259)

into the complex plane and mark the positions of the four MZM coefficients on it, then the set

(Oél,OLT,OZQ,Ot;) = (ei 767i aei%aeii%) (5260)

INE]
a3

of coefficients is the only one that evenly partitions S% into quadrants. Later, we will find that this
maximally symmetric coefficient family is the one that is usually preferred by numeric solvers in systems
with a single zero energy Bogoliubov mode. Overall, the above construction scheme provides us with
a continuous family of possible Majorana operators that are qualitatively the same, because they are
constructed from the same two Bogoliubov operators b and bf. This changes when there is more than
one zero energy Bogoliubov mode.
Let us consider a BdG system with n = 2 Bogoliubov modes b, and b, at zero energy. The most

natural way to write down four MZM operators

Y = by + iy b] 4 agoby +alpbl vy = agiby + a3b] + agoby + 03,b8

Vg = igyby + By b] + agoby + afobl vy = ayyby + bl + b, + o,bt (5.261)

is to repeat the n = 1 construction for b, and b, individually, i.e. to choose

i —i i(p1Em/2) —i(p1km/2
(11,091, 19, 092) = (euin’e l¢17070), (Qg1, 0%, gy, (d9) = (el(m ™/ )76 igr£n/ ),0,0)

(0431, O‘;lv Q32 a§2) = (07 07 ei¢2 ) eii¢2) ’ (a41a aZlv Qyo, O‘Z2) = (Oa O’ ei(¢2iﬂ—/2)a e*i(¢2ﬂ:ﬂ/2)) ) (5262)
such that

Y= etP1 b, + et b11- , Yy = ei(¢1iﬂ'/2)b1 + e—i(¢1iﬂ'/2)b1
vy = €%2b, + e—itbzb; oy = el ET D e—i(tbziﬂ/?)b; ) (5.263)

One can verify that the coefficients in Eq. (5.262) readily satisfy the conditions from Eq. (5.248), so that
the naive definition of two “independent” pairs of MZMs does indeed produce valid Majorana operators.
However, these are by far not the only Majorana constructions allowed. In particular, we could have
based the independent Majorana pair scheme on unitarily rotated zero energy Bogoliubov operators

(1) 0 ()= 20
Due to the previous analysis, we know that the new Majorana operators
Ay = (emlgl n e—wlgi) Ay = (ez'(miw/z)gl n e—i(asliw/Q)gD
By = (€hy + e 0} ) Ay = (eI, 4 e ) (5.265)

are still well-defined.
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6 — Anyons

In the vast landscape of quantum particles, there exists one particularly curious species known as
anyons. A utilitarian definition of anyons is as follows: while fermions obey Fermi—Dirac exchange statis-
tics and bosons obey Bose—FEinstein exchange statistics, anyons obey any exchange statistics. Clearly,
these kinds of particles are nowhere near as common in nature as fermions and bosons, otherwise they
would be as familiar to everyone as fermions and bosons. As we will soon see, the reason for this is
that anyons can only occur in two spatial dimensions and we just so happen to live in a world of three
spatial dimensions. Thus, it is only under rather specific circumstances — when the motion in one spatial
dimension is somehow “frozen out” — that anyons may emerge as quasiparticle excitations.

Consider a quantum state of some number of identical particles. The exchange statistics of the particles
refers to the phase picked up by the state when two of the identical particles are exchanged. However, this
definition is ambiguous. Does it refer to the phase acquired under a formal, instantaneous permutation
of the particles, or does it refer to the phase that results when any two particles are adiabatically moved
around each other such that they swap positions in the process? There is a philosophical debate to
be had about which of these notions offers a more accurate description of nature. Fortunately, both
interpretations turn out to be equivalent in three or more spatial dimensions and we do not have to
concern ourselves with this distinction there. However, this is not the case in two dimensions. In
the following, we will show how the concepts formal instantaneous and adiabatic real-space exchange
statistics differ in two spatial dimensions. In particular, we will address the phases that result from
adiabatic exchanges. This part is mainly based on Ref. [95].

The most natural way to understand statistics under adiabatic exchange of particles is to think about
it in terms of path integrals. Recall that in the path integral formulation of quantum mechanics, the
probability amplitude for a single particle to go from point & to point y is given by

Y ) .
Afw — y] = / Dr St (6.1)
where Dr denotes integration over all possible paths from x to y, and where

S, = / dt L[r(t), 7(2)] (6.2)

is the action given in terms of the Lagrangian L[r(t),7(t)] of the system. Note that the integration over
all possible paths explicitly includes discontinuous paths. However, if the position x of a particle changes
discontinuously, the position derivative & and hence the Lagrangian L[r(t),(t)] become singular. As a
result, the action S[r,r] along discontinuous paths is usually argued to be giant. A giant action leads
to a rapidly rotating path contribution ¢*°[™"] in Eq. (6.1), which, in the spirit of the stationary phase
approximation, is assumed to interfere destructively and can therefore be omitted. For this reason, we
may limit the following considerations to continuous paths.

Now consider a system of N identical particles in an n spatial dimensions. For N > 1, the indistin-
guishability of the particles makes the construction of probability amplitudes a bit more subtle. Since
permutations of identical particles produce physically equivalent states, the probability amplitude of a
transition from a state with N particles at positions (z1,...,2xN) to a state with N particles at positions
(y1,...,yn) must account for permutations of the particles in the final state. Thus, we have

Yr (1) Yr(N)) ) . .
D(ri,...,TN) ST TN TN , (6.3)

Al(zy, ..., 2N) = (Y1, yn)] = Z/

(
rESN (®1,...,2N)

where the extra sum extends over the elements 7 of the symmetric group Sy of N elements in order to
include all possible permutations of end points. Before we use Eq. (6.3) to analyse the possible adiabatic
exchange statistics of particles in n spatial dimensions, we impose one more constraint on the paths
included in Eq. (6.3). By invoking a hard-core repulsion between the particles, we effectively exclude
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Figure 6.1: Exchangeless and single exchange paths in (n 4+ 1) dimensional spacetime. The n spatial
dimensions are depicted as a plane.

intersecting paths along which any two particles can occupy the same region in space. This additional
restriction can be justified in several ways. Physically, pairs of identical particles often experience a strong
repulsive interaction that keeps them separated. Philosophically, one could argue that the very concept
of adiabatic exchange statistics essentially requires the particles to remain well-separated, as otherwise
their real-space exchange cannot be tracked in a meaningful way. Note that by including the hard-
core constraint, we exclude cases with n = 1 spatial dimension from the discussion, since an adiabatic
exchange of hard-core particles is impossible there. Accepting this caveat, the probability amplitude for
an adiabatic exchange of N = 2 identical particles in n > 2 spatial dimensions becomes

(@2,21)

D(rl, r2) eiS[rit1,ra, 7] +/ D(’I"l,’l"2> eiSlristi,re sl 7 (6.4)

(z1,22)

(z1,22)

Al(xy, x2) — (T2, 21)] = /

(z1,22)

where the path integral takes into account all continuous, non-intersecting paths from (x1, x2) to (2, 1)
and (1, x2). Two simple examples of such paths are sketched in Fig. 6.1. The key observation is that the
exchange statistics of identical particles should not depend on the geometric details of exchange paths:
if two exchange paths can be continuously deformed into one another, they should give rise to the same
statistical phases. This suggests that the possible exchange statistics of identical particles in n spatial
dimensions are somehow related to the homotopically distinct exchange paths, giving their classification
a distinctly topological flavour. In fact, the challenge of counting distinct exchange paths is closely
reminiscent of the problem that led to the definition of the fundamental group. If we consider the relative
position & = x5 — x1 of the two particles, then every path v : (x1,22) — (21, ®2) that returns both
particles to their initial positions naturally defines a closed path I' : « — @ in the configuration space

cp =R\ {0} (6.5)

of the relative position x in n spatial dimensions. Note, that we remove the origin from R"™ because the
hard-core constraint means that paths cannot intersect. Every path « : (@1, €2) — (21, ®2) can therefore
be naturally associated with an element [I" : @ — @] of the fundamental group 71 (C%). Unfortunately, the
second class of paths, A : (x1,x2) — (2, 1), where the particles end up in each other’s initial position,
correspond to open paths A : * — —x in CF that are not directly classified by m1(C%). However, the
indistinguishability of the particles tells us that all physical states characterised by @ and —x are actually
equivalent. To obtain the configuration space Cy of the relative position x of two identical particles in n
spatial dimensions, we must therefore identify the relative positions  and —x in C%, yielding

C3 = (R"\{0})/ 2>, (6.6)

i.e. the punctured n-dimensional Euclidean space C% = R™ \ {0} modulo the group action of Zs that
identifies * ~ —a for all € C¥. Now all paths considered in Eq. (6.4) define closed paths in CZ.
Accordingly, every path also belongs to some equivalence class of the fundamental group 71 (C%). This
indicates that the possible statistics of identical particles in n spatial dimensions are determined by the
fundamental group m (C%). We can compute these fundamental groups by noting that the configuration
spaces C§ in Eq. (6.6) are homotopy equivalent to the real projective spaces RP" ! of one lower dimension,
ie.

Cy ~RP"1, (6.7)
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This follows from the fact that R™ \ {0} deformation-retracts to the sphere S"~! and the Z, quotient of
S immediately yields

Sz, 2 RP! (6.8)

by definition. Note that Eq.(6.7) expresses a homotopy equivalence, indicated by the symbol ~, whereas
Eq.(6.8) establishes a homeomorphism, denoted by 2. Equation (6.8) shows that S*~! constitutes a
double cover

7: SV 5 Rrpr?
x> 2] (6.9)
of RP" ! where [x] denotes the equivalence class [¢] = {z, —z} of antipodal points. In the language
of fibre bundles, Eq. (6.9) defines a fibre bundle with base manifold B = RP™! and discrete fiber

F = {z,—x}.} Forn > 3, Eq. (6.9) can be used to determine the fundamental groups 71 (C5) = 71 (RP" 1)
via the following theorem.

Theorem 6.0.1. Deck Group Isomorphism. Let 7 : D — X be a double cover. The deck group G
is the group of homeomorphisms d : D — D that preserve the covering structure, satisfying

mod=rm. (6.10)

If the double cover is universal (simply connected), the deck group G is isomorphic to the fundamental
group 71(X) of the base space X, i.e.

G~m(X). (6.11)

Intuitively speaking, the deck transformations of a covering space permute the discrete fibres in a way
that is compatible with the bundle structure. Since the covering space S*~! of C¥ is simply connected
for n > 3, Thm. 6.0.1 tells us that

m(CH =m(RP" ) ~G,,; for n>3, (6.12)

where G,,_; denotes the deck group of 7 : S*~1 — RP" ! as a discrete fibre bundle. In that case, the deck
groups G, are directly determined by the group Z, that defines the covering in Eq. (6.9) in the first place.
Indeed, the only two homeomorphisms d : S — S” fulfilling Eq. (6.10) for the double cover Eq. (6.9) are
the identity map id : S»~! — S$”~ !, 2 — =z and the antipodal map a : "' — S" ! 2 — —z, so that
we have

Gno1=Aid,a} =~ Z,, (6.13)
and hence
71 (CH) = m (RP") ~ 7, (6.14)

for all n > 3. For n = 2, we cannot apply Thm. 6.0.1 as S' is not simply connected and therefore not
a universal cover of C2 = RP'. The fundamental group 71 (RP') is still easy to find because the real
projective line RP! is itself homeomorphic to the circle S?, i.e. RP! ~ S!, such that

m(RPY) ~ 71 (S~ 7. (6.15)
Combined, we therefore get

Z for n=2
m(CH) = m (RP" 1) = 6.16
(&) i ) {Zz for n>3. ( )

1 An analogous notion is true for all covering spaces.
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In particular, we have 7 (C3) ~ Z in n = 3 spatial dimensions, telling us that there are just two classes
of homotopically distinct closed paths in C3, namely the direct and the single exchange paths. This means
that every higher order exchange path can be continuously deformed into one of the two elementary paths
shown in Fig. 6.1. For example, a double exchange of particles in (3 4+ 1) dimensions is homotopically
equivalent to the direct path: picturing a double exchange path in the style of Fig. 6.1, one can imagine
sliding the first particle’s doubly intertwined world line off the world line of the second particle. The
probability amplitude in Eq. (6.3) for particles in (3 + 1) dimensions can then be written as

Al(z1,2) = (X2, 21)] = ?{DR eiSolR.R] | cid fDRei‘Sl [R.R] (6.17)
0 1

where we defined R := (r,73) and R := (71, 75) for convenience and wrote ¢, for the path integrals over
the two classes of direct and single exchange paths. We also explicitly included a relative phase factor e*®
that accounts for a possible topological phase difference between the two two types of exchange paths.
As was mentioned before, the statistical properties of the identical particles under adiabatic exchange
must not depend on the geometrical details of the exchange paths, so only the relative phase factor
e'® can encode the possible exchange statistics. The fact that a double exchange path of particles is
homotopically equivalent to the direct path then yields the constraint

2 L1, (6.18)

which implies that ¢ € {0, 7} giving rise to the familiar Bose-Einstein and Fermi-Dirac statistics available
for identical particles in (3+1) dimensional spacetime. This analysis carries over to all spatial dimensions
of n > 3, showing that the only possible statistics in n > 3 spatial dimensions are of the Bose—Einstein
and Fermi-Dirac types.

The special thing about n = 2 spatial dimensions is that 71(C5) ~ Z. This means that there is an
infinite number of homotopically distinct closed paths in C3 ~ RP!. Every exchange path is labelled by
an integer N indicating the number and direction (sign) of exchanges it involves, and any two exchange
paths with N # M are homotopically distinct. The probability amplitude in Eq. (6.3) for particles in
(24 1) dimensions can therefore be written as

Al(z1,22) = (22, 21)] = Z elon j{ DR SRR (6.19)
nez n
where we introduced a sum over the classes of distinct exchange paths labelled by n € Z ~ 7 (C3) and
wrote fn for the path integrals over the n-th class of exchange paths. Unlike before, Eq. (6.19) imposes no
constraint on the relative phase factor ¢® between equivalence classes of exchange paths: larger numbers
of particle exchanges are no longer topologically required to yield the same statistical phase factor as the
direct path. While ¢ € {0, 7} are still valid choices — it is possible to have bosons and fermions in two
spatial dimensions — these are by far not the only choices allowed. In principle, any real phase ¢ € R is
possible. Accordingly, we conclude that particles n = 2 spatial dimensions may have any statistics, and
refer to them anyons.
Observe that the fundamental group m1(Cy) ~ Zs determining the adiabatic exchange statistics of
two identical particles in n > 3 spatial dimensions is the same as the symmetric group S5 ~ Z5 describing
their formal permutation statistics, i.e.

m(Cy) ~Zy~ 8y for n>3. (6.20)

In n = 2 spatial dimensions, on the other hand, the adiabatic exchange statistics of identical particles
is determined by m1(C3) ~ Z. Thus, they differ from the formal permutation statistics described by
Sy ~ 75, and we have

T(C) ~Z Ak Zy~ 8. (6.21)

The above discussion is limited to the minimum number of N = 2 identical particles required for the
definition of quantum statistics. For larger numbers of IV identical particles, an analysis of the independent
relative position vectors is less intuitive. Instead, one defines the so-called ordered configuration space

Confy (R") := {(wl, ozy) e (RN |z # xz; foralli# j}, (6.22)
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which contains all ordered N-tuples of pairwise distinct points (particle positions) in R™. To account for
the indistinguishabilty of particles, we introduce an equivalence relation

(1, 2N) ~ (Y1, yn) i (21,00 2N) = (Yra)s o Yn(v)) (6.23)

for some element 7 € Sy of the symmetric (permutation) group Sy of N elements. Note that
'/T'(wl,...,CBN):(51777(1),...,1117‘-(]\[)), (624)

defines the natural action of Sy on Confy (R™). The equivalence relation in Eq. (6.23) removes the order-
ing of the N-tuples by identifying all ordered N-tuples that contain the same N particle postitions. The
quotient of the ordered configuration space by the symmetric group then yields the so-called unordered
configuration space

UCOan(Rn) = CODfN(Rn)/SN . (625)

For N = 2, Confyx(R™) is homotopy equivalent to C3 from Eq. (6.5), while UConfy (R™) is homotopy
equivalent to C¥ from Eq. (6.6) — in this sense, Egs. (6.22) and (6.25) generalise Egs. (6.5) and (6.6). Any
adiabatic exchange among the IV identical particles corresponds to a continuous path

(.’1)1,...,.’1)1\/):(Ccﬂ.(l),...,.’l}ﬂ,(]v)), (626)

which readily defines a closed path in UConfy (R™). The exchange statistics of N identical particles in n
spatial dimensions is therefore captured by the fundamental group

7m1(UConfy (R™)) =: By (R™), (6.27)

which is called the N-strand braid group By (R™) of R™ in the mathematical literature. Analogous to
the previous discussion, Eq. (6.25) makes Confy(R™) a covering space of UConfy(R™) but this time
with deck group G = Sy. Moreover, the ordered configuration space Confy(R™) turns out to be simply
connected for n > 3, so that the covering becomes universal and we have

m1(UConfy (R™)) = By(R") ~ Sy for n>3. (6.28)
For n = 2, we instead find
711(UConfy (R?)) = By(R?) ~ By, (6.29)
where By is the Artin braid group of N strands. Combined we get

By for n=2
m1(UConfy (R™)) = By(R") = 6.30
1( ~(R™)) = Bn(R") {SN for n>3. (6.30)

which, noting that By ~ Z and Ss =~ Zs, readily generalises Eq. (6.16). This result tells us that in
n > 3 spatial dimensions both the adiabatic exchange statistics and the formal permutation statistics
are governed by the symmetric group and are therefore equivalent. In (2 + 1) dimensions, the adiabatic
exchange statistics are determined by the braid group and the equivalence with the formal permutation
statistics is lost.

Some comments are in order. In the mathematical literature, the study of configuration spaces and
their fundamental groups is not limited to R™ — instead, one considers arbitrary topological spaces X. As
part of this generalisation, the term N -strand braid group of X was introduced to mean the fundamental
group By (X) = 71 (UConfy (X)). Historically, the Artin braid group By = By (R?) from before was the
first N-strand braid group to be studied, although the definition that Artin gave was much more rooted
in algebra than in topology [96,97]. In fact, the visual representaion of By (R?) is what inspired the
terminology of “braids” in the first place. For these reasons, By = By (R?) is still known as the braid
group today and caution is advised when navigating the literature on this subject.
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6.1 Anyons and Spin

One of the more powerful results of quantum field theory is that it provides a framework to understand
not only the emergence of spin but also its connection to quantum statistics: the spin-statistics theorem
states that fields with half-integer spin must be quantised as fermions, while fields with integer spin
must be quantised as bosons. So how does the spin-statistics theorem deal with anyonic statistics? In
two spatial dimensions there is only one generator of angular momentum J, — the projection of angular
momentum onto the “missing” z-axis. An immediate consequence of this is that there is no helicity in
(2 + 1) dimensions, as the projection of S, onto the xy-plane is always trivial. Since helicity is the only
meaningful notion of spin for massless particles, it follows that massless particles in (2 + 1) dimensions
must be spinless. For particles with invariant mass M, spin can be unambiguously defined as

S = MS., (6.31)

where S, is the spin part of J,. However, since there is only one generator of angular momentum, there
is no non-Abelian Lie algebra that can restrict its possible eigenvalues s € R and the spin of a massive
particle in (2 + 1) dimensions can in principle be anything. A particle ¢» with any spin s € R then
transforms as

W — €25 (6.32)

under full 27 rotations. This recovers bosons for s € Z and fermions for s € Z/2, but yields a new
type of particle for any other s € R. This is awfully similar to the conclusion that particles in (2 + 1)
dimensions can have any statistics, and for good reason. In fact, there is another way to arrive at the
conclusion that anyons may exist in two spatial dimensions. It starts from the observation that particles
in (24 1) dimensions can have any spin and concludes that they must be allowed to obey any statistics
by invoking the spin-statistics theorem. The beauty of this argument is that it appreciates the weight of
the spin-statistics theorem: a (2 + 1) dimensional particle with some non-(half-)integer spin s € R has
to obey an accordingly exotic “continuous” statistics in order to remain in line with the spin-statistics
theorem. In this sense, anyons smoothly interpolate between bosons and fermions both in the spin and
the quantum statistical sense. For more Details, see, for instance, Refs. [98,99].

6.2 Topological Quantum Computation with Anyons

Quantum computation is a method of information processing that utilises the superposition principle
of quantum mechanics. The basic idea is simple: take the fundamental information unit of a classical
computer, a bit which can be either 1 or 0, and turn it into a quantum object, so that it can exist not
only as 1 or 0 but also as any superposition of these. The result is called a quantum bit, or qubit for
short. In principle, every two-level system of states |0) and |1) that allows for coherent superpositions

) = al0) + B1), (6.33)

with a, 8 € C can be used to represent a qubit. Here, [¢)) is called the qubit state and the two states
|0) and |1) are called the logical states. Coherence means that the relative phase between the logical
states |0) and |1) is well-defined and stable over time. It is essential because it enables the constructive
and destructive interference necessary for quantum algorithms. Without coherence, the qubit loses its
quantum behavior, and quantum computations become meaningless. In practice, coherence is a fragile
property and is often compromised by noise or interactions with the environment. A logical gate on a
qubit is implemented by a unitary operator U € U(2) that acts on the qubit state |¢). For example, a
NOT-gate Uxor swaps the two logical states |0) and |1) in [¢) as

UNOT |0> = ‘1> and UNOT |1> = ‘O> . (6.34)

In this sense, it implements the quantum analogue of a classical bit flip operation. In the basis of the
logical states, a generic qubit state |¢) as in Eq. (6.33) takes the form |¢)) = (o, 8)T and Unor is
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represented by the z-Pauli matrix UnoT = 0., giving

Uxor [¢) = Unor <g> B ((f (1)) @) B (ﬁ)

where [1/) denotes the “Aipped” qubit state. The NOT-gate is also called an X-gate for this reason.
Topological quantum computation is an approach to quantum computing that is based on the exotic
statistics of anyons. It builds on the observation that in some quantum systems, the presence of anyons

(OF (6.35)

leads to a degenerate coherent subspace Hg, in which the state can only be evolved by adiabatically
moving the anyons around each other. During such a sequence of adiabatic anyon exchanges, the anyon
world lines tie up into so-called braids, that cannot be untangled due to the exotic statistical properties
of the anyons. When a qubit is encoded in the degenerate coherent subspace Hg of the anyons, their
adiabatic exchange can be used to implement quantum gates on Hg and the topology of the resulting
anyonic world line knots provides powerful protection against local perturbations.

In the following, we give a brief overview over the theory behind topological quantum computation. To
this end, we first introduce the algebraic theory of anyons, which provides a formal basis for the description
of anyons and the unitary transformations realised by their braiding. After that, we discuess the definition
and braiding of anyonic quasiparticles in the physical model of a topological p-wave superconductor.

6.3 Algebraic Theory of Anyons

Formally, a model of anyons is determined by a pair (S, T) of matrices called its modular data. These
matrices encode essential physical properties of anyonic systems. The diagonal twist matrix T captures
the so-called topological spin of the individual particles, specifying their transformation behaviour under
27 rotations. The elements T;; = 0;;6; must be roots of unity, i.e. 0; = exp (i2wk/Nj;) for k, N; € Z, such
that a 27 rotation of the j-th anyon type ; is described by v; — 6,%;, cf. Eq. (6.32). The S matrix
determines the quantum statistics of the particles, detailing the braiding between them. Together, the
S and T matrices can be used to derive a set of anyon-combination rules known as fusion rules. Note
that the converse is not true; there exist scenarios, such as in the well-known Ising and Fibonacci models,
where the same set of fusion rules can correspond to multiple S and 7" matrices. This complexity gives rise
to the concept of modular tensor categories (MTCs) and it is MTCs that provide a complete description
of the algebraic properties for a given model of anyons [100]. Nonetheless, discussions of anyon models
typically begin by stating the fusion rules in practice. This is what we will do in the following.

In condensed matter physics, anyons emerge as quasiparticles in some two-dimensional systems. There
are two types of such anyon excitations: Abelian and non-Abelian anyons. In the much simpler case
of Abelian anyons, the physical ground state is non-degenerate and an adiabatic exchange of anyonic
quasiparticles can only furnish it with a U(1) phase exp (i¢). Abelian anyons are then called Abelian
because U(1) is an Abelian group. The much more interesting and challenging case is that of non-Abelian
anyons, where the ground state is d-fold degenerate and we are dealing with a d-dimensional subspace
Ho of ground states. The adiabatic exchange of anyonic quasiparticles will then induce a unitary U(d)
transformation on H, that is no longer Abelian. For this part we closely follow Refs. [95,101-103].

To describe a system of anyons, we first state the types of anyons in the system. We will represent
the anyon types as a = {z; fif)l and use A = {Xi}fif)l to denote a representative set of anyons; the type
of an anyon representative X; is then x;. Every anyonic system has a trivial anyon type that is usually
denoted by 1. It represents the ground or vacuum state(s) of the system. In the list of anyon types above,
we always set zg = 1. The fusion of two anyons is a process that is similar to the combination of two
quantum spins to form a new total spin. In formula, we denote the fusion of two anyons X; and X5 by

X, © Xs . (6.36)

Here, the ® operation is both commutative and associative. Generally, the fusion of two anyons X,
and X, with types z1 and zs does not result in an anyon of a single, well-defined type x;. Instead,
the resulting anyons may be of several anyon types each with certain probabilities determined by the
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aforementioned fusion rules. If the fusion of an anyon X; with every other anyon X5 (including X itself)
always produces an anyon of the same type, then X; is called an Abelian anyon. The trivial particle 1 is
Abelian as its fusion with any other particle X does not change the type of X, i.e. 1 ® x = x for every
type x. If X; and X5 are not Abelian, their fusion will produce anyons of more than one type and we say
that the fusion has multiple fusion channels. We formally write the fusion result of any pair of anyons
X; and X; as

N-1
X;®X; = P MEX, . (6.37)
k=0

The Ml-@- are non-negative integers called the fusion rules of the anyonic system. The fusion result of any
pair of anyon types z;,z; is analogous to Eq. (6.37). Now, the coefficients in Eq. (6.37) that determine
the fusion rules of an anyonic system can in principle be any non-negative integer. However, for most
physical realisations of anyonic systems we have Mllj € {0,1}. If Mllj = 0 then fusing X; with X; can
never yield Xj. If for all X;, X; € A there is only one M,’; that is different from zero, then the fusion
outcome of each pair of anyons is unique and the model is Abelian. On the other hand, if for some pair
X; and X; of anyons there are two or more fusion coefficients Mi’} # 0 then the model is non-Abelian.
Every anyon particle X; has an antiparticle X} defined by

X, @X;=1. (6.38)

Note that an anyon particle X; of type x; may have an antiparticle X; of a different anyon type z; # x;.
If X; and X} are of the same type z;, we call X; self-dual. It is possible to view the integer coefficients
MZ as matrix entries (M;) ;1 of a matrix with row and column indices j and k. The largest eigenvalue of
this matrix is called the quantum dimension d,, of the anyon type z;.

The term “quantum dimension” is a bit suspicious, so we will elaborate on it briefly. The key charac-
teristic of non-Abelian anyons is that the fusion channels imply the existence of a subspace of degenerate
ground states spanned by the different fusion outcomes. Consider a system with NV = 2 anyons X; and
X of the same anyon type z; = x; = x. Say X; and X, can fuse to several X, € A. Then we can
formally define fully fused orthonormal states

[(XiX;); Xp) - with (X X5); X, [(XiX5); X,) = Ok » (6.39)

where (X;X;) := X; ® X, is a shorthand notation for the fusion of X; and X; and where k,, k;, label
all the possible fusion outcomes.? If there are d distinct fusion channels, then the system exhibits a
d-dimensional subspace Ho[X1, X2] of degenerate ground states, which is spanned by the fully fused
states. This subspace is accordingly called the fusion space. The fusion-space dimension typically grows
when the number of non-Abelian anyons is increased. Indeed, in a system with N non-Abelian anyons
X; ¢

Lre- i~ Of type x, the dimension of the fusion space Ho[X;,, ..., X;,] roughly scales as

LX) A gy (6.40)

x

17° "

where d, is a number that depends on the anyon type x. This scaling law is similar to the dimensional
scaling of a tensor product of d,-dimensional Hilbert spaces. For this reason, d, is called the quantum
dimension of the anyon type z. Conceptually, the quantum dimension is the asymptotic degeneracy per
anyon of type z. For Abelian anyons the dimension of the space of ground states is equal to one no
matter how many anyons there are in the system. Thus, all Abelian anyons have a quantum dimension
of one. Even though we used the analogy to a tensor product of Hilbert spaces, note that the dimension
of each Hilbert space is always an integer, while the quantum dimension is in general not. This is an
important property of non-Abelian anyons that sets them apart from a simple set of particles inhabiting
local Hilbert spaces.

2Note that in a system of N > 2 anyons we usually choose a basis of fully fused states that is obtained by successively
fusing the two left-most anyons with respect to a fixed reference order X1 Xs--- Xn. For N = 3 we would, for instance,
write |(X1X2)X3; (XxX3); X;), where k labels the all the possible fusion outcomes between X1 and X5 and where [ labels
all the possible fusion outcomes from X X3 for every k, respectively.

125



D D

Figure 6.2: The two fusion diagrams associated with the fixed total charge D subspace of the fusion space.

The fusion space of ground states Hy is a collective non-local property of the non-Abelian anyons. Its
non-locality means that no local perturbation can lift the degeneracy of Hp, making it an ideal place to
encode quantum information. It is important to note that the coherent superposition required for encoding
a qubit is only possible within subspaces of the fusion space that belong to the same total topological
charge sector, i.e. to subspaces spanned by fully fused states of the same total topological charge. For
example, the fusion space of a pair X; and X5 of non-Abelian anyons satisfying X; ® Xo = 1@ X3
cannot directly be used to encode a qubit because the two states |(X1X1);1) and |(X1X32); X3) belong
to different total topological charge sectors 1 and X3. Encoding quantum information thus requires
not only a two-dimensional fusion space, but a fusion space with at least two-dimensional total charge
sectors. By extension, this means that we need more than two non-Abelian anyons for topological
quantum computation. The basis of higher dimensional fusion spaces is given by the fully fused states
obtained by successively fusing neighbouring anyons in a fixed reference order. A different fusion order
is then equivalent to a change of basis. For every anyon model there exists a set of matrices that relate
different bases. These so-called F-matrices result from the aforementioned modular data that defines the
respective anyon model.? In practice, they are obtained as the solutions to a set of consistency equations
called the pentagon equations that we will not discuss in detail here. In order to illustrate how the
F-matrices give structure to the fusion space, we consider a system of three anyons X;, X5, X3 that are
constrained always to fuse to X4. In the following, we relabel the anyons X; as X; = A, Xo = B, X5 = C,
and X4 = D to avoid clutter and improve readability. Fixing the reference order X; Xo X3 = ABC, there
are two alternative fusion bases

|(AB)C; EC; D) and |A(BC); AG; D), (6.41)

corresponding to first-fusing (AB) into E followed by (EC) into D, and first-fusing BC into G followed
by (AG) into D, respectively.? The fusion diagram representation of these two bases is illustrated in
Fig. 6.2. The unitary transformation F' that implements the basis change between them acts as

(AB)C; EC; D) = Y (Fisc)se |A(BC); AG; D), (6.42)
G

where (F{5-)pc denote the matrix elements of the matrix F¥5 . which describes the fixed total charge
D fusion subspace of the system of the three anyons A, B and C. Given the F-matrices of an anyon
model, the possible statistics are described by a collection of compatible interchange operators R. These
can be obtained by solving another set of consistency equations known as hexagon equations [104].
In our example, a clockwise® exchange of the first-fused anyons A and B corresponds to the unitary
transformation

(BA)C;EC; D) =) " (Rap)en |(AB)C; HC; D) =y~ Rifpdpn |(AB)C; HC; D), (6.43)
H H

where H covers all the possible fusion outcomes of A and B and dg g is the Kronecker delta. The numbers
R, describe the exchange of the first-fused anyons A and B in the fusion channel where they fuse to
H next. The Kronecker delta gy makes R4p a diagonal unitary matrix. Accordingly, R merely assigns
phase factors Rf 5 = exp (icpf B) depending only on the respective fusion channel H. This is a general

3The modular data of some known models can be found in Ref. [104].
40f course, we assume that the fusion rules are compatible with these processes.
5If R is understood as a clockwise interchange of anyons, RT corresponds tp the counter-clockwise exchange.
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theme in the R-matrices: when two anyons A and B are exchanged in a basis |(AB)C; EC; D) where they
are fused first, the R-matrix acts as a diagonal matrix of fusion channel dependent phase factors. The
exchange of two anyons in a basis where they are not fused first can be described using a combination
of F and R matrices. Take, for example, the exchange of B and C in the basis from Eq. (6.41). We
may implement this by first applying the FEBTC matrix to change the basis from |[(AB)C; EC; D) to
|A(BC); AG; D), then acting with the diagonal matrix Rpc to exchange the now first-fused anyons B
and C, and finally returning to the original basis using F 5. In formula, this process takes the form

Fipc Rpo FABC [(AB)C; EC; D) & Z (FEBC)EX (Rpc)xy (FEBTC)YZ [(AB)C; ZC; D)
X.,Y,Z

(Ffsc) px (Ro)xy |A(BC); AY; D)

=z

Il
~

b
9

(FEBC)EX R3cdxy |A(BC); AY; D)

(FEBC)EY |A(CB); AY; D>

£

= |(AC)B; EB; D). (6.44)

In the first line, we spelled out the F' and F'f transformations. Then we inverted the F' transformation
given in Eq. (6.42) to carry out the action of F'f in the second line. Finally, we inserted in the explicit form
of (Rpc)xy from Eq. (6.43) in the third line and simplified the resulting expression as far as possible. All
unitary braiding transformations that arise due to the pairwise interchange of anyons can be constructed
in a similar fashion from the elementary F- and R-matrices.

6.3.1 Fibonacci Anyons

In order to describe a non-trivial anyonic model, we need at least one more anyon type besides the trivial
anyon type 1. The Fibonacci anyonic system is one of the simplest possible anyonic models, as it has
precisely that minimum number of two anyon types: the trivial type 1, and the non-trivial type 7. We
get the (very short) list

{1,7} (6.45)

of anyon types. The anyons of type 7 are called Fibonacci anyons — the reason for this name will
soon become clear. Fibonacci anyons are self-dual, i.e. a particle of type 7 has an antiparticle that is
also of type 7. This tells us that for Fibonacci anyons, the distinction between anyon type and anyon
representative is redundant. We will therefore write 7 for both the Fibonacci anyon representative and
type. The fusion rules of a Fibonacci anyonic system are

11=1, 71=7, T7=1&T1, (6.46)

where the & in the final line reflects the two possible fusion channels between 7 and itself. Say we have
three (well-separated) 7 anyons in a plane. We would like to know the possible fusion outcomes when
all three anyons are brought together. When the first two 7’s are combined, we may get a type 1 or 7
anyon. If the resulting anyon is of type 1, then the fusion with the third 7 yields yield another anyon of
type 7. If the resulting anyon is of type 7, then fusion with the third 7 can produce an anyon of either
type, 1 or 7. Hence the fusion result is not unique and even if we fix the total charge to 7, there are still
two distinct fusion paths to get there. To analyse this, we write down the possible fusion paths of the
three anyons in the form of fusion diagrams, in which the fusion happens one by one from left to right.
Using the same notation as before, we get

|(rr)r;7m;1) , |(7r)7m3 177y, |(rT)TTTT) . (6.47)

As anticipated, there are two total charges for this system: in the first we end up in 1 and in the second
we end up in 7. We can see that the fusion sector with fixed total charge 1 is one-dimensional, while the
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Table 6.1: Sector dimensions F, and Ff of fixed total charge 1 and 7 for N Fibonacci anyons.

fusion sector with fixed total charge 7 is two-dimensional. It is going to be instructive to see how these
fixed total charge sectors evolve when we add another Fibonacci anyon to the system. A system of four
Fibonacci anyons has the fusion paths

((rr)rm; ()73 (77)i 1), (7)) (77) 75 (77)3 1)
|(r7)rr; ()73 (r7);7) ,  |(r7)77; (7)1 (X7), 1), |(77)77; (7)) 75 (77); 7)) (6.48)

so the fixed total charge 1 sector is now two-dimensional, while the fixed total charge 7 sector turns
out three-dimensional. If we denote the different fixed total charge sector dimensions in a system of N
Fibonacci anyons by Fy; and Ff, we inductively find that F{,, = F{ + Fg_, for all N € N with N > 1
and F, = F} + F}_, for all N € N with N > 3. Table (6.1) lists the first few sector dimensions to
illustrate the induction. After an appropriate index offset of N =1 (IV = 3) in the fixed total charge 7
(1) sector, both sector dimensions evolve in accordance with the Fibonacci sequence. It is this feature to
which Fibonacci anyons owe their name. Note that the Fibonacci evolution of sector dimensions suggests
that the quantum dimension d, of the Fibonacci anyons is related to the golden ratio: the ground-state
degeneracy F7}; of the fixed total charge 7 sector in the presence of NV Fibonacci anyons is given by the
N-th element of the regular Fibonacci sequence, which is known to be asymptotic to ¢~ /v/5, i.e. it fulfils

N
N AR (6.49)

" V5
We can explicitly determine the quantum dimension d, of 7 from the fusion rules in Eq. (6.46) as the
largest® eigenvalue of the 7 fusion matrix (M), = ij with j,k € {7,1}. That fusion matrix reads

M, = G (1)) , (6.50)

so its eigenvalues are

1 1+4  (1++5)
M=t = (6.51)

The quantum dimension of 7 is therefore

d, = (1;2\/5) : (6.52)

which is precisely the golden ratio ¢. Importantly, the Fibonacci evolution of sector dimensions also
points to a peculiarity of the Fibonacci fusion space: it lacks a natural tensor product structure in the
sense that its dimensionality grows by an additive constant per 7 anyon, rather than by a multiplicative
one. As we will discuss shortly, this property of Fibonacci anyons causes some problems for their use in
quantum computation. In order to encode a qubit in the fusion space of a system of Fibonacci anyons,
we need to figure out a suitable fusion subspace. A qubit can be realised in any coherent two-dimensional
subspace, which suggests we choose either the three anyon fusion subspace spanned by the fixed total
charge 7 states

|(rm)r;17;7) and  |(77)Ty 7T T) (6.53)
or the four anyon fusion subspace spanned by the fixed total charge 1 states

|(r7)r7; (17)7; (77);1) and  |(77)77;(77)T57T; 1) (6.54)

6This eigenvalue is also called the Perron-Frobenius eigenvalue.
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Both Eq. (6.53) and Eq. (6.54) span coherent two-dimensional Hilbert spaces, which may be used to
accommodate a qubit. Within each subspace, the basis transformation matrix F' and exchange matrix R
of first-fused anyons take the form

ol 12 pidm/5 0
F= <¢_1/2 g and R= 0 oidn/5 ) - (6.55)

Here, ¢ is the again golden ratio. Finally, let us stress that the distinct simplicity of Fibonacci anyons is
somewhat deceiving. Most importantly, and by far most amazingly, it turns out that arbitrary unitary
transformations on the fusion subspaces can be implemented by braiding the Fibonacci anyons, which is
why the Fibonacci anyon model is said to be universal for quantum computation. Looking at Eq. (6.55),
this may come as a surprise: after all, we can easily tell that R'® = 1, i.e. that R is of finite order ten.
Still, the braid group generated by R and F~!RF is dense in SU(2), ensuring that the above statement
is in fact true. Their universality makes Fibonacci anyons something like the Holy Grail of topological
quantum computation.

Yet, Fibonacci quantum computation also has some limitations. Most importantly, the lack of a tensor
product structure usually means that only subspaces of a given fixed total-charge sector are used to encode
quantum information. For example, if three 7 anyons are used to encode one qubit, then we would like
to use twice that to encode two qubits. However, the fusion space for six 7 anyons is eight-dimensional
in the 7 sector and five-dimensional in the 1 sector, so the logical qubit would only reside in a subspace
of either sector. The second problem is that approximating even the simplest gates through repeated
braiding is very complicated: even the NOT-gate requires thousands of braiding operations in a specific
order [103]. Finally, Fibonacci anyons are difficult to find in nature. Until now, few microscopic systems
were shown to support Fibonacci anyons at all and for the few systems that have been found in theory,
it remains unclear whether they can ever be realised in a laboratory. For more details see Ref. [103].

6.3.2 Ising Anyons

The Fibonacci anyon model features two types of anyons, representing a minimal non-trivial anyon model.
By contrast, the Ising anyon model adds complexity by considering a total three particle types: the trivial
type 1, the non-trivial type 1 (fermion type) and the non-trivial type o (Ising anyon type). This leaves
us with the set

{1,4,0} (6.56)

of anyon types. As a consequence, the fusion rules of an Ising anyon model are a bit more extensive.
They read

1l=1, 1®oc=0, 10¢=1
YRY=1, YQ®oc=0, cQc=13, (6.57)

where the @ once more reflects the two possible fusion channels between o and itself. The fusion rule
¥ ® ¢ = 1 indicates that, when brought together, two fermions behave the same as if there were no
particle. Accordingly, ¥ ® o = o tells us that a ¢ with a ¢ is indistinguishable from a single o. The
non-Abelian nature of the Ising anyons o is encoded in the last fusion rule, which states that two Ising
anyons can either behave as the trivial type 1 or as a fermion type . Physically, these fusion rules can,
for example, be realised in terms of topological p-wave superconductors. In that context, the trivial type
1 corresponds to the Bogoliubov vacuum, i.e. a condensate of Cooper pairs. The fermions ¢ are complex
Bogoliubov quasiparticles, which can combine into a Cooper pair and merge into the Bogoliubov vacuum.
Finally, the Ising anyons o emerge as defect-bound Majorana zero modes. As we will soon explain, there
is a way in which a Majorana zero mode corresponds to half a complex Bogoliubov fermion. Since the
actual physics happens in terms of these complex fermions, Majorana zero modes can only appear in even
numbers in nature. A pair of defects can then carry a single non-local Bogoliubov fermion ¢ that can
either be unoccupied, which corresponds to the fusion channel o ® 0 = 1, or occupied, which corresponds
to the fusion channel 0 ® o = 1. We will come back to this in more detail later on. In a system of two
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Ising anyons o, we get fusion diagram basis states
l(60);1)  and  [(o0);¥), (6.58)

so the fusion space for two Ising anyons is two-dimensional. However, either fixed total charge sector is
only one-dimensional, so that, as before, we need at least three Ising anyons o to encode a qubit. Since
physical Ising anyons can only exist in pairs, we consider a system of four Ising anyons o, finding

|(co)oa; (1o)o; (00);v) ,  |(oo)oo; (Ya)a;(aa);id), (6.59)

where the two fusion channels at the top correspond to fixed total charge 1, while the two fusion channels
at the bottom correspond to fixed total charge . We can surmise that the fusion space of Ising anyons has
a natural tensor space structure: its dimension doubles for every added pair of Ising anyons . Hence, 2N
Ising anyons o yield a total fusion space of dimension 2V. Equation (6.40) then allows us to immediately
determine the Ising quantum dimension as

2N LoV — 4,22, (6.60)

Indeed, explicit calculation shows that the eigenvalues of the Ising fusion matrix
010
M,=(1 0 1], (6.61)
010

given in the basis {1, 0,v}, are
AM=0, X=-V2, A=V2, (6.62)

such that d, = max (O, -2, \@) = /2 confirms out initial guess. Now there is another non-trivial anyon
type in the Ising anyon model, namely the fermion type . If we calculate its quantum dimension dy via
the 7 fusion matrix

0 1
My=1[0 1 0], (6.63)
1 0

and its eigenvalues
)\1 = )\2 =1 and )\3 =-1 , (664)

we find that the fermion type has quantum dimension dy = 1 and is therefore Abelian. The only non-
Abelian anyon in the Ising anyon model is the therefore Ising anyon itself. Of course, this information is
already baked into the nomenclature of the model: the fermion type is called the fermion type because its
anyonic statistics are doubly trivial in the sense that it is an Abelian mode with exchange phase 6§ = .
We can encode a qubit in either one of the fusion subspaces with fixed total charge shown in Eq. (6.59). In
both of these subspaces, the basis transformation matrix F' and exchange matrix R of first-fused anyons
take the form

1 /1 1 w10
F= % (1 _1) and R=c¢e¢ in/8 (0 ei7‘r/2> : (665)

Importantly, we find that a double exchange of the first-fused anyons becomes

; 1 0
2 _ —im/4
R =e ( . 1) , (6.66)

which, up to the global phase factor of exp (—im/4), represents the z-Pauli matrix o.. This allows us to
identify the double exchange of first-fused Ising anyons as an implementation of a logical quantum Z-gate.
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One can ask whether the double exchange of two anyons that do not form a first-fused pair results in
something else. Following Eq. (6.44), we can examine this by calculating the the corresponding exchange
matrix explicitly. For example, the double exchange of the second and third Ising anyons corresponds to

-/ 1 0 1 1
2t _ €
FRF 2 (1 —1) (0 —1) (1 —1)
e 11
) 1 —-1/\-1 1

=e7im/4 ((1) (1)> : (6.67)

which, up to the global phase factor of exp (—im/4), represents the z-Pauli matrix o,, rather than the
z-Pauli matrix we found before. The double exchange of anyons that do not form a first-fused pair

the matrix

therefore implements a logical quantum X-gate instead of a Z-gate. We conclude that the choice of the
fusion basis, which corresponds to a choice of the Hilbert space basis in physical theories, determines
the effect that elementary braiding processes between anyons have on the qubit subspace. Moreover, the
braiding protocols for implementing the Z- and X-gates are remarkably simple, promising manageable
experimental control requirements.

Alas, it turns out that the logical Z- and X-gates are the only logical gates, that can be implemented
on a single Ising anyon qubit. This means that Ising anyons, in contrast to Fibonacci anyons, are far from
universal for topological quantum computation. Despite this, Ising anyons are still the most promising
candidates for testing topological quantum computation experimentally, as they are relatively easy to
realise using defect bound Majorana zero modes in p-wave superconducting systems.

6.4 Emergent Anyons in Topological Superconductors

Consider a two-dimensional chiral p, + ip, superconductor. A ® = hcN/2e vortex is a topological
defect in the superconducting order parameter A(r) = Ag(r)e*™) [86,105-107]. Around the vortex, the
superconducting phase ¢(r) winds by 2rN, and this non-trivial winding enforces a phase singularity at
the vortex core. To maintain a single-valued order parameter, the amplitude Ag(r) must vanish at the
core, i.e. A(reore) = 0. This local vanishing of the gap allows single quasiparticle states to appear in
the core. The phase winding also induces a circulating supercurrent, which in turn traps the quantised
flux & = hcN/2e and gives the ® vortex its name. If the chiral p, + ip, superconductor is either
spinless, fully spin-polarised, or exhibits strong spin-orbit coupling, a quantum flux vortex can carry a
self-adjoint Majorana zero mode (MZM) — a single quasiparticle state pinned to zero energy by particle-
hole symmetry [86]. In the framework of the tenfold way of topological condensed matter [14], these
MZMs emerge as topological defect modes, whose existence is guaranteed by the bulk topology of the
ambient superconductor. Beyond their topological protection, MZMs also obey non-Abelian Ising anyon
statistics. This property will be the focus of the following discussion.

For the next part we closely follow Refs. [95,108,109]. Take a two-dimensional chiral spinless p, + ip,
superconductor with two well-separated vortex-bound MZMs v4 and vg. As before, the two MZM
operators satisfy the Clifford algebra

vo=al  and {7} =28, (6.68)

for i,j € {A, B} and combine into a single complex fermion

1 .
bo = 5(va +i7B) (6.69)

that sits at zero energy. As a consequence, we get a two-dimensional subspace

Ho = span(|0), [1)) (6.70)
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of degenerate many-body ground states spanned by
0) and 1) =b)0). (6.71)

Since |0) and |1) differ by one complex fermion, they have opposite fermion parities Py and P;. We
will assume that the vortex-bound MZMs are exchanged when the vortices are interchanged. Thus, the
exchange of vortex-bound MZMs amounts to a unitary transformation

UvaUl =Cavg and  UypU' = (pya, (6.72)

where the exchange phases (; necessarily fulfill ¢; € {—1,+1} because of v; = fyj and because the
anticommutation relations must be preserved. However, the only unitary operators that exchange v4
and g while leaving everything else unchanged are of the form

Ui = ei%VAVB

=> (j;,% . (vav8)"

-y (gf)fn(mgf" +;mﬂmm%“

- zn: ((;tf)??n(—l)" + zn: er(l—l)"va

= cos (i%) + sin (ig) YAYB

= (1% 7.7). (673)

where we repeatedly used 72 = 1 and the anticommutation relations Eq. (6.68). The + sign indicates
the direction of the MZM exchange. Accordingly, the adjoint of UL is given by

Ui — (ei%mvB)T — et 5787 — FEVBYA Uz . (6.74)
Under Uy the MZM operators transform as

Ui’YAUl _ ei%’YA’YB,YAe:F%’YA’YB
— | 50|14 | J50F )|
= \/§ YAVYB)| VA \/Q YAYB

1
=51 7a78)(va F Yivs)

1
= 5(1 +v4v8) (74 FB)

1
= 5(%4 F B £ VAVBYA — YATVE)

1 2
= 5(% FYB FYAYB — YA)

1
= §(ZFVB FB)
=¥V, (6.75)
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and

Ui’YBUl _ eiszvs,yBe:szAVB

[\1@(1 + 'YA’YB)} VB {\2(1 ¥ ’YA'YB)}

1
= 5(1 +v4v8)(YB F YBYAYB)

1
= 5 (1 7478)(v8 £ 7475)

1
= 5(’7B +v4 £ 7478 +V4YBYA)

1 2
= 5(%9 94 £74 —747B)

1
= i(iWA + ’YA)
=74, (6.76)

where we once again used 72 = 1 and the anticommutation relations Eq. (6.68). Combined, we get

YA Ty and g 4. (6.77)

The important thing to notice is that v4 and ~p always acquire opposite signs under UL, which is
precisely the transformation behaviour of Ising anyons [101,106]. To demonstrate that this is, in fact,
the case, we use b, and b from Eq. (6.69) and write

va=bl+b, and g =i(b] —by). (6.78)
If we plug this into Eq. (6.73) we get
Uy = et ivAE

— o EF(b{+by)i(bf—by)

— i T (O]l —blbo+bebl—boby)

_ eﬂg(bobg—bgbo)

— o5 ([1=b{by]—b{by)

= i FiFbo (6.79)
which we can write as

Uy = etieFizno (6.80)

where 1y = bib, is the number operator of the complex zero mode associated to by. The two degenerate
ground states |0) and |1) therefore transform as

Us]0) = e 510)  and  Uy|l) =eFTeTiz 1), (6.81)

Accordingly, the matrix representation of Uy in the basis {|0),|1)} reads

x (1 0
_ T
Uy = et (0 e:':i72r> . (6.82)

Up to an overall phase factor, Eq. (6.82) is equal to the braiding matrix R of two first-fused algebraic
Ising anyons given in Eq. (6.65). This suggests the identification

0) ~|(00),1) , 1) = [(00),%) (6.83)

of the two physical ground states |0) and |1) of the topological superconductor with the fusion basis
states |(00),1) and |(c0), 1) of an algebraic two-Ising-anyon system, indicating an equivalence between
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YA | s | by by 10) 1
Us || Fv5 | 74 | £iby | Fib) | e5T0) | eFiE
U | —va | —vB | by | —b | e¥5)0) | eFiZ (1) | Fn
U3 || +v5 | Tya | Fiby | +ib) | e |0) | T 1) | 732
Ui | 7a B by by e |0y | eTT1) | F2r

Table 6.2: Transformation behaviour under multiple exchanges of v4 and 5.

the vortex-bound MZMs and the algebraic Ising anyons themselves. However, the fact that Egs. (6.82)
and (6.65) differ by an overall phase factor seems to weaken this equivalence. Indeed, one can show that
vortex-bound MZMs are only projectively equivalent to algebraic Ising anyons, which precisely means that
the unitary braiding matrices U describing the anyon exchange in physical models are only equivalent
to the algebraic braiding matrices up to a global, physically irrelevant phase factor [110-112]. The
identification in Eq. (6.83) shows that the total charge 1 sector of the algebraic fusion space corresponds
to the P, parity sector ’Héo) = span(|0)) of Hp, while the total charge v sector corresponds to the P;
parity sector ’H(()l) = span(|1)).

Based on the unitary transformation induced by a single exchange of 74 and «p, we can compute
the outcomes for multiple exchanges. The results are listed in Tab. 6.2. Note that in this system the
unitary exchange operator UL only causes an additional U(1) phase factor for the physical states |0)
and |1). Since U(1) factors are Abelian, this mode of braiding is often called Abelian, even though
the vortex-bound MZMs correspond to non-Abelian anyons. In order to fully access their non-Abelian
statistics, we need a system with at least four MZMs v4,v5,7vc,vp corresponding to two complex zero
energy fermions. Importantly, the way in which four MZMs combine into two complex fermionic states
is no longer unique. In fact, this is true for every even number of 2N > 2 MZMs, as discussed in greater
detail in Sec. (5.5). For now, we choose a basis in which y4,75,7vc,vp combine into complex fermion
operators

1 . 1 .
bO,l = 5(%4 +ivB) and b0,2 = 5(70 +ivp) - (6.84)

Both b, ; and by 5 correspond to a complex fermion mode at zero energy, so we get a four-dimensional
subspace

Ho = span (]0,0),[1,0),]0,1),1,1)) , (6.85)

spanned by degenerate many-body ground states

n no

[n1,m2) = bg),llbaz 0) (6.86)
which can be identified with fusion basis states

0,0) ~ |(90)(00),(11),1) ,  [1,1) ~ [(00)(00), (¥¢), 1)
11,0) ~ |(g0)(00), (¥1),¢) , 10,1) ~|[(c0)(00), (1¢),1). (6.87)

Note that the fusion order of the above fusion basis states is different from the one we used before: instead
of fusing successively from left to right we now fuse from the outside in. This is tied to the basis choice
we made in Eq. (6.84) because it prescribes (y4 vp) and (y¢ vp) as the first-fused pairs of anyons. As
before, the total charge 1 sector of the algebraic anyon model corresponds to the P, parity sector of the
physical model, while the total charge 1 sector corresponds to the P; parity sector. Again, the exchange
operator that implements an exchange of the MZMs v4 and ~p is given by

UJ(EAB) = T T7A7B = FiFTITM (6.88)

and it is easy to convince ourselves that it transforms

UAB) UAB) UAB) uaB)
+ + + +
YA—— FyB, YB——E£Y4, Yo——Yc, YD—— D, (6.89)
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exchanging v4 and g, while leaving v¢ and yp unchanged. Of course, the exchange of ¢ and 7p,
which is implemented by

Uj(:CD) — e:l:%’yc’yp — e:‘:i%ei}ii%ﬂa , (690)
works analogously, transforming
U(icp) U(iCD) UiCD) U(iCD)
YAr——>74, YB+—7B, Yor—— FIp, Yp+—— T7C. (6.91)
The matrix representations of Uj(EAB) and Uj(ECD) on the subspace

Ho :span(|0,0),|l,0),|0,1>,|1,1)) (692)
of degenerate eigenstates
n2

1, n2) = b1 bh 5 10) (6.93)

are therefore

etid 0 0 0 e 0 0 0

(AB) 0 eFii 0 0 (cD) 0 eFii 0 0

U = 0 0 eHI g and UL = 0 0 oFI o |’ (6.94)
0 0 0 eTid 0 0 0 Tt

which are given in the parity-sorted basis {|0,0),|1,1),|0,1),|1,0)}. Recall that the requirement of
coherent superpositions forces us to focus on fixed-parity sectors of Hy in topological quantum compu-
tation [102,113]. If we restrict Eq. (6.94) to the fixed-parity subspaces H\ = span(|0,0),|1,1)) with
parity Py and 7—[61) = span(|0, 1) ,]1,0)) with parity P; we get

+iz +iz
AB e—'4 0 cD ! 0
u(i )|Po = ( 0 e$i2) and uf(t )|Po = < 0 e$i2> (695)
and
4T iz
AB et 0 cD et 0
U |p, = ( 0 e=FiZ> and  U|p, = ( 0 eiif{) ; (6.96)

given in the bases {|0,0),|1,1,)} and {|0,1),|1,0)}, respectively. As expected, Egs. (6.95) and (6.96) are
again projectively equivalent to the double braiding matrix R of first-fused anyons, as given in Eq. (6.65).
Accordingly, a double exchange of v4 and g induces a unitary transformation

A 2 A 2 i 1 0 PR
(Z/{i B)\Po> = (Uj([ B)\Pl) = e*i3 (0 _1> =e*2o, (6.97)

on 7—[(()0) and ’Hél) that is projectively equivalent to R? from Eq. (6.66). The double exchange of yo and
~p works analogously, the only difference being an inconsequential global phase factor of ¢™ on the P
parity sector:

2 . 2 .
(U(iCD)|P0) =etiig, and (U(iCD)th) =eT'20,. (6.98)

The fact that these braiding transformations are projectively equivalent to the z-Pauli matrix, tells us
that a double exchange of v4 and v (y¢ and vp) can be used to implement a Z-gate on a qubit
encoded in the fixed-parity subspaces. So far, we have only discussed the aforementioned Abelian mode
of braiding, in which we exchange first-fused anyons and obtain diagonal transformations like the ones
given in Eq. (6.94). In order to get non-Abelian braiding transformations, we have to consider exchanges
of Ising anyons from different fusion pairs. Consider, for example, the exchange of 74 and vp. As before,
it is implemented by the unitary operator

UtP) = e£iramn (6.99)
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Figure 6.3: Two different modes of braiding MZMs. Left: “Abelian” braiding of two MZMs from the same
complex fermion. Right: “non-Abelian” braiding of two MZMs from different complex fermions.

Using Egs. (6.73) and (6.84), we can rewrite U(iAD) as

Ui = —=(1£7a7p) = (1+ Z(b;r),l + bo,l)(b:r],z — b)) 5 (6.100)

S
Sl

which acts on a general |ng, ng) as

AD 1 ‘
UL Iy na) = =5 (140 +b0,) (b2 = b)) I, ma)
1 f b i
= ﬁ(l + Z(bo,1bo,2 - bo,lbo,z + bo,lbo,2 - bO,lbO,Z)) In1,n2)
(‘1,1>:|:Z|0,0>) for |n17n2>:|1a1>
1 J (11,00 F4[0,1)) for [n1,nz) = [1,0)
V2 ] (10,1) Fi1,0)) for |ny,ng) =10,1)
(10,0) £¢]1,1)) for |ny,n2) =10,0)
1 )
= E(|n1,n2>jm(—1)/‘f|1 —ny,1—ng)), (6.101)

where we have used the standard action

C; |n1,...,ni,...> = (—l)zj<injw/’ni |n1,...,ni — 1,>
cna, ... ) = (D)2 T =g ng, .. on 4+ 1,..) (6.102)

of fermionic annihilation and creation operators on Fock states and defined A := n; +ny in the last line.

The matrix representation of UiAD) is

1 4i 0 0
1 [+ 1 0 o0
uArr) — — 6.103
+ V2lo o 1 i) ( )
0 0 F¢ 1

which is given in the usual basis {|0,0),|1,1),]0,1),|1,0)}. The restrictions of Eq. (6.103) to H(()O) with
parity Py and "H(()l) with parity P; take the form

(AD) L (1 i (AD) 1 (1 =i

Ui ‘PO \/5 <j:z 1 and Z/{i |P1 \/5 :FZ 1 (6 0] )
Consequently, a double exchange of v4 with vp produces braiding transformations
apy, \?_ ,.(0 1 ( apy, \*>__.(0 1

(Z/Ii |p0) =+ (1 0 and U; |p1) =Fi{, o) (6.105)

both of which are projectively equivalent to the z-Pauli matrix, such that a double exchange of v4 and
~vp can be used to implement an X-gate on a qubit encoded in the fixed-parity subspaces. Note that
there are four possible ways in which we can exchange MZMs from different complex fermions: we can
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exchange v4 and v¢, 74 and vp, v and 7¢, and finally 75 and vyp. Simple symmetry considerations
reveal, that the exchange of vo and «yg is equivalent to the exchange of v4 and «vp. However, the exchange
of v4 and 7¢ or that of yg and yp may produce different results. We test this explicitly, starting with
the exchange of 74 and v¢. It is implemented by

AC 1 1
Uhe) = %(1 +yavc) = 72(1 + (g1 + b)) (bo 2 + 85 5)) (6.106)
which results in a braiding transformation
1
U ny,ng) = 5 (mna) £ (D™ |1 =1 - o)) (6.107)
with a matrix representation
1 +£1 0 0
(AC) 1 Fl 1 0 0
_ 1 1
Us vzlo o 1 +1 (6.108)
0 =F1 1
given in the same basis as before. The restrictions of Z/{iAc) to 7—[(()0) and ’H((Jl) are
1 1 +1 AC) 1 1 +1
U g = — < ) and U\ = , 6.109
which square to
(AC) 2 ) (AC) 2 )
(Z/IjE |p0) = Fioy and (LlﬂE |p1) = Fioy . (6.110)

The double exchange of these MZMs therefore implements a projective Y-gate. The exchange of vg and
~vp is analogous to that of v4 and v¢. The exchange operator in that case is

BD 1
UL = (1% (boy = b (b2 = ) (6.111)

which results in a braiding transformation

1
U™ ny,ma) = —=(Inn,no) F (~1)™ |1 = n1,1 = ng)) (6.112)
V2
with a matrix representation
1 F1 0 0
(BD) 1 |41 1 0 0
= A1
Uy valo o 1 +1)° (6.113)
0 0 =F1 1
The restrictions of Z/lﬂ(cBD) to ’Héo) and 7—[(()1) are
o), _ 1 (1 7F1 q mp)y, _ 1 (1 =1 114
ui |Po = \/5 <:|:1 1 an ui |P1 = \/§ 1 1) (6 )
which square to
2 2
(ME_LBDMPO) = +is,  and (u(iBDHPl) = Fio, . (6.115)

The double exchange of these MZMs therefore presents another way to implement a projective Y-gate.
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6.5 Topological Quantum Computation with Anyons Revisited

In the limit of infinite anyon separation, anyon-anyon interactions become negligible and the fusion
subspace H constitutes a truly degenerate subspace of the total Hilbert space. As a result, all states of H
evolve according to the same unitary time evolution and there is no dynamical dephasing compromising its
coherence. In combination with the topological protection against local perturbations and control errors,
this inherent dynamical coherence makes topological quantum computation with anyons an exceptionally
robust quantum computation scheme [114].

Of course, these ideal conditions are never quite met in the real world. In fact, the same microscopic
mechanisms that give rise to anyonic quasiparticles in the first place also furnish them with interactions,
introducing some degree of decoherence and perturbation-induced energy splitting to the system. Gen-
erally, these interactions decay exponentially in the separation between anyons, so it is important to
keep anyonic quasiparticles “sufficiently far away” from one another in the laboratory. How far exactly
“sufficiently far away” is, is determined by a coherence length [ that is characteristic to the system. When
two anyons A and B with two possible degenerate fusion channels |(AB); X) and |(AB);Y) are within
a distance L of each other, the pairwise interaction between A and B lifts the degeneracy of |(AB); X)
and [(AB);Y) by

Ae ~ e B/ (6.116)

where [ denotes the parameter-dependent coherence length of the system. In practice, this lifting of the
fusion channel degeneracy is always present to some extent. This leads to several subtleties for topological
quantum computation. To begin with, the states of Hy will dephase over time, requiring a certain level
of error correction despite the persistent topological protection [115]. The time after which substantial
dephasing sets in is directly determined by the energy splitting Ae, highlighting once more the importance
of anyon separation, even in finite-size limited environments. Next, a finite splitting of fusion channels
means that the adiabatic exchange must not only be slow enough to avoid excitations beyond Hg, but
also fast enough to ensure that the fusion channels appear degenerate, see Sec. 4.5 and Refs. [116,117].
Specifically, in finite-size systems there exist two characteristic time scales
h h

T

associated to the largest energy splitting Ae among the low-energy fusion channels and the energy gap
AFE between the highest energy state of Hg and the rest of the spectrum. Generally, we have Ae < AE
such that T' < 7, i.e. the time scale 7 that governs excitations within Hg is much larger (slower) than
the time scale T' that determines excitations from Hg to higher energy states. The time scale 6 required
for the adiabatic exchange of anyons with non-degenerate fusion channels must therefore satisfy

T<<T, (6.118)

i.e. it must be much faster than 7 and much slower than 7', cf. Sec. 4.5. Maintaining a balance between
these two time scales generally leads to small errors in the implementation of quantum gates, which
need to be corrected to avoid error accumulation and decoherence in the long run. Finally, interactions
between anyons can even cause topological phase transitions, that destroy the topological protection and
exotic statistical properties altogether [118-120]. The conditions under which such interaction-induced
topological phase transitions occur have been the subject of several studies [121-124]. The severity and
inevitability of these finite-size induced problems call for theoretical treatments and simulations that
explicitly account for them. This will be one of the main topics in Chap. 10.
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7 — Spectral Impurity Responses in Systems with
Coexisting Topological Structures

It is one of the most remarkable insights in modern condensed matter physics, that the bulk topology
of an insulator can enforce the existence of conducting states at its boundary. This profound connection
is formalised in the celebrated tenfold way of topological quantum matter, which identifies entire sym-
metry classes of such materials [14]. The topology of these phases of matter is characterised by abstract
invariants that capture the global properties of the underlying quantum states and may even manifest
as experimentally accessible physical observables. The most famous example of the latter is the integer
quantum Hall effect (IQHE), where the Hall conductivity, o, = —% (4, is determined by the first Chern
number C; of the electronic Bloch bundle, allowing a direct experimental measurement of the system’s
topological invariant and boundary modes [9,10].

However, the immediate accessibility of topological invariants can vary greatly, so that alternative
methods for the identification of topological states of matter become important. Apart from angle-
resolved photoemission spectroscopy (ARPES), which can be used to image the surface band structure
of three-dimensional topological materials [125], a particularly promising tool for the development of
such methods could be local impurities. The possibility of probing the topology of a given quantum
system using local impurities has been addressed in a number of studies [126-135]. These analyse the
electronic structure near various types of impurities and impurity lattices in SPT systems across different
Altland-Zirnbauer symmetry classes. The main goal of these works is to identify the general conditions
under which the eigenenergies of the Hamiltonian robustly cross zero energy or traverse the band gap
as external parameters are varied. In several lattice models, including the Kane-Mele [126], BHZ [131],
and Haldane model [135], it was found that impurity-bound states appear in the topologically non-trivial
phase but not in the trivial one.

In the following chapter, we study a two-dimensional lattice electron system with magnetic impurities
at selected sites. To begin with, we consider a single magnetic impurity at an impurity site ig. It is
modelled as a classical spin S and interacts with the local magnetic moment s;, of the electron system
via a local exchange interaction Js;,S. For the electron model we choose the spinful Haldane model,
which gives rise to a Bloch bundle over the Brillouin torus T2 that is characterised by the first Chern
number C’:Ek) € Z, capturing the essential topological features of the integer quantum anomalous Hall
effect (IQAHE). Additionally, the space of classical spin configurations forms a closed manifold § = S$%
that enables a second, coexisting topological classification, but this time in terms of the first Chern
number Chgs) € Z over SQS: if the Hamiltonian H(S) depends smoothly on S and has a gapped,
non-degenerate ground state for every S € 825, the associated U(1) bundle of ground states admits a
topological classification via the first Chern number [39,136]. To distinguish between the Chern numbers
of “k-space” and “S-space”, we denote them by C§k) and Chgs), and call the latter the spin-Chern number.
Just like in the conventional Bloch bundle topology, the spin-Chern number takes integer values and can
change only when the gap closes, i.e. when ground-state degeneracies appear on a submanifold of 825.

The main goal of this work is to utilise the additional S-space topology to complement the conventional
k-space classification. The interplay between both perspectives is expected to offer valuable insights into
the behaviour of impurities within otherwise translationally invariant systems. This becomes particularly
clear in the limit of strong exchange coupling, J — oo, where the local impurity physics is effectively
governed by a magnetic-monopole model [2,81,137], Hpyono = JSs;,, which exhibits a non-trivial S-
space topology characterised by a non-trivial first spin-Chern number of Chgs) = +£1. Since the first
spin-Chern number is trivially equal to zero for J = 0, it follows that there must be a spectral flow of
impurity-bound in-gap states that crosses the chemical potential as a function of .J. Moreover, we show
that the inclusion of S-space topology gives rise to a non-trivial topological phase diagram in the critical
interaction strength J..;; marking the S-space topological phase transition. This diagram reflects the
coexisting k-space topology through its dependence on the parameters of the Haldane model.
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Finally, we extend our study to the case of several impurity spins Sp,...,Sr_1, i.e. to a multi-
impurity Kondo-Haldane model but with classical spins instead of localised quantum spins. With this
modification, we focus on a regime where quantum-spin fluctuations and Kondo-screening effects can be
disregarded. The configuration space of R classical impurity spins coupled to R distinct sites of the lattice
is now the R-fold direct product Sg = 8250 XX S%Ri1 and we characterise the topology of ground state
bundles over this 2R-dimensional manifold Sg by a characteristic number Chg), which we call the R-th
spin-Chern number. As before, we trivially have Chg) =0 at J = 0, while we get Chg) =1 for J — oc.
We find that the two distinct S-topological phases are separated by a finite range of coupling strengths,
Jarit,1 < J < Jerit,2, in which the system is gapless for at least one configuration Sy, ..., Sr—1 € Sg. The
critical interactions Jqit,1 and Jeris,2 strongly depend on the parameters of the Haldane model and are
found to be roughly one order of magnitude larger in the k-space topologically non-trivial phase than in
the trivial phase. Systems with R = 1 and R = 2 impurity spins are studied numerically.

The remainder of this chapter is organised as follows. In Sec. 7.1 we introduce the concept of the
spin-Chern number for electronic systems with classical spin impurities. Following this, we review the
Haldane model and its k-space topology in Sec. 7.2. In the next section, Sec. 7.3, we present our results
for the low-energy electronic structure in the presence of a single impurity spin. Section 7.4 provides
an analysis of the spin-Chern number in the strong-J limit. This is followed by a discussion of the S-
topological phase transition in Sec. 7.5. In Sec. 7.6 we examine how the S-space topological transition is
affected by k-space topology. Finally, we evaluate numerical results for two impurity spins in the k-space
trivial and non-trivial phases in Sec. 7.7.

Throughout this chapter, we closely follow our original presentation in [RQ1].

7.1 Multi-Impurity Kondo Model with Classical Spins

A multi-impurity Kondo model with R classical spins Sy, ..., Sgr_1 of fixed lengths |S;| = 1 for all
i=0,...,R—1is described by a quantum-classical hybrid Hamiltonian

H(‘5’07"'58R—1) :Hel+Hint(SOa-~'aSR—1)a (71)

where H, characterises any non-interacting lattice electron system, and

Hin(So,---,8r-1) =J Y Smsi, (7.2)

models the interactions between the S, and the local magnetic moments s, at the impurity sites i,
of the electronic lattice system via a local exchange coupling of strength J. Here, we choose an antifer-
romagnetic coupling J > 0. In second quantisation, Hg) is constructed from the elementary fermionic
creation and annihilation operators ¢}, and ¢, satisfying the canonical anticommutation relations

{CicUC;B} = 6ij6045 and { Cia> ]ﬂ} { Cia> jﬁ} =0. (73)

Here, 7 and j refer to sites of the underlying lattice and «, 8 € {1,]} labels the electron spin projection.
The components of the local magnetic moments s;  are given by

Zoaﬂ ol ati g (7.4)

where 1 = x,y, 2. The configuration space S of the R classical spins S,, € S2, is given by the R-fold
direct product

Sp=Sg, x - xS%, | (7.5)

and serves as an extrinsic parameter manifold for the model Eq. (7.1). Note that Sg is a simply-connected,
closed, compact and orientable manifold of real dimension dimg(Sg) = 2R.

140



7.1.1 S-Space Topology of the Multi-Impurity Kondo Model with Classical Spins

The instantaneous eigenstates of Eq. (7.1) form complex vector bundles over Sg that may be analysed
in terms of their characteristic classes. In particular, the many-body ground state |¥o(Sp,...,Sr—1)) of
H(Sy,...,Sr_1) defines a complex line bundle ¥y =+ Sg whenever |¥o(Sp, ..., Sg_1)) is non-degenerate
and gapped on the entire parameter manifold Sg.

We characterise this ground-state bundle based on a characteristic class chg € H2%(Sg, Q) which is
known as the R-th Chern character of ¥y = Sg, cf. Sec. 2.3.6. Recall that in Chern-Weil theory, chp
is determined by the invariant polynomial

cha(F) = %tr (Z;)R (7.6)

in the Berry curvature two-form

(00 ()

where p and v run over some choice of coordinates of the R impurity spins. Here, we wrote |¥g) =
|Uo(So,...,8r_1)) for better readability. Since chr(F) € H?!(Sg,Q) defines an element of the 2R-th
rational cohomology group H2??(Sg,Q) of Sg, and Sy itself represents an element Sg € Haor(Sg) of
the 2R-th homology group Har(Sr), we can pair chg(F) against Sg to obtain a characteristic rational
number [39, 136]

. \R
Chy) = (lchn(F)). 1S = § ChRm_;!(Z) # . (78)

Sk 2

called the R-th spin-Chern number Chg) € Q of ¥y 5 Sg. Let us emphasise once more that the Chern
character defines a cohomology class with rational coefficients. By this definition alone, Chf) € Qis
therefore only guaranteed to be a rational number. The fact that Eq. (7.8), and more generally the
top-degree Chern number Chy, = ([chy,], [M]) of any principal U(1)-bundle over a 2m-dimensional basis
manifold M, still yields an integer is a non-trivial result related to a deeper connection captured by the
famous Atiyah—Singer index theorem. This was briefly addressed in Sec. 2.3.6.

We introduce coordinates A = (Ag, ..., ag—1) = (Yo, %0,...,9r-1,Pr—1) on Sg, where each pair
(94, ¢;) denotes the polar and azimuthal angles on the j-th factor sz_ of the product manifold. In these
coordinates, the R-th spin-Chern number given in Eq. (7.8) can be computed as

AR (Wl O|Wo)  A(Wy| |y
Ch(s):<> Slnﬁ/d)\“-d)\ _ , 7.9
B R\ 27 WEES:QR gn(m) 0 At OAr0) OAr(1y  OAr2r—2) OAr(2R—1) (7:9)

where the sum runs over all permutations m € Sog of the symmetric group of 2R elements. A few more
details are presented in the appendix of [RQ1].

7.2 The Haldane Model

The Haldane model is an extended tight-binding model of graphene that captures the physics of the
integer quantum anomalous Hall effect (IQAHE) [19]. It is based on the realisation that the only necessary
condition for realising a topological QHE state is the breaking of TRS. Unlike conventional QHE systems,
which rely on strong exterenal magnetic fields to achieve this, Haldane designed his model to break TRS
intrinsically. To achieve this, he introduced a periodic magnetic flux density B(r) = B(r)e, with the full
symmetry of the graphene lattice and zero flux through the unit cell. Before we move on to a discussion
of the second-quantised Haldane Hamiltonian, we briefly go over the structural basics of the graphene
lattice.
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(a) real-space lattice (b) reciprocal lattice

Figure 7.1: Sketches of the (a) real-space and (b) reciprocal honeycomb lattice. The blue and red dots
label the sites of the two distinct sublattices A and B. The primitive lattice translation vectors v; and
v2 (w; and ws) of the real-space (reciprocal) lattice are shown in grey colour. In the real-space lattice,
the three nearest-neighbour positions ai,as and ag are displayed and the interatomic distance ag and
lattice constant a are indicated. In the reciprocal lattice, the positions the high-symmetry points T', K
and K’ are marked.

7.2.1 The Graphene Lattice

Graphene is a single layer of carbon atoms on a honeycomb lattice, as shown in Fig. 7.1. The honeycomb
lattice Ay, is not a Bravais lattice because its unit cell contains two carbon atoms, giving rise to two distinct
sublattices A and B. For a honeycomb lattice in the zy-plane, the two primitive lattice translations are

v = % <\/%> and vy = g (\}g> , (7.10)

where a = \/§a0 ~ 2.46 A the lattice constant given interms of the interatomic distance ay =~ 1.42 A.
The nearest-neighbour (NN) coordination number is three, while the next-nearest neighbour (NNN)
coordination number is six. On sublattice A, the positions of the three NN sites are given by

ay = ag (?) s = % (‘?) . az= f% <\f;> , (7.11)

while those of the six NNN sites are take the form
bi=-by=v1, by=-bs=wvy, by=-bg=wvy—v;. (7.12)
By definition, the honeycomb lattice is invariant under the action of the free Abelian group
T ~ FAb(vy,v2) = (T € R?|T =njvy 4+ ngvy , ny,ng € Z) ~ 7?2 (7.13)

of lattice translations along v; and vy. Its crystal structure is characterised by the point group Dgp, [138].

For us, the most relevant subgroups of Dgj, are a Cg ~ Zg symmetry of rotations by ¢,, = Q’TT" (ne2z2)

around the center of each hexagon, a I, ~ Z, sublattice inversion symmetry of reflections about the
center of each unit cell, and a z — —z reflection symmetry Ry ~ Z5 about the xy-plane.

In second quantisation, the periodic magnetic flux density of the Haldane model enters via a complex
NNN Peierls hopping,

ie (B .
tMpeﬁ fR’j A('r)d'r = tMFBl&j’C 5 (714)

where R; and Ry, denote the positions of the two NNN sites involved in the hopping process, A(r) is a
suitable vector potential for B(r), and ;, = § f;;kj A(r)dr is the resulting Peierls phase. With this, the
spinful Haldane Hamiltonian reads

Hy = —thop Z C;acka +V Z ejc;acja + tMF 6i§-7"’c;acka , (7.15)
(4,k) Jra (A
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ho(k) 2tpr cos € (2 cos  cos 3y + cos 2x) hy (k) —thop (2 cosx cosy + cos 2y)

hy(k) —thop (2 cosz siny — sin 2y) h.(k) V — 2tyr sin € (2sinz cos 3y — sin 2x)

Table 7.1: Non-zero coefficients of Eq. (7.17), with = v/3agk,/2 and y = agk,/2. For details see
App. A8.

where j and k label the L sites of a honeycomb lattice Ay in the zy-plane, (4, k) and ((j, k)) indicate
summation over pairs of NN and NNN sites, and «, 8 € {1, ]} denote the spin projection of the electrons
along the z-axis. The first term of Eq. (7.15) is the generic tight-binding hopping of graphene. It is
governed by the real NN hopping amplitude tpop (in graphene ¢ = 2.8¢eV) and preserves all spatial
(lattice and z-reflection) symmetries and the SU(2) spin symmetry of the electrons. Moving forward,
the lattice constant a = 1 sets the length unit, while the NN hopping amplitude tyo, = 1 sets the
energy unit. The second term is a staggered sublattice potential. It is characterised by the real on-site
potential strength V' and the sign e¢; = £1, which is negative (positive) when when j belongs to the A
(B) sublattice. For V' # 0, this term breaks the I5 sublattice inversion symmetry (I — 1) and reduces
the six-fold rotational symmetry Cg to a three-fold rotational symmetry (Cs — C3). The SU(2) spin
symmetry and the z-reflection symmetry Ry are left invariant. The last term describes the coupling of
the electrons to the periodic magnetic flux density. It is determined by the real NNN spin-orbit hopping
amplitude ¢tyr and the real phase §;; = ££, which is positive (negative) for anticlockwise (clockwise)
hopping k£ — j within a hexagon of the lattice. Due to the complex phase factor, this term transforms as

T tmr Z eigikc;acka T = —tup Z ek c}acka , (7.16)
(k) (k)

under TRS. As a consequence, this term breaks TRS for £ # (2n + 1)m/2, allowing for a non-trivial QSH
insulating state. A proof of Eq. (7.16) is given in App. A.8. We set tyr = 0.1 throughout this chapter.

The Haldane Hamiltonian Hy can be diagonalised in k-space. Specifically, the Fourier transform
Cio =1/VLY, e*Ric, of the elementary field operators allows us to write Hy as

Hy =3 6(k)" ha(k) o(k) (7.17)
k

where we introduced the spinor ¢(k) = (agt brt ¢y bry)T of annihilation operators agq and b for Bloch
states with quasi-momentum k and spin projection a on the A and B sublattices, respectively. Note that
the A and B sublattices form a two-component degree of freedom that behaves mathematically like a
spin. For this reason, it is often referred to as sublattice pseudospin. The spinors in Eq. (7.17) are then
given in an o ® 7 tensor basis where o is associated with the {f,]} components of electron spin, while
7 describes the {a,b} components of sublattice pseudospin sector. The Hermitian 4 x 4 Bloch matrix
hxm(k) from Eq. (8.3) takes the form (for details see App. A.8)

hu(k) = 13 @ [ho(k)13 + h(k)T], (7.18)

which is given in terms of the electron-spin (sublattice-pseudospin) identity matrix 15 (17) and the vector
7 of sublattice-pseudospin Pauli matrices. The coefficient functions ho(k) and h(k) = (hy(k)hy (k)R- (k))
are listed in Tab. 7.1. The diagonalisation of Eq. (7.17) amounts to a diagonalisation

U(k)'hu(k)U (k) = En(k) = diag(E] (k), Ef (k), B (k), B[ (k) , (7.19)
of the 4 x 4 Bloch matrix hy(k) from Eq. (7.18). The four energy bands

E£ (k) = ho(k) £ /h (k)2 + hy (k)2 + ha (k)2 = ho(k) = |A(R)] (7.20)

exhibit a degeneracy between the spin-up (o = 1) and spin-down (« = ) sectors. Thus, we get two
doubly degenerate bands, a conduction band ET (k) and a valence band E~(k). These are symmetric
around zero so the energy gap of the system is defined as

AE := mkin(E+(k) —E (k) =2- min |h(k)| . (7.21)
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We find that the minimum is attained at the Dirac points

K* = igjgao <1> : (7.22)

where h,(K*) = h,(K*) =0 and h,(K*) = V F 3v/3tmr sin(€) so that

AB:=2-min |V F 3V/3tyr sin(€)] . (7.23)

Note that V' # 0 opens the gap symmetrically at both Dirac points, whereas typ # 0 modifies the
gap size at K+ in opposite directions. Furthermore, the bulk gap AE closes along the nodal surface
|V| = 3v/3|tmr sin(€)| in the three-dimensional parameter space spanned by tyr, & and V. This nodal
surface divides the parameter space into two separate types of regions with finite gaps AE > 0: one
dominated by the onsite potential (|V| > 3v/3[tmr sin(€)]), and one dominated by the intrinsic spin-
orbit coupling (|V| < 3v/3[tmrsin(€)|). It turns out that these two regions are closely related to the
topologically trivial and non-trivial phases of the Haldane model. For this reason, the onsite potential V'
is often used to tune between the topologically distinct phases in practice.

At half-filling, i.e. for every chemical potential p with |u| < AE/2, the ground state |GS) of the
Haldane model is a Slater determinant

1GS) = [] dia 100 = A lug (k) (7.24)
keTy keTy
a="T,] a="1T,|

of all valence Bloch states |u (k)) = d,:oj |0) € H C F. Here, H C F indicates the natural inclusion
of the single-particle Hilbert space H into the many-particle Fock space F, and |0) denotes the vacuum
state of F defined by ¢, |0) = 0 for all k € TZ and o € {1, [}. The creation operators d,;aT of the valence
Bloch states are defined along with creation operators dzaf of the conduction Bloch states via

(i s dgt, dil) == o(k)TU(R) (7.25)

i.e. via the diagonalisation transformation U(k) of hy(k). The topology of the valence Bloch states
therefore determines the topological properties of the many-body ground state.

7.2.2 Topology of the Haldane Model
The family {H(k)}rerz of Bloch spaces

H(k) == span(|uf (k) . [u](K)), [ug (k) |u] (k) (7.26)

defines a rank-four Bloch bundle By N T2 over the two-dimensional Brillouin torus TZ2. For AE > 0,
this Bloch bundle can be split as

By =By @By, (7.27)

+
where B " T2 are the two rank-two subbundles of By that are determined by the families {H* (k)} keT?
of valence and conduction subspaces

HE(k) = span(|u$(k)> ) |uf(k)>) (7.28)

These are called the valence and conduction subbundles, accordingly. Since the spin-up and spin-down
sectors of the spinful Haldane model in Eq. (7.15) are completely uncoupled, the rank-two valence and
conduction subbundles can be further decomposed into a direct sum of rank-one line bundles

Bii = B, ® By |, (7.29)
so that the total Bloch bundle can be written as a direct sum

By =By, ®By, ® By, 0B, (7.30)
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Figure 7.2: Phase diagram showing the first k-Chern number O{k) = Cﬁ?—m of the spin-up valence bundle

in the V/tmp and € plane. Light grey and white colour highlight the trivial (ka) = 0) and non-trivial
(ka) = 1) regions; red and blue lines mark gap closures at K+ and K, see Ref. [19]. Reproduced with
minor modifications from Ref. [RQ1].

+
of complex line bundles Bﬁ o Ja, T2. We can characterise each of these rank-one subbundles using the
Chern class ¢; € H? ('I]',f, Z). In Chern—Weil theory, ¢; is determined by the invariant polynomial

iFifa
a1 (Fif,) = tr (27; ) (7.31)
in the Berry curvature two-form
Aug (k)| (Olug (k)
+ « «
Fo . = dk, ANdk, , .32
H,a ( aku ak,, t A (73 )

where 1 and v denote any coordinates on T2 and |u(k)Z) is the Bloch state defining the valence (—) or

conduction (+4) subbundle with spin « € {1,]}. Since cl(}"ga) € H?(T?,Z) defines an element of the
second integral cohomology group H?(TZ2,Z) of T2, and T} itself represents an element T2 € Hy(T2) of
the second homology group Hs(T?), we can pair ¢; (f}ﬂf,a) against T2 to obtain a characteristic integer [39)

cl, = COUBE ) = (lea(FE )L ITED = ]4

i
a(Fio) = o ]{ tr(Fq) €Z, (7.33)
T2 T

ﬂ_i
called the first k-Chern number ka() +a) of Bﬁ’a —5 TZ2. As we are dealing with Abelian U(1) bundles,

the trace in Eq. (7.33) is redundant and we arrive at the familiar expression

® 1 +
Cl,(i,a) = % T2 JTH,a . (734)
k

The low dimensionality of the rank-one bundles makes it possible to compute these Chern numbers
analytically. An exemplary calculation is included in App. A.8. Eventually, we get

+1 for |V| < 3V3|tyrsin(€)], sin(€) > 0
k k k k .
Ol = Oy = =Ciiley = =Clly =1 0 for V] > 3vBltarr sin(¢)| (7.35)
—1 for |V| < 3v3|tyrsin(€)], sin(¢) <0,

which is illustrated in Fig. 7.2 for C{k) = C’fk()_ Equation (7.35) confirms that the total Bloch bundle

By is always trivial, as

ol

(k) _ (k) (k) (k) _
CyV(By) = C1,(—,¢) + Cl,(*’i) + Cl,(%?) + CL(%L) =0. (7.36)
Meanwhile, the rank-two valence and conduction subbundles are non-trivial with
&)ty — ~(X) (k) _
C;V(B) = C’l’(im + Cl,(i-,i) =42 (7.37)
in the topological phases. Finally, we use Egs. (7.23) and (7.35) to define the critical sublattice potential
strength

Verit = Verit (twr, §) = 3V/3|tme sin(€)] (7.38)
at which the band gap closes and the k-Chern number becomes ill-defined.
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7.2.3 Spin Haldane Model with Classical Spin Impurities

By adding the interaction term Hin(Sp,...,Sr—1) to the Haldane model, we break the translational
symmetries. For J # 0, the k-space Chern number is therefore no longer well defined. Moreover, the
classical spins act as local magnetic fields so that TRS is broken for J # 0 even if {\;p = 0. Note that the
interaction term couples the two spin projections of the spinful Haldane Hamiltonian from Eq. (7.15).
We also add a chemical-potential term —pN to the Hamiltonian Eq. (7.15), where N is the total-particle
number. Any value of the chemical potential y inside the bulk band gap ensures a half-filled system. Its
exact position within the gap, however, is relevant for the occupation of in-gap impurity states induced
by the exchange interaction with the classical spins. As the impurity concentration R/L (here R < 3) is
thermodynamically irrelevant, we set u to its zero-temperature bulk value, i.e. p lies exactly in the center
of the bulk band gap. A different choice of p will not qualitatively change the phase diagrams discussed
later on. The total Hamiltonian from Eq. (7.1) can be cast into the form

H(So,....Sp-1)= > T 5 (S0, Sro1)claers (7.39)
JikyouB
where
g Bl
T o) (S0 8r1) = Tijayus) + 5 D (Smo)™ 8, i, (7.40)
m=0
are the elements of the effective hopping matrix T°%(Sy, ..., Sg_1), given in terms of the elements
Tlia) (k) = —thop0(j k) 0ap + VEidikdap + tnre™* 5y iy das (7.41)

of the hopping matrix of the pristine Haldane 7" model and the vector o of electron-spin Pauli matrices.

The single-particle energies €,,(So, . .., Sgr_1) are obtained by numerical diagonalisation of 7% (S, ..., Sg_1)

for arbitrary spin configurations.

7.3 Low-Energy Electronic Structure with a Single Impurity Spin

As a start, we consider a model with a single impurity spin, introducing the notation S = S, for
better readability. We determine the energy spectrum via exact diagonalisation of the full hopping
matrix T°%(S), Eq. (7.40), and analyse it as a function of the local exchange-coupling strength .J. Due
to periodic boundary conditions, the results are independent of the choice of the unit cell. However,
they still differ depending on whether the impurity spins are coupled to sites of sublattice A or B. The
calculations presented here were done for a system, where the impurity spin is coupled to a sublattice A
site ig of the honeycomb lattice.

Figure 7.3 shows the single-particle energies ¢,, for generic parameters £ = 7/4 and typ = 0.1 within
a narrow window of width Wy = 1.2 around p ~ —0.21. For comparison, the valence and conduction
bands are much broader, with widths W, &~ 2.2 and Wenq = 3.5, respectively. The total width of the
electronic band structure, including the band gap of about AE = 0.37, is given by W = 6.1. Aside from
the bulk band gap,

AFE = 2|V — 3V3typ sin(€)]| = 2|V — Vaie| » (7.42)

and numerous small gaps caused by the finite lattice size L = 2 - 392 = 3042, Fig. 7.3 highlights the
presence of in-gap states and their dependence on the exchange-coupling strength J. We have considered
three different sublattice potential strengths V' to illustrate that the energies of the in-gap states depend
strongly on the model of the underlying electron system. To facilitate direct comparison, the three
sublattice potential strengths were chosen such that the bulk band gap AF is identical in all cases. Note
that the ground states for V' = —0.5V.; and V' = 40.5V,,4; differ in the occupation of the impurity site,

ni, = Z cj-nacioa, (7.43)
a=",|

giving (n;,) > 1 and (n;,) < 1, respectively. Importantly, the systems with V' = 0.5 V¢y;t, shown in the
left and middle panel, are in a k-space topologically non-trivial state with C’Ek) = +1, whereas the system
with V' = 1.5 V4, shown in the right panel, is in the k-space topologically trivial state with C{k) =0.
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Figure 7.3: Single-particle energies as a function of J, as obtained by diagonalisation of the effective
hopping matrix from Eq. (7.40) for a periodic honeycomb lattice with of 39 x 39 unit cells. A single spin
S is coupled to sublattice A at a site ig. Calculations for sublattice potentials V' = +0.5V, (k-space
topologically non-trivial) and V' = 1.5Ve. (k-space topologically trivial), where Ve = 3v/3typsiné.
Further parameters are thop = 1, £ = 7/4, tyr = 0.1. The chemical potential p ~ —0.21 is located in
the middle of the bulk band gap (gray line). Only the low-energy electronic structure is displayed with
occupied (red) and unoccupied states (blue). In-gap bound states are labelled by (a) — (e). For each of the
three considered sublattice potentials, an S-space topological transition occurs at a critical interaction
strength Je.t, where an in-gap state, namely (b), (c), or (e), crosses the chemical potential, indicated by
a colour change from red to blue or vice versa. Note that the middle panel displays a larger J-range to
illustrate the convergence of the Zeeman pair inside the gap. Adapted with minor modifications from
Ref. [RQ1].

Additionally, the R = 1 spin-Chern number was computed numerically from Egs. (7.8) and (7.9). For
J = 0, it vanishes in all configurations, Chgs) = 0, as the classical spin manifold S; = S? is entirely
decoupled from the electron system. Increasing J eventually induces a topological transition, marked
by a sudden jump to C’hgs) = 1 at a critical exchange coupling J.,;;. The system remains in this phase
until the strong-coupling limit, J — oo, is realised. At J = J.4, an in-gap single-particle state crosses
the chemical potential, causing the many-body energy gap to close and the many-body ground state
to become degenerate. Since Hg + Hint(S) lacks two-electron interaction terms, the two degenerate
many-electron ground states |¥¢ 1) and |¥g o) are Slater determinants,

[Wo1) =[] dh10)=Alen) and  |[Woo) =]]d}[0) = [ N len) ] A, (7.44)
en< en< en<p en<

differing in the occupation of the in-gap single-particle state |u). Accordingly, a different choice of p
would also shift the value of J.t.

The quantum-classical Hamiltonian in Eq. (7.1) is SO(3) symmetric. It is invariant under simultaneous
rotations of the classical spins and the quantum spin degrees of freedom about an arbitrary axis n by an
angle ¢. In the classical sector, an SO(3) rotation is represented by a matrix

On(p) = exp(Tnyp) , (7.45)

acting in the spin-configuration space S; = S?. Here, T = (T}, T, T.) is the vector of real and skew-
symmetric 3 x 3 matrices T; generating the Lie algebra 0(3) of SO(3). Consequently, the T; satisfy

(T3, Tj) = €iji T » (7.46)

where we used an Einstein notation (implicit sum over k) for better readability. A common choice of
generators is

0
0]. (7.47)
0
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In the quantum sector, the rotation is represented by a unitary operator Uy, (¢) = exp(—isiotnp) with
the total electron spin syot = ZZ s;. An immediate consequence of the invariance

Un(9)H(On(9)S)UL(9) = H(S) (7.48)

is a continuous degeneracy of the eigenenergies. Specifically, the single-particle energies, and by extension
the N-particle Fock state energies, are independent of the explicit orientation of the classical impurity
spin S. In particular, the single-particle energy of an in-gap state actually represents the energy of all
single-particle states on the entire configuration manifold S; = S2. As a result, one can assign a single-
particle spin-Chern number ng) to each individual in-gap state. The total spin-Chern number C’{S) of
the ground state corresponds to the sum of the single-particle spin-Chern numbers ng) of the occupied
states. Consequently, C{S) changes at J.;¢ when the in-gap state crossing the chemical potential carries
a finite X(18) # 0. As J increases, the total spin-Chern number changes by AC’th) = 7X§S) if the in-gap
state crosses the chemical potential from below (becomes unoccupied), and by ACth) = +X§S) if it
crosses from above (becomes occupied). With this, we find X(S) = +1 for state (a), XgS) = —1 for state
(b), ng) = +1 for state (c), ng) = —1 for state (d), and X§SB = +1 for state (e) in Fig. 7.3. All these
configurations result in a net change of AC’th) = +1 in the total spin-Chern number. Note that the
change AC’th) is independent of the explicit choice of u. For instance, lowering p would cause state
(d) with ng) = —1 (middle panel) to cross from below, while state (¢) with ng) = +1 would remain
unoccupied, instead of crossing from above. Accordingly, this configuration would result in the same net
change of ACth) =+1.

7.4 Strong-J Limit: The Magnetic Monopole

In the strong-J limit, the electronic system forms two impurity-bound high-energy states that can be
viewed as the spin-down and spin-up states, |;,;) and |e;,+), of a local Zeeman pair.! As J — oo, the
energy of |e;,1) approaches negative infinity, £;,; — —o0, and the state becomes fully occupied. At the
same time, the energy of |e;,4) grows indefinitely, €;,4 — +o00, and the state is effectively removed from
the system. As a result, the local occupation, n;, = n;,++n;,,, tends towards half-filling, n;, — 1, and the
local magnetic moment <s%0> increasingly resembles that of a rigid quantum spin-1/2 with (s%o) — 3/4.

The local physics for J — oo is therefore effectively governed by the Hamiltonian
Hmono(s) = JSSiO ’ (749)

describing a rigid spin-1/2 s;, in an external magnetic field JS. Remarkably, this system provides a
paradigmatic realisation of a magnetic monopole [2,81,137]. To see this, we plug in the definition

1
Siy = 50'1'0 (750)

of the quantum spin-1/2 operator s;, in terms of the Pauli vector o, and write

H(B) = Bo;, = <Bz i‘By Bm_BiBy> , (7.51)
where we defined the rescaled magnetic field
B gs (7.52)
to tidy up the notation. Equation (7.51) constitutes a generic two-level system with eigenvalues
E, =+|B|=+B, (7.53)

INote that, in this case, spin-up (1) and spin-down ({) refer to the local quantisation axis determined by the orientation
of the classical impurity spin.
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and normalised eigenstates (for details see App. A.9)

1 B,+ B
04(B) = s (550 (7.54)

For B # 0, these states define two independent principal U(1) bundles ¥4 2R3 \ {0}. As an example,
consider the bundle ¥ _ T R3 \ {0} associated with the negative energy eigenstate. Straightforward but
tedious calculation yields the Berry connection

i B,dB, — B,dB,

i
_(B)=(y_(B _(B)) == .
A(B) = - (B)dly—(B) = 52 (7.55)
and the Berry curvature
, B,dB, NdBy, + B,dB, ANdB, + B,dB, ANdB,
F(B)=dA (B)=— ndBy + By B?)A + Badby ADB: (7.56)
The detailed calculations can be found in App. A.9. One can rewrite Eqgs. (7.55) and (7.56) as
dB
o le, x B] O
dB,
and
B dB, NdB,
F_(B) = 53 dB,AdB, | =: F_(B)dS. (7.58)
dB, ANdBy
Note that we have
F_(B)=cwlA_(B)=V x A_(B) (7.59)

by definition, cf. App. A.9. Moreover, the coefficient field F_(B) of the Berry curvature in Eq. (7.58)
readily resembles the magnetic field

=t - ﬂOQmag B
B(B)* 47T |B|37

(7.60)

of a magnetic point charge, pmag = gmagd(B), situated at the origin B = 0 in B-space. The spin-Chern
number of the U(1) subbundle ¢)_ —— S over a closed two-dimensional submanifold § c R3\ {0} is
given by the total spin-Berry flux

i 1 B
WS (F_(B :ij{ (B)=-—¢ —d 61
e (F-(B) = 3 § F-(B) =5 § 758 (7.61)
through S. In particular, we find that any surface S that encloses the magnetic charge at the origin gives
(for details see App. A.9)

ch®(F_(B)=1. (7.62)

The magnetic monopole analogy will be helpful below. Note that we largely follow the mathematical
convention, treating the Berry connection A_(B) as a one-form and the Berry curvature F_(B) as a
two-form. In contrast, the physics literature often focuses on the associated coefficient fields A_(B) and
F_(B), treating them as vector fields over B-space. Further aspects of how the physics notation can be
reconciled with the underlying mathematical concepts are addressed in App. A.9.

In the J — oo limit, the rest of the system, i.e. the “punctured” Haldane model without the impurity
site 7g, does not couple to the impurity-spin manifold S; at all, so it carries no spin-Chern number. For a
single impurity spin in the limit J — oo, we may therefore analytically compute the spin-Chern number
of the full model Eq. (7.1) using the simplified monopole model described above. This yields a total
spin-Chern number of Ch{®) = 1. Since the full model has Ch{®) =0 at J = 0 and Ch{® =1 for J — oo,
there must be a topological transition at some intermediate J = J;. This change is driven by a localised
impurity and necessarily involves a gap closure caused by an in-gap state crossing the chemical potential.
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7.5 Topological Transition at J

The simple monopole model from Eq. (7.49) yields C’hgs) = 1 for every J > 0, and an ill-defined
spin-Chern number at J = 0, where the ground state of Hyono becomes twofold degenerate. This shows
that the topological transition occurs exactly at J = 0. Intuitively, the spin-Chern number becomes
ill-defined when the integration contour itself contains magnetic charge. This interpretation locates the
magnetic monopole charge at By, = J.S/2 = 0, precisely as built into the model from the start.

In contrast, the S-space topological phase transition of the full model in Eq. (7.1) occurs at a finite
critical exchange coupling J..;; > 0. As a consequence, the accompanying gap closure is not constrained
to a single By € R? \ {0} either. Instead, it takes place across an entire critical surface

Sait = {B € R*\ {0}| B = |B| = Ju1tS/2} , (7.63)

defined solely by the critical exchange interaction strength J..i. The accompanying infinite degeneracy
of the ground state energy at Ji; is caused by the aforementioned SO(3) rotation symmetry of the total
Hamiltonian in Eq. (7.1): at J = Juit, we obtain two degenerate many-body ground states of the form
given in Eq. (7.44) for each fized S € S?. For the monopole analogy [81,137|, this implies that the
magnetic charge gmag is uniformly distributed over the critical two-sphere SZ.. C R®\ {0} with radius
Beit = JeitS/2, i.e. we have a generalised monopole charge density

Pmag(B) = Omagd(B — Jerit S/2) (7.64)
with the magnetic surface charge density

_ Jmag
Omag — m . (765)

crit
Solving divF (B) = jopmag(B) using the divergence theorem and exploiting the SO(3) symmetry yields
the magnetic field

3 Hodmag B
B(B) = = 5 OB — JeS/2) (7.66)

and hence the Berry curvature coefficient field
1B
F_(B) = 5 O(B — JuitS/2) . (7.67)
Here, © is the Heaviside step function. Due to B = J.S/2, it follows that ©(B — JitS/2) = O(J — Jerit)-
Accordingly, the curvature coefficient field F_(B) vanishes inside the critical sphere, J < Jeyit, while it
coincides with the field of the magnetic point charge outside the critical sphere, i.e. for J > Jepis.
As before, the spin-Chern number characterising the subbundle 1 _ I S% /2 OVer a two-sphere S% s/2

with radius B = JS/2 is defined as

1

() _ =
i (F-(B) = 5 ¢,
JSs

F_(B)dS = O(J — Juit) (7.68)
where F_(B) is now the Berry curvature two-form associated with the coeflicient field F_(B) from
Eq. (7.66). Interestingly, the Chern number in Eq. (7.68) jumps from C’hgs) =0 for J < Jui to
C’hgs) =1 for J > Jeit. The connection to the curvature from Eq. (7.67) is once more given by [2]

i [e. x B

AB)=—3p (e.B/B—1)

O(J — Jarit) - (7.69)
The z-unit vector e, in Eq. (7.69) determines the direction of the Dirac string singularity, which, in this
case, appears along the negative z-axis for |z| > J.yit,5/2. While this singularity can be displaced by gauge
transformations A(B) — A(B)+VA(B) with an arbitrary scalar field A, it cannot be eliminated entirely.
This accounts for the fact that a non-trivial first Chern number Ch(ls) # 0 obstructs the definition of a
nowhere vanishing global section, cf. e.g. the discussion following Thm. 2.3.2 in Sec. 2.3 and App. A.9.
Inside the critical sphere we find F(B) = rotA(B) = 0, so there exists a local gauge choice in which
A(B) = 0. The Berry connection is discontinuous on the critical sphere and along the Dirac string
stretching from the point —J..i:5/2e, on the critical sphere to infinity.
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7.6 Relation to k-Space Topology

The topological transition at J. is driven by the electronic structure around the impurity spin S.
As we have seen earlier, JS acts as a local magnetic field, which polarises the local magnetic moment
of the electron system and results in the formation of two high-energy Zeeman states |e;,;) and |g;4).
Trrespective of the other parameters of the electronic model, the spin-down (spin-up) state moves down-
wards (upwards) in energy as J increases, and eventually separates from the lower (upper) edge of the
valence (conduction) band at a coupling strength roughly set by the width of the valence band J ~ W,
(conduction band J ~ Weong). Note that the energies of these two states are not visible in Fig. 7.3. Both
high-energy states are exponentially localised in the vicinity of the impurity site iy and become fully
localised at ig for J — 0o, at which point they realise the magnetic-monopole model from Eq. (7.49).

The physical origin of the low-energy states within the bulk band gap is more subtle. We find that
these states are strongly influenced by the k-space topological phase of the electron system, characterised
by the first k-space Chern number C’{k). In the k-space topologically non-trivial electron system with
ka) = +1, we always obtain two in-gap states for sufficiently strong J. These states remain isolated
from the bulk continuum and stay within the gap for all J, cf. states (a), (b) and (¢), (d) in Fig. 7.3.
As J — oo, their energies eventually become degenerate. For C’gk) = 0, on the other hand, there is only
one in-gap state, which fully crosses the gap as function of J. In particular, this state merges with the
conduction or valence-band continuum at some finite J. As a result, there is no in-gap state present in
the J — oo limit in this case, cf. state (e) in the right panel of Fig. 7.3.

For J — oo, the classical impurity spin coupled to iy becomes a hard zero-dimensional defect in
both spin sectors of the Haldane model. According to the tenfold way, codimension-two defects in
two-dimensional Altland-Zirnbauer class A systems are topologically trivial [14,139]. Accordingly, the
bulk—defect correspondence does not predict a topologically protected defect mode localised at i in the
non-trivial C’fk) = 41 phase. On the other hand, for a soft defect with finite impurity strength, it
is well-known that impurity bound states can serve as a local signature of the bulk topological phase.
This has, for instance, been demonstrated explicitly for codimension-two defects in two-dimensional Z,
insulators [126,131]. In the present case of a magnetic point impurity in a Chern insulator, one might
expect a strong connection between the k-space Chern number and the existence of in-gap impurity
bound states as well. Indeed, such states have been observed for the Haldane model with various types
of spinless local impurity potentials [135].

Here, we present numerical evidence and an intuitive argument that, in the strong-J limit, a localised
spin-up and spin-down in-gap state must emerge if and only if the electronic bulk structure is topologically
non-trivial. To see this, recall that for J — 0o, the impurity-bound spin-down state |e;,) becomes fully
occupied, while its spin-up partner |e;,+) is pushed so far up in energy that it is effectively removed. As
a result, hopping to and from the impurity site is suppressed, and the electronic structure of Eq. (7.1)
becomes equivalent to that of a spinful Haldane model with a single-site sized hole at ig. Let us imagine
that we can inflate this hole up to macroscopic size, cf. Ref. [129]. The edge of the resulting macroscopic
hole constitutes a one-dimensional defect in the periodic Haldane model, which, due to the conventional
bulk-boundary correspondence, supports one chiral mode per spin projection if ka) # 0. This mode
traverses the bulk band gap and disperses with quasi-momentum parallel to the edge of the hole. For
a hole with a finite circumference, the quasi-momentum along its edge becomes discretised, leading to a
finite number of Negge in-gap states localised along the edge. Here, Negge = q Cedge is a fraction g € Q
of the total number of edge sites Ceqge around the circumference of the hole. Consequently, shrinking
the large hole back to its original single-site size gradually coarsens the quasi-momentum discretisation,
decreasing the number of in-gap edge modes until only a single impurity-bound state per spin projection
remains. It is worth mentioning that for J — oo, the two super-discretised bound states associated with
the two spin projections have the same energy because the only available mechanism capable of lifting
their degeneracy — coupling to the impurity spin — affects only the impurity site in that case. For finite
but large J, we may invoke a perturbative argument: the correction to the bound-state energies due to
second-order virtual-hopping processes to the impurity site iy and back is of the order of tﬁop /J. Indeed,
the energies of the in-gap states (a), (b) and of (¢), (d) in Fig. 7.3 are approximately proportional to 1/J
for strong J, and the correction is negative (positive) for spin-up (spin-down) states.
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Figure 7.4: Single-particle energies
as a function of sublattice poten-
tial V' (left panels) for the Haldane
model with holes of different radii
r=20,1,2,9 (from top to bottom),
all centred on site ig. See main text
for the definition of r. The holes
(right panels) are created by delet-
ing all hoppings between the hole
sites (green) and the surrounding
lattice, effectively removing them.
Violet sites mark the first shell out-
side the hole. Dark and light grey
colours indicate sites of sublattice
A and B sublattices, respectively.
Parameters as in Fig. 7.3. The
straight red and blue lines repre-
sent the V-dependent bulk band
gap. All energies ¢, are twofold
spin degenerate. Adapted with mi-
nor modifications from Ref. [RQ1].

The previously described coarsening of the in-gap edge-bound states is demonstrated in Fig. 7.4,
which shows the discrete low-energy spectrum of the electron system as a function of V/V,,;; for periodic
Haldane models with holes of three different sizes. The holes are created by removing clusters

C, = {j € An | du(io, §) < 7} (7.70)

of lattice sites j € Ay, whose graph distance dy,(ig,j) to a distinguished site iy does not exceed r. Here,
the honeycomb lattice Ay, is treated as an undirected graph Ay, = (W, Ey), in which the vertex set V4,
corresponds to the lattice sites and the edge set Ej, contains unordered pairs of nearest-neighbour sites
(NN bonds). In this description, a path from 7 to j is defined as a finite subgraph v = (V,, E,) C Ay
with vertex set

Vy={v1 =4,v9,...,0, =4} C W (7.71)
of adjacent lattice sites, and edge set

E, = {(vi,v2), (v2,v3),..., (Un—1,0n)} C Ej (7.72)

of pairwise NN bonds connecting them. The length |y| of a path v is given by the number of edges it
contains, i.e. |y| = |E,|. If we denote the set of all paths from site 7 to site j by I';;, we may define the
graph distance as a function

dn : Ap X Ay = No,  (4,7) = min (|7]) , (7.73)
yel;

which assigns to each pair (4,j) of lattice sites (vertices) the length of the shortest path connecting
them. The function d;, defines a graph metric on Ay that we call the honeycomb metric. With this, the
parameter 7 in Eq. (7.70) determines the radius of a spherical hole in the honeycomb metric dj,.
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Figure 7.5: Critical interaction strengths J.i; (colour bar) marking the S-space topological transition
between the C’hgs) = 0 phase J < J.i; and the C’hgs) = 1 phase for J > Juit, as a function of V' and &.
Results are for a single classical spin (R = 1); other parameters match those in Fig. 7.3. Adapted with
minor modifications from Ref. [RQ1].

For the largest considered hole radius of 7 = 9 (bottom panel), the hole consists of 136 removed sites
(green dots), while the first outer shell (violet dots) at distance r = 10 from 4 is formed by 3r = 30 sites
of sublattice A (dark dots). We see that for any sublattice potential with —Vi.it < V' < Viyit (light orange
in Fig. 7.4) that puts the Haldane model in the topologically non-trivial phase, there are states inside
the V-dependent band gap at nearly equidistant energies. This equidistance reflects the almost linear
dispersion of the boundary modes in the Haldane model. In the » — oo limit, the in-gap states would
completely fill the band gap. For smaller r, e.g. r = 2 (second panel from the bottom), the spectral
flow with V' shows no qualitative change, except that the number of in-gap states is reduced due to the
smaller number of edge sites.

The in-gap states are exponentially localised at the edge, i.e. on the first outer shell (violet sites).
Beyond this shell, their weight decays rapidly with increasing r. The bipartiteness of the honeycomb
lattice ensures that the edge sites belong exclusively to sublattice A (B) when r is even (odd). Accordingly,
the energies of the in-gap states are expected to increase (decrease) linearly with V' for even (odd) r.
This is nicely confirmed by the numerical calculations shown in Fig. 7.4.

By gradually shrinking the hole, we eventually get a single (spin-degenerate) impurity mode that is
exponentially localised on the three nearest neighbours of the impurity site g, cf. top panel of Fig. 7.4.
This corresponds to the in-gap mode shown in Fig. 7.3 (left and middle) for strong .J, where it is
slightly spin-split, see states (a), (b) and (c), (d). As described, this state is a super-discretised remnant
of a topologically protected chiral mode localised on the one-dimensional boundary of a hypothetical
macroscopic hole. In this sense, it is rooted in the k-space topological state of the host system and in the
bulk-boundary correspondence for a codimension-one defect.

On the other hand, its existence cannot be fully explained within the tenfold way classification alone.
A topologically protected defect state, as enforced by the bulk-defect correspondence, would be pinned
to the chemical potential u. Yet, as seen in Fig. 7.4 (top), the energy of the 7 = 0 mode varies with V,
contradicting an interpretation in terms of a codimension-two topological mode. While this behaviour s
fully consistent with the tenfold way — which does not predict topological zero modes at point-like defects
in the symmetry class (A) of the Haldane model [14,139] — it highlights the need for an alternative
explanation for the emergence of this localised in-gap state.

To further clarify the role of k-space topology, we briefly examine the case with C’{k) = 0, where the
k-space topology is trivial. In this regime, no in-gap state appears around ig for strong J, see the ranges
V < Vi and V' > Vi in Fig. 7.4. This is consistent with the lack of a dispersive edge mode at the
one-dimensional boundary of a trivial Chern insulator. However, the change of the spin-Chern number
from Chgs) =0at J=0to Chgs) =1 at J = oo continues to enforce the appearance of an in-gap state
in some intermediate coupling-strength range. This state must bridge the band gap as function of J, see
state (e) in Fig. 7.3 (right). Although this mode is also localised in the vicinity of ig it has much less
weight close to ig than the high-energy bound states.
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The critical interaction Jei;, at which the spin-Chern number jumps from Chgs) =0 to Chgs) =1,is
determined by the electronic bulk of the host system. Figure 7.5 shows numerical results for the critical
coupling strength J.,;; as a function of the model parameters £ and V for fixed NNN hopping strength of
tmr = 0.1. The asymmetry of the phase diagram with respect to V' arises from the fact that the impurity
is coupled to a site on sublattice A. Coupling it to a site of sublattice B would reverse the role of V" — —V
and mirror the phase diagram about the V = 0 axis.

Generally, the local topological transition to a finite spin-Chern number requires a strong exchange
coupling, typically on the order of the band width or stronger. Based on the previous discussion, one
would expect Jui to be larger when the host system is in a k-space topologically non-trivial phase, as in
this case the spin-split in-gap states remain within the gap for J — oco. By contrast, the in-gap states of
the k-space topologically trivial phase only appear in an intermediate region, where they “quickly” bridge
the bulk gap and vanish into the bulk states for greater coupling strengths.

This expectation is corroborated by the results shown in Fig. 7.5, where the k-space topological phase-
transition line of the pristine Haldane model is indicated by the thick grey lines (see also Fig. 7.2). The
critical coupling strength J.; in the non-trivial Chern insulating phase is roughly an order of magnitude
larger than in the trivial phase. For certain parameters, J.;i; appears to diverge, see the white curve in
Fig. 7.5. On this curve, the Zeeman pair of spin-up and spin-down in-gap states that emerges for strong J
in the k-space topological phase is located symmetrically around the chemical potential, so that neither
state crosses p as a function of J. Cousider, for instance, £ = 7/2 and V' = 0. There, particle-hole
symmetry requires g = 0 and a symmetric spin splitting of the in-gap states around p for all J, implying
Jerit = 00. For € # 7/2, there is a unique V' < oo, for which the in-gap states never cross p.

7.7 Two Impurity Spins

For R = 2 classical spins, the configuration space manifold becomes Sy = S? x §2, which is a simply-
connected, closed, compact and orientable manifold of real dimension dimg(S2) = 4. As before, we use
coordinates A = (Ao, A2, A2, A3) = (Yo, ¢o, V1, ¢1) on Sz, where each pair (¥;, ¢;) denotes the polar and
azimuthal angles on the j-th factor SJQ- of the product manifold Sg. The second spin-Chern number
Chés) is obtained from Eq. (7.9). Once more, Ch(QS) must vanish for J = 0, since the manifold of spin
configurations Sy is completely decoupled from the electron degrees of freedom in that case. Similarly,
the local physics at the two sites ig and 41, to which Sy and S; are coupled, is again captured by

Ho_riono = JSOSz'O + JSlsil . (774)

for J — oo. In this limit, the ambient system becomes a doubly-punctured Haldane model with holes
at ip and 7;. Since this system is not coupled to Ss, it carries no spin-Chern number. Meanwhile, the
second spin-Chern number of the two isolated magnetic monopoles in Eq. (7.74) is simply the product

ch$ =cn®.on® =1 (7.75)

of the two respective first spin-Chern numbers associated with the isolated monopoles. For J — oo, we
therefore have a second spin-Chern number of

ch$ =1 (7.76)

for the entire quantum-classical hybrid system. As before, this indicates that there must be a transition
between two topologically different local phases as a function of J. Note that the same factorisation of
the second spin-Chern number occurs at finite J provided the impurity sites g and ¢; are sufficiently
far apart, in which case the two-impurity problem decouples into two separate single-impurity problems
regardless of the explicit strength of J.

For the numerical calculations, we use the same model parameters as in the single-spin (R = 1) case;
see caption of Fig. 7.3. The two impurity spins are coupled to NNN sites ig and i; of sublattice A. Due
to the SO(3) symmetry of the Hamiltonian, the single-particle spectrum ¢,,(Sg, S1) depends only on the
relative orientations of S; and Ss captured by their scalar product SyS; = cos(¢), where ¢ denotes the
relative angle between the impurity spins Sy and S7. This allows us to write €,,(So, S1) = €. ().
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Figure 7.6: Low-energy single-particle spectrum as a function of J. Analogous to Fig. 7.3, but for two
impurity spins Sy and S coupled to next-nearest-neighbour sites belonging to sublattice A of the hon-
eycomb lattice. Calculations performed for various on-site potentials V' and angles ¢ between Sy and S
as indicated. Further parameters are thop = 1, £ = 7/4, tmr = 0.1, 39 x 39 unit cells, and p ~ —0.21
in the middle of the bulk band gap (gray line). In-gap bound states are labelled by (a) — (e). State (f)
is part of the bulk continuum. In the k-space trivial phase, states (a) and (b) cross the gap within a
finite J range. Their energy splitting decreases with increasing ¢ and vanishes for ¢ = 7. In the k-space
non-trivial phase, states (c) and (d), as well as states (e) and (f), form Zeeman-split pairs whose energies
become degenerate for J — co. Adapted with minor modifications from Ref. [RQ1].

Figure 7.6 shows the low-energy spectrum of single-particle energies €,, around p = —0.21 as a function
of J for two different sublattice potentials V. The top panels present results for V = 1.5V, (k-space
topologically trivial) with spin configurations ¢ = 0 (left) and ¢ = 37 /4 (right), while the bottom panels
correspond to V' = 0.5V, (k-space topologically non-trivial) with ¢ = 0 (left) and ¢ = 7/4 (right).

We first discuss the k-space topologically trivial phase of the host system where C’fk) = 0, shown in
the upper panels. In contrast to the single-impurity case (R = 1), the system now hosts two in-gap states
that fully bridge the bulk band gap as a function of J, see states (a) and (b) in Fig. 7.6. For ¢ = 0, these
states cross the chemical potential at critical couplings

Ji(p=0)=6.0 and Ja(p =0) = 12.3. (7.77)

As ¢ increases (upper right panel of Fig. 7.6 for ¢ = 37/4), the critical coupling J;(¢) increases, while
Ja () decreases until they coincide at ¢ = 7w, where J1 (¢ = m) = Ja(p = 7).

The equality of J1(¢) and Ja2(¢) at ¢ = 7 can be understood as follows. At ¢ = 7 the impurity spins
are precisely antiparallel. As a result, the z-component st . of the total electron spin is conserved, and
the two impurity bound states have well-defined and opposite spin-projection quantum numbers. This
prevents hybridisation among the bound states. Moreover, since the states are related by a symmetry
transformation — specifically, a spin flip (t +— ) combined with a reflection about the bond-centered
mirror axis passing through the shared NN site on sublattice B — their energies must be degenerate
for all J. Consequently, they cross the chemical potential p at the same critical coupling strength
Ji(p =) = Ja(p = 7).

While the antiparallel impurity-spin configuration (¢ = ) corresponds to minimal hybridisation,
and hence minimal AJ(p = m) = Jo(p = 7) — Ji(p = 7) = 0, the parallel configuration (¢ = 0)
yields mazimal hybridisation, resulting in the maximal difference AJ(¢ = 0) = max,{AJ(p)} of critical
coupling strengths. For intermediate angles ¢ with 0 < || < , the hybridisation among bound states
and the critical coupling difference AJ..it(¢) vary continuously between these extremes. This is illustrated
in the left panel of Fig. 7.7 for the k-space topologically trivial system. We find that for every Je;it1 <
J < Jorit,2 there exists exactly one 0 < ¢ < 7, for which the system becomes gapless, see boundaries
between areas of different colours in the left panel of Fig. 7.7. Accordingly, the overall critical couplings
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Figure 7.7: Transition of the second spin-Chern number Chés) as a function of the exchange coupling
strength J. Boundaries between coloured areas correspond to critical exchange couplings, Ji(¢) and
J2(p), at which an in-gap state crosses p as function of the angle ¢ enclosed by Sy and S;. The host
system is a spinful Haldane model with typ = 0.1 and £ = 7/4, defined on a periodic honeycomb
lattice of 27 x 27 unit cells. The two impurities couple to next-nearest neighbour sites of sublattice A.
Left: V/Veiw = 1.5 (k-space trivial phase), Chgs) = 0 for J < Juit,1 ~ 6.0 (green line), Chgs) =1
for J > Jeite &~ 12.3 (red line). Right: V/Vey = 0.5 (k-space non-trivial phase), C’hgs) = 0 for
J < Jain1 ~ 14.2 (green line), Ch{Y = 1 for J > Jais ~ 20.3 (red line). Adapted with minor
modifications from Ref. [RQ1].

are given by
Jcrit,l = Jl(QO = 0) ~ 6.0 and Jcrit,Z = JQ(QO = 0) ~12.3. (778)

Note that the second spin-Chern number is ill-defined for every .J in this critical range. In this sense, the
critical range separates the trivial phase at J < Jeyit,1 ~ 6.0 with Chgs) = 0 from the non-trivial phase at
J > Jeit,2 &~ 12.3 with C’hés) = 1. Notably, the critical interval [Jeit,1, Jerit,2] of the two-impurity (R = 2)
system is roughly centred around the critical coupling Jeit of the single-impurity (R = 1) case; as seen
by comparing the top panels of Fig. 7.6 to the right panel of Fig. 7.3. This can be understood in the limit
of large impurity separation: as the distance between ig and i; is increased, the electronic environments
around the two spins decouple, the in-gap states become degenerate, and the critical coupling becomes
independent of the relative angle .

We now turn to the k-space topologically non-trivial case where C{k) = 1, shown in the bottom
panels of Fig 7.6. In the limit of infinite impurity separation, the strong-J regime features four in-gap
states: two states localised around ¢9 and two states localised around i;. Both state pairs constitute
super-discretised remnants of topologically protected chiral modes localised at the edges of two perfectly
separated macroscopic holes centered at iy and i1, as described above. The energies of the in-gap states
localised around different i¢ and i; are degenerate in this limit. With decreasing inter-impurity distance,
and increasing overlap between the in-gap states, their degeneracy is lifted by the formation of bonding
and anti-bonding superpositions. This results in two Zeeman-split pairs of in-gap states that appear at
distinct energies in the bulk gap for strong but finite coupling strengths J. At the minimal non-trivial
inter-impurity distance, i.e. when iy and i; are nearest-neighbour sites of opposite sublattices, they
effectively combine into a single two-site hole. As illustrated in Fig. 7.4, a single four-site hole (r = 1) at
V/Vait = 0.5 yields a single pair of in-gap states. By analogy, one expects a single pair of in-gap states
in case of a NN two-site hole, too. This indicates that decreasing the inter-impurity distance, causes one
pair of in-gap states to merge with the continuum of delocalised bulk states. The configuration, in which
the impurity sites iy and i; occupy next-nearest-neighbour sites of the same sublattice, constitutes an
intermediate case between the adjacent (single two-site hole) and the infinitely separated (two single-site
holes) impurity limits. As shown in the bottom panels of Fig. 7.6, there are three in-gap states for large
but finite J. For both spin configurations, ¢ = 0 and ¢ = /4, the energies of the Zeeman pair formed by
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Figure 7.8: Functional dependence of the critical coupling strength on the model parameters V' and £.
Numerical results for a spinful Haldane model with ¢yjp = 0.1 defined on a periodic honeycomb lattice
of 9 X 9 unit cells. The two impurities are coupled to next-nearest neighbour sites of sublattice A. The
chemical potential is located in the middle of the bulk band gap. Thick gray lines mark the k-space
topological phase boundaries of the Haldane model. Left: Lower critical interaction Jeyi1 (colour bar)
for the S-space topological transition from the trivial Ch;s) = 0 phase at weak J to the gapless phase
with undefined spin-Chern number. Right: Upper critical interaction Jeit 2 (colour bar) for the S-space
topological transition from the gapless phase at intermediate J to the non-trivial C’hgs) = 1 phase at

strong J. Note the different scales on the two colour bars. Adapted with minor modifications from
Ref. [RQ1].

states (c) and (d) remain within the gap and become degenerate for J — oo. In the other Zeeman pair,
only state (e) remains inside the gap, while state (f) stays part of the bulk continuum as J — oo. For
weaker couplings J < 30 and for ¢ = 0, only the spin-up state (d) (spin-down state (e)) remains within
the gap and decreases (increases) in energy with decreasing J. For parallel impurity-spin alignment
(¢ = 0), we observe a level crossing around J ~ 16. For the non-parallel configuration (¢ = 7/4),
this crossing is avoided, indicating a finite hybridisation between the involved states. This hybridisation
stems from the relative orientation of the local spin quantisation axes. In the parallel case, the impurity-
induced bound states at Sy and S; are fully spin-polarised along a common axis. Expressed in either
local quantisation frame, the spin-up state at Sy and spin-down state at S; remain orthogonal, leading
to a level crossing without hybridisation. In contrast, any non-parallel configuration of Sy and S; defines
two different local quantisation axes: in the Sy quantisation frame, the spin-up and spin-down states at
S1 become superpositions of both Sy spin projections, and vice versa. The resulting non-orthogonality
of the spin-polarised bound states at Sy and S7 enables their mixing, leading to hybridisation and the
observed avoided crossing. Just like in the k-space topologically trivial case, there must be a gap closure
in a critical-J range on the spin-configuration manifold Ss, supporting the transition region between the
S-space topologically trivial phase with Chgs) =0 at J = 0 to the S-space topologically non-trivial phase
with spin-Chern number Chgs) =1at J — oo

As shown in the right panel of Fig. 7.7, there is a gap closure for Jeis,2 = Jo(¢ = 0) = 20.3. When
J is decreased past Joit,2, the gap closes at Ja(p) < J(0) for increasing angle ¢ = arccos(SyS1) until
the angle reaches ¢ = 0.11mw. For even smaller J, as described by the function J;(y¢), the gap closure
on Sy moves back to ¢ = 0 at Jeig,1 = J1(p = 0) = 14.2. Note that due to the SO(3) symmetry and
for a coupling strength Jeyit,1 < J < Jorit,2, the gap closes on the whole three-dimensional submanifold
of 8 determined by a critical @eriy = @(J). In summary, the system is gapless within the critical range
Jcrit,l <J< Jcrit,27 given by

Jearit1 = J1(p = 0) = 14.2 and Jerit,2 = J2(p = 0) = 20.3 . (7.79)

The S-space topologically trivial phase is realised for J < Juit,1, while the S-space topologically non-
trivial phase is found for J > Juit 2.
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Figure 7.8 shows the functional dependence of the critical couplings Jeyi¢,1 and Jeit,2 on the Haldane
model parameters £ and V. Specifically, the left panel displays the parameter dependence of J,it,1, while
the right panel shows that of Jgi;2. Note that both diagrams use the same colour map, but apply it to
substantially different data ranges. This is necessary because Jit,2 exhibits much greater variations than
Jerit,1- In particular, Jeit,2 can diverge when the corresponding Zeeman pair of in-gap states approaches
1 symmetrically for J — 0o; compare to the discussion of the white curves in Fig. 7.5. The rescaled colour
map in the right panel of Fig. 7.8 helps to resolve parameter configurations with diverging Jei¢,2 — 00
(white areas) in greater detail.

Another consequence of the rescaled colour maps is that similar values of Je1 and Jeis 2 appear in
quite different colours. To facilitate a direct comparison between the two panels, we recall that there
is a level crossing of in-gap states for ¥ = 0. When this level crossing occurs precisely at the chemical
potential u, the critical couplings coincide, i.e.

Jcrit,l = Jcrit,Q . (780)

With w located in the middle of the bulk band gap, this degeneracy of in-gap states arises when V' =0
and £ = £7/2. The corresponding points in the diagrams of Fig. 7.8 appear in white (left panel) and
dark green (right panel), providing a visual anchor between the two colour scales.

Consistent with the single-impurity case, we observe that the topological transition characterised by
the second spin-Chern number CQ(S) typically occurs at stronger exchange couplings Jeit,1 and Jerit,2
when the host system is in the k-space topologically non-trivial phase.
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8 — Long-Range Helical Spin Control

Boundary states arising from topological bulk-boundary correspondence have a number of highly de-
sirable properties: they bridge the insulating bulk gap at the boundary, are protected against (symmetry-
preserving) perturbations, and often exhibit anomalous physical properties. A prominent example of this
are the topological edge states of the quantum spin Hall effect (QSHE), which are protected by TRS and
exhibit spin-momentum locking. Given this unique combination of features, it becomes natural to ask
how they can be harnessed for practical applications.

One area where this is particularly relevant is topological quantum computation [140, 141], which
utilises, for example, fractional quantum Hall states [101] or Majorana zero modes [142] of topological
superconductors. In these systems, the topological protection and the associated robustness are decisive
factors. In the field of spintronics [143], examples include one-dimensional spin transport in inverted-gap
semiconductor-based devices [144], and spin-dependent reflection with control of the spin rotation in
trilayer junctions consisting of QSH and metallic materials [145]. The QSHE can be utilised to create
nearly fully spin-polarised charge currents, controlled via magnetic defects [146], and fully electrical routes
have been suggested to manipulate the spin of a magnetic adatom at the edge of a QSH insulator [147,148].

Another approach is to focus on the interaction between the topological boundary states and suitable
perturbations. A particularly promising type of perturbations are local impurities that intentionally break
the protective symmetry [149]. This symmetry breaking allows the edge modes to interact non-trivially
with the perturbation [150,151], while the locality ensures that the topological protection and properties
are preserved away from it. By exciting the boundary modes in a way that exploits their unique transport
properties — such as spin-momentum locking in the QSHE or chirality in the QHE — one may establish
control over the dynamics of such a symmetry-breaking impurity. Crucially, the topological protection of
the boundary states would allow this control to be exerted over mesoscopic distances, as the excitations
can propagate to the impurity with minimal loss.

In this chapter, we discuss the interaction between a TRS breaking impurity and the topological
boundary states of a QSH model. Specifically, we couple a classical impurity spin S(¢) to the boundary
of a two-dimensional Kane-Mele (KM) model [20,21]. The Kane-Mele model has originally been proposed
for graphene [20] but turned out to be relevant for certain quantum-well systems [152,153] too. It can also
be understood to describe a class of graphene-like two-dimensional monolayer honeycomb materials that
feature significant spin-orbit interaction, such as silicene and related systems [154,155]. An interacting
Kane-Mele model emerges as an effective low-energy theory in stacked 1T-TaSe2 bilayers [156]. The
idea of probing TRS protected topological states by means of TRS breaking local perturbations [149]
has been pursued in various studies. For example, by doping TRS invariant systems, such as BisTes,
BisSes or ShyTes, with magnetic transition-metal atoms [157,158] or by depositing magnetic adatoms
at the surface [159,160]. Locally breaking TRS may also lead to rather exotic phenomena like an image
magnetic monopole [161].

Another intriguing aspect is the interaction between two magnetic adatoms mediated by the helical
edge states. For weak exchange couplings J between adatoms and substrate, standard RKKY theory
[162] can be adapted to tight-binding or continuum models describing helical QSH boundary states.
Near a classical magnetic impurity, the local (spin) density of states is suppressed at low energies [163].
When the chemical potential places the Fermi level such that the resulting Fermi wavelength exceeds the
impurity separation, the RKKY interaction between two impurities becomes ferromagnetic. In general,
the coupling is non-collinear, confined to the plane, and decays spatially as a power law [164]. In addition,
there exists a Bloembergen—Rowland-type [165] bulk contribution that decays exponentially with distance
[166]. A weak breaking of time-reversal symmetry gaps the Dirac cones and induces a strongly anisotropic
RKKY coupling, which also decays exponentially and includes Dzyaloshinskii-Moriya terms alongside in-
plane and out-of-plane Ising components [167]. The validity of RKKY theory is further limited by strong
electron interactions and the Doniach competition between indirect exchange and Kondo screening in
helical Luttinger liquids [168].
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The real-time dynamics of magnetic impurities at the surfaces of topological insulators has been
studied less extensively. Recent studies have employed time-dependent density-functional theory [169]
and, for periodically driven impurities, Floquet theory [170]. Scattering theory has been applied to study
the influence of individual TRS-breaking magnetic impurities on the transport properties of the helical
edge states of Kane-Mele zigzag ribbons [171]. Apart from the study in Ref. [172], which investigates
the long-time dynamics of a single classical spin exchange-coupled to the edge of a Su—Schrieffer—Heger
model, the full microscopic real-time dynamics beyond the linear-response regime [173-175| remains
largely unexplored.

In the following, we numerically study the real-time dynamics of a classical “read-out” spin S(t) as it
interacts with the helical boundary states of the Kane-Mele model. The dynamical state of the read-out
spin is affected by another impurity at a distant site on the same edge, which is used to inject a local spin
excitation. The time-dependent transport of injected spin density through the helical edge states and its
effect on the classical spin are analysed. The goal is to exploit the topological protection of the helical
QSH edge state to achieve dynamical control over the classical spin state across mesoscopic distances.
We demonstrate that this can be achieved by iterating the spin-injection and transport processes.

Our setup is in part motivated by the progress of experimental techniques, such as detecting states of
magnetic adatoms [176] and measuring indirect magnetic RKKY interactions on a nanoscale [177]. The
spin-momentum-locked transport explored here could, for instance, be experimentally accessed using
scanning-tunnelling microscopy with multiple tips. Such setups would enable initiation, probing, and
control of the dynamics, provided they can be spaced down to nanometer scales and are equipped with
magnetic, spin-resolved capabilities. We aim to advance the understanding of the dynamical manipulation
of local magnetic states via topological surface states. However, since current time-dependent STM
techniques [178,179] operate on the microsecond rather than picosecond timescale, the focus here is on
the initial and final spin configurations.

In general, a numerically exact solution of the coupled set of equations of motion describing the
classical read-out spin and the electronic system can only be achieved for systems of finite size. Here, we
demonstrate that a ribbon-shaped geometry with only 8 sites perpendicular and about 100 sites parallel
to the zigzag edg is sufficient to achieve long-time propagation of electronic excitations of up to ~ 103
inverse hoppings. This is made possible by applying Lindblad-type absorbing boundaries, as introduced
in [172,180], along three out of the four edges to suppress reflections.

The remainder of this chapter is organised as follows. In Sec. 8.1, we review the Kane-Mele model,
concentrating on the fundamental band structure, its topological properties, and the bulk-boundary
correspondence that gives rise to the helical edge states. Afterwards, in Sec. 8.2, we outline the equations
of motions governing the dynamics of the quantum-classical hybrid system. Subsequently, we introduce a
numerical model for simulating macroscopic edge dynamics in Sec. 8.3, and analyse the helical propagation
of spin density injections in the presence and absence of a read-out spin in Secs. 8.4 and 8.5, respectively.
Having discussed the electronic dynamics, we then turn to the dynamics of the classical read-out spin
in Sec. 8.6. In Sec. 8.7, we present the numerical results demonstrating how elementary spin density
injections effect the classical spin and how iterating these elementary injections can be used to implement
a helical spin switch protocol.

Throughout this chapter, we closely follow our original presentation in [RQ2|.

8.1 The Kane—Mele Model

The Kane-Mele model provides the first microscopic description of the QSH effect [20]. It extends the
tight-binding model of graphene by including spin-orbit interactions. These open up a gap and enable
a topologically non-trivial insulating phase: the quantum spin Hall (QSH) phase. The second-quantised
Kane—-Mele Hamiltonian reads

Hyn = —thop Z c;ac,m +V Z ejc;acja + itso Z ijag‘ﬁc;ackﬁ , (8.1)
(G k) Jsex <<j712>>

a’
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where j and k label the L sites of a honeycomb lattice in the xy-plane, cf. Sec 7.2.1. The expressions
(4, k) and ((j,k)) indicate summation over pairs of NN and NNN sites, and «, 3 € {1,]} denote the
spin projection of the electrons along the z-axis. The first term of Eq. (8.1) is the generic tight-binding
hopping of graphene. It is governed by the real NN hopping amplitude tyo, and preserves all spatial
(lattice and z-reflection) symmetries and the SU(2) spin symmetry of the elctrons. In the following, the
lattice constant a = 1 sets the length unit, while the NN hopping amplitude t,,p, = 1 sets the energy unit
and, together with A = 1, also the time unit. The second term is a staggered sublattice potential. It is
characterised by the real on-site potential strength V" and the sign €; = £1, which is positive (negative)
when when j belongs to the A (B) sublattice. For V' # 0, this term breaks the I5 sublattice inversion
symmetry (Is — 1) and reduces the six-fold rotational symmetry Cg to a three-fold rotational symmetry
(Cs — C3). The SU(2) spin symmetry and the z-reflection symmetry Ro are left invariant. The third
term describes intrinsic spin-orbit coupling of the electrons. It is determined by the real NNN spin-orbit
hopping amplitude tso, the sign vj;, = £1, which is positive (negative) for anticlockwise (clockwise)
hopping k£ — j within a hexagon of the lattice, and the z-Pauli matrix o,, whose elements mediate the
coupling between the spin projections. If tgo # 0, this term reduces the electronic SU(2) spin symmetry
to U(1) rotations around the z-axis (SU(2) — U(1)). Furthermore, the symmetry under Rz is preserved
since o, — —o is compensated by v;, — —v;;, which happens because z — —z reverses the orientation
of the xy-plane.!

Note that the total hopping amplitude itsoujkag‘ﬁ of the intrinsic NNN spin-orbit hopping is always
imaginary. In this respect, the Kane—Mele model is similar to the Haldane model, which adds complex
hoppings to the tight-binding model of graphene to induce an intrinsic breaking of TRS and implement
a quantum anomalous Hall phase [19]. However, unlike the Haldane model, the Kane-Mele model is
invariant under TRS, fulfilling

THxnT' = Hyu (8.2)

where T denotes the TRS transformation of spin one-half fermions given in Eq. (3.15). A proof of
Eq. (8.2) is provided in App. A.10. Recall that the TRS operator 7 of spin one-half fermions satisfies
T2 = —1, so that Eq. (8.2) causes the single-particle eigenstates of the Kane—Mele model to be Kramers
degenerate. This has profound consequences for the topological properties of the Kane—-Mele model, as
we will see shortly. The Kane-Mele Hamiltonian Hky; can be diagonalised in k-space. Specifically, the
Fourier transform c;, =1/ VL Sop € Fic, of the elementary field operators allows us to write Hxu as

Hyv = Z o' (k) hkm (k) ¢(k) (8.3)
%

where we introduced the spinor ¢(k) = (art Gt by by )T of annihilation operators age and bgo for Bloch
states with quasi-momentum k and spin projection « € {f,]} on the A and B sublattices, respectively.
Again, the A and B sublattices form a two-component degree of freedom that behaves mathematically
like a spin and called a sublattice pseudospin in the following. The spinors in Eq. (8.3) are then given
in a 0 ® 7 tensor basis where o describes the {1,]} components of electron spin, while 7 represents the
{a,b} components of sublattice pseudospin.

The Hermitian 4 x 4 Bloch matrix hxy (k) from Eq. (8.3) takes the form (for details see App. A.10)

hxm(k) =ho(k)o, @7, + 12 ® [h(k)T] =ho(k)o, @7, + Z h, (k)15 @ T, , (8.4)
U=T,y,z

which is given in terms of the electron-spin identity matrix 19, the electron-spin z-Pauli matrix o, and
the vector 7 of sublattice-pseudospin Pauli matrices. The functions ho(k) and h, (k) with p = x,y, z are
presented in Tab. 8.1. Note that the basis matrices in Eq. (8.4) transform as (for details see App. A.10)

7-(0—z<g)7—z)7—T = _(Jz®Tz) y T(12®Tx)TT = (]12®7—r)
T(ler) T =-(loer,), Tlen)T =(1®1) (8.5)

IThis can be seen by writing v = 2(n1 X ng)z/\/§ where n1 and mo are the unit vectors along the two NN bonds the
electron traverses to get from site k to site j. Clearly (n1 X n2). — —(n1 X n2)z, and thus vj; — —v;, under z — —z.
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ho(k) —2tg0(2sinx cos 3y — sin 2z) ha (k) —thop (2 cosx cosy + cos 2y)
hy(k) —thop (2 cosz siny — sin 2y) h.(k) v

Table 8.1: Non-zero coefficients of Eq. (8.3), with z = v/3aok, /2 and y = agk, /2.

under TRS, so that the TRS invariance of the Kane-Mele Hamiltonian demands that
ho(k) = —ho(=k),  ha(k) = ho(=k), hy(k) = —hy(=k), h.(k)=h.(=k) (8.6)
under the TRS-induced involutive transformation
9:TE -T2, ke —k (8.7)

on the two-dimensional Brillouin torus T72. It can easily be verified that the coefficient functions from
Tab. 8.1 readily satisfy these TRS constraints. The diagonalisation of the Bloch matrix hxm(k) in
Eq. (8.4) yields four energy bands

B2 (k) = £/ ha (k)2 + hy (k)2 + (ko (k) + nahio(K))® (8.8)
where 7, = =1 is positive for spin-up (o = 1) and negative for spin-down (o = |). For each spin
projection o € {1,}} we therefore get two bands, a conduction band E} (k) and a valence band E (k),
which are symmetric around zero. As a result, the energy gap of the system is defined as

o

AE = min (B (k) = E; (k) = 2 min(E] (k). (8.9)

and we find that the minimum is attained at the Dirac points

47 1
Kt=4—"_ ( ) ; 8.10
3\/30,0 0 ( )

where h,(K*) = h,(K*) =0 and ho(K*) = F3v/3ts0, so that

AE:2~11213|V:F3\/§7550|. (8.11)

Note that the bulk gap AF closes along the nodal line |V| = 3v/3|tso| in the two-dimensional parameter
space spanned by tso and V. This nodal line divides the parameter space into two separate regions with
finite gaps AE > 0: one dominated by the onsite potential (|V| > 3v/3|tso|) and one dominated by the
intrinsic spin-orbit coupling (|V| < 3v/3|tso|). It turns out that these two regions correspond directly
to the topologically trivial and non-trivial phases of the Kane—-Mele model. For this reason, the onsite
potential V' is often used to tune between the topologically distinct phases in practice. Here, we typically
choose tso and AFE freely and then define

V =3V3tso + AE/2 (8.12)

to generate a topologically trivial (positive sign) or a topologically non-trivial (negative sign) band struc-
ture with the same chosen bulk band gap of AE > 0.

At half-filling, i.e. for every chemical potential u with |u| < AE/2, the ground state |GS) of the
Kane—-Mele model is a Slater determinant

1GS) = ] dia 100 = A\ |ug(K)) (8.13)
keTy keT;
a="1,] a="1,1

of all valence Bloch states |u (k)) = d,;oj |0) € H C F. Here, H C F indicates the natural inclusion
of the single-particle Hilbert space H into the many-particle Fock space F and |0) denotes the vacuum
state of F defined by ¢, |0) =0 for all k € T2 and o € {1,}}. The topology of the valence Bloch states
therefore determines the topological properties of the many-body ground state.
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8.1.1 Topology of the Kane—-Mele Model
The family {H(k)}rer2 of Bloch spaces

H(k) = span(Ju’ (k) , [u] (k) , [uf (k) |u (K))) (8.14)

defines a rank-four Bloch bundle By — T2 over the two-dimensional Brillouin torus T2. For AE > 0,
this Bloch bundle can be split as

Bient = B @ Bt (8.15)

+
where B;M AN 'I]',f are the two rank-two valence and conduction subbundles of By, that are determined
by the families {H* (k)}erz of valence and conduction subspaces

HE (k) := span(|uf (k) , [u] (K))). (8.16)

This is again similar to the spinless Haldane model, where the rank-two Bloch bundle By splits into two
rank-one valence and conduction subbundles Bﬁ, whose topology is ultimately characterised by the first
Chern number kaz cf. Eq. (7.33). Based on these parallels, it is natural to wonder whether an analogous
topological classification is possible for the Kane-Mele Bloch bundle By, and its valence and conduction
subbundles BIfM. It turns out that this is not the case. For one thing, the indispensable inclusion of spin
in the Kane-Mele model promotes B?EM to complex vector bundles of rank two. In order to repeat the
Chern classification of Bﬁ for BI%M we would therefore have to further split the rank-two bundles BI%M
into two rank-one bundles BﬁM,T and BI%M, i of spin-polarised valence and conduction bands. However,
this is not generally possible because Kramers degeneracy demands that

Ei(k) = E{(—k), (8.17)

i.e. that the energy Ei(k) of each Bloch state |uﬂ,F (k)) is the same as the energy Ejf(—k:) of its TRS
partner T\u#(kz)) = |uy
and conduction bands are glued together,

(—k)). A direct consequence of this is that the spin-up and the spin-down valence

Ei(k)) = E(K5) (8.18)
at the four TR invariant (quasi-)momenta (TRIM)
(k1,k2,k3,Kk4) = (T, M, M' M")=IC, (8.19)

that are mapped to their own quasi-momentum equivalence class, ¥(k;) = —k; =~ k;, under the TRS-
induced involution 9 from Eq. (8.7). Of course, one could simply attempt to base the bundle classification
on the second Chern number of the rank-two valence and conduction bundle instead. However, this does
not work either. The reason is that TRS with 72 = —1 twists the Bloch bundle in a way that makes its
Chern numbers vanish [14]. To illustrate this, note that the TRS operator 7 permutes the fibres of the
valence and conduction subbundles as

Tlui (k) = [uj(=k))  and T |uj(k)) = —|u5(=kK)), (8.20)
intertwining the spin-up and spin-down valence and conduction bands across the two-dimensional Bril-
louin torus. In the mathematical literature, TRS with 72 = —1 is said to impose a quaternionic structure

I=il, J=T, K=iT with I*=J*=K*=1JK=-1 (8.21)

on the Bloch bundle [181]. The complex rank-two valence and conduction subbundles B%M can then be
understood as quaternionic rank-one bundles. These are classified within the framework of quaternionic
K-theory, or K@-theory, and it is found that quaternionic line-bundles have a Z5 classification on the
two-dimensional (Brillouin) torus. This shows that the topology of the Kane-Mele Bloch bundle is
fundamentally different from that of the Haldane Bloch bundle, whose Chern number generates a Z
classification on the two-dimensional (Brillouin) torus.
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There are various formulas for the Z, invariant v characterising the topology of the Kane—Mele
valence subbundle By,,. In their original publication [20,21], Kane and Mele propose a formula that can
be written as

(—1)” = ] [ sign [Pf(w(x;))]. (8.22)
R]'EK:
Here, k; € K are the four TRIM from Eq. (8.19), Pf(-) denotes the Pfaffian, and w(k,) is a skew-
symmetric 2 x 2 TRS scattering matrix with elements

wrs(K5) = (ur(85)[Tus(K;)) (8.23)

where the indices 7, s = 1,2 label the two Bloch states |ui(k)) = |u7(k)) and [uz(k)) = [u7 (k)) of the
valence Kramers pair [181]. A more detailed construction of Eq. (8.22) is given in App. A.10. Despite
the fact that Kramers degeneracy prevents a trivial splitting

Bicn = Bia+ @ Bicw, (8.24)

of the rank-two bundles BI%M into spin-polarised rank-one subbundles BI%Mﬁ and BiM’ L in general, such a
decomposition can still become possible in certain cases. Specifically, if there are no interactions between
the two spin projections, i.e. if the only spin interactions present in the model are spin-diagonal, like
the intrinsic spin-orbit term in Eq. (8.1), the spin-up and spin-down components of the valence and
conduction bundle decouple and can be treated as independent Haldane-like rank-one bundles after all.
In this case, their Chern numbers are defined as in Eq. (7.33) and may be non-zero because BiM)T and
B%M, | are not individually invariant under TRS. However, even if the Chern numbers of the spin-polarised
rank-one subbundles turn out non-zero, their values are not independent of each other: the Whitney sum
formula Eq. (2.209) of the Chern classes tells us that

! (I%M) = (]:I%M,T ® ]:I%M,J = (‘FI%M,T) +c (]:I%M,i) ) (8.25)
and, hence, that

k k k
ol =y + O (8.26)

)

Since the TRS invariance of the full rank-two valence and conduction subbundle BI%M enforces
oM =o, (8.27)

we find that CS{():I:,T) and Og()i, 1) must always cancel out, even if they are non-zero individually. This
constraint motivates the definition

Lk K
vi= 5 (Cfley — Ot ) mod 2 (8.28)

of a topological Z5 invariant that distinguishes between even and odd Chern numbers C’l(lf() +.1) and CS{() )
In the absence of interactions between the two spin projections, Eq. (8.28) provides another formula for
the Z5 invariant of the Kane-Mele model.

For the sake of completeness, we note that there exists a generic TRS preserving spin-orbit coupling
term that does mix different spin projections. Rashba spin-orbit coupling arises in the presence of electric
fields, which break structural inversion symmetry. Such fields usually appear at surfaces or interfaces, and
are especially relevant in monolayer materials like graphene. In these systems, a perpendicular electric
field couples to the electron spin through its in-plane motion, leading to a spin-orbit term of the form

Hrso =trso (p X 0), = trso (P20y — Py0z), (8.29)

where trgo is the Rashba spin-orbit coupling strength, p represents the electron momentum, and o
denotes the vector of Pauli matrices describing electron spin. The non-trivial (v = 1) QSH phase of
the Kane-Mele model remains stable under the inclusion of weak Rashba spin-orbit coupling [20, 21].
However, once tgso > 0, the Z5 invariant can no longer be computed using Eq. (8.28).
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armchair edge

zigzag edge 0 E n
Figure 8.1: Left: Zigzag and armchair edges on a finite honeycomb tile. Right: Bandstructure of the
topological Kane-Mele model, Eq. (8.1), projected onto one edge of a zigzag ribbon. The projected bulk
bands, shown in grey, are obtained from a ribbon geometry calculation with a width of 20 unit cells in
the perpendicular direction. Dispersions e4(k) (yellow) and e (k) (green) of the two helical edge states
outside the bulk continuum; edge states localised at the opposite edge are not shown. The NN hopping
amplitude tnop = 1 sets the energy scale. The remaining parameters were set to tso = 0.05, AE = 0.3
and V = 3/3tso — AE/2 with the negative sign. Reproduced with minor modifications from Ref. [RQ2].

8.1.2 Bulk-Boundary Correspondence in Zigzag Ribbons

Consider a Kane-Mele model on an infinite honeycomb lattice. In principle, we can introduce an edge to
the system by cutting it along any direction. However, due to the symmetry of the lattice, certain edge
directions are more natural than others. In the honeycomb lattice, the two canonical edge orientations
are known as zigzag and armchair edges, cf. Fig. 8.1.

A honeycomb model with a single edge is typically referred to as a honeycomb half-space model. The
edge breaks translation invariance in the direction perpendicular to it, but preserves translation invariance
along the parallel direction. As a result, there is a one-dimensional parallel crystal momentum k& € 'I]',fl
and we get an infinite number of energy bands dispersing over k. Half-space models capture the essential
physics of a single boundary in an otherwise infinite system, so they provide a good description of the
edges of macroscopic systems. A honeycomb half-space model that terminates on a zigzag (armchair)
edge is called a zigzag (armchair) half-space model, respectively.

If we introduce two parallel edges to a system, it takes on a so-called ribbon geometry: infinite
and periodic along the edge direction, but finite and open in the perpendicular direction. As before,
translational invariance parallel to the edge gives rise to a one-dimensional parallel crystal momentum
k € T}, while the finite width perpendicular to the edges determines the number of sites in the unit cell and
thus the local Hilbert space dimension d. Combined, we get d energy bands E;(k) with j =1,...,d that
disperse over the parallel momentum. Ribbons with zigzag (armchair) edges are called zigzag (armchair)
ribbons, respectively.

In zigzag ribbons, the parallel momentum always intersects the K and K’ points of the projected bulk
Brillouin zone. These are the points where pristine graphene has its band closures. As a result, zigzag
ribbons are always metallic, whereas armchair ribbons can be metallic or semiconducting depending on
the width of the ribbon [182]. This poses a practical complication for our numerical treatment. In the
upcoming sections, we are going to be interested in ribbon and half-space Kane-Mele models. These are
obtained from finite Kane-Mele tiles through partial Fourier transform and absorbing boundary condi-
tions, respectively. The width of the finite tile in the direction perpendicular to the selected “physical”
edge then sets the width of the resulting geometry. The fact that the presence or absence of zero modes
in armchair ribbons depends on the ribbon width shows that the physics at armchair edges is quite sen-
sitive to the geometric details along the direction perpendicular to the edge. Thus, even small changes
in the tile geometry could have a big impact on the edge physics of the corresponding armchair ribbon
or armchair-terminated half-space model. This would force us to distinguish between cases. To avoid
elaborate case analyses and get generic results that are qualitatively independent of tile width, we focus
on zigzag ribbons and zigzag-terminated half-space models in the following.
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If we consider a Kane-Mele model with edges, the physical properties of the edges are, in part,
determined by the bulk-boundary correspondence of the Kane-Mele model. In particular, a non-trivial
bulk topology (v = 1) gives rise to helical edge states whenever the ribbon interfaces with a topologically
trivial (v = 0) region, such as the vacuum. However, not all edge states are topological. In order to
distinguish between accidental and topological edge states, we note that TRS forces any collection of
(topological or accidental) edge states to form (at least) twofold degenerate Kramers pairs at each TRIM.
Away from the TRIM, this degeneracy is generally lifted by the intrinsic spin-orbit coupling tso. Now
there are two ways in which the edge states can connect Kramers pairs at distinct TRIM k1 and ko: (a)
each Kramers pair at «; connects back to itself at ks, or (b) the partners switch and connect to one
another.? In scenario (a), the edge states cross the Fermi energy Er an even number of times. In this
case, they can be continuously pushed out of the bulk gap without closing it, and the system describes
a trivial insulator. In scenario (b), the edge states cross the Fermi energy Er an odd number of times.
In this case, they are topologically protected and cannot be removed without closing the bulk gap. The
topological phases of the Kane-Mele model on a zigzag ribbon? are therefore characterised by the number
of intersections Ng between its edge states and the Fermi energy: if N is even, the model is trivial, if
Ny is odd, it is non-trivial. The bulk-boundary correspondence of the Kane—Mele model can therefore
be expressed as

Av=Np mod 2, (8.30)

where Av = |Vribbon — Vambient| 18 the difference between the topological Kane-Mele Z5 invariants of the
ribbon and the adjacent region [183]. The right picture in Fig. 8.1 shows an example of this. It displays
the band structure of a topological (v = 1) Kane—Mele ribbon with zigzag edges in vacuum (v = 0).
The projected bulk bands are indicated in grey and the spin-polarised edge states on one of the two
zigzag edges are shown in yellow (spin-down) and green (spin-up) respectively. The two edge states are
connected to each other at £ = 0 and & = 7, forming a Kramers pair that intersects the Fermi energy
Er an odd number of Av = Ny = 1 times. Another feature that can be determined from Fig. 8.1 is the
helicity, or spin-momentum locking, of the topological edge modes. To this end, we consider the Fermi
velocity

o Dea(k)
VF ‘= 8k -

(8.31)

of the spin polarised edge states at the Fermi energy. It shows that the slope of the edge mode’s energy
dispersion &,(k) determines their direction of propagation: under the convention that a positive slope
corresponds to right-moving excitations, a negative slope indicates left-moving excitations. Figure 8.1
demonstrates that there are only right moving (positive slope) spin-down and left moving (negative slope)
spin-up states at the selected edge? of the ribbon. For this reason, we call the topological edge states of the
QSH spin-momentum locked or helical. Note that we can even read off the Fermi velocities vp = +0.285
from Fig. 8.1, which is in good agreement with vp &~ £0.286 as obtained from an analytical expression
given in [184].

The helicity of the QSHE boundary modes distinguishes them from the chiral boundary modes of
the QHE. This is illustrated in Fig. 8.2. While the topological Z invariant characterising the integer
QHE gives rise to a chiral edge mode that carries charge in a fixed direction around the boundary,
the topological Zs invariant of the QSHE produces no such a charge motion. Instead, it induces two
counterpropagating edge currents; one for each spin species. While the charge transport of these currents
cancels out exactly, they still generate non-trivial counterpropagating spin-currents. Thus, the helical
edge states of the Kane—Mele model transport spin rather than charge.

2The notion of switching partners at TRIM also plays a role in the derivation of the Kane-Mele Z5 invariant presented
in App. A.10.

3The same argument applies to the aforementioned setup of a half-space lattice, i.e. a system with just a single edge,
given the edge-termination is compatible with the topological lattice model [183].

4The situation is reversed on the other edge of the ribbon.
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Figure 8.2: Qualitative comparison between the integer quantum Hall effect (left) and the quantum spin
Hall effect (right) edge modes. The spin-up (spin-down) currents are sketched in green (yellow) colour.
The quantum Hall setup features a TRS-breaking magnetic field B (black ®). The spin currents in the
quantum Hall (quantum spin Hall) system round the sample in the same (opposite) directions, giving
rise to charge (spin) currents.

8.2 Real-Time Dynamics in the Kane—Mele s-d-Model

In order to study the dynamical interaction between the helical QSH edge states and a locally TRS
breaking impurity, we first construct a suitable quantum-classical hybrid system based on the Kane-Mele
model. Specifically, we consider the Kane-Mele model on a finite honeycomb tile with armchair and
zigzag edges and add a Kondo-like perturbation term

HR = JSRSR 5 (832)

which implements a local exchange coupling between a classical (“read-out”) impurity spin Sg and the
local magnetic moment sg of the electron system at some site R on one of the zigzag edges. The latter
is given in terms of its components

1 (0%
SRy = 5 Z ckaauﬁclw , (8.33)
a,B

where u = x,y, 2. The exchange coupling strength is denoted J and o are the Pauli matrices describing
electron spin. Importantly, the Kondo-like perturbation from Eq. (8.32) breaks TRS, since

() 1 *
T, TT = §ZTCEQTTO'HQ’BTCRﬂTT
a,fB
O . o aB(;
= 5 2 ()03 )ch, 0 (i e,
a,
v

Suy 4 _ya_aB _fBn
(=1)°mvep o), 0, e,

1%
N —

a,f
N
@ 1 5 Sy
=3 Z(—l) m(=1)"vep,ollcR,
N
1
~ 9 Z CEWUZWCRW
YN
= —SRu (834)
so that
THRT' =7 SeuTsruT =~J > Spuspu = —Hr . (8.35)
K Iz

In Eq. (8.34), we first used the antiunitarity of T to rewrite 0/3‘5 = TTTaz‘ﬁ = TTUZW T in (¢). Then,
we plugged in the TRS transformation of spin one-half fermions from Eq. (3.15) and introduced the

shorthand notation o, = (—1)0uv o, for the complex conjugate of the Pauli matrices o, with u = z,y, 2
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in (x). Next, we cancelled i> = —1 with the sign that the y-Pauli matrix acquires under transposition,
ie. op7 = —0)% in (). Finally, we applied the transformation behaviour ago‘aﬁﬂagn = —(—1)5%103’7
of the Pauli matrices o, with u = x,y, z under conjugation by o, in (A). It is worth mentioning that
even though Eq. (8.32) bears a formal resemblance of a Kondo impurity term, it describes a conceptually
different perturbation. In particular, the fact that Si is a classical spin means that there is no Kondo
screening and thus no Kondo effect [185]. Moreover, a conventional Kondo coupling to a quantum-spin
one-half 9 would not break TRS since 78971 = —s9, similar to Eq. (8.34). This makes the classical
impurity spin Sg the most natural choice for the TRS breaking magnetic impurity. Physically, classical
spins provide a reasonable model for magnetic adatoms, i.e. adatoms with a well-defined spin moment
that remains stable over all other relevant timescales of the system.

Now, the classical “read-out” spin Sy is susceptible to spin-density excitations propagating along
the edge in the helical edge states of the topological Kane—Mele model. In order to inject a local spin
excitation into the edge channels, we make use of another local TRS-breaking perturbation of the form
Eq. (8.32),

HI = —BISI ; (836)

where the local magnetic field By is thought of as an externally aligned® magnetic adatom. The injection
site I is chosen to be far away from the read out site R to avoid direct interaction. In practice, the
injection is facilitated by abruptly switching By on and off.

The total Hamiltonian of the hybrid system, consisting of the Kane—Mele ribbon, the exchange-coupled
“read-out” spin Sy at edge site R and the local magnetic “injection” field B at edge site I, then reads

H = Hxwm + Hg + Hy, (8.37)

with the individual terms Hxum, Hr and H as specified in Eq. (8.1), Eq. (8.32) and Eq. (8.36), respectively.
Note that the total Hamiltonian H represents a two-impurity s-d-type model [186].

Our goal is to fully determine the microscopic real-time dynamics of the hybrid system described by
Eq. (8.37). To achieve this, we introduce the one-particle reduced density matrix p(t) with elements

Play sy (1) = (T(t)|ch5e;0 T (1)), (8.38)

where |¥(t)) is the N-particle quantum state of the electron system at time ¢. This immediately implies
trp = N. We consider a half-filled system where N = L, with the number of lattice sites L. For quantum-
classical hybrid systems [187,188] of the form in Eq. (8.37), there exists a closed system of equations of
motion [189], consisting of a Landau-Lifschitz-type equation,

dSr(t)
dt

= J (sr(t)) x Sr(?), (8.39)
with (sg(t)) = 1 > ap P(Ra)(RB) (t)aB< for the read-out spin, and a von Neumann equation,

Q)

3 [T (1), p(t)] , (8.40)

for the density matrix. Here, T°%(¢) is the effective hopping matrix with elements given by

o 1 a 1 a
TeR s (8) = Thay ) + 8jroer] 5 (Sw(t)o) h_ j10k15 (Bi(t)o) A, (8.41)
where
T(ja)(kﬁ) = _thopé(j,k)éaﬁ + Véj(sjk(sag + itso(5<(j7k>>l/jko'g’8 (8.42)

are the elements of the hopping matrix T of the pristine Kane—Mele model from Eq. (8.1). Using standard
numerical methods for systems of ordinary differential equations, we can solve these equations of motion
for finite systems with up to L ~ 103 sites [189,190].

5This may, for instance, be achieved by means of a spin-polarized STM tip.
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In a finite system with open boundary conditions, an edge excitation injected at a distance d from the
nearest corner will generally propagate along the edge with Fermi velocity vg and reflect off the corner
after a time t.of &~ d/|vr|. The backscattered excitations then travel back along the edge, potentially
interfering with the dynamics of an edge impurity. In order to avoid such finite-size induced interference,
we either have to limit ourselves to very short time scales, consider very large systems, or find a way
to suppress boundary reflections directly. Here, we follow the latter approach and adopt absorbing
boundary conditions of the type introduced in Ref. [180]. These have been shown to effectively eliminate
dynamical finite-size effects, enabling the study of real-time dynamics on long time scales even for systems
of moderate size. Following Ref. [180], we thus extend Eq. (8.40) as

dp(t)

5 = ¢ [T (1), p(1)] = {7, p(t) = p(0)} , (8.43)

where {-,-} denotes the anticommutator and where 7 is a non-negative diagonal matrix that defines the
interaction between the system and an external dissipative bath. Here, the elements of v are chosen as

Vja) (k8) = OjkdapVje (8.44)

and the vector of non-negative real numbers ~;, fully determines the coupling strengths between the
individual single-particle states and the bath environment. In order to effectively simulate a half-space
model with a single zigzag edge, we choose v;, to be non-zero only for single-particle states associated
with sites in a thin shell located at three out of the four edges of the finite-size honeycomb tile, namely the
two armchair edges and one of the zigzag edges. A systematic comparison of the Lindblad dynamics with
short-time open-boundary dynamics showed that a uniform Lindblad shell of unit thickness and spin-
independent coupling (v;o = 7; = 7o) is sufficient to realise absorption without affecting the dynamics
in the impurity region. Consequently, the Lindblad bath is governed by a single scalar parameter 7y,
which is set 9 = 0.2 throughout this study, cf. Refs. [172,180]. A sketch of this Lindblad configuration
can be found in Fig 8.3, where the Lindblad sites are highlighted in grey colour. With this selective
bath coupling, we effectively simulate the dynamics of a zigzag-terminated half-space model using the
numerically much more accessible architecture of a finite Kane-Mele tile.

It is worth mentioning that Eq. (8.44) can be derived from a general Lindblad master equation [191,192]
by restricting the theory to non-interacting electrons. This results in an equation of motion involving only
the one-particle reduced density matrix, rather than the full many-body statistical operator. Furthermore,
Eq. (8.44) features an additional term proportional to the initial state p(0). This term is not present in the
standard Lindblad formalism, but required to prevent unwanted excitations generated by the Lindblad
bath. This was demonstrated in Refs. [172,180] for one-dimensional tight-binding systems with classical-
spin impurities. Here, we adapt the method to the two-dimensional geometry of the Kane—Mele model.
Importantly, the fact that Eq. (8.43) is rooted in Lindblad theory ensures that it respects total-probability
conservation. Energy and spin are only conserved locally and dissipated at the boundary.

8.3 Macroscopic Edge Dynamics in Ribbon Segments with Lindblad Boundaries

In the following sections, we aim to simulate the edge dynamics of a macroscopic Kane—-Mele model,
i.e. a half-space model with a single physical zigzag edge. In order to achieve this, we consider a finite
Kane—Mele tile with selective Lindblad bath coupling at its boundary, as described above. Specifically,
we base our calculations on a ribbon-segment geometry. This is illustrated in Fig. 8.3, where the lower
zigzag edge represents the physical edge and the remaining three edges are coupled to the Lindblad bath
at the grey coloured sites. We call this tile geometry a ribbon segment geometry because its extent in
the physical (zigzag) x-direction is much greater than that in the perpendicular (armchair) y-direction.
The choice of a ribbon segment over a more symmetric tile is motivated by numerical efficiency: since
the numerical cost of simulating the full real-time dynamics scales as L? for large L, we have to limit
our considerations to systems of about 500 < L < 600 sites. A zigzag ribbon segment can then be
used to maximise the length of the physical zigzag edge while keeping the overall system size L fixed.
Concretely, a zigzag ribbon segment is a tile with a large aspect ratio R = ¢, /¢,, where ¢, and {, are
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Figure 8.3: Sketch of a ribbon segment with Lindblad boundaries. Red (blue) dots mark sublattice A
(B) sites. The grey dots indicate edge sites that are coupled to a Lindblad bath, shown as thick dashed
grey lines; the uncoupled bottom zigzag edge corresponds to the physical edge of a half-space model. The
green (yellow) lines at the bottom indicate the spin-up (spin-down) polarised helical edge modes, while
the green (yellow) arrow heads signify the direction of spin-up (spin-down) transport. Reproduced with
minor modifications from Ref. [RQ2].

the numbers of unit cells in the z- and y-directions. Since there are two sites per unit cell, the total
number of lattice sites is given by L = 2¢,¢,. Accordingly, we obtain minimal and maximal aspect ratios
of Ruin = 2/L and Ryax = L/2 for fixed L. While the maximal aspect ratio Rumax does yield the
longest possible physical zigzag edge, it cannot be used to simulate the edge dynamics of a half-space
model, as the resulting system effectively reduces to a one-dimensional isolated zigzag edge along the
z-direction with no perpendicular bulk dimension. In order to simulate a half-space model we therefore
need ¢, > 1. In fact, the minimal ¢, required for half-space simulations is determined by the interaction
between the helical edge modes on opposite zigzag edges: if the ribbon segment is too narrow, these
modes overlap, hybridise and gap out. Moreover, a significant overlap between opposite zigzag edge
states would allow the Lindblad bath — coupled to the top zigzag edge — to influence dynamics at the
physical (bottom) zigzag edge, cf. Fig. 8.3. We have determined that ribbon widths of about four unit
cells along the armchair y-direction are typically sufficient to suppress hybridisation between the zigzag
edge states in the topological phase. A total site count of 500 < L < 600 therefore allows ribbon segment
lengths of approximately 62.5 < ¢, < 75 unit cells along the zigzag z-direction. In practice, we choose
£, to be half-integer. The extra half unit cell in the z-direction ensures that the zigzag edges always
terminate on B-sublattice sites, cf. Fig. 8.3. Since the zigzag edge states are predominantly localised on
the A-sublattice sites, this configuration suppresses direct interactions between the Lindblad bath and
the helical edge modes at the two corners (bottom left and right corners in Fig. 8.3) where the physical
zigzag edge meets the adjacent Lindblad armchair edges.

8.4 Spin Injection and Helical Transport

We begin by verifying the existence of helical spin transport along the zigzag edge of a topological
Kane-Mele model. To this end, we consider a hybrid system

H = Hyxwm + Hy (8.45)

of an electronic Kane-Mele model Hky as given in Eq. (8.1) and a local magnetic injection term Hy as
specified in Eq. (8.36). For the Kane-Mele model, we consider a ribbon segment of L = 572 sites with
£, = 71.5 unit cells along the zigzag direction and ¢, = 4 unit cells in the armchair direction. Figure 8.3
provides an illustration of this setup. As discussed above, the lower zigzag edge is the physical edge, while
the remaining three edges are coupled to a Lindblad bath to dissipate excitations. While increasing the
system size generally reduces finite-size artefacts, we have confirmed that the real-time dynamics remain
robust under both uniform scaling and more substantial modifications of the system geometry, such as
changes in aspect ratio R. This robustness implies that we are effectively considering the edge dynamics
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Figure 8.4: Sketch of a ribbon segment. Red (blue) dots mark the sites of sublattice A (B). The grey dots
indicate edge sites that are coupled to a Lindblad bath, shown as thick dashed grey lines; the uncoupled
bottom zigzag edge corresponds to the physical edge of a half-space model. The green ® (yellow ®)
symbol represents an out-of-plane magnetic field By in positive (negative) z-direction coupled (dotted
black line) to an “injection site” I of the physical zigzag edge. Here, I is chosen as the central site of
the physical zigzag edge. A finite By = +|Bile, (Br = —|Bile.) induces a finite spin-up (spin-down)
z-polarised spin density. The excitation spin-up (spin-down) excitation propagates to the left (right)
once the injection field is switched off, cf. green (yellow) arrows at the bottom. Reproduced with minor
modifications from Ref. [RQ2].

of a Kane—Mele half-space model. For the magnetic injection term Hy we use a z-polarised local magnetic
field By = +Be,. The injection site I is chosen to be the central site of the physical zigzag edge. The
complete setup is sketched in Fig. 8.4, with the injection site labelled by I. The green ® (yellow ®)
symbols indicate an injection field pointing along the positive (negative) z-direction, respectively. The
injection fields in positive (negative) z-direction are shown in green (yellow) colour because they inject
spin-up (spin-down) density® into the system, which is expected to be transported by the corresponding
spin-up (spin-down) polarised edge modes of the pristine Kane-Mele model represented by the green
(vellow) lines in Fig. 8.3. This expectation is based on the following observations. Recall that the
intrinsic SOC of the pure Kane-Mele model Hyyy reduces its SU(2) spin symmetry to a U(1) symmetry
around the z-axis. Despite this, the Kane-Mele ground state from Eq. (8.13) is an unpolarised Fermi
sea of the form, |GS) =[], d,:ﬁd,;ﬂ\O) and hence a non-degenerate SU(2)-symmetric spin singlet. Any
additional local magnetic field By then reduces the ground state SU(2) symmetry to a U(1) symmetry,
although the former invariance under SU(2) ensures that the ground-state energy is independent of the
direction of the field. With the choice By = +Bje, that we use here, we therefore have a U(1) spin-
rotation invariance around the z-axis for both the Hamiltonian and its ground state. A field in the positive
(negative) z-direction then induces a spin-up (spin-down) polarisation of the local magnetic moments in
the vicinity of the injection site I. Since the helical boundary modes dominate the local density of states
on the boundary sites, we expect this polarisation cloud to be predominantly supported by and propagate
within the spin-momentum-locked edge states.

To test this numerically, we fix the Kane-Mele model parameters as thop = 1, tso = 0.05, AE = 0.3,
and choose V' as defined in Eq. (8.12) for the topologically trivial and non-trivial cases, respectively. The
magnetic field strength is set to By = 1, and the Lindblad parameter to 79 = 0.2. In the topologically
trivial configuration, the resulting ground state has a local magnetic moment of (s?(t =0)) ~ 0.16 at
the injection site I. This ground state polarisation is shown as the ¢ = 0 polarisation in panel (a) of
Fig. 8.5, where the upper-half (lower-half) purple data indicates the ground state polarisation induced by
a magnetic field pointing along the positive (negative) z-direction. Panel (b) of Fig. 8.5 shows the same
data for the topologically non-trivial configuration, where the ground state develops a significantly larger
local magnetic moment of (s7(t = 0)) ~ 0.33 at the injection site I. Note that the local moment is not
fully polarised ((s3(t =0)) < 0.5) in either case. The key difference between the trivial and non-trivial
setup shown in Fig. 8.5 is the dynamics triggered by the magnetic field injection at ¢ = 0. These dynamics

are visualised through snapshots of the local spin-polarisations (s?(t)) at selected instants of times.

3

6This is due to the antiferromagnetic coupling of Hy from Eq. (8.36).
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Figure 8.5: Spatial distribution of spin-polarisations (s?(t)) at selected instants of time (colours). At
t = 0, the spin-injection field By at edge site I = 36 is abruptly switched off, releasing the excitation;
A-sublattice edge sites are numbered from 7 = 1 to 71. The upper halves show a spin-up injection with
(sz(t)) > 0, while the lower halves show a spin-down injection with (s?(¢)) < 0. The time unit is set by
thop = 1 and i = 1. The remaining parameters are tso = 0.05, AE = 0.3 (as in Fig. 8.1), V as obtained
from Eq. (8.12) with positive (a) and negative (b) sign, respectively. The initial field strength is By = 1,

and the Lindblad parameter 79 = 0.2. Adapted with minor modifications from Ref. [RQ2].

In the topologically trivial case, shown in Fig. 8.5 (a), the polarisation cloud is tightly confined to the
injection site I at ¢ = 0. Once the magnetic injection field is removed, it shows little to no propagation
along the edge. Instead, the polarisation cloud diminishes rapidly and essentially vanishes after about
10 inverse hoppings. This quick decay is due to the fact that almost the entire weight is immediately
dissipated into the bulk of the system. The dynamics are almost perfectly symmetric with respect to
the spin orientation: spin-up (upper half of the figure) and spin-down (lower half of the figure) injections
lead to identical outcomes after only ¢ = 40 inverse hoppings.

In contrast, the topologically non-trivial setup, shown in Fig. 8.5 (b), exhibits pronounced and highly
asymmetric edge dynamics. At ¢t = 0, the polarisation cloud is already spread over about five sites around
the injection site I. Following the removal of the magnetic injection field, the excitation does not decay
in place but propagates along the edge, broadening over time until it extends across roughly ten sites
after ¢ = 100 inverse hoppings. Most importantly, the dynamics are no longer symmetric with respect
to the spin orientation. While the time-dependent shapes of the spin-up and spin-down polarisation
profiles are the same, the spin-up excitation predominantly propagates to the left, whereas the spin-
down counterpart propagates mostly to the right along the zigzag chain. This is clear evidence of the
spin-momentum locking in the topologically non-trivial state. It is also worth noting that, despite the
persistent and directional edge propagation, about half of the initial spin weight is lost within the first 10
inverse hoppings. This is attributed to the fact that about a half of the injected spin density is carried
by bulk states and thus quickly dissipated into the bulk.

The data for the topologically non-trivial state in panel (b) of Fig. 8.5 also demonstrate that, after
the initial dissipation of spin density into bulk states, the total weight of the remaining polarisation
cloud remains nearly constant over time. This is consistent with our expectations, since the residual spin
density is almost exclusively carried by the corresponding helical edge modes, which support lossless spin
transport. Furthermore, the propagation velocity of the spin density “wave packets” is approximately
v & 0.29 sites per inverse hopping, as determined from the peak positions. This is in excellent agreement
with the Fermi velocity vp = 0.285 of the helical edge states, as mentioned in the discussion of Fig. 8.1.

Finally, we note that there is a low-weight spin-down (spin-up) density peak around site ¢ = 29
(i = 43) in the spin-up (spin-down) case at ¢t = 20. This peak is located to the left (right) of the injection
site I = 36 and continues propagating in that direction at later times, as suggested by the wave packets
at ¢ = 40. This reversal of the expected helical propagation direction indicates a partial breakdown of
spin-momentum locking. Importantly, this is not due to an explicit violation of TRS during the evolution,
but rather a remnant of the locally TRS-breaking initial state preparation. In fact, the TRS-transformed
dynamics of the spin-up dynamics — involving a simultaneous reversal of time (reflection across the y-axis
of the figure) and spin (reflection across the x-axis of the figure) — precisely match the observed spin-down
dynamics, confirming that the dynamics of the system are governed by a TRS invariant Hamiltonian.
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Figure 8.6: Same as Fig. 8.4, but with an additional classical read-out spin Sg, shown as a black arrow,
which is antiferromagnetically coupled to the local spin at the central site R of the physical zigzag edge.
The coupling is illustrated as the wavy black line. Yellow ® (green ®) symbols mark “proper” (cf. main
text) locations I of spin-up (spin-down) injection fields By = +Byje, (Br = —Bre,) half way between
R and the bottom left (bottom right) of the corners. The proper injection locations ensure that the
spin-momentum locked propagation of the injected spin-density in the helical boundary modes (green
and yellow lines at the bottom) predominantly moves it towards the read-out spin at R. Reproduced
with minor modifications from Ref. [RQ2].

8.5 Helical Transport in the Presence of the Read-Out Spin

Having demonstrated helical spin-density transport in the pristine Kane—Mele half-space model, we
now include the classical read-out spin and turn to the full dynamical setup described by Eq. (8.37). This
is sketched in in Fig. 8.6. In addition to the spin-up (spin-down) injection field — once more indicated
by the green ® (yellow ®) symbols — a classical read-out spin Si (black arrow) with Sy = |Sgr| = 1/2
is exchange coupled to the central site R of the physical zigzag edge. We choose an antiferromagnetic
exchange coupling strength of J = 2 for the classical read-out spin, such that J|Sg| = 1. The spin-up
(spin-down) injection field is again aligned along the positive (negative) z-axis, i.e. Br = +DBje,, and
positioned at a site I half way between R and the bottom right (left) corner of the ribbon segment.
This placement of the spin-up (spin-down) injection field ensures that the helical propagation of the
injected spin density will direct it towards the read-out spin, rather than away from it. Furthermore, we
initialise the classical read-out spin in-plane, e.g. Sg = Sre,, as this maximises the torque exerted by
the propagating spin excitation generated by Bj. The initial state of the electron system is prepared as
the ground state for fixed orientations of By and Sg.

Before we move on to the discussion of the read-out spin dynamics, we examine the dynamics of the
injected spin-polarisation cloud in the presence of the read-out impurity spin. To this end, we consider
a Kane-Mele ribbon segment of the same size (L = 572) and dimensions (¢, = 71.5 and £, = 4) as in
the previous section, and couple an z-polarised classical read-out spin Sg = Sgre, to the former position
of the injection field B; at the central site R = 36 of the physical zigzag edge. Depending on whether
we wish to study a spin-down or a spin-up polarisation cloud, we then add a magnetic injection field
B; = —Bre, or By = +Bje, to the injection site I = 18 or I = 54 half way between the central read-out
site R and the bottom left or bottom right corner of the ribbon segment. Once the electronic system
is initialised for a chosen configuration, we switch off the injection field to release the accumulated spin
density, allowing it to propagate freely and interact with the read-out spin.

Figure 8.7 visualises this process for a spin-down density injection. At ¢ = 0, the polarisation cloud
is localised near site I = 18, located to the left of the read-out spin. Its profile is nearly identical to that
of the spin-down polarisation cloud formed in the absence of a read-out spin, cf. Fig. 8.5, indicating that
the spin injection process itself is largely unaffected by the reduced distance to the nearest armchair edge
and the presence of the read-out spin. For ¢t > 0, the spin density propagates mainly to the right, which
is consistent with the spin-momentum locking we have seen earlier in the pristine Kane-Mele model.
This behaviour persists despite the fact that the presence of the read-out spin formally breaks the TRS
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Figure 8.7: Similar to the spin-down injection in Fig. 8.5, this setup includes the classical read-out spin,
which is antiferromagnetically coupled to edge site R = 36 with exchange coupling strength J = 2.
Accordingly, the injection site is relocated to I = 18, to the left of R, such that helical propagation
directs the spin-down injection towards the read-out spin. At ¢ = 0, the electron system is in its ground
state for fixed Bi(t = 0) = —Byje, and Sg = Sre,. For t > 0, the injection field is switched off, i.e.
Bi(t > 0) = 0. Other parameters: see Fig. 8.5. Adapted with minor modifications from Ref. [RQ2].

invariance of the total Hamiltonian, reaffirming that local TRS breaking is indeed a valid notion [150].
Note that the spin density profiles at ¢ = 20 and ¢ = 40 suggest that the polarisation cloud experiences
no significant perturbations due to the read-out spin prior to their direct interaction after about t ~ 60
inverse hoppings. Following this interaction, the spin-down excitation scatters strongly off the read-out
spin. As a result, part of it is reflected as a backward-propagating spin-up excitation, another part
becomes bound by the deflected read-out spin, and a small fraction is transmitted through the impurity,
continuing in the spin-down channel. Combined, these observations corroborate the view that the TRS
protected helical boundary modes remain intact away from the vicinity of the locally TRS-breaking read-
out spin. Moreover, the spin-up polarisation cloud bound by the read-out spin shows minimal change
for t > 80 (compare orange and red data points close to R = 36). This suggests that the read-out spin
dynamics responsible for “trapping” the spin-up density have effectively come to an end by ¢ = 100. The
fact that these dynamics stabilise with a finite spin-up polarisation bound to the impurity site implies
that the read-out spin has acquired a finite z-component via the torque exerted by the polarisation cloud
during the scattering process.

8.6 Helical Control over a Read-Out Spin

This interpretation is in fact reinforced by the classical read-out spin dynamics. To see this, we
contrast the read-out spin dynamics following a “proper” injection process, where the injection field is
positioned (as described earlier and shown in Fig. 8.7) such that the helical propagation moves the injected
spin towards the read-out spin, with those following an “improper” injection process, where the injection
field is instead positioned such that helical propagation moves the spin injection away from the read-out
spin. Figure 8.8 compares the read-out spin dynamics resulting from “proper” and “improper” injection
processes by overlaying the trajectories traced out by the read-out spin tip throughout the dynamics.
These are visualised as curves A-D on the two-sphere Sf /2 with radius Sg = 1/2. Specifically, curves
A and B describe the read-out spin dynamics induced by “proper” and “improper” spin-down injections,
while curves C and D illustrate the same for “proper” and “improper” spin-up injections. As expected,
the “proper” spin-up (spin-down) injections (cf. high-weight polarisation clouds in Fig. 8.7) cause a
substantial deflection of the read-out spin towards the positive (negative) z-direction. The fact that the
helically suppressed “improper” spin injections (cf. low-weight polarisation clouds in Fig. 8.7) provoke a
much weaker response supports the interpretation that the read-out spin deflection is primarily driven
by the torque of the propagating spin polarisation clouds.
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Figure 8.8: Trajectories of the read-out spin tip on the $? configuration space is shown for processes A-D,
each initiated by a static spin injection. The injection field By is switched off at t = 0, and the system’s
state is propagated until ¢ = 150. The read-out spin Sy is located at the center R = 36 of the physical
edge and initially aligned along the +z-direction (black dot). A (deep red): “proper” spin-down injection
at site I = 18 to the left of site R. B (faint red): “improper” spin-down injection at site I = 54 to the
right of site R. C and D (deep and faint blue): “proper” and “improper” spin-up injection at I = 54
and I = 18, respectively. Parameters as in Fig. 8.7. The arrows indicate the direction of the spin-tip
deflection for each process. Adapted with minor modifications from Ref. [RQ2].

However, not all of the observed read-out spin dynamics can be attributed to the propagating spin
densities. In particular, all of the trajectories A-D exhibit a non-trivial in-plane dynamics that sets in
immediately after the injection field is switched off. The reason for this is that the initial state of the
electron system, i.e. ground-state Fermi sea for fixed orientations of By and SR, is “stressed”, meaning it
differs from the ground state of the total system. The latter also minimises the total energy with respect
to the orientation of Sgr. Specifically, the total system ground state is realised when both, Sg and Bi, lie
in the zy-plane, enclosing a relative azimuthal angle A¢(r) that depends on the inter-impurity distance
r. According to Ref. [193], this angle is given by A¢(r) = 7 —a(r), where a(r) = 2Epr/vp with the inter-
impurity distance r, the Fermi energy Er, and the Fermi velocity vp. For Er = 0, the relative angle A¢(r)
becomes independent of the inter-impurity distance, and the impurities align antiferromagnetically with
A¢ = « for all impurity separations r. However, Er = 0 is only realised exactly in the thermodynamic
limit L — oo. In finite systems, like the one considered here, Er typically deviates slightly from zero,
resulting in a small but finite distance-dependent deviation «(r) # 0 from the antiferromagnetic relative
angle A¢ = 7. Given that the injection field is aligned along the z-direction in our setup, the initial state
always constitutes a slightly excited state, whose local magnetic moments do not align” with those of
the electronic ground state at By = 0. The resulting magnetic stress initiates spin ralaxation dynamics,
which begin immediately after the injection field is removed, exerting a finite torque on Sg. However,
this relaxation dynamics is rather weak. As shown in Fig. 8.8, the spin drifts only a few degrees on the
two-sphere, staying mostly within the zy-plane. A qualitative change of the dynamics only occurs when
the injected polarisation cloud arrives after about ¢t &~ 50 inverse hoppings. As previously mentioned, the
extent of this excitation-induced dynamics depends on the weight of respective polarisation cloud: it is
large for the helically propagating “proper” injections and small for the helically suppressed “improper”
injections. In both cases, the read-out spin dynamics slow to a halt after a total of about ¢ & 150 inverse
hoppings. Finally, it is worth mentioning that the initial electron ground states of setups with spin-up
and spin-down injection fields are stressed with opposite helicity. This results in a relative sign change of
the torque on Sy, which explains the perfect symmetry between the curves A (B) and D (C) in Fig. 8.8.

"The extent of this discrepancy depends on the distance between I and R.
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Figure 8.9: Real-time evolution of the z-component (s?(¢)) of the local magnetic moment at site I = 18
on the physical zigzag edge during a spin-down injection driven by an injection field By applied in the
negative z direction for ¢;,; = 50 inverse hoppings. Parameters correspond to the topologically non-trivial
case shown in Fig. 8.7. Adapted with minor modifications from Ref. [RQ2].

8.7 Iterated Injection Protocol: Building a Helical Spin Switch

The fact that the read-out spin dynamics comes to a halt once the injected polarisation cloud has
passed by shows that the system is, at least locally, in a state close to its ground state. We can use this
near-equilibrium state to initialise a subsequent dynamical process. This possibility raises a number of
natural questions: for instance, can we undo the deflection of the read-out spin by a suitable subsequent
process? Moreover, can we achieve a complete switching £Sgre, — FSre, between the north and south
pole orientations of the read-out spin by iterating the sequence studied so far? If so, is it possible to undo
that process as well?

To start the discussion, we consider a single additional “basic injection-pump” (BIP) process. This
BIP process involves (i) a spin injection, which, in contrast to the injection processes discussed so far,
must be treated fully dynamically, and (ii) the subsequent pumping of the read-out spin dynamics driven
by the propagating spin injection. To distinguish the dynamically implemented spin injections from the
previously discussed spin injections via initial state preparation, we will henceforth refer to the former
as dynamic injection processes and the latter as static injection processes. A dynamic spin injection
starts from an arbitrary near-equilibrium state of the total system, i.e. a state where the electron system
is almost in the ground state for a given arbitrary orientation of the read-out spin Sg. One could, in
principle, conceive a stricter construction scheme where the total system is in perfect equilibrium, i.e.
where the electron system is in the exact ground state for a given Sg, rather than just close to it. However,
this is not practical for our purpose: since we are aiming to develop a workable dynamical protocol of
iterated BIP processes, we cannot afford to wait for full thermalisation after every dynamic injection. An
isolated dynamic spin injection then proceeds as follows. At ¢ = 0, the spin-injection field B; = +Bje,
is switched on, causing an accumulation of local magnetic moment around the injection site I. The
built-up magnetic moment forms a polarisation cloud, which continues to develop until the injection
field is switched off after a specified “injection” time tjn;. Unsurprisingly, the magnitude of the final
polarisation depends on ti,;. This is demonstrated in Fig. 8.9, which shows the temporal evolution of the
local magnetic moment (s?(t)) at the injection site I during a dynamic spin-down injection (B; = —Be,)
performed on the electronic ground state for a fixed classical read-out spin oriented along the positive
z-direction. We observe that the formation of a local magnetic moment parallel to the injection field at
I happens very quickly. In fact, it takes only a few (¢ ~ 2) inverse hoppings for |(s7(t))| to reach a value
(I{sZ(¢))] = 0.3) close to its eventual saturation limit (|(s?(¢))| =~ 0.33). After a brief rebound (2 <t < 5),
the local magnetic moment continues to converge monotonically (¢ > 5), approaching its limit within a
total of 40 to 50 inverse hoppings. The injection time ¢;,; can then be determined as a point in time
at which [(s7(¢))| has converged to some sufficient degree. Here, the local magnetic moment essentially
converges within about ¢i,; = 50 inverse hoppings, after which we get (s? ({pump)) ~ —0.33, showing that
the field strength of By = 1 is not sufficient to fully polarise the magnetic moment. We will stick to
tinj = 50 in the following. Note that the results are practically independent of the choice of I, provided
that the distance to the corners and to R is large enough. A few sites have proven to be sufficient. Once
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Figure 8.10: Left: Trajectory of the read-out spin tip on the S? configuration space. Process A (red),
as in Fig. 8.8, is a static spin-down injection at site I = 18 with read-out at R = 36. The injection
field is switched off at ¢t = 0, and the system evolves until ¢,ymp = 150. Process B is a spin-up BIP
sequence with injection at I = 54 and read-out at R = 36, consisting of By (yellow), a dynamic injection
over ti,j = 50 starting from the final state of A, and By (blue), the subsequent release and propagation
of the spin-up density, including scattering at Sg, up to tpump = 150. The black dot marks the initial
orientation of Sgr(t = 0) = Sgre,. Right: the same process but starting, for better visibility, from
Sr(t=0) = Sr(e, +e,)/V2 (black square), and with A replaced by A’ consisting of a proper dynamic
spin-down injection A} and a pump part A}. B} and B/ are the same as B; and By but starting from
the final state of process A’. Adapted with minor modifications from Ref. [RQ2].

the injection field By is switched off at ¢ = ti,j, the formation of the spin polarisation cloud stops and it
is released into the electronic system. If the position of the injection site I relative to that of the read-out
site R is chosen properly, the polarisation cloud propagates towards and scatters from the read-out spin,
pumping its dynamics as described before. The backscattered and transmitted parts of the polarisation
cloud are eventually dissipated into the Lindblad bath, simulating total-energy-conserving dissipation in
a macroscopically large sample. As a result, the pump dynamics of the read-out spin come to an end
after a finite time ¢pymp. In our case, a pump duration of tpymp = 150 inverse hoppings was found to be
sufficient, see the discussion in Secs. 8.5 and 8.6. Generally, a sensible lower bound for tpymp is given by
the distance between sites I and R divided by the Fermi velocity vr of the helical edge states. The BIP
process can be terminated after ¢ ~ tin; + tpump inverse hoppings and another BIP process may follow.
In order to determine whether a BIP process can undo the proper read-out spin deflection shown
in Fig. 8.8, we consider a concatenated process A+B consisting of a proper static spin-down injection
A (cf. Sec. 8.6) and a proper spin-up BIP process B = B; + By involving a (proper) dynamic spin-up
injection B; and the subsequent pump dynamics Bs. The combined process A+B is illustrated on the
left side of Fig. 8.10. It starts at time ¢ = 0 from an initial state given by the electronic ground state for a
fixed z-polarised (black dot) read-out spin at site R = 36 and a fixed spin-down (B; = —Bje,) injection
field at site I = 18 (static spin injection setup). As described before, the deactivation of the injection
field triggers system dynamics, during which the read-out spin moves towards the south pole of the two-
sphere (red line) — this is the same as process A from Fig. 8.8. After about ¢ = 150 inverse hoppings, the
dynamics of Si have essentially ceased and the physical (zigzag) edge of the electronic system has relaxed
to a “final” state close to the (local) ground state. Immediately after the static spin-down injection A is
terminated at ¢ = 150, the spin-up BIP process begins with a dynamic spin-up injection B; (yellow line)
applied to this nearly relaxed final state of the previous process. The dynamic spin-up injection B; lasts
for tinj = 50 inverse hoppings (cf. Fig. 8.9), and Fig. 8.10 shows that it has only a minimal effect on
the orientation of the read-out spin. Once the dynamic injection is completed, the accumulated spin-up
polarisation cloud is released, and its helical propagation drives the pump dynamics By (blue line) of the
read-out spin. These last for another ¢,ymp = 150 inverse hoppings. After a brief continuation of the
downward motion in the early part of By, the spin-up polarisation cloud scatters and drives the read-out
spin back towards the north pole of the two-sphere. Although it does not quite return to its original
position Sy = Sgre, at the equator, we still observe that the spin-up BIP process B largely reverses the
preceding static spin-down process A. There are two main reasons why the reversal is incomplete.
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Figure 8.11: Trajectory of the read-out spin tip on the $? configuration space throughout a process
consisting of 6 spin-down followed by 7 spin-up BIP processes starting from a state (open black dot) close
to the north pole, n = 0.05, as discussed in the text. The filled black dot marks the position Sg e, for
reference. The yellow lines represent spin injections (50 inverse hoppings). The red (blue) lines indicate
proper spin-down (spin-up) pump (150 inverse hoppings). Parameters as in Figs. 8.5 and 8.7. Adapted
with minor modifications from Ref. [RQ2].

The first one is that the processes A and B are not constructed as exact inverses of one another: while
A starts from a static injection, B is based on a dynamic one. To quantify the impact of this discrepancy,
we repeated the whole cycle using two dynamic spin injection protocols A’=A)+A), (spin-down BIP) and
B’=B}+Bj (spin-up BIP), both of which are executed as described above (tinj = 50, tpump = 150). This
is shown on the right side of Fig. 8.10. For a clearer visual representation, we chose a slightly rotated
initial orientation Sy = SR(ew + ey) /v/2 (black square) for the read-out spin. The concatenated process
A’+B’ causes a significantly smaller deviation from its initial state than A+B, allowing us isolate which
part of the deviation is caused by the combination of different injection mechanisms.

The second reason for the incomplete inversion is that in all of the above protocols, the sub-processes
are terminated before the system has fully relaxed. This affects both the asymmetric (A+B) and the
symmetric (A’4+B’) inversion protocol alike, and explains why the latter still fails to close, even though
the two sub-processes are exact inverses of one another. If each sub-process X was extended until the
electronic system is fully relaxed to its ground state, the final state of X would be equivalent to its initial
state, and one could perfectly undo A’ with B’. Here, equivalence of the initial and final states of sub-
process X means that they differ only by a rotation R(e, ) through some angle ¢ around an axis n..
Concretely, n. is defined by the normal vector e to the plane spanned by the initial and final orientations
of the classical read-out spin. Note that the electronic ground states |Sg) and |S}), corresponding to
two different orientations Sg and Sp; of the classical read-out spin, have the same energy and are related
by |Si) = Ule, ¢)|Sr) where U(e, ¢) is a unitary operator implementing R(e,¢). This is due to the
fact that, as discussed in Sec. 8.4, the ground state of the pristine Kane-Mele model (without coupling
to Sgr) is an SU(2)-invariant singlet, despite the SOC anisotropy.

A natural way to reduce the deviation caused by incomplete relaxation is to extend the pump duration
of the BIP processes. We therefore conclude that an inversion of a proper spin-up (spin-down) BIP process
by a proper spin-down (spin-up) BIP process is possible to arbitrary precision. This answers the first of
the two questions we asked at the beginning of this section in the affirmative. Thus, we move on to the
second question of whether it is possible to switch the read-out spin back and forth between the north
and south pole orientations by suitable sequences of proper BIP processes. We begin by noting that
incomplete relaxation of individual BIP processes is no longer a concern in this context, as it can always
be compensated for by further BIP processes. That said, a new challenge arises as well. Namely, if the
read-out spin is perfectly polarised along z-axis, i.e. if Sg = +Sgre., it remains unaffected by a passing
spin-up or spin-down polarisation cloud, as the resulting torque JSgr X (sgr) vanishes in this case. For
this reason, we begin with an initial state, where the read-out spin is slightly tilted away from the z-
axis. Specifically, we choose an initial orientation for Si that is nudged towards the positive z-direction,
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Figure 8.12: Time evolution of Sg, throughout full switching protocols. Red data points show data for
the n = 0.05 switching protocol from Fig. 8.11. Labels 1, 2, 4 indicate start, reversal and termination
points of the switching cycle. Horizontal red lines highlight threshold levels +£5g (1 —7). Blue data points
and lines use the same starting point (1) but n = 0.001 for the reversal and termination of the process,
see labels 3 and 5. Vertical lines separate the different BIP processes, each lasting 200 inverse hoppings.
Adapted with minor modifications from Ref. [RQ2].

writing
Sr(t=0) = SR( 1-(1-n)2e;+(1-n) ez) ) (8.46)
where 7 € R is a small parameter controlling the deviation of the read-out spin from the z-axis for ¢ = 0.
Figure 8.11 shows the trajectory traced by the tip of the classical read-out spin during an attempted
full switching process. This process begins with six proper spin-down BIP processes (red and in-between
yellow lines), which gradually reduce the z-component of Sg until S§(t) < —Sgr(1 —n). At this point,
S(t) is more closely aligned with —Sgre, than S(0) was with +Sge.. Thus, the parameter 7 also provides
a natural termination criterion for the switching process. We find that within a 5% tolarance (7 = 0.05),
a full switching process can, in fact, be achieved by only 6 BIP processes. Each BIP process involves 50
inverse hoppings of proper spin injection and 150 inverse hoppings of free time evolution, during which
the accumulated polarisation cloud propagates helically and pumps the dynamics of the read-out spin.
Figure 8.11 also shows that, at the same tolerance level of n = 0.05, a comparable number of opposite
BIP processes, in this case seven proper spin-up BIP processes (blue and in-between yellow lines), suffices
to reverse the switching and return the read-out spin to an orientation close to its initial orientation S(0).
In order to quantify the impact of the tolerance level on the switching process, we make a comparison
with a process using a stricter tolerance level. To this end, we overlay the time-dependent z-component
Sr,»(t) of Sgr(t) for two switching processes of different tolerance levels. The red data in Fig. 8.12
corresponds to the n = 0.05 switching protocol discussed above. Each BIP process lasts for tinj +tpump =
50-+150 = 200 inverse hoppings as indicated by the vertical lines. During the proper dynamic spin-up and
spin-down injections, the read-out spin drifts mostly along a latitude, giving rise the plateaus extending
over about ti,; = 50 inverse hoppings. The subsequent helical spin-down (spin-up) propagation then
produces slow upwards (downwards) deflections which show up as moderate® upwards (downwards) slopes
extending over roughly |R — I|/vr & 62 inverse hoppings after each plateau. The scattering of the spin-
down (spin-up) polarisation cloud triggers a sharp downwards (upwards) deflection of the read-out spin.
These pump dynamics show up as steep® downwards (upwards) slopes. Together, the moderate upwards
(downwards) slopes during the spin-down (spin-up) propagation and the steep downwards (upwards)
slopes during the scattering form the characteristic bumps (dips) in the Sgr ,(t) trajectories. The blue
curve in Fig. 8.12 shows a similar switching process but with n = 0.001. Concretely, the switching
process starts at the nn = 0.05 initial point and then proceeds according to the stricter tolerance level of
n = 0.001. As a result, two additional (a total of eight) proper spin-down BIP processes are required
to take the read-out spin from the i = 0.05 initial orientation to an 7 = 0.001 final orientation, where
Sr.»(t) < =Sr(1 — n) for n = 0.001. The reversion of the downward switching process takes still more
effort, requiring a total of thirteen proper spin-up BIP processes to get from an 7 = 0.001 initial (down)
orientation to an 7 = 0.001 final (up) orientation.

8The moderate deflection speed is evident from the tight clustering of time-equidistant data points along the slopes.
9The higher speed is reflected in the sparser spacing of time-equidistant data points along the slope.
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9 — Sombrero Berry-Phases in BdG Vacuum Manifolds

An interacting microscopic model for superconductivity is described by a Hamiltonian H that is
invariant under U(1) gauge transformations corresponding to particle number conservation. The super-
conducting ground state of such a Hamiltonian spontaneously breaks this U(1) symmetry, giving rise to
a manifold of degenerate ground states. In the familiar image of the Sombrero-shaped energy landscape,
these spontaneously broken ground states are parametrised by the phase of the superconducting order
parameter, tracing the brim of the Sombrero.

Here, we do not address the spontaneously U(1)-breaking ground states of interacting models. In-
stead, we focus on the family of ground states arising from the explicitly U(1)-breaking BAG mean-field
Hamiltonians of such models. Specifically, we consider the bundle of instantaneous BdG ground states
(vacua) over U(1) ~ S!, and formally determine the Berry phase acquired along closed paths in S! using
the geometric constructions outlined in Sec. 4. In reference to the manifold of spontaneously broken
superconducting ground states, we refer to the resulting Berry phases as Sombrero Berry phases. This
analysis is appplied to the standard BCS model and the Kitaev chain model using the BAG formalism
developed in Sec. 5.

9.1 Bogoliubov Diagonalisation of Reduced BdG Hamiltonians

Some BdG Hamiltonians may be reduced to the form
. T E(k)  A(k) Cka | _. ]
1= 3 e (S o) (cf_ kﬁ) = SR 08 ) o.1)

where £(k) = e(k) —p and A(k) are the single-particle energy dispersion relative to the chemical potential
and the gap function. The indices « # [ account for distinct internal degrees of freedom like (pseudo-)spin
or orbitals. Equation (9.1) does not constitute a generic BAG Hamiltonian because the “Nambu” spinors
W (k) contain no redundant single-particle information: the a-flavoured single particle states appear only
as annihilation operators, while the S-flavoured ones appear only as creation operators. Still, Eq. (9.1)
can be diagonalised by a Bogoliubov transformation,

Uk) Th(k)U (k) = (k) , (9.2)
where
70 = (i s 03

is a unitary Bogoliubov matrix with elements

=50 g) 0= 5 () fagey oW 09

and where

is a real diagonal matrix of eigenenergies

E(k) = VE(k)? + |A(K)[? . (9.6)
The functions u(k) and v(k) from Eq. (9.4) satisfy
u(k)[* + (k)| = u(k)? +vo(k)* = 1, (9-7)

with u(k),vo(k) € R and v(k) € C. Note that v(k) carries the same complex phase as the superconducting

gap A(k) and we wrote v(k) = vo(k)e? to tidy up the notation. A proof of Eq. (9.2) is given in App. A.11.
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9.2 The Sombrero Berry-Phase of the BCS Ground State

The standard BCS chain Hamiltonian reads

_ T ol
Hpes = Z ( t (Cjacj+1a + CJ+1a Ja) HCja Ja) - Z (chi ¢y AT CJTCN) : (9-8)

J,x J

Upon Fourier transforming the electronic field operators, this becomes (see App. A.11 for details)

_ Ao E(k)  A(k) Cret
Hpcs Xk:( Tt —k¢) <A(k)* —f(k)> ( —k¢> +Z§ (9.9)
with

E(k) = —2tcos(k) —p  and  A(k) =A=Age?, (9.10)

where k = |k|. Note that this captures the essential features of the mean-field BCS Hamiltonian Eq. (5.4)
for a one-dimensional chain. If we ignore the constant energy offset Ey = >, £(k), Eq. (9.9) readily takes
the reduced BdG form Eq. (9.1), where the additional indices @ =1 and S = label spin projections.
Accordingly, Eq. (9.9) can be diagonalised as

A c
s = el e) (37 ) ( *m>

k C_ky
A S u(k) —v(k)\ (E(k) 0 ulk) (k) [ cer
;( kT —ki) <U(k)* u(k) > < 0 E(kz)> (v(kz)* u(k)) (CT—kJ,>
_ E(k) 0 b
= Zk: —k¢ ( 0 —E(k)) (b]fl;) ) (9.11)

where we defined Bogoliubov quasiparticle operators

byer ( u(k) v(k)) Chet

= , 9.12
(bT_lw) —v(k)" u(k) CT—M 12
and where F(k),u(k),v(k) take the form defined in Egs. (9.6) and (9.4), respectively. In particular, note

that we get u(k) = u(—k) and v(k) = v(—k) due to the form of {(k) and A(k) given in Eq. (9.10). From
Eq. (9.12) we obtain the Bogoliubov quasiparticle annihilators

by = u(k)cyy + v(k:)ct_ki and b = —v(k:)c;fcT +u(k)e_y, (9.13)

both of which are needed in the construction of the fermionic Fock space of the theory. It should be
noted that the notation for the Bogoliubov field operators in Eq. (9.13) is largely symbolic: each operator
involves both electronic creation and annihilation operators, spin-up and spin-down projections, and
positive and negative quasi-momentum quantum numbers. A Bogoliubov annihilation operator with
quasi-momentum k and spin projection « is therefore neither an actual annihilation operator of any
physical particle nor is it associated with quasi-momentum k or spin projection « in the original sense
of these quantum numbers. Still, the notation in terms of the original quantum numbers accounts for
the fact that both field operators in Eq. (9.13) are needed to capture the full fermionic complexity of the
theory. Indeed, we can rewrite Eq. (9.11) as

HBCS - ZE blt:a ka + EO ) (914)

where Ejy = >, F(k) is another insignificant energy offset. Following Sec. 5.3, we write the BCS ground
state as a normalised product state (see App. A.11 for details)

0y} = Nkua H u(k)e™ +vp(k)ely c) 10), (9.15)
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where N/ = [], v(k) is a normalisation prefactor and |0) denotes the electronic vacuum defined via
Cia |0) = 0. If we choose to understand the phase § € R/27Z ~ S! of the superconducting gap A as a
parameter of the BCS theory, we may construct the Berry connection one-form

A= Zpb<0‘35|0>bp dé = Asdd (9.16)

j’{ A= 174 (0[05]0Y? d (9.17)

of |0), along any closed path C' in S!, cf. Sec. 4. To arrive at an analytical expression for this, we first

and compute the Berry phase

determine the coeflicient As of the Berry connection. Using

9505 = 05 [ [(ulk)e™ +vo(k)el cfr) [0)
k

=— Zu(p)e_ié H (u(k)e‘i‘s + UO(k)CT—mcLT) |0) (9.18)
4 k#p
and
(0] H( )et+ vy ( )cch_m)(u(k:)e_i‘s—i— vo (k) T—mcm)m (0] H 2 +ug(k)?)|0) =1, (9.19)
k#p k#p
we get

As = i2(0/05/0)2
© Zu( *15 0|H (u e Jrvo (k )Ck’TC—k/,L) H (u(k)e*i%r vo(k)CT—k¢CIZT)|0>
D

k#p
(;) Zu( *15 0|H( 6 -|- ’Uo )ckTC_ki)(U(k)eiw"r‘ UO(k)CT—ki‘?LT)(U(p)e“S-i- Uo(p)% )‘O>
k#p
= Z p) <O‘H( e +U0 )cch_m)(u(k)e_i's—i— UO("’)CLMCLT>|O>
k#p
Q) Zu(p) ’ (9.20)

where we plugged in Eq. (9.18) in (), used that [cmc_m, CT_MCLT] =0 for all k # p in (x), and finally
applied Eq. (9.19) in (x). Now, inserting in Eq. (9.4) into the final line of Eq. (9.20) yields

> u(p)® = Z; (1 + ;) = 72 e (9.21)

p

where we used that the number of quasi-momenta equals the number lattice sites, i.e. Zp 1= L. For
=0, we additionally have {(k + 7) = —¢(k) and E(k = w) = E(k), such that

&(p) (p)  Ep-m\ (&) D)
E(p) Z <E(p) - E(p—w)) => (E(p) E(p)> =0. (9.22)

p=0 p=0

p=—T
By definition, the closed paths C in S' ~ R/27Z are of the form
Cy :[0,1] = S', s+ 27Ns (9.23)

for some integer winding N € Z, cf. Sec. 2.1.8. With this, we may write the Berry phase v(Cy) along a
closed curve Cy as

2N
¥(Cn) = Asdd = u(p)® l /0 d6] =21N Y u(p)?, (9.24)

CnN p
which, using Egs. (9.21) and (9.22), simplifies to
v(Cn)=7nNL (9.25)

for p = 0.
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9.3 The Sombrero Berry-Phase of the Kitaev Chain Ground State

The Kitaev chain Hamiltonian reads

L—1 L
* 1
Hgie = ) {— t(chiic;+cle, ) +Acie +A c;HcH - (cle; — 5) (9.26)
Jj=1 j=1

Upon Fourier transforming the electronic field operators, this becomes (see App. A.11 for details)

_ 1 §(k)  Ak)N [ c
HK = izk:(c;rc C_k) (A(k)* —§(k¢)) < kk> + EO (927)
with
&(k) = —2tcos(k) — p and A(k) = —2iAsin(k) , (9.28)

where k = |k|. Unlike the BCS gap, the Kitaev gap is not constant, but disperses as a function of
quasi-momentum. In particular, it vanishes for k. = 0, 7, which is something we must keep in mind. For
future reference, we define the polar form

A(k) = —2iAge™ sin(k) =: 2A¢ sin(k)e’® = Ag(k)e’ (9.29)

of the superconducting gap function. Here, we plugged in A = Age®’ and absorbed the prefactor of
—i = e '%, defining § = §' — m/2. Note that, upon omitting the constant energy offset Ey = >, &(k),
Eq. (9.27) assumes the standard BdG form, see Eq. (5.28). In particular, the absence of distinct single-
particle indices o # S in Eq. (9.27) gives rise to the characteristic redundancy of fermionic degrees of
freedom. The standard Bogoliubov diagonalisation of Eq. (9.27) then yields

k

where we defined Bogoliubov quasiparticle operators

by, u(k) v(k) .
= 9.31
(bh) <v<k>* u(k)) \ ey ) (9.31)
and where E(k),u(k),v(k) take the form defined in Eqgs. (9.6) and (9.4). Recall that in the BCS model
both the u(k) and v(k) coefficients satisfy u(k) = u(—k) and v(k) = v(—k). Here, we find that

u(k) = u(—k) but v(k) = —v(—k), because A(k) o sin(k). We can use this to show that the two
Bogoliubov quasiparticle annihilation operators

b, = u(k)c, + v(k)cT_k and b_p = —v(k)c}; +u(k)c_y (9.32)

resulting from Eq. (9.31) describe the same fermionic degrees of freedom: if we take the second Bogoliubov
operator b_, and invert the momentum k — —k, we simply recover the first Bogoliubov operator by,

b (i = —v(k)ch +ulk)e_,, = —v(—k)c_, +u(—k)e, = v(k)c, +u(k)c, = b, (9.33)
exposing their redundancy. From Eq. (9.30), we therefore get (see App. A.11 for details)
Hy =Y E(k)bjb, + Ej , (9.34)

where Ey = >, E(k) is another insignificant energy offset. Following Sec. 5.3, we may write the KC
ground state as a normalised product state (see App. A.11 for details)

0)p =[] b 10)- (9.35)
k
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Figure 9.1: Numerical results for the Sombrero Berry phase of the Kitaev ground states as a function of
system size L, with model parameters t = Ag = 1 and p = 0. Left: data obtained from the analytical
expression Eq. (9.41) for N = 1. Right: data obtained using the discretised Berry phase algorithm,
Eq. (4.110) with Eq. (4.112), of the BdG vacua, cf. Sec. 5.

However, recall that there exist critical quasi-momenta k. = 0, 7w, where

A(k.) = 2iAsin (k.) =0, (9.36)
so that
E(ke) =&(ke), u(ke) =1, wv(ke)=0. (9.37)
Accordingly, we find that
b, = u(ke)ey, +v(ke)el, = - (9.38)

i.e. that the Bogoliubov annhilation operators coincide with the electronic annihilation operators at the
critical quasi-momenta. If these critical operators were included in the naive product state definition of
the ground state, Eq. (9.35), they would annihilate the electronic vacuum. To avoid this, the critical
quasi-momenta must be excluded from the construction, and we find (see App. A.11 for details)

08 = 5 T1 010 = 5 TT tab-sl0) = T @lkhe ™ + eo(k)el g ) 0}, (9.39)
k#0,+m 0<k<w 0<k<w

where N = [[y < v(E) is a normalisation prefactor, and |0) denotes the electronic vacuum once more.
Note that we exclude the critical momenta k. = 0,7 and restrict the product over the (punctured)
Brillouin zone to its positive half by pairing each b, with its negative-momentum counterpart b_,. Apart
from the restriction of the product to half of the punctured Brillouin zone, Eq. (9.39) reproduces the form
of Eq. (9.15) exactly. Consequently, the expressions for the Kitaev Berry connection and Berry phase
take the same form as Eqs. (9.20) and (9.24), except that all quasi-momentum sums are restricted to the
positive half of the punctured Brillouin zone, i.e. we get

A=A;ds with As= ) u(p)’ (9.40)
O<p<m
and
Y(Cn) =27N > u(p)®. (9.41)
O<p<m

Using Egs. (9.21) and (9.22), the latter simplifies to
v(Cn)=7NL/2 (9.42)

for 4 = 0. The analytical expressions for the Sombrero Berry phases of the BCS and Kitaev chain ground
states provide a benchmark for testing the numerical algorithm for the discretised WZ and Berry phases
of Bogoliubov vacua introduced in Sec. (4.6). Figure 9.1 shows that the discretised Berry phase of the
Kitaev ground states, Eq. (4.110) with Eq. (4.112), are in perfect agreement with the analytical prediction
from Eq. (9.41).
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10 — Exchangeless Braiding with Non-Degenerate Anyons

Topological quantum computation (TQC) is one of the most promising frameworks for fault-tolerant
quantum computation (QC) [101,114,142,194-203]. It is based on the exotic statistics of non-Abelian
anyons, which provides topological protection against local perturbations and control errors [95, 101,
194,204, 205]. Concretely, certain quantum systems support anyonic quasiparticles that give rise to a
degenerate low-energy subspace H suitable for encoding quantum information [114]. Due to their anyonic
statistics, the adiabatic exchange of these quasiparticles can be used to induce unitary transformations on
Ho. The resulting transformations are topological in that they depend only on the topological properties
of the braids formed by the quasiparticle world lines during the exchange. Sequences of adiabatic anyon
exchanges can then be applied to implement robust quantum gates on any qubit state |1) encoded in H.
As a result, TQC with anyons integrates error correction on a hardware level, making it a compelling
architecture for robust QC applications.

In recent decades, TQC has attracted growing interest. This rise in attention is partly due to the
discovery of anyonic defect modes in certain topological superconductors [14, 106, 108, 206-209]. These
defect modes exhibit a range of distinctive characteristics. First, their existence is guaranteed by the bulk-
defect correspondence of the underlying topological superconductor. This correspondence protects them
against symmetry-preserving perturbations and pins them at zero energy [14]. As a result, the many-
body ground-state energy becomes degenerate, introducing the degenerate subspace Hy of ground states
essential for QC. Second, the defect-bound zero-energy quasiparticle excitations of the superconducting
state can be understood as self-adjoint quasiparticle modes, i.e. Majorana-type fermion modes. For this
reason, they are usually referred to as Majorana zero modes (MZMs). Finally, and most crucially for TQC,
they are equivalent to a specific type of non-Abelian anyons known as Ising anyons [95,101,114,195]. Even
though Ising anyons are not universal for quantum computing — not every unitary transformation on H,
can be approximated to arbitrary precision by braiding transformations — their experimental accessibility
and low braiding complexity! make the study of Ising anyons a valuable endeavour.

Proposals for concrete physical realisations include MZMs bound to vortex cores in two-dimensional
ps + ip, superconductors [106, 207,210, 211] and to the boundaries of one-dimensional topological p-
wave superconductors [108,206,212-222]. Further progress towards practical TQC faces a number of
experimental and theoretical challenges. Experimental efforts aim to refine engineering techniques for
topological superconductors and achieve the microscopic control required to prepare and manipulate
MZMs, for a review see Refs. [223-231]. On the theory side, simulations must account for real-world
limitations to provide more realistic expectations for experiments. Advances have been made through
various methods and methodological approaches. Exact diagonalisation is effective but limited to small
systems [217,232,233|. Studies focusing on single-particle states [216,221] or low-energy theories [234-237]
can achieve larger system sizes, but at the cost of neglecting contributions of extended bulk-states to
the many-body ground state. Other efforts concentrate on time-evolving quasiparticles [117,211, 23§],
applications of the Onishi determinant formula [239], and covariance matrix techniques [240-242].

Here, we consider many-body simulations for weakly coupled, finite-size Kitaev chains and propose an
exchangeless braiding protocol, in which the unitary braiding transformation is driven not by an adiabatic
exchange of MZMs, but by 27 rotations of the superconducting phase ¢ that keep them stationary in real
space [200,243-246]. This was originally proposed by Kitaev [206] and later picked up by others, including
Fu, Teo and Kane [247,248], Chiu et al. [14], and Sanno et al. [211]. The Kitaev chain model [206] has
recently attracted renewed attention because it was found to provide a suitable low-energy description of
some semi-conductor/superconductor and spin-chain/superconductor hybrid systems [210,213].

'n the end of Sec. 6.3.2, specifically in Egs. (6.66) and (6.67), we saw that a simple double exchange of Ising anyons is
enough to implement X- and Z-gates. This is what we mean by low braiding complexity — simple gates can be achieved
through simple braiding protocols. Compare, in particular, to the high braiding complexity of (the universal class of)
Fibonacci anyons that we mentioned in the final paragraph of Sec. 6.3.1.
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Local manipulations of the superconducting phase are generally difficult to carry out. Here, their use
is motivated by Yu-Shiba-Rusinov (YSR) realisations of topological superconductivity [213,249-253|. In
such setups, a ferromagnetically aligned classical spin array is exchange-coupled to a conventional s-wave
superconductor, creating low-energy YSR bands that reside inside the host’s superconducting gap and
inherit a topological p-wave superconducting order by proximity to the s-wave host [213,249]. A collective
rotation of the classical spin array then translates into a local phase rotation of the proximity-induced
p-wave order parameter in the YSR bands, as suggested in Ref. [213].

In order to detect Ising-anyon type MZM braiding, we analyse the non-Abelian Wilczek—Zee (WZ)
phase matrix [254] of the low-energy subspace Ho(¢) under cyclic evolutions ¢ — ¢ + 27 of the super-
conducting phase. That is, we explicitly evaluate a U(n) holonomy associated to the n-dimensional space
Ho(p), focusing solely on the geometric phase and neglecting dynamical contributions. Methodologically,
we follow Ref. [94] and use the Bertsch—Robledo-Pfaffian overlap formula [87,90-93] to circumvent the
Onishi sign problem in the computation of many-body overlaps between zero-energy (low-energy) Fock
states in the numerical computation of WZ phases [94,210].

Based on a numerical analysis of the WZ phase, we demonstrate that the MZMs of the Kitaev
chain retain their anyonic properties even in the presence of finite-size induced MZM-interactions that
lift their degeneracy significantly. This stability enables the implementation of an exchangeless double-
braiding protocol driven by cyclic rotations of the superconducting phase. Our main focus is on composite
systems of two weakly linked Kitaev chains. There, we find that the relative strength of couplings between
MZMs within the same subchain and between different subchains controls whether an exchangeless double
braiding within either subchain produces a unitary Z- or X-gate transformation.

The remainder of this chapter is organised as follows. In Secs. 10.1 and 10.2, we introduce the model
and describe the technical framework behind our numerical approach. Subsequently, Sec. 10.3 presents a
numerical analysis of the Wilczek—Zee phase to demonstrate exchangeless double braiding and quantify
finite-size effects in a single Kitaev chain. In the final section, Sec. 10.4, we extend this analysis to a
simple two-Kitaev chain network, where the exchangeless double braiding process is shown to induce Z-
or X-gate transformations, depending on the parameters of the model.

Throughout this chapter, we closely follow our original presentation in [RQ3].

10.1 The Kitaev Chain Model

The Kitaev chain is a minimal model for a topological superconductor. Proposed by Alexei Kitaev
in 2001 [206], it describes a one-dimensional lattice of itinerant spinless fermions with a superconducting
p-wave pairing. In the topologically non-trivial phase, it features unpaired Majorana zero modes (MZMs)
at its boundary. The second-quantised Kitaev chain Hamiltonian reads

L-1 L
* 1
Hyy = E [— t (c;u_lcj + c;fcj+1) +Acici i +A c;rv+1c;f] — i E (cj-cj - 5) ; (10.1)
i=1 i=1

where the index j labels the sites of a one-dimensional chain of length L. The first term of Eq. (10.1) is
the generic tight-binding hopping. It is governed by the NN hopping strength ¢, which we set to ¢t =1 to
fix the energy unit. The third term in Eq. (10.1) implements a chemical potential of strength p and can be
used to tune between topologically distinct phases. The remaining terms represent the superconducting
p-wave pairing determined by a complex gap parameter

A = Age' = Ag(cos(¢) + isin(¢)), (10.2)

where Ay and ¢ denote the real amplitude and phase, respectively. The pairing term explicitly breaks
the U(1) charge symmetry, such that the total number N = 3, c}cj of spinless fermions is no longer

N remains a good quantum number.

conserved. Fermion parity (—1)

The beauty of the Kitaev chain is that it provides a simple, instructive argument for the existence
of unpaired boundary MZMs. To see this, we consider the special case with ¢ = 0, so that A = A,.
Following Sec. 5.5, we may introduce self-adjoint Majorana operators

A . A
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which allow us to rewrite Eq. (10.1) with A = Ag as (for details see App. A.12)

_ L
Hyio = < > [ (Ao + )7 740 + (Ao t)’yf‘vaH] —u va‘vf)- (10.4)
] j=1

Based on this Majorana representation of Hy;; we may identify two special phases of the model. In the
first phase (A) we have Ag =¢ =0 and pu # 0. This yields

. L
_ A B
Hxit = Y Z’YJ‘ Vi s (10.5)
j=1
which, by Eq. (10.3), is equivalent to
L 1
Hyir = */‘Z (c;cj - 5) . (10.6)
j=1

Note that Eq. (10.5) only couples Majorana operators 'y and vB from the same lattice site j to one
another. If u <0, Eq. (10.6) reveals that ground state |GS) must satisfy ¢; [GS) =0 forall j=1,...,L
i.e. it is simply given by the trivial fermion vacuum

)

|GS) = 10) . (10.7)

For u > 0, an analogous argument applies to the fermionic anti-vacuum |0) defined via c;r» |0) = 0 for all
j=1,...,L. The second phase (B) turns out much more interesting. It is distinguished by Ag =t > 0
and p = 0, with which Eq. (10.4) becomes

L-1

Hyiy = it Z’Yf’)’ﬁrl : (10.8)

j=1
This configuration of the model only couples Majorana operators 7] and 'yj %1 from different lattice sites.
In particular, the Majorana operators v{* and 7B remain unpaired — they do not enter the Hamiltonian
in Eq. (10.8) at all. This means that they constitute self-adjoint zero energy modes, i.e. MZMs, that are
perfectly localised on the chain boundary sites j = 1 and j = L. As a consequence, we can combine ;'
and vf into a single non-local complex fermion

1
by =3 (v +ivE) . (10.9)

which is perfectly localised on the opposite ends of the chain and has strictly zero energy. The latter is
evident from the fact that by does not appear in the Hamiltonian

Hyie = 2t Z (bTb - ) (10.10)

that we obtain from Eq. (10.8) upon defining

N\H ~—

(s = 7). (10.11)

N}M—\

(’yﬁ_l + 117, ) and b}
If t > 0, the ground state |GS) of Eq. (10.10) is given by the b-vacuum,
|GS) = |0),, (10.12)

defined by b,[0), = 0 for all j = 1,...,L — 1. However, the existence of the unpaired mode b, means
that there is a second ground state, namely b} |0),, which has the same energy as |GS) and causes all
states of the system to be doubly degenerate. Note that the complex fermion associated with b, is a
peculiar object: it is perfectly localised at the two boundary sites j =1 and j = L, but at the same time
extremely non-local if the chain length L becomes large. We are soon going to identify the two boundary
MZMs of phase (B) as the topological edge modes of the model.
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The Kitaev chain Hamiltonian from Eq. (10.1) constitutes a BAG Hamiltonian,
l pt
Hyit = 5‘1’ hki ¥, (10.13)

where ¥ = (c )T denotes the Nambu spinor of fermionic annihilation and creation operators, and

T Af
hkiy = (A _T*> (10.14)

is given in terms of the single-particle hopping matrix 7" and the superconducting gap matrix A with
elements

Tie = —t(0 41k + 0jern)) — i and Ay = A(Sgr1e — Gj(es1))- (10.15)
As such, Hg;; possesses the tautological particle-hole structure
EHku=" = —Hxu (10.16)

that was discussed around Eq. (5.50) in Sec. 5.2. Here, = with Z2 = +1 is the anti-unitary tautological
particle-hole conjugation operator from Eq. (3.36). Beyond this, the Kitaev chain Hamiltonian also
exhibits a genuine particle-hole symmetry?

CHxiCT = Hyys | (10.17)

implemented by the anti-unitary PHS operator C with C?> = +1, that was defined in Eq. (3.42). It
transforms the elementary fermionic annihilation and creation operators as

Ce,ct = (-1)ct, cict = —i. (10.18)

As we have seen in Sec. (9.3), the Kitaev chain Hamiltonian Hxk;; can be diagonalised in k-space by
means of a Bogoliubov transformation. Concretely, the Fourier transform c¢; =1/ VLY p € FRic, of the
elementary field operators allows us to write H;; as

Hice = 3 61 (k)hice (R) (k) (10.19)
k

where we defined the Nambu spinor ¢(k) = (¢, cT_k)T of Fourier transformed annihilation and creation
operators with quasi-momenta k and —k, respectively. The 2 x 2 Bloch matrix in Eq. (10.19) takes the
form

hkit(k) = h(k)o, (10.20)

where o denotes the vector of Pauli matrices o; acting on particle and hole components of the Nambu
spinors. The coefficient functions h(k) = (hq (k) hy(k) h.(k)) are given by (for details see App. A.12)

ha(k) = 2Agsin(¢) sin(k) ,  hy(k) = —2A¢cos(¢)sin(k), h.(k) = p+ 2tcos(k), (10.21)

where k = |k|. The Bogoliubov diagonalisation

Hyg = %Z(b}c b_,) (Eg’f) _EO(k)) (ﬁ_’;) (10.22)

k

2The Kitaev chain is often said to possess a TRS T with 72 = +1, acting as ch'TT = ¢, and Ti7TT = —i. While
this interpretation mathematically consistent, it clashes with the physical interpretation of the ¢ ; as real fermions: physical
fermions carry spin, leading to 72 = (—1)%, so for single-particle physics (N = 1) we expect 72 = —1. In SU(2) symmetric
systems, one may recover single-particle TRS with 72 = +1 after an SU(2) symmetry reduction. However, this is not
possible in spinless models like the Kitaev chain. One must therefore either (i) interpret the c; as spinless “toy” fermions
and retain the TRS perspective, or (ii) view them as spin-polarised fermions in an SU(2)-broken setting and reinterpret the
symmetry properties in terms of a PHS instead. Details on this are provided in Ref. [78]).
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of Eq. (10.19) yields Bogoliubov quasiparticle operators

2)- () (2)

where u(k), v(k) take the form defined in Eq. (9.4), and energy bands

By (k) = £/ho(k)? + Iy (k)2 + ha(k)? = £[R(k)) (10.24)
separated by an energy gap
AFE = mkm(EJr(k:) —E_(k)=2- mkin |h(Kk)|. (10.25)

In contrast to the previously discussed honeycomb models, where the lattice symmetry guarantees that
the smallest band gap appears at the high symmetry Dirac points, the quasimomentum minimising
Eq. (10.25) depends on the model parameters. Specifically, we find (for details see App. A.12) energy

gaps
. 2
with
2|1 + 2t] attained at k=0
AE = 2|u — 2t attained at k= =£7 (10.27)
2|Aoly /4 + #:2) attained at k = £ arccos (%) :

respectively. Of course, the solution at k = + arccos (ﬁ) only exists if
0

tp

’m‘ =1. (10.28)

For Ag > 0, the energy gap vanishes at k = 0 (k = £n) when p = =2t (un = 2t). If Ay = 0, we
additionally get gap closures at

k = =+ arccos (—%) , (10.29)

whenever |u| < 2|¢|. As before, the nodal surfaces defined by |u| = 2|t| divide the three-dimensional
parameter space spanned by ¢, and Ag into separate regions with finite band gaps AFE > 0. These
regions are again closely related to the topologically trivial and non-trivial phases of the Kitaev model.
Since the NN hopping strength ¢ usually sets the energy scale, the onsite potential p is often used to tune
between the topologically distinct phases.

Following Sec. 9.3, we may write the Kitaev chain ground state |GS) as a normalised product state
(see App. A.11 for details)

G8) = - [Towl0) = 5 Ak (10.30)

O<k<m O<k<m

in which all positive-energy quasiparticle modes associated with b, are empty. Here, N' =[], . v(k) is
a normalisation prefactor, |0) denotes the fermionic reference vacuum defined by ¢,, [0) = 0 for all k € T,
and |[b(k)) = by, |0). Note that the form of the BAG ground state in Eq. (10.30) looks very similar to that
of the tight-binding ground states given in Eqgs. (7.24) and (8.13). In fact, we may reinterpret Eq. (10.30)
as the state

IGS) = % Tk 10) = % Ald! (k) (10.31)

O<k<m O<k<m
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in which all negative-energy quasi-hole modes associated with bL = d,, are occupied. This representation
directly mirrors the familiar Slater determinant structure of Eqgs. (7.24) and (8.13), in which the valence
single-particle modes are filled. Recall, however, that the physical meaning here is quite different: the
b,, are coherent superpositions of creation and annihilation operators, so the BdG vacuum is not a filled
valence band in the usual sense, but rather the unique state of Cooper pairs annihilated by all positive-
energy quasiparticles, or equivalently, filled with all negative-energy ones.

Despite this distinction, the form of Eq. (10.30) still makes it clear that the topology of the Bogoliubov
quasiparticle states b, encodes the topological properties of the many-body ground state.

10.1.1 Topology of the Kitaev Chain

The Bogoliubov quasiparticle states |b(k)) form a complex line bundle B =+ S}, over the one-dimensional
Brillouin torus S,lc = '[I',i. Typically, we would base the topological characterisation of a complex vector
bundle E =+ B on its universal Chern classes ¢; € H? (B, Z), cf. Sec. 2.3.3. However, in the present case,
the base manifold B = S}, is odd-dimensional, which limits the utility of the Chern classes.

Generally, Chern numbers — cf. Sec. 2.3.6 — cannot be defined for complex vector bundles over
odd-dimensional base manifolds. The reason for this is simply that Chern classes live in even-degree
cohomology groups, while the orientation class of an odd-dimensional base manifold belongs to an odd-
degree homology group. For dimg(B) = 1, the situation is even more restrictive: the total Chern class
¢(B) becomes trivial, ¢(B) = 1, since all of its components ¢;(B) vanish for ¢ > 1, cf. Def. 2.3.4.

This difficulty motivates the consideration of another type of characteristic classes, known as secondary
characteristic classes. These are called so because they capture topological information precisely in
situations where the primary classes, such as the Chern classes, become trivial. To see this, we adopt the
perspective of Chern—Weil theory, where characteristic classes are represented in de Rham cohomology by
invariant polynomials applied to the curvature F of a connection A, cf. Sec. 2.3.5. Consider an arbitrary
characteristic class z;(F) € H?/ (B, R) defined as the degree-j component of a characteristic polynomial
x(F). Since z;(F) is closed, it can locally, i.e. on a chart Uy C B, be written as an exact form

Ij(]:)|Uk =dQ3;_1(Ax) (10.32)

where Q3;_;(Ax) € D(T*Uy, @ g,Uy) is a Lie-algebra valued (2j — 1)-form known as the Chern—Simons
form of z;(F) [39]. If the underlying “primary” characteristic class z;(F) vanishes,® Eq. (10.32) shows
that ngfl(.Ak) itself becomes closed. In this case, it defines a new cohomology class in one degree lower,

5,-1(A) € H 2i=1(B, R), which is often called Chern—Simons secondary characteristic class associated
with z;(F). This characteristic class can then be paired against the base manifold B to give a secondary
characteristic number

CS3; 1 [A] = (@51 (A)). [B)) = 7{5 Q3 4(A). (10.33)

that is referred to as the Chern—Simons invariant CS3;_; [A] of z(F). Consider, for example, the Chern—
Simons form of the j-th Chern character ch;(F) € H* (B, Q). It reads [14,39]

ch _ v -1
Q5 -1(A) = G- (%) /O dt tr(AF ), (10.34)
where F; := tF + (t2 — t).A%. In the first few cases j = 1 and j = 2, this gives
)= “tr(4)  and QA == (L Ci (a2 (10.35)
LYY on 3V T o\ on g 37 ) '

In the tenfold classification of topological quantum matter with symmetries [14], the ground state of the
Kitaev chain is characterised by the Chern—Simons invariant

CSS A = i / " e (A(k)) (10.36)

—T

3Reasons for vanishing primary characteristic classes include (i) a vanishing curvature F = 0, say due to symmetry
constraints like TRS, and (ii) exceeding dimensional restrictions, like ¢;(E) = 0 if ¢ > dimc¢ (F) or 2¢ > dimg (B) for Chern
classes, cf. Def. 2.3.4.
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of the first Chern character chi(F). Here, A(k) = (b(k)|0kb(k)) denotes the Berry connection of the
Bogoliubov quasiparticle states from Eq. (10.30). This gives rise to the Z, Kitaev chain invariant [14]

+1 for |p| > 2Jt| (trivial)

(10.37)
—1 for |pu| < 2|t|] (non-trivial) .

v = exp [2miCS{[A]] = {

There exists a powerful alternative formulation of this invariant. Namely, it can be expressed as the
“degree” of the map (for details see App. A.12)

m:Sy —Sh CR?, ke L (10.38)

where h(k) is the vector of coefficient functions Eq. (10.21) defined in Eq. (10.20). Note that Eq. (10.38)
is well-defined if and only if |h(k)| > 0 for all k. Since the band gap Eq. (10.25) is directly determined
by |h(k)|, Eq. (10.38) is well-defined if and only if the system is gapped, reflecting the conventional
understanding of topological phases of matter. The existence of m(k) is therefore directly tied to the
presence of a bulk energy gap.

The degree of a continuous map like m : S, — S},
many times the domain manifold winds around the target manifold. More generally, consider two closed,
connected, orientable n-manifolds X and Y. Any continuous map f : X — Y induces a homomorphism
f« o Ho(X) — H,(Y) between their top homology groups. By orientability of X and Y, we have
H,(X)~ H,(Y)~Z, so that f, is a group homomorphism f, : Z — Z. Thus, it must be of the form

is an integer that counts, roughly speaking, how

folx) =az, (10.39)

where o € Z is some fixed integer. This integer is a homotopy invariant known as the degree deg f = «
of f: X — Y. For continuous maps from the n-sphere to itself, like the map m(k) defined in Eq. (10.38),
the degree is a complete homotopy invariant, meaning that two maps f,g : S — S™ are homotopic if and
only if deg f = degg. The completeness of the degree degm of m(k) as a homotopy invariant is what
makes this formulation of the invariant so valuable. It tells us that two Kitaev systems are topologically
equivalent if and only if their topological invariants are the same.

In order to determine the degree of a map in practice we turn to de Rham cohomology, which provides
us with the relation

degf~/yw=/x ffw, (10.40)

where w is some n-form on Y and f*w is an n-form on X called the pullback of w to by f. Being interested
in the value of deg f, it is natural to compute this for a normalised volume form n with fy n = 1, since
this immediately yields

deg f = /X . (10.41)

If we use the above formula to compute the degree of m : S, — S from Eq. (10.38), we find (for details
see App. A.12)

0 for Ag=t=0, g0
degm|{ o o Xis (10.42)

1 for Ag=t#0,p=0

in the two prototypical phases (A) and (B) that we discussed in Egs. (10.5) and (10.8), respectively. Since
the degree remains invariant under continuous parameter changes that keep the energy gap open, the Z,
Chern-Simons invariant from Eq. (10.37) can be expressed as

) = (—1)Hesml {+1 for |u| > 2[t| (trivial) (10.43)

—1 for |pu] < 2|¢t|] (non-trivial) .
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We have seen in Eq. (10.8) that the topologically non-trivial Kitaev chain features zero-energy Ma-
jorana modes on its boundary. In the special parameter configuration (B), these modes are perfectly
localised on the boundary sites j = 1 and j = L of the chain. As a result, they are exactly degenerate
at zero energy, regardless of the chain length L. For different parameter choices within the topological
phase, the modes are only exponentially localised at the boundary sites and therefore hybridise in chains
with finite lengths L < co. Specifically, the Majorana zero modes take the form [206]

L L
r = Z(aeri + a,m];)'yf and B = Z(ﬁwi + ﬁ,xi)'yLBHfj ) (10.44)

Jj=1 Jj=1

where a4 and (4 are real coefficients and :cji is the j-th power of the so-called “decay parameters” [206]

—pt N —
ry =xL(t, 1, Ag) = 10.45
+ :|:( 2 0) Z(t + AO) ( )
The interaction between I'* and T'B is described by an effective two-mode Hamiltonian
Heg = % KTATE, (10.46)
where the interaction strength K is roughly given by
L
K= K(t,u,Ag; L - 10.47
(801 ) o x| | (10.47
with the characteristic length [206]
-1
L=ty Ag) = {min {Im(|z4])], | ln(|x|)|}] . (10.48)

A motivation of Egs. (10.44) and (10.45) is given in App. A.12. Note how the “perfect” topological
parameter configuration with Ag =t # 0 and u = 0 yields decay parameters x4+ = 0, so that £ = 0
and, accordingly, K = 0. In fact, we also get T4 = I'® = 0, which accounts for the fact that the
boundary MZMs at Ag = t # 0 and g = 0 are perfectly localised on the boundary sites, rather than
“only” exponentially, so that Eq. (10.44) does not apply. Conversely, the “perfect” trivial parameter
configuration with Ay =¢ =0 and u # 0 leaves the decay parameters ill-defined instead.

In order to gain an understanding of the (presumed) boundary MZMs across the extended topologically
trivial and non-trivial phases, we compare the expressions in Egs. (10.44) and (10.45) for more general
parameter sets from the trivial (Ju| > 2|t|) and non-trivial (|| < 2|t|) parameter regimes, respectively.
We find:

(A) For 2Jt| < |u|, we either get
[x_] <1< |z4] or ey <1< |z_]. (10.49)

Since Eq. (10.44) must remain normalisable in the macroscopic limit L — oo, this implies that
only one pair of coefficients, (a_, 84+) or (a4, B—_), can be non-zero. Consequently, the boundary
conditions (for details see App. A.12)

aprl + a2’ =0 and Biat + B2’ =0, (10.50)
which guarantee that boundary modes cannot leave the system, reduce to
a_z? =0 and B2l =0 or arz) =0 and B_2? =0. (10.51)

The fact that these can only be satisfied by trivial coefficients, tells us that the supposed boundary
zero modes cannot exist in the extended topologivally trivial phase.

(B) For 2|t| > |ul, on the other hand, we get
], oy | <1, (10.52)

which does allow for non-trivial boundary conditions, Eqs. (10.50), of the coefficients (o4, «_) and
(B+,B-). This means that the boundary zero modes can, and generally will, exist in the extended
topologically non-trivial phase. In particular, I'* is localised near site j = 1, while T'Z is localised
near site L.
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10.2 Computational Methodology

The Kitaev chain Hamiltonian in Eq. (10.1) can be understood as a continuous family Hgit(¢) of
Hamiltonians parameterised by the phase ¢ € Sé’ of the superconducting gap parameter A = Age'®.
From Hg;i(¢) |n(¢)) = E,(¢)|n(¢)) we also obtain a continuous family of instantaneous many-body
energy eigenstates |n(¢)), which form a vector bundle over the parameter manifold §<11>' In the topologically
non-trivial phase, the Kitaev chain features boundary MZMs that obey (projective) non-Abelian Ising
anyon statistics, cf. Sec. 6.3.2. As described in Sec. 6.4, the presence of these boundary MZMs results
in a twofold degeneracy of the many-body ground state energy. Naturally, this ground-state degeneracy
will be higher when networks of more than one Kitaev chain are considered. Note that we will continue
to refer to the low-energy Majorana modes as MZMs even if they acquire a finite energy splitting due to
hybridisation in finite-length chains or weakly coupled chain segments.

Rather than adiabatically exchanging MZMs in real space [94,214-217,220-222] we consider exchange-
less braiding driven by continuous changes of the superconducting phase ¢ by integer multiples of 2.
To demonstrate this, we consider the dp-dimensional subspace Ho(¢) spanned by the instantaneous zero-
energy (low-energy) many-body states |n(¢)), which are constructed as BAG Fock states

M—-1
n(¢)) = ] vi(&)™ 0(s))h (10.53)
k=0

through Bogoliubov diagonalisation of Hkit(¢), as outlined in Secs. 5 and 5.3. Here, the b,t (¢) are the
(¢-dependent) creation operators of the M complex zero-energy (low-energy) Bogoliubov quasiparticle
modes associated with the M pairs of MZMs in the system, |0(¢)); denotes the product form of the
(¢-dependent) Bogoliubov vacuum discussed in Sec. 5.3, and ny is the occupation numbers of the k-th
zero-energy (low-energy) Bogoliubov mode in |n(¢)). In the following we will use a binary notation

M-1
n=Y ng2" (10.54)
k=0

to enumerate our zero-energy (low-energy) states, i.e. [0(¢)) = 10,...,0), |1(¢)) = |1,0,...,0) and so
on. The non-Abelian statistics of the boundary MZMs is encoded in the non-Abelian Wilczek—Zee (WZ)
phase matrix [197,254]

th2(C) = Pesp |~ § Au(o)]. (10.55)
c
described in Sec. 4.3. Here, the non-Abelian Berry connection A(¢) has elements

Adg.mn (@) = (m(0)|9s|n(4)) o, (10.56)

and the closed paths are continuous maps
C:[0,1] =S;, t—o=C() (10.57)

satisfying C'(0) = C(1). Numerically, we determine the WZ phase using the discretised version
-1
Uwz(C) = H ady (P1-7) (10.58)
7=0

of Eq. (10.55) that was introduced in Sec. 4.6. Here, the ¢, are taken from a discretised version

CI = {¢07¢17"'a¢171a¢1 :(bO} (1059)
of the original continuous loop C, and the elements of the of the dy x dy matrices aq,(¢;) are BAdG overlaps
adg,mn(®5) = (m(¢;)|In(dj-1)) (10.60)

which we compute by means of the Bertsch-Robledo formula Eq. (5.217) in Sec. 5.4. The parameter [
controls the resolution of the discretised approximation.
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Recall from Sec. 4.3 that the WZ phase matrix is generally gauge covariant, i.e. it transforms as
Uwz(C) — UT(C) Uwz(CYU(C) (10.61)
under U(C) € U(dy) gauge transformations

n(6)) = Y [m(6)) Unn () (10.62)

of the basis states [n(¢)) of Ho(¢). It is therefore important to address the “spectral structure” of the
subspace Ho(¢). Generally, two cases can be distinguished. In case (i) the energies of the eigenstates
[n(¢)) spanning Ho(¢) are degenerate for all parameters ¢ € S§. Accordingly, Ho has the full U(dp)
gauge symmetry and the only gauge-invariant observables are related quantities like the Wilson loop
tr(Uwz(C)) or the determinant det(Uywz(C)). In what follows, we are concerned with case (ii), where the
energies of the eigenstates |n(¢)) spanning Ho(¢) are non-degenerate almost everywhere along Sé with
potential degeneracies occurring only at isolated points. Hence, the physical gauge-freedom of Ho(¢) is
greatly reduced: the eigenstates are only fixed up to individual U(1) phase factors, and the gauge group
reduces to the maximal torus subgroup

T=U(1) x --- x U(1) < U(do) . (10.63)

In the minimal example with dy = 2, an element T'(C) € T takes the form

eia(C) 0
T(C) = ( 0 em(c)) ) (10.64)
and we obtain the transformation

TT(C)Z’{WZ(C)T(C) = ( U (C) U12(C)e_i7(c)> ’

uzl(c)ei—y(c) u22(0) (1065)

where v(C) = a(C) — B(C). The reduced gauge-freedom means that more properties of the WZ phase
matrix can be physically distinguished. For instance, Eq. (10.65) shows that Uwyz(C) ~ 1o, Uwz(C) ~ o,
and Uz (C) ~ o, are not gauge-equivalent. At the same time, Uwz(C) =~ o, is related to Uwz(C) ~ g,
by a torus gauge-transformation.

Finally, note that the numerical implementation adopts a random gauge, so that all numerically
obtained WZ phase matrices come out in a random gauge as well. For clarity, we clean up the numerical
results and present gauge-fixed representatives in the following. Most notably, we are going to subsume
all WZ matrices U with |[U11| = |Uz2| = 0 and |Uss| = [Us1| = 1 under U = o, since all (unitary)
superpositions of o, and o, are gauge-equivalent under torus gauge-transformations of the form given in
Eq. (10.65).

10.3 Exchangeless Braiding in One Kitaev Chain

In the next sections we apply the comprehensive many-body framework outlined in Sec. 10.2 to
demonstrate non-Abelian exchangeless braiding in networks of finite-size Kitaev chains. Specifically, we
aim to showcase the persistence of simple topological quantum gates in scenarios where finite interactions
between boundary MZMs — arising from short chain lengths or significant inter-subchain couplings — lift
the degeneracy of the many-body ground states.

As a starting point, we consider the Kitaev model on a finite chain of length L as described by Hyj
from Eq. (10.1). In the topologically non-trivial phase, the system hosts a pair of MZMs, T'4 and I'Z,
localised at the left and right ends of the chain, respectively. As detailed in Sec. 6.4, the two MZM
operators can be combined into a single complex zero-energy Bogoliubov operator

by = % (T4 +4T5), (10.66)
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which allows us to construct two orthogonal many-body ground states
0), and 1), = bg |0),, (10.67)

where |0), = |0); denotes the truncated product form of the quasiparticle vacuum defined in Eq. (5.183).
Both |0), and |1), are eigenstates of the Bogoliubov quasiparticle number operator

Ny =Y blb,, (10.68)
m

satisfying
Ny |0), =0 and Ny 1), =11),, (10.69)
respectively. By extension, they are also eigenstates of the Bogoliubov quasiparticle parity operator
P, = (—1)N, (10.70)
with which
Py [0), = (=1)"[0), = +10), and Py[1), = (=)' 1), = —[1),, (10.71)
showing that |0), and |1), have opposite Bogoliubov quasi-fermion parities.? The span
Ho = span{[0),, |1),} (10.72)

of |0), and [1), defines the (almost) degenerate dy = 2 dimensional zero-energy (low-energy) subspace Hg
that we are interested in going forward.

If the interaction Eq. (10.47) between the boundary MZMs I'* and T'B is sufficiently weak, they are
projectively equivalent to Ising anyons [110,111]. As a result, an adiabatic exchange of MZMs in real
space induces a unitary transformation Uap on the subspace Hy of degenerate many-body ground states
that matches the Ising anyon braiding matrix [255]

—im 1 0
Riging = ¢~ "™/* (0 eiﬂ/2> ’ (10.73)
up to a global phase factor, i.e.
UAB = eial%lsing . (1074)

This was reviewed in Sec. 6.4. Here, we consider exchangeless braiding [206, 256]. With a complex
superconducting (SC) gap parameter A = Age’®, the Kitaev-chain Hamiltonian in Eq. (10.1) defines a
continuous family of Hamiltonians Hx;(¢) parameterised by the phase ¢ € 835 of A. For given ¢, the
instantaneous many-body ground states |0(¢)), and |1(¢)), span the ¢-dependent subspace Ho(¢) from
Eq. (10.72). The geometric evolution of Ho(¢) along closed curves C' C S; is described by the WZ phase
matrix Uwz(C), see Eq. (10.55) and Sec. 4.3 for details. Below, we explicitly determine Uz (CV) for
closed curves

CN:[0,1] =S}, t~27Nt, (10.75)

that cover the Sé parameter manifold an integer number of N times. As explained in Sec. 10.2, we use
a discretisation of Uyz(C™) to calculate it numerically. Concretely, we choose a resolution I > 1 and
discretise CV as

oy ={cy.cy,....ci e} ={0,2xN/I,...,2rN(I —1)/I,27N}. (10.76)

4Note that |0), and |1), are both eigenstates of the Bogoliubov b-fermion parity operator P, = (—1)™ and the elementary
c-fermion parity operator P. = (—1)™e. In either case, |0), and [1), have opposite fermion parities. However, while |0), and
|1), are eigenstates of the Bogoliubov quasi-fermion number operator Ny , cf. Eq. (10.69), they fail to be eigenstates of the
elementary c-fermion number operator N, as discussed in Sec. 5.3 and, for instance, evident from Egs. (5.183) and (9.39).
Concretely, the Bogoliubov vacuum is a superposition of all (accessible) states of either even or odd c-parity — depending
on whether or not there exist filled single-particle states in the Bloch—-Messiah decomposition Eq. (5.182). While it is clear
that |0), (|1),) has even (odd) b-parity, it is therefore not per se evident whether |0), and |1), have even or odd c-parity.
The only thing that is guaranteed is that they have opposite c-parities.
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Figure 10.1: Difference Af between the phases acquired by [0), and |1), during a 27 rotation of the
superconducting phase ¢ as a function of the chemical potential u for different system sizes L. Chemical
potential strengths of < 2 (u > 2) correspond to the topologically non-trivial (trivial) phase. Parameters
are t = Ag = 1. Adapted with minor modifications from Ref. [RQ3].

Based on this, we compute the 2 x 2 overlap matrices

N B0(@)[0(d5-1)),  ,{0(@5)[1(dj-1))
a2(#;) = <Z<1<¢j>|o<¢j_1>>z (1(6,) 16y} ) (10.77)

between “adjacent” states |n(¢;)), and |m(¢;_1)), along C}' using the Bertsch-Robledo formula given in
Eq. (5.217). The path-ordered product Eq. (10.58) of matrices Eq. (10.77) then gives an approximation
of Uwz(C™) the accuracy of which can be controlled using the resolution parameter I.

Let us first consider a Kitaev model with a “perfect” topological parameter configuration,

t=Ag=1 and uw=0, (10.78)

on a finite chain with L = 20 sites. As discussed towards the end of Sec. 10.1.1, the boundary MZMs
of a perfect topological Kitaev chain are perfectly localised on the boundary sites and do not interact,
regardless of the system size. Consequently, the energies of the two states |0), and |1), are exactly degen-
erate and the MZMs should exhibit flawless Ising anyon behaviour even for small chain lengths L. This
makes “perfect” parameter configurations such as Eq. (10.78) particularly well-suited for benchmarking
the numerical implementation. As a first test, we choose the simplest possible closed curve C!' with
winding number N = 1, and a resolution of I = 103. The latter is sufficient to reduce the element-wise
numerical error of the WZ phase matrix to less than 1%. For the Kitaev chain defined by the param-
eter configuration in Eq. (10.78), the WZ phase matrix computed over the single-winding loop C! with

resolution I = 103 is given by
io (10 e 0
Uwz (Cl) e (0 _1> = ( 0 6i01> . (10.79)

Up to a global parameter-dependent phase factor, this corresponds precisely to the square of the Ising
anyon braiding matrix from Eq. (10.73). Consequently, a 27 rotation of the superconducting phase in
a topological Kitaev chain with anyonic boundary MZMs can be identified with a double exchange of
these anyons in real space, realising a braiding process without physical exchange.® This is what we call
exchangeless braiding.

In the following, we will demonstrate that the form of Uwz (C') in Eq. (10.79) is quite generic and
robust against perturbations lifting the ground-state degeneracy. To this end, we first observe that the
Ising anyon statistics of the MZMs is encoded in the difference

A(Uwz(C")) = (6p — 61) mod 2w = 7 (10.80)

5 Accordingly, a closed path C¥, as given in Eq. (10.75), that implements N full rotations of the SC phase, generates a
unitary evolution on the subspace Ho that can be understood as a 2N-fold exchangeless braiding process between I'* and
I'B | if the system is in the topologically non-trivial phase and sufficiently large (depending on the model parameters t, Ag
and p).
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Figure 10.2: Logarithmic deviation of the phase difference Af from 7, see Eq. (10.80), as a function of
L for a single Kitaev chain. Parameters are t = Ag = y = 1. Adapted with minor modifications from

Ref. [RQ3].

between the phases 6y and 6, acquired by the states |0), and |1), during the exchangeless braiding in
Eq. (10.79).5 Thus, we may discard the physically insignificant global phase factor ¢® in Eq. (10.79) and
focus our analysis on A#(Uwz(C?)) for now.

We expect exchangeless braiding, as expressed by Eq. (10.80), to persist as long as the model supports
topological Majorana boundary modes of sufficiently low energy. This requires that the Kitaev chain (i)
remains in the non-trivial topological phase, and (ii) is long enough to suppress the interaction between
the boundary MZMs.

To demonstrate (i), we fix the chain length L and vary the chemical potential p. Since the nearest-
neighbour hopping amplitude is set to t = 1, the topological class of the model is completely determined
by the local potential u: For |u| < 2 the system is topologically trivial; for |u| > 2 it is non-trivial.
Accordingly, exchangeless braiding should be stable for any

—2<pu<2. (10.81)

Figure 10.1 shows the phase difference Af as function of the chemical potential u for different values of
L at t = Ayp = 1. We find that Af gradually changes from Af = 7 to Af = 0 as u increases and passes
the topological phase boundary at . = 2. The formation of a gradual transition regime is plausible since
increasing p simultaneously increases the MZM interaction strength K of the two-mode model Eq. (10.46)
for any finite chain length L. This is corroborated by the observation that the width of the transition
region decreases with increasing L, approaching a discontinuous step at pu. = 2 as L — oo. Notably,
Fig. 10.1 also shows that even a relatively small system of L = 30 sites supports a substantial region in
which Af = 7 is stable.
In order to address point (ii), we consider an “imperfect” topological parameter configuration

t=Ag=p=1, (10.82)

for which the decay parameters x4 from Eq. (10.45), and hence the interaction length ¢ from Eq. (10.48)
and the two-mode interaction strength K from Eq. (10.47), become non-trivial, so that the boundary
MZMs experience a finite L-dependent interaction. In this setup, we proceed to vary the chain length L
and track the deviation of Af from A = w. The result is shown Fig. 10.2. It suggests that A —x can be
made arbitrarily small by increasing L. In particular, even a chain of moderate length L & 13 is sufficient
to get |A# — 7| < 1072 for the parameter configuration in Eq. (10.82). As L — oo, the deviation |Af — |
vanishes exponentially. This is consistent with the exponentially decreasing energy splitting between the
states |0), and |1),.

61t is worth mentioning that the opposite parities of |0), and |1), impose a superselection rule, so that ,{0|A|1), = 0
for all physical observables A. This superselection rule forbids coherent superpositions between |0), and |1), and makes
it possible to understand the phases 6p and 61 from Eq. (10.79) as individual Berry phases even though the degenerate
energies of |0), and |1), would generally require an analysis in terms of the U(2) WZ phase.
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Figure 10.3: Individual geometric phases 0y (solid circles) and 0; (crosses) of ground state pairs |0), and

|1), for different chemical potential strengths p as indicated in the figure. Parameters are t = Ag = 1
and L = 30. Adapted with minor modifications from Ref. [RQ3].

It is worth mentioning that variations of L and p within the stable region of Fig. 10.1 only affect
the global phase « of Uwz in Eq. (10.79), while preserving the anyonic phase difference of A = 7. In
particular, « scales linearly with L and, for large L, approaches the Sombrero Berry phase

L
a~ 7” , (10.83)

that we determined for the Kitaev vacuum in Eq. (9.42) of Sec. 9.3. The p-dependence of a close to
1 =1 1is shown in Fig. 10.3 for a Kitaev chain with Ay =t =1 and L = 30. Again, the global phase « is
very sensitive to small changes of p and increases linearly with increasing .

The above considerations show that a single, spatially fixed Kitaev chain is enough to observe non-
Abelian anyon physics. Despite this, it cannot be used directly for topological quantum computing
(TQC). The reason for this is that qubits can only be realised in coherent two-dimensional Hilbert
spaces, and the opposite fermion parities of the states |0), and |1), impose a superselection rule which
precludes coherent superposition between them [102,113]. As described in Sec. 6.3.2, the minimal setup
for TQC with Ising anyons instead requires four anyonic MZMs. These give rise to a four-dimensional
zero-energy (low-energy) space Hg, whose two-dimensional even and odd parity sectors are then capable
of accommodating a topological qubit.

10.4 Exchangeless Braiding in Two Kitaev Chains

One possibility to realise a minimal setup for TQC using Kitaev chains is to consider two separate
chains that are weakly coupled at one boundary site. This is illustrated in Fig. 10.4 and captured by the
Hamiltonian

H=H,+ Hs+ Hy , (10.84)
where Hy and Hs describe two Kitaev (sub-)chains of lengths Ly and Lo, see Eq. (10.1), and
Hy =-W (CTLICL1+1 + cTLchLl) (10.85)

implements a coupling of strength W between the last site j = Ly of the first subchain and the first site
j = L1 + 1 of the second subchain. To aid the discussion, we define the total length L = Ly + Lo of the
combined system and introduce an index j = 1,..., L covering the sites of both subchains. Throughout
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Figure 10.4: Sketch of two coupled Kitaev chains. Adapted with minor modifications from Ref. [RQ3].

this section, we use the same model parameters
t= tl = t2 =1 s AO = AO,I = A072 y n= 1 = U2 (1086)

for H; and Hs, but allow different superconducting phases ¢; and ¢s. For configurations of the model
parameters ¢, Ay and p that place H; and Hs in the topologically non-trivial phase, the system features
a total of four MZMs

{ri,rf,ra g}, (10.87)
located on the four boundary sites
{1,L1,L1 +1,L} (10.88)

of the two subchains, as illustrated in Fig. 10.4. To ensure that these MZMs are well-defined, L; and Lo
must be large enough to suppress the interaction of MZMs within the subchains, and W must be weak
enough to suppress the interaction of MZMs between them.

Analogous to the single Kitaev chain, Eq. (10.84) defines a continuous family of Hamiltonians H (¢1, ¢2)
parameterised by the two independent SC phases (¢1, ¢2) € Sll X S(}h ~ 'I]'gm52 of Ay and As. According
to the scheme presented in Sec. 10.3, an exchangeless double braiding of the MZMs 1"‘14 and 1'”1B of Hy or
I'st and I'Z of Hy can be induced by rotating the corresponding SC phase ¢; or ¢ by 27. In preparation
for a WZ-phase based analysis of such exchangeless braiding transformations, we extend the notion of
the closed curves in Sé introduced in Eq. (10.75) to closed curves

CNeN2 1 10,1] % [0,1] = Sh, xSy, . (t1,t2) + (2w Nity, 2w Nats) (10.89)

in the parameter manifold '|]'21’ b = Sél X Séz of the two-chain system. The integers N7 and N> indicate
how often CV'V2 winds around Sél C Tgmbz and Sé,z - Tgl’@, respectively. In this notation, the WZ
phase along the closed curve C*¥ describes the exchangeless double braiding of the MZMs I'{' and T'P of
the first subchain, whereas the WZ phase along the closed curve C%! captures the exchangeless double
braiding of the MZMs I's' and T'F of the second subchain. As before, the numerical computation of the
WZ phase is based on a resolution-I discretisation C}vl’]\b of CN1:MV2 | which in this case is defined as the

component-wise pairing (or zipping)
O = O x O = {(G7, Gp™), (G, 1), .. (O, C72), (G, O ) } (10.90)

where C}V tand C}V 2 take the form defined in Eq. (10.76). Importantly, the presence of four MZMs makes
the effect of an exchangeless braiding process on Hy more nuanced. This can be understood as follows.
While a system with precisely two MZMs I'* and T'® admits a single unique’ complex fermionic zero
mode b, = %(I‘A +4I'B), there is an ambiguity in the definition of the two complex fermionic zero modes
bo.1 and by 5 supported by a system with four MZMs 4, TB ¢ I'P, ¢f Sec. 5.5. For instance, both

1 1
boa = 5 (T4 +ilF) by =57 +il?) (10.91)

and

1 1
b= 5 (M4 +iT7) by, = (T +il7) (10.92)

7Up to a complex phase factor, see Sec. 5.5.
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represent valid choices. Either pair of complex fermion modes spans the same zero-energy (low-energy)
subspace

Hy = span{|0,0>b 11,00, .10, 1), [1,1), }
- span{|o,o>; (1,005 10, 1), (1,1, } , (10.93)
where
{10,0), 11,0010, 1), .11, 1), } = {103, 8.1 10, 0. 10),, 0] 182 10), | (10.94)
and
{10,005, 11,007 .10, 15,11, 133 } = {100, . 4, 10, 0612 10, 0511065 10, } (10.95)

respectively. Accordingly, Egs. (10.91) and (10.92) correspond to different basis choices of Hg. This is
important because the unitary transformation Uxy on H that is induced by exchanging any two

¥ £1Y e {14 175,1° 17} (10.96)

depends strongly on the way in which the four topological MZM operators I'4, T8, T'C, T'P combine into
the two complex fermionic zero-mode operators by ; and b , used in the construction of Ho. In particular,
the formal exchange of MZMs I'Y and T'V results in a qualitatively different unitary transformation
depending on whether I' and I'Y belong to the same complex fermion mode or not.

To illustrate this, consider a system with four MZMs I'4, T'B, T'¢, T'P| which are paired into two
complex fermionic zero-energy modes b, ; and by 5 as in Eq. (10.91). Following Eqgs. (6.79) and (6.80) of
Sec. 6.4, the unitary operator U, p that exchanges I'* and I'® reads

Uip = eTrFA[‘B/4 — 6iﬂ/4€_iﬂn0‘1/2 , (1097)

where ng; = bg,lb&l is the quasiparticle number operator associated to bg 1. We showed in Eqs. (6.75)
and (6.76) of Sec. 6.4 that Uap exchanges ['* and I'Z like Ising anyons,

U,pgT2UL ;= -TP and U, TPUL, =T4, (10.98)
while transforming I'“ and I'P trivially,
U,pgToUly=T¢ and U, zTpUl,=Tp. (10.99)

Thus, the matrix representation Uy p of Eq. (10.97) with respect to the basis Eq. (10.94) is given by

eim/4 0 0 0
0 e/t 0
- , 10.100
Uz 0 0 et 0 ’ ( )
0 0 0 e in/4

cf. Eq. (6.94) of Sec. 6.4. Consequently, a double exchange of T4 and I'® is described by the diagonal
U(4) matrix

1 0 0 0
Uip =™ 8 _01 ? 8 (10.101)
0 0 0 -1

If instead the four MZMs I'4, T'B, T'C, T'P are paired into two complex fermionic zero-energy modes b/0,1
and b672 as in Eq. (10.92), the unitary operator Usp exchanging I'* and I'? becomes

1
Usp = emAT8 /4 _ = (1 it + b)) (b, — bg,Q)) , (10.102)
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see Eq. (6.100) of Sec. 6.4. The matrix representation U’z of Eq. (10.102) with respect to the basis
Eq. (10.95) then reads

1 ¢4 0 O
1 ¢ 1 0 O
U » = — 10.103
AB \/i 0 0 1 —q ( )
00 — 1

A double exchange of I'4 and T' in the alternative basis of Hg therefore results in the non-diagonal U(4)
matrix

0« 0 O

o i 0 0 0
= 10.104
uAB 00 0 —i ) (00)

00 — O

cf. Egs. (6.101) and (6.103) of Sec. 6.4. In a system with perfectly degenerate MZMs, this basis de-
pendence of the braiding outcome Uxy is compensated for by the covariance of Uxy under U(4) basis
(gauge) transformations within Hp: the braiding matrices of different basis choices transform into one
another under the respective basis transformation. As was pointed out earlier, this changes when the
degeneracy of the MZMs, and hence that of Hy as a whole, is lifted.

For a chain of fixed length L < co and fixed Ag = = 1, the ratio between the weak-link strength W
and the local potential y controls the relative strength of inter- and intra-subchain interactions between
the MZMs. In the following, we show that this relative strength in turn determines how the MZMs
combine into the complex fermionic low-energy modes. Specifically, dominant intra-subchain interaction
leads to pairings

1 . 1 .
boa = 5 (T +iT7), by = 5 (I3 +il7), (10.105)
while dominant inter-subchain interaction instead produces

1 1
boa = 5T +ilF), bhy =5 (I +il'3). (10.106)

Varying the ratio between W and p therefore allows us to tune between Eqs. (10.105) and (10.106), so
that we can control whether the exchangeless braiding between I'* and T'Z induced by a 27 rotation of
the SC phase in the s-th subchain (s = 1,2) results in a braiding transformation of Z-type, Eq. (10.101),
or a braiding transformation of X-type, Eq. (10.104).

We first discuss the trivial case of two disconnected chains described by W = 0. Here, the MZMs of
either subchain can only combine into a complex fermion mode locally, yielding complex fermionic zero
modes of the form Eq. (10.105). A 27 phase rotation in either subchain induces an exchangeless braiding
between MZMs from the same complex fermion, giving a U(4) WZ phase matrix of the form Eq. (10.101)
resembling a Z-gate on either fixed-parity subspace, cf. Egs. (6.97) and (6.98) of Sec. 6.4.

For a finite but sufficiently weak link W > 0 between the two subchains, we expect essentially the same
result. In a generic system with subchains of different lengths, Ly # Lo, there are two interaction strengths
K; and K5 associated with the intra-subchain interactions between the MZMs of either subchain, see
Egs. (10.45) — (10.48). It appears reasonable to expect that Z-type braiding persists with increasing
W, provided the stronger of the two intra-subchain couplings K; and K> remains greater than W.
Accordingly, a deviation from Z-type braiding is expected to occur roughly when

W ~ Kpax = max{ Ky, K2}, (10.107)

where K7 and Ky are defined as in Eq. (10.47). Only once W exceeds the dominant intra-subchain
coupling, i.e. when W > K, ,.x, does the inter-subchain pairing from Eq. (10.106) become energetically
favourable over the intra-subchain pairing of Eq. (10.105), and the expected braiding type changes from
Z to X.
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To test this numerically, we consider systems with fixed model parameters
t=Ag=1, pn=038, (10.108)

but varying system sizes L and weak-link strengths W. Specifically, we choose to work with even system
sizes L and minimally asymmetric subchain lengths

Ly=L/2—1, Ly=L/2+1. (10.109)

The latter ensures that L; and Lo have the same parity® and helps to avoid unwanted degeneracies.
The chemical potential strength of = 0.8 is chosen to remain clearly separated from both the perfect
topological parameter configuration (u = 0) and the topological phase boundary (u = 2).° With this,
we select the closed curve C%! as defined in Eq. (10.89) and compute the associated WZ phase matrices
Uwz(C%1) for a range of values

10<L<30, 10°<W<107t. (10.110)

A comparison between the resulting WZ phase matrices and the Z- and X-type braiding matrices from
Egs. (10.101) and (10.104) then allows for a detailed analysis of the expected transition between Z- and
X-type quantum gates.

Analogous to the numerical treatment of the single Kitaev chain, the individual WZ phase matrices
are obtained via the path-ordered product Eq. (10.58) of the 4 x 4 overlap matrices

b<0(¢7)|0(¢J 1)>b b<0(¢j)|1(¢j—l)>b b<0(¢j)|2(¢3—1)>b b<0(¢j)‘3(¢j—1)>b
w6 — | A0, GG, (@IRGD), W1@BE-D, | o1
! p200)10(05-1)),  4(2(0)11(B5-1)),  (2(85)12(05-1))y  (2(6)I3(d5-1))y |’
b<3(¢g)|0(¢g )y oB(@)1(d5-1)),  53(05)12(¢5-1)),  (3(85)13(d5-1)),
between “adjacent” BdG Fock states |n(¢;)), and |m(¢;_1)), along a fine (1 > 1) discretisation

Pt =1(0,0),(0,21/1),...(0,2n(I — 1)/1),(0,27)}, (10.112)

of C”! as defined in Eq. (10.90). Note that we have used the shorthand notation ¢; = (¢}, ¢?) € ot
and adopted the binary naming convention

{1005+ 11)5+12),+13), } = {10,004 11,0}, 10,111, 1), | (10.113)

from Eq. (10.54) to improve readability in Eq. (10.111). The individual overlaps between BdG Fock
states in Eq. (10.111) are again computed using the Bertsch-Robledo formula given in Eq. (5.217).

The comparison between the WZ phase matrices U = Uywz(C%!) and the Z- and X-type quantum
gates from Egs. (10.101) and (10.104) is based on the Frobenius norm ||A]| = /tr(ATA) of a matrix A,
which we use to define the distance

az@) = || - 12| (10.114)
of U from Z, see Eq. (10.101), and the distance
dxU) = ||[u| - |1X]|| (10.115)

of U from X, see Eq. (10.104). Here, |A| is the matrix with elements |A;;|. With this, the transition
between the Z- and the X-gate regimes can be quantified by the interpolation parameter

dz(U)
5 (U) + dzU)
which yields d(f) =0if dz(U) =0, ie. Y ~ Z, and d(U) =1 if dx(U) =0, i.e. U ~ X. Additionally, we

have to verify that in the deep Z- and X-gate phases, the WZ phase matrix, including the phase factors
of the matriz elements, approaches the form given in Eqgs. (10.101) and (10.104), respectively.

dU) =

(10.116)

8In this case, parity refers to the number parity of an integer, i.e. to its property of being even or odd.
9The analysis was repeated for various values of 0 < pu < 1, yielding the same qualitative results.

202



10 12 14 16 18 20 22 24 26 28 30
L

Figure 10.5: Phase diagram showing the braiding type of the WZ phase matrix as a function of the
weak-link strength W and the total system size L for Ay = ¢t = 1 and g = 0.8. The resolution I of
the discretisation is set to I = 1000, which has proven sufficient to obtain converged results. The colour
code shows d = d(Uwz(C%')), see Egs. (10.114) — (10.116) and surrounding discussion. In particular, we
have d = 0 (purple) for a Z-type WZ phase, Eq. (10.120), and d = 1 (yellow) for an X-type WZ phase,
Eq. (10.126). The cyan line corresponds to W = K.y = 0.45/271 ¢f. Eq. (10.119). Adapted with minor
modifications from Ref. [RQ3].

Figure 10.5 shows the interpolation parameter d = d(Uwz(C%')) from Eq. (10.116) evaluated for WZ
phase matrices Usyz(C%1) of various two-Kitaev-chain systems with parameters as given in Eq. (10.108)
and different combinations of weak link strengths W and system sizes L taken from the ranges specified
in Eq. (10.110). The values of d = d(Uwz(C%')) are represented as a colour gradient, ranging from
purple (d = 0 and U ~ Z) to yellow (d = 1 and U ~ X). The “critical” weak link strength W = K, ax,
as obtained from Egs. (10.107) and (10.47), is shown as a cyan line. By definition, W = K.x decreases
exponentially with increasing L. Specifically, the decay parameters x4 from Eq. (10.45) evaluate to

—u £
ze(l,p,1) = M4 £ = zy =0  and x,z—% (10.117)

for topological parameter choices witht = Ag = 1 and 0 < p < 2, such as Eq. (10.108). The corresponding
characteristic length from Eq. (10.48) then becomes

01 p,1) = ‘m (%) ‘71, (10.118)

giving the interaction strength
Komax(1, 11, 1) o exp [_ L ‘m (g) H - (g)L : (10.119)
where we plugged in |[In(u/2)] = —In(w/2) using 0 < u/2 < 1, and where Ly = L/2 — 1 is the shorter

of the two subchain lengths. The latter appears as a result of the maximum in Eq. (10.107). Notably,
W = Kpax also marks the approximate location of the transition between Z-type and X-type braiding,
which is in line with the argument presented around Eq. (10.107). However, instead of a sharp transition
between the Z- and X-gate phases at W = K\,,,x, we observe a smooth crossover in its vicinity. In order
to verify that the d ~ 0 and d ~ 1 regions in Fig. 10.5 actually correspond to Z- and X-type gates, we
analyse the deep Z- and X-phases in greater detail.

We begin with the deep Z-gate phase for small L and weak W, see Fig. 10.5. There, we find WZ
phase matrices of the form

1 0 0 0
; -1
Uz (C%) ~ €' 8 0 (1) 8 =7, (10.120)
0 0 0 —1
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given in the basis {|0,0),,[1,1),,(0,1),,[1,0),}. Up to an irrelevant global parameter-dependent phase
factor €%, this matches the expected result Eq. (10.101) for a system of disconnected subchains. Following
Sec. 6.4, a restriction of the WZ phase matrix Eq. (10.120) to the even and odd parity sectors Ho|p, and
Ho|p, of the (almost) degenerate subspace Hg yields

o1 O
th2(CODln, =t Dl e (1)), (10.121)

where Uwz(C%')|p, and Uwz(C%1)|p, are given in the bases {|0,0),,|1,1),} and {|0,1),,|1,0),}, respec-
tively. As for W = 0, see Eq. (10.80), we find

A@(Z/[Wz(co’l)lpo) = A@(UWz(CO’INPO) T, (10122)

for the phase differences of Uywz(C%')|p, and Uwz(COY)|p, .
In the deep X-gate phase, i.e. for large L and strong W in Fig. 10.5, the numerical calculations yield
WZ-phase matrices of the form

0 e 0 0
wole o 0 0

Uz (COh) ~ e'? O E (10.123)
0 0 €% 0

which is again given in the basis {]0,0),,]1,1),,(0,1),,[1,0),}. Up to a global parameter-dependent
phase factor e’ and a suitable gauge-transformation

Uyz(CON) = Uz (COH UT (10.124)
with a unitary matrix U € T' < U(4) of the form

U = diag(e, 2, e e4) | (10.125)
the WZ phase matrix Uwz(C%!) in Eq. (10.123) is equivalent to the expected result from Eq. (10.104).
This can, for example, be seen using the global phase § = 7/2 — 6 and a gauge transformation U
characterised by 1 = —p2 = /2 and @3 = —ps = (B — 7)/2, see App. A.12 for details. A similar
calculation (for instance § = —# combined with ¢; = —ps = «/2 and ¢35 = —p4 = [/2) shows that
Eq. (10.123) is also gauge-equivalent to the braiding transformation

0100
o 1 0 0 0

Uz (CO) ~ e'? 0001 | =X (10.126)
0010

Thus, the restrictions of the WZ phase matrix in Eq. (10.123) to the even and odd parity sectors Ho|p,
and Ho|p, of Ho are both equivalent to

0 (01
Uwz(CON)|py = Uwz(C*Y)|p, ~ e (1 0) , (10.127)

where Uz (C%1)| p, and Uyz(C%)|p, are given in the bases {|0,0), ,|1,1),} and {|0,1), ,|1,0),}, respec-
tively. For strong W and large L, the unitary transformation induced by exchangeless double braiding
between the MZMs of either subchain can therefore be understood as an X-gate on the fixed-parity
sectors of Hg.

The above computation scheme enables an analysis of the transition between Z- and X-type WZ
phase matrices as a function of the weak link strength W and the total system size L. Here, the total
system size L effectively controls the intra-subchain interaction strengths K7 and Ks. Unsurprisingly,
longer chains reduce intra-subchain interactions, favouring inter-subchain pairing and X-type braiding,
while shorter chains enhance intra-subchain interactions, promoting intra-subchain pairing and Z-type
braiding instead.
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Figure 10.6: Phase diagram showing the braiding type of the WZ phase matrix as a function of the
weak-link strength W and the chemical potential y for Ag =¢ =1 and L = 10. The resolution I of the
discretisation is set to I = 1000, which has proven sufficient to obtain converged results. The colour code
shows d = d(Uwz(C"1)) with d = 0 (purple) for a Z-type WZ phase, Eq. (10.120), and d = 1 (yellow) for
an X-type WZ phase, Eq. (10.126). The cyan line corresponds to W = Kpax = (11/2)%, cf. Eq. (10.119)
with Ly = 10/2 — 1 = 4. Adapted with minor modifications from Ref. [RQ3].

However, Eqgs. (10.45) — (10.48) show that the intra-subchain interaction strengths are not solely
determined by the total system size L: variations of the other model parameters ¢, u, and A are expected
to have a similar influence. In fact, the critical weak link strength W = K ,.x = Kpnax(t, 1, Ag; L) defines
a holonomic constraint on the parameter space spanned by (¢, u, Ag, L), which gives rise to a critical
hypersurface of codimension one. This is in line with Fig. 10.5, where we regard K.« as a function
Kiax = Kmax(W; L) of only two parameters W and L, giving the one-dimensional hypersurfaces shown
as the cyan line. It seems natural to explore the impact of the other model parameters on the Z- to
X-type braiding transition. Here, we focus on variations of the chemical potential strength p. To this
end, we repeat the previous analysis for fixed parameters

t=Ag=1, L=10, (10.128)
and a range of values
1074 <pu<1, 108<W <1072, (10.129)

The resulting phase diagram is shown in Fig. 10.6. As expected from Eq. (10.119), weaker chemical
potentials reduce intra-subchain interactions, facilitating inter-subchain pairing and X-type braiding,
while stronger chemical potentials enhance intra-subchain interactions, favouring intra-subchain pairing
and Z-type braiding. Although it is difficult to recognise in Fig. 10.6, the “critical” weak link strength
W = Kpax varies as a power law (%)_L1 with exponent Ly = L/2 — 1, cf. Eq. (10.119).

Both, Figs. 10.5 and 10.6 show that the transition between the Z- and X-type braiding WZ phase
matrices involves a crossover region, in which the braiding type of the WZ phase matrix is not defined.
In either case, this region is quite accurately centered around the transition line W = K. (cyan lines)
of the four-mode model discussed around Eq. (10.107). Moving away from the W = K,,x line — either
towards weak W, small L, large u, or towards strong W, large L, small u — the system exits the finite
crossover regime, and the WZ phase matrix rapidly approaches the Z- or X-type, respectively.

Importantly, Figs. 10.5 and 10.6 indicate that small systems of about L = O(10") sites are sufficient
to realise Z or X quantum gates through exchangeless braiding. For instance, with L = 12 and p = 0.8,
one can switch between Z and X by switching the weak-link strength between W < 1073 and W > 1071,
see Fig. 10.5. For L = 10 and u = 0.2, a tiny change from W ~ 1076 to W ~ 1072 induces a transition
from Z to X gates, see Fig. 10.6. We note that the location of the crossover parameter regime itself
is reliably described by the four-mode model Eq. (10.107), whereas the width of the crossover is only
captured by the WZ phase matrix of the full many-body theory.
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11 — Conclusion and Outlook

This thesis aimed to advance our understanding of how geometric and topological properties inform
the behaviour of quantum and quantum-classical systems. Through a sequence of case studies, we arrived
at three key insights: (i) Coexisting topological structures can offer an explanation for the existence and
form of spectral responses that quantum systems have to local impurities, (ii) helical boundary modes can
reliably be harnessed to control the time-dependent state of magnetic impurities across mesoscopic length
scales, and (iii) topological Majorana zero modes (MZMs) can be braided without physical exchange and
retain most of their anyonic characteristics despite significant degeneracy-lifting perturbations.

Mathematical and Theoretical Preliminaries. To facilitate the overall discussion, the early
chapters give a thorough review of the relevant concepts from mathematics and theoretical physics.
With the goal of assembling a largely self-contained and physicist-friendly introduction to a technically
demanding field, the mathematical part is reviewed from the ground up, while the physical material
concentrates on specialised topics and methods. Notably, an overlap formula for Bogoliubov—de Gennes
(BdG) vacua, originally proposed by Robledo in Ref. [92] and independently rediscovered during this
work, is presented as part of this foundational segment in Sec. 5.4.

Spectral Impurity Responses in Systems with Coexisting Topological Structures. The
first study [RQ1] explored how topological properties affect the spectral response of the spinful Haldane
model to a small number of R magnetic impurities. By treating the magnetic impurities as classical
spins of fixed lengths, their configuration space Sg is reduced to a 2R-dimensional parameter manifold
Sp = S3 x --- x S%_,, enabling a topological classification in terms of the R-th spin-Chern number
Chg) € Z. This spin-topological classification complements the conventional k-space topology of the
Haldane model, which is classified by the first k-Chern number ka) € Z, characterising the bulk Bloch
states over the two-dimensional Brillouin torus TZ. The coexistence of the intrinsic k-space topology
and the extrinsic Sg-space topology opens up novel perspectives and facilitates insights that are not
readily attainable through either structure alone. Here, we use it to explain a robust spectral flow of
single-particle energies that emerges when the exchange coupling J between the magnetic impurities and
the Haldane host is varied from zero to infinity. This flow bridges the insulating gap of the Haldane
host in the sense that for every chemical potential p within the gap, there exists an exchange-coupling
Jerit (1) and a single-particle energy €, (J) such that a single particle energy at this coupling is equal to
the chemical potential, i.e. &, (Juit(1)) = p. Importantly, the phenomenon occurs independently of the
k-topological phase of the Haldane model. Its existence can, however, be linked to the Si-topology of
the hybrid model: at zero exchange-coupling strength the spin-Chern number vanishes trivially, giving
Chg) = 0, while for infinitiely strong coupling strength the system resembles a generalised magnetic
monopole with spin-Chern number Chg) =1.

For a single magnetic impurity, this spin-topological phase transition implies the existence of some
intermediate exchange-coupling strength 0 < J..i4 < 0o, at which the energy gap between the many-body
ground state and a state with one more or less electron must close. This gap closure in turn requires a
single-particle state |e,(J)) with €, (Jeit) = p. Since the same reasoning applies to every value of the
chemical potential, the spin-topological phase transition provides a natural explanation for the observed
spectral flow of single-particle energies bridging the gap. The spin-topology also gives a conceptual
meaning to the critical exchange-interaction strength. Namely, it sets the radius of the magnetically
charged two-sphere, which serves as the generalised (two-dimensional) magnetic monopole in the infinite
coupling-strength limit. Since the total Hamiltonian is invariant under simultaneous SO(3) rotations of
the classical impurity spin and the quantum spin-degrees of freedom, the magnetic charge is distributed
uniformly over the magnetic monopole sphere.

Our topological analysis of the spectral flow corroborates essential conclusions of earlier studies on
spinless models with a single impurity [126, 131,132, 135]. In particular, Slager et al. [131] highlight
a diagnostic capacity of impurity-induced spectral responses in the context of local signatures of bulk
topological order. Similar to their results [131] for a potential impurity in the k-topologically non-
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trivial phase of the Bernevig-Hughes—Zhang (BHZ) model, we find that a magnetic impurity in the k-
topologically non-trivial phase of the spinful Haldane model consistently induces a Zeeman pair of in-gap
states whenever the exchange-coupling strength exceeds a finite threshold value Jyi,- The energy splitting
of the in-gap Zeeman pair decreases for increasing coupling strength and vanishes in the infinite coupling-
strength limit, leaving two in-gap states with degenerate energies. In contrast, the k-topologically trivial
phases of both the BHZ [131] and spinful Haldane models only support in-gap states within finite ranges
of impurity strengths. Although the k-topology of the host systems does not affect the existence of the
spectral flow, this difference shows that it still has a significant influence on its qualitative structure. In
the trivial phase, the in-gap states quickly traverse the gap and vanish for J — oo, while in the non-trivial
phase they enter the gap at Jyi, and remain inside the gap for J — oco. Consequently, the spectral flow
for a k-topologically non-trivial host system only bridges the gap fully in the limit of J — oco. In this,
our results for a magnetic impurity coupling to a single orbital in the unit cell of a spinful Haldane model
are also in line with those obtained for a spinless impurity coupling to both orbitals in the unit cell of
the spinless Haldane model [135]. In order to exploit this qualitative difference between topological and
trivial spectral flows in practice, experimental methods are required to vary the potential strength. In
Ref. [131], it was proposed that the impurity potential may be controlled experimentally by applying a
tunable local gate voltage so that the presence or absence of in-gap states, and thereby the bulk topology,
could be probed via scanning tunnelling spectroscopy. This applies to spin-resolved scanning tunneling
microscope techniques as well [176]. Other experimental ways to realise and to control local impurities
are discussed in Ref. [135].

The qualitative difference between the spectral flows of host systems with trivial and non-trivial k-
space topology suggests an explanation rooted in bulk-boundary correspondence. Indeed, we were able
to numerically verify an insightful argument for this. Based on the observation that for an infinitely
strong coupling strength the impurity site is effectively removed from the host system, we interpret the
J — oo in-gap state as a super-discretised chiral edge mode living on the rudimentary boundary of the
one-site impurity hole. This interpretation is supported by first considering a macroscopic hole, whose
one-dimensional edge carries a genuine chiral boundary mode, and then gradually shrinking it to a single
site. The resulting limiting process successively thins the edge-mode spectrum and links the dispersive
chiral mode of the macroscopic hole to the super-discretised mode around the one-site impurity hole. In
fact, even this super-discretised J — oo in-gap impurity mode can be shown to carry a chiral current
flowing around the impurity site. This analysis does not apply to the k-topologically trivial phase of the
Haldane host system, explaining why the J — co in-gap modes persist only in the non-trivial phase.

The results for a spinful Haldane model with R = 2 impurity spins are similar to those obtained with
R =1 impurity spin. If the Haldane model is in the k-space topologically non-trivial phase, we observe
at least one Zeeman pair of in-gap states, whose energies start out spin-split and become degenerate
in the limit of infinite exchange coupling. For J — oo, these in-gap states can again be understood as
super-discretised chiral edge modes. The occasional deviation from the naive expectation of four in-gap
states for two holes can be explained geometrically: when the two impurity spins couple to nearby sites,
the system may effectively form either one two-site hole (yielding two states), two one-site holes (yielding
four states), or something in between, causing the number of pairs to vary with details of the electronic
structure; at larger separations, the impurities behave as two distinct one-site holes, resulting in exactly
two pairs. If the Haldane model is in the k-space topologically trivial phase, we find two in-gap modes fully
bridging the bulk band gap within an intermediate range of coupling strengths. Again, this is explained
by a spin-topological phase transition between C’hgs) = 0 at J = 0, where the spin-configuration manifold
Ss is decoupled from the electronic system, and Chgs) =1 for J — oo, where there are two magnetic
monopoles with Chgs) =1 each.

An important difference between the models with one and two impurity spins becomes apparent
when the spin-topological transition is studied near the critical coupling strength J.,;;. This results from
an extensive numerical analysis of the critical exchange-coupling strengths in systems with a chemical
potential in the middle of the bulk band gap. In the k-space topologically trivial case, we find that the
transition takes place at a critical coupling of the order of the band width. In the non-trivial case, the
critical coupling strength is typically larger because the in-gap modes correspond to super-discretised
chiral impurity-boundary modes that converge to an energy within the band gap and therefore usually
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only pass the mid-gap chemical potential at stronger couplings. In the exceptional case when the energies
of the in-gap states converge exactly to p for J — oo, there is no transition at all and we have J.;4 = 0.
However, this scenario requires fine-tuning of the model parameters. Notably, the dependence of the
typical magnitude of J.;; on the topological phase of the host system establishes a surprising correlation
between the Si-space and k-space topological phases. With two impurity spins, the spin-topological
phase transition generally takes place in a finite range Jeie1 < J < Jerie,2 of coupling strengths. In
this range the system is gapless on some subset of the spin configuration space Sy that depends on the
coupling strength. Accordingly, the spin-topologically non-trivial phase is found for J > Jgyit 2, while the
trivial phase is realised for J < Jit,1. In the transition range, the second spin-Chern number remains
undefined. We also note that the gap closures at Jeit,1 and Jeir,2 take place for highly symmetric
ferro/antiferromagnetic spin configurations.

Our findings point to a range of open problems and directions for future studies. The observed
correlation between the k-space and Sgi-space topological phases suggests that a similar connection
might exist in other systems with non-trivial bulk topology, such as Chern insulators with k-Chern
numbers greater than one, topological Z, insulators, or topological superconductors. Moreover, it would
be interesting to consider systems with a large number of R > 1 classical impurity spins and finally Kondo-
lattice-type systems with R ~ L as well. These also raise the question of how to compute high-order spin-
Chern numbers C’hg) with R > 1 in practice. Yet, even for small numbers of classical-spin impurities,
there are interesting variations of our setup that are worth studying. This includes impurities with spin-
anisotropic coupling, which reduces the symmetry of the gap-closure subset of the spin-configuration
space. It might also be possible to realise and investigate larger spin-Chern numbers using impurity spins
with short-range but non-local exchange couplings. Finally, methodological developments are needed to
study bound states induced by quantum-spin impurities or impurities in correlated systems, including
interacting topological insulators [257,258].

Long-Range Helical Spin Control. While the first study [RQ1] concerned the static spectral
response of a time-reversal symmetry (TRS) breaking Haldane model to magnetic impurities in the bulk,
the second study [RQ2] addressed the dynamics of a magnetic impurity coupled to the helical boundary
modes of a TRS invariant Kane—Mele model. The core motivation for this is simple: the protected edge
modes of many topological quantum materials exhibit exotic and often desirable properties. While these
properties have been studied extensively, their full potential for practical applications — especially at the
microscopic level — continues to require detailed investigation.

Here, we have performed a comprehensive numerical analysis to demonstrate that the time-dependent
state of a magnetic impurity can be controlled to a large extent by exploiting the helical character of the
topological Kane-Mele edge modes. To this end, we have used a simple model consisting of a classical
spin coupled to the zigzag edge of a Kane—Mele ribbon segment and studied various control protocols
in detail. The key technical ingredient for the numerical treatment are dissipative Lindblad boundary
conditions, which were set up to suppress reflections on all but the physically relevant edge of the ribbon
segment. This allowed us to study the coupled microscopic real-time dynamics of the classical spin and
the electronic system up to time scales of thousands of inverse hoppings without disturbing interference
with reflected wave packets. In order to design a spin-switching protocol, we chained together several
so-called basic injection-pump (BIP) processes. These consist of a dynamic spin injection at an injection
site I of the physical zigzag edge and a subsequent pump phase during which the dynamics of the read-out
spin at a site R of the physical zigzag edge is driven by the injected spin density. This process consists
of four stages (A) — (D), all of which were designed to exploit the topological properties of the system:

(A) Local spin-up or spin-down excitations at an injection site I will induce a spin-polarised excitation
that is predominantly carried by the edge states. The presence and helical character of these edge states
is ensured by the bulk-boundary correspondence of the Kane-Mele model. Although the local magnetic
field used to implement the injection also couples to the bulk states, the resulting bulk-state supported
part of the injected spin-polarisation cloud is negligible and quickly dissipated into the bulk of the system.
The remaining part of the spin-polarisation cloud is fully carried by the helical edge states and does not
dissipate into the bulk. Importantly, we found that this edge-state supported spin-polarisation cloud
saturates within a femtosecond time scale of a little more than 50 inverse hoppings. This makes the
dynamic spin injection procedure a reproducible preparation step.
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(B) By switching off the injection field, the spin excitation is released to propagate along the edge.
Due to the helical nature and topological protection of the edge modes, this propagation is unidirectional
and largely lossless. The group velocity of the propagating spin-polarisation cloud is naturally given
by the Fermi velocity of the respective edge state. The fact that the edge-state propagation is mostly
lossless ensures that the spin-polarisation cloud broadens, but does not lose volume. Consequently, the
full volume of the injected spin-density cloud is available to drive the read-out spin dynamics even if the
latter is located a mesoscopic distance away form the injection site.

(C) While TRS is intact in the pristine Kane—Mele ribbon segment, the classical spin at the read-out
site R explicitly breaks TRS locally. This is important, because it facilitates a non-trivial interaction
between the read-out spin and the propagating spin-polarisation cloud. Since TRS is largely restored away
from the read-out site, the scattered spin-polarisation cloud is bound to split into two parts, namely one
onwards-propagating part with the initial spin-polarisation, and one backwards-propagating part with
the opposite spin polarisation. This means that the read-out spin exerts a finite spin torque on the
polarisation cloud. The counter-torque, in turn, deflects the read-out spin towards the +z-direction. The
extent of this deflection depends on the initial alignment of the read-out spin. If the pump phase of the
BIP process is sufficiently long, the process is reversible, and one may return to the initial spin state via
the opposite spin-injection. We found that about 150 inverse hoppings, i.e. a few hundred femtoseconds,
are needed to reach the fully relaxed, reversible final state.

(D) BIP processes can be concatenated to create a dynamical protocol. We have demonstrated that
such a protocol can achieve a complete switching of the read-out spin orientation between the north
and south poles within arbitrarily strict tolerances. Specifically, five to ten BIP processes are sufficient
to switch a read-out spin within a tolerance of 1%. The full switching process can be inverted by
reversing the polarisation of the spin in the dynamic injection part (A) of the BIP processes. Assuming a
nearest-neighbor hopping energy of about 100 meV, the full switching process takes roughly a picosecond.
However, this should be regarded as a lower limit. Since the system approaches a fully relaxed state
after each BIP process, subsequent injection processes can be delayed. This implies that, in principle,
the intermediate relaxed states during the switching process can be experimentally controlled even by
techniques lacking pico- or sub-picosecond time resolution.

It is understood that our study describes an idealised model. A meaningful extension to real topological
Z4 insulators must account for additional effects, including the impact of realistic multi-band electronic
structures or electron-electron correlations. Another very interesting question is to which extent the
conclusions remain valid for time-reversal-symmetric Kondo-type magnetic impurities, which can be
modelled, for instance, by quantum spins [259,260]. Systems featuring TRS-invariant Kondo impurities
pose a challenging correlation problem, requiring treatment in the non-equilibrium regime and at long
timescales. Even though the non-trivial topology is expected to largely protect the qualitative physics,
it will also be interesting to examine the effects of surface imperfections and the specific placement and
coupling-type of the magnetic impurities. More realistic descriptions of materials should also account for
magnetic anisotropies, such as Dzyaloshinskii-Moriya interactions and Rashba spin-orbit coupling.

Exchangeless Braiding with Non-Degenerate Anyons. The third study [RQ3| presents a many-
body analysis of exchangeless braiding that focusses on braiding-robustness against degeneracy-lifting
hybridisations between anyons. In doing so, two major challenges in practical topological quantum com-
putation (TQC) were addressed simultaneously. The first is the need for high-precision experimental
control over physical anyon exchanges, which complicates exchange-based TQC schemes and is avoided
here by adopting an exchangeless braiding protocol. The second concerns proximity-induced hybridis-
ations between anyons. These inevitably arise in real-world experiments and are explicitly taken into
account here by considering small systems featuring significant degeneracy-lifting hybridisations. Finally,
the many-body treatment ensures that bulk contributions to the ground state are fully incorporated.

In order to explore hybridisation-impaired exchangeless braiding in a concrete and controllable envi-
ronment, we considered a paradigmatic model system of weakly linked topological Kitaev chains. Specif-
ically, we examined a single isolated Kitaev chain and a minimal network of two weakly-linked Kitaev
chains. Since TQC with MZMs requires systems with at least four MZMs [101], we used the single-Kitaev-
chain model (two MZMs) mainly as a proof of principle and regarded the two-Kitaev-chain network (four
MZMs) as a minimal setup for TQC.

209



We started with the simple case of a single Kitaev chain of finite length. In the topological phase, the
model features two boundary MZMs, which combine into a single complex Bogoliubov quasiparticle mode
of (nearly) zero energy. This low-energy Bogoliubov quasiparticle mode gives rise to a two-dimensional
subspace H of nearly degenerate many-body ground states. The MZMs of the topological Kitaev chain
are known to be projectively equivalent to Ising anyons, and they are predicted to undergo an effective
double exchange when the superconducting phase ¢ is advanced by 2z [14,206]. Using the full many-
body framework, we numerically confirmed this prediction by demonstrating that the U(2) Wilczek—Zee
(WZ) phase Uwz[0 — 27], which describes the geometric evolution of the two-dimensional low-energy
many-body subspace Ho(¢) throughout a full rotation of the superconducting phase ¢, is projectively
equivalent to the square of the Ising anyon exchange matrix. The main technical component for the
numerical evaluation of the WZ phase is the Bertsch-Robledo formula [92], which enables an efficient
computation of overlaps between BdG Fock states. Since the WZ phase can be reliably evaluated in
networks of small chains with significant inter-chain coupling, we were able to confirm that the MZMs
largely retain their anyonic properties despite the degeneracy-lifting hybridisations that occur under such
conditions. Specifically, it is found that even short chains of about 30 sites support anyon physics across
most of the topological phase. Surprisingly, it is precisely this deviation from the hybridisation-free ideal
system that opens up access to a parameter regime with tunable braiding outcomes in the two-Kitaev
chain network.

This hybridisation-supported regime emerges naturally upon extending the single-Kitaev-chain anal-
ysis to the minimal network of two weakly coupled Kitaev chains of finite length. The introduction of
a second Kitaev chain has several immediate consequences. First, it doubles the number of MZMs, and
with it the dimension of the low-energy subspace, from two to four. Additionally, it introduces two in-
dependent superconducting phases ¢, and ¢s, and three independent interaction strengths, namely the
strength W of the weak link between the subchains and the two intra-subchain hybridisation strengths
K, and K, that result from the finite lengths of the individual subchains. Upon studying the unitary
WZ phase Uwz[0 — 27| describing the geometric evolution of the low-energy subspace Ho (1, ¢2) under
a full rotation of either superconducting phase ¢;, we find that the competition between W, K1, and K,
controls a transition between two distinct parameter regimes: one in which Uwz[0 — 27| resembles a
projective X gate, and one in which it resembles a projective Z gate. Specifically, we find a projective
X gate when the weak-link strength dominates over the intra-subchain hybridisation strengths, and a
projective Z gate when the intra-subchain hybridisation strengths dominate over the weak link.

Our study invites further exploration and development. We focussed on the non-Abelian WZ phase de-
scribing the geometry of the instantaneous low-energy many-body eigenstates. Although this is expected
to constitute a tenable approximation in situations where the anyon braiding happens on timescales
that are slow (adiabatic) compared to the superconducting gap, but fast (diabatic) compared to the
hybridisation-induced energy-splitting between the low-energy many-body eigenstates, it will be interest-
ing to repeat the many-body implementation of exchangeless braiding in networks of Kitaev chains using
a time-dependent approach like the time-dependent BAdG formalism [211]. Another very interesting possi-
bility is to address the full quantum-classical real-time dynamics [172,261] of more realistic hybrid systems.
A particularly promising line of research concerns systems in which arrays of magnetic moments, modelled
as classical spins, are locally exchange-coupled to a conventional s-wave superconductor to form so-called
Yu-Shiba-Rusinov (YSR) chains. These YSR chains give rise to effectively one-dimensional dispersive
YSR bands, which reside within the s-wave gap of the host system and may inherit a proximity-induced
unconventional p-wave superconducting order. The spin-polarised p-wave superconducting YSR bands
are then predicted to resemble Kitaev-chain physics. One expects that global rotations of the classical-
spin chain configuration are equivalent to global rotations of the phase of the p-wave superconducting
gap of the YSR bands [213]. In such quantum-classical models, the classical degrees of freedom used to
control the exchangeless braiding process are themselves promoted to dynamic variables similar to those
considered in [RQ2]. Moreover, the configuration space of these dynamic variables also provides a param-
eter manifold that enables an analysis of coexistent topological structures in the sense of [RQ1|. These
setups therefore open up new fascinating problems at the interface between quantum-classical real-time
dynamics, coexisting topological structures, and TQC with Ising MZMs.
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A — Appendix

A.1 The Tenfold Way and Real Division Algebras

We are closely following [262] and materials [263]. Consider a Hilbert space . A normalised quantum
state with representative |¢)) € H is an equivalence class

= {e ), o R} (A1)

of complex rays in H. The space of these equivalence classes is called the projective Hilbert space P(H).
In this framework, a symmetry transformation is an automorphism

S:P(H) = P(H), [¢] — S[¥] (A2)
that preserves the ray product [¢] - [¢] := |(¢|v)] as
[¢] - [¢] = [S¥] - [S¥] (A.3)

between all states [¢],[¢)] € P(H). Wigner’s theorem states that every symmetry transformation S :
P(H) — P(H) comes either from a unitary operator Ug : H — H satisfying

(UselUsv) = (9|ULUs|v) = (8]) (A4)
or an antiunitary operator Ag : H — H satisfying
(AslAst) = (Bl ALAs[E) = (Bl)" = (¥lg) - (A.5)

Suppose we have a symmetry transformation S : P(H) — P(H) that squares to the identity as S? = 1.
Such a symmetry transformation is called involutive. By Wigner’s theorem, S comes either from a
unitary transformation Ug : H — H with U2 = €¢’1 or an antiunitary transformation Ag : H — H with
A%. = ¢'?1. In the unitary case, we may multiply Ug by a phase,

UL = e /205, (A.6)
to obtain a unitary operator Ug that satisfies
U2 = e 1 2Uge /2 g = eT0U2 = e 6?1 = 1 (A7)
and also corresponds to S. This is not possible in the antiunitary case, where
A2 = e 92 AgeT P2 Ag = eTiP/2610/2 42 = 191 (A.8)
because of the antilinearity Agc = ¢*Ag of Ag. However, combining Age’® = e7*® Ay with
Age'® = AgA?% = ALAg = P Ag (A.9)
yields the constraint
e =e" = =41, (A.10)

So if a symmetry S : P(H) — P(#H) with $? = 1 is implemented by a unitary operator Us we can always
choose Ug such that U2 = 1, while an antiunitary implementation Ag of S always fulfills either A% = +1
or A% = —1. Now, one can show that an antiunitary implementation Ag with A% = 1 acts like a complex
conjugation operator. That is, one can define a real Hilbert subspace

He =A{[Y) e H|As[¢) =[V)} CH (A.11)
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containing only those vectors that are invariant under Ag. The original Hilbert space H is then simply
the complexification

H =C ®r Hr. (A.12)
Given an antiunitary implementation Ag with A% = —1 we can instead identify operators
I=i,J=A4s, K=1J =iAg (A.13)
that obey the quaternion relations
FP=7=K*=1JK=—1. (A.14)

Any given state 1)) € H can therefore be multiplied by a quaternionic scalar ¢ € H as
q|Y) = (a+ bl +cJ +dK) ) (A.15)

where a, b, c,d € R. Accordingly, we can understand H as a quaternionic Hilbert space Hy, i.e. a Hilbert
space whose scalars come from the quaternions H instead of the complex numbers C. The original Hilbert
space H is then the underlying complex space

H=C Qc Hu. (A16)

This demonstrates that quantum theory naturally accomodates instantiations of R, C and H in the
presence of involutive symmetry transformations. Mathematically, R, C and H are special because they
correspond to the only finite-dimensional associative division algebras over the real numbers (Frobenius
theorem). A finite-dimensional associative algebra over the real numbers is a finite-dimensional real
vector space V with an associative product - : V x V — V and a unit 1 € V. Such an algebra is called
a division algebra if every non-zero element v € V has a multiplicative inverse v=! € V with which
v iv=v-v7t=1.

Now consider a group G of symmetry transformations and a Hilbert space H. A unitary representation
p of G on H consists of unitary operators p(g) : H — H that satisfy

p(gh) = p(g)p(h)  and  p(e) = 1. (A.17)

We call p irreducible if the only invariant subspaces, i.e. the only subspaces I C H for which p(g) : I — I
for all g € G, are the trivial subspace I = {1} and the entire Hilbert space I = H. Schur’s lemma states
that the only unitary operators U : H — H that commute as

Up(g) = p(g)U (A.18)

with all p(g) are of the form
U=¢"1. (A.19)

Dyson showed that if p is an irreducible unitary representation of a symmetry group G on a Hilbert space
H, then precisely one of the following holds:
1. There exists an antiunitary operator A with A2 = —1 commuting with all p(g). This endows H
with a quaternionic structure and we call p a quaternionic representation.
2. There is no antiunitary operator A commuting with all p(g) and we call p a complex representaiton.
3. There exists an antiunitary operator A with A? = +1 commuting with all p(g). This endows H
with a real structure and we call p a real representation.
This classification scheme is known as Dyson’s threefold way and it is clear from the previous con-
siderations that it corresponds to the threefold way of real division algebras. The threefold way has
profound implications for physics. For instance, consider the spin-n representations of SU(2) that we use
to describe the spin of (elementary) particles. These correspond to the (2n + 1)-dimensional irreducible
complex representation of SU(2). For all spin-n representations of SU(2) there exists an antiunitary
involutive symmetry transformation A that commutes with all SU(2) transformations. Now, when n is
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‘ T ‘ C ‘ S ‘ Super Division Algebra
00710 Clp(C)~C
0011 Ch(C)=CoC
117010 Cloo(R) ~R
1]-1]1 Clpi(R)~C
0|-11]0 Clp2(R) ~ H
111 Clps(R) ~H&H
-1 010 Clp,4(R) ~ Ms(H)
111 Cls o(R) ~ M>(C)
0110 Clp,0(R) ~ M (R)
1111 Clig(R)~RaR

Table A.1: The symmetry classes of the tenfold way and the corresponding Morita equivalence classes of
super division algebras. The symbol ~ means Morita equivalent.

an integer, A satisfies A2 = 1 and the spin-n representation on C2"*! is the complexification of a real
representation on R2"*1. If n is a half-integer, A fulfils A2 = —1 and the spin-n representation on C2"+1
is the underlying complex representation of a quaternionic representation on H®2+1)/2,

The tenfold way extends Dysons threefold way based on a construction that is known as super Hilbert

spaces. A super Hilbert space H is simply a Hilbert space can be written as a direct sum
H="HyDH1 (A.QO)

of an “even” Hilbert space H and an “odd” Hilbert space H;. There are many ways in which super Hilbert
spaces may arise. For example, one can choose Hj to accomodate bosonic states and H; to accomodate
fermionic states. In condensed matter theory, we can write the Fock space F as a super Hilbert space

consisting of the particle Hilbert space Fy and the hole Hilbert space F;. In this setting, we can have
antiunitary operators 7 : F — F that are even in the sense that they map

T:Fo—F and T:F —F (A.22)
and antiunitary operators C : 7 — F that are odd in the sense that they map
C:Fo—F and C:Fi = Fo. (A.23)

For physical reasons we call 7 the time-reversal symmetry (TRS) operator and C the particle-hole symme-
try (PHS) operator. In a given condensed matter system we may then have 7-symmetry with 72 = +1
or no 7-symmetry. Independently, we may have C-symmetry with C? = +1 or no C-symmetry as well.
This gives rise to nine out of ten Altland-Zirnbauer symmetry classes [26]. The final class corresponds
to systems that are neither TRS nor PHS symmetric, but still symmetric under the combined unitary
transformation § = 7T - C called chirality.

Just like Dyson’s threefold way corresponds to the set of distinct associative real division algebras, the
tenfold way corresponds to the set of distinct associative real super division algebras, of which there are
precisely ten. Surprisingly, all of these are Morita! equivalent to complex or real Clifford algebras. This
is rather exciting for a number of reasons. A physical one is that representations of real Clifford algebras
are used to describe the spinful elementary particle fields so they are ubiquitous in the standard model
and beyond. On the mathematical side, this allows for an intertwining of concepts: the Clifford algebras
give Lie groups and symmetric spaces, establishing connections to Riemannian geometry and classifying
spaces for vector bundles.

1 Essentially, two superalgebras A and B are called Morita equivalent, A ~ B, if they have equivalent representations on
super vector spaces.
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A.2 The Real Schur Decomposition Theorem

To prove the real Schur decomposition theorem we first prove a lemma identifying the eigenspace of a
pair of mutually conjugate complex eigenvalues of a real matrix as an invariant two-dimensional subspace.
A subspace V of R" is said to be invariant with respect to a matrix A, and we write AV = V| if for any
x € V we have that Ax € V. Let A be a real n x n matrix with a complex eigenvalue \; = a + ib (with
b # 0) and let z = x + iy be an eigenvector belonging to A;. Then span(x,y) =: V fulfills dimg(V) = 2
and AV =V ie. V is a two-dimensional subspace of R™ that is invariant under A. This can be seen as
follows. Since we assumed A to be complex with non-zero imaginary part b the imaginary part y of its
associated eigenvector z has to be non-zero as well. The fact that A is a real matrix tells us that A = a—1ib
is also an eigenvalue of A and that Z = x — iy is an eigenvector belonging to \. Now we can use that
z and z are eigenvectors belonging to distinct eigenvalues A\ and A to show that there exists no complex
scalar ¢ such that x = cy because if there was such a scalar ¢ we could write z = (c+4)y and Z = (c— i)y
which would make z and Z linearly dependent thus contradicting the guaranteed linear independence of
eigenvectors belonging to distinct eigenvalues. Therefore x and y are linearly independent and span a
two-dimensional subspace V = span(x,y) of R™. In order to show that V is invariant under A we note
that Az = Az gives

Ax + iAy = (ax — by) + i(bx + ay) (A.24)
and hence
Ax = ax — by and Ay =bx + ay. (A.25)
If w = kx + ly is any vector in V, then
Aw = kAx + 1Ay = kax — kby + lbx + lay = (ka + 1b)x + (la — kb)y (A.26)

is clearly just another vector in V.

With this lemma at hand we can prove the real Schur decomposition as stated before by induction. Let
n = 2. If the eigenvalues of A are real we can take q; to be a unit eigenvector of the first real eigenvalue
A1 and then gs to be any unit vector that is orthogonal to q;. Then the matrix @ = (qi1,q2) is orthogonal
by construction and the matrix T := QTAQ is in upper triangular form with 1 x 1 eigenvalue blocks on
its diagonal. This can be seen writing down the first column of T as

QTAqr = MQTq1 = \ey, (A.27)

which immediately yields the upper triangular form as well as the first 1 x 1 eigenvalue block on its
diagonal. The second diagonal entry of 7" necessarily has to be the second eigenvalue of A because we
can Laplace expand the determinant of the characteristical polynomial with respect to the first column
of T and get

0 = det (T — M)

. A1 — A Tho
= det < 0 Ty — )\>
= (A1 = A) (T2 — A). (A.28)

Of course, Laplace expansion is rather overkill for n = 2 but we will use it as part of the induction so
bear with me. If the eigenvalues of A are complex we may set T'= A and () = 15 and be done. This last
bit may seem like a trivial statement, and it somewhat is, but it still is an important point to make. The
upper triangular block Schur form features 1 x 1 blocks on its diagonal for its real eigenvalues and 2 x 2
blocks for its pairs of mutually conjugate complex eigenvalues. In case of a 2 X 2 matrix A this means
that we only have to do stuff if the two eigenvalues of A are real because only then do we have to massage
A into the Schur form with 1 x 1 eigenvalue blocks on its diagonal and all that. If the eigenvalues of a
2 x 2 matrix A are a pair of mutually conjugate complex numbers the Schur decomposition is not going
to do anything to A because A itself already is a 2 x 2 block on its diagonal, and therefore already has
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the Schur upper triangular block form. So in either case we end up with an upper tiangular block matrix
of the Schur type for our n = 2 induction initial case. Now let A be a real k x k matrix with k£ > 3
and assume that every real m x m matrix with 2 < m < k has a Schur decomposition. Let A; be an
eigenvalue of A. If Ay is real, let q; be a uni eigenvector of A\; and choose (k — 1) unit vectors qg, ..., q
spanning the orthogonal complement of q; in R* then Q; = (qu,...,qx) is an orthogonal k x k matrix.
As in the initial case it follows that the first column of T3 = QT AQ; is equal to A\je; giving

T = <A01 51(1 ) (A.29)

with a real (kK — 1) x (k — 1) matrix A; and some (k — 1) row vector X. By our induction hypothesis A;
has a Schur decoposition Ty := OJ A105 with a (k — 1) x (k — 1) orthogonal matrix Oz. We may define
the k x k orthogonal matrix

Qs = ((1) 002) (A.30)

which together with @; transforms A as

T:=QJQTAQ.1Q2
=QIT1Q

(1 0 M X 1 0
—\0 O'2r 0 A 0 O
(M X0
~\0 OJA4,0,

_ (Aol XT?) (A.31)

which has the desired upper triangular block form of the Schur decomposition. This proves that the
k x k orthogonal transformation ) := Q1Q2 brings A into Schur block form T, i.e. T := QTAQ. If
A1 is complex, the argument proceeds analogously: we find an eigenvector z = x + iy and compute the
span V := span(x,y). In the preceeding lemma we convinced ourselves that V is a two-dimensional
subspace of R*¥ and that V is invariant under A. Next we choose any orthonormal basis {qi,qs} of
V along with (k — 2) unit vectors spanning the orthogonal complement of V' in R*. Then the matrix
Q1 = (41,92, -..,qx) is again an orthogonal matrix and the first two columns of T} = QT AQ; are

Q7 Adqr = B11q1 + B21q2 and Q1 Aqz = Bi2q1 + B22qa, (A.32)

due to the invariance AV =V of V under A. We therefore find

B X By Bis
T, = h B = A.
1 (O A1> where (321 BQQ) (A.33)

is the coefficient matrix from Eq. (A.32) and A; is now a (k — 2) x (k — 2) matrix.? Now we can apply
our induction hypothesis on A; and proceed in exactly the same way as before to show that A may be
Schur decomposed. This concludes the proof of the real Schur decomposition theorem.

2For the sake of completeness note that in this case 0 and X are, of course, no (k — 1) column and row vectors but
(k—2) x 2 and 2 x (k — 2) matrices instead.
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A.3 Validity of the Thouless Vacuum

To see that the Thouless state defines a Bogoliubov vacuum, we have to show that

by 0)F =0 (A.34)
for all Bogoliubov annihilation operators b,,. As a preparation, we first write the Thouless state as
\O)g = exp [ S”cjc;r} [0} , (A.35)

using Einstein notation for better readability. With this, we note that exp [ S,Jclc ] fulfils

exp [ Smclc]} exp [—S’”clc]] =1y, (A.36)

because even products of ¢/ operators commute, so we can treat the operator exponentials like ordinary
number exponentials. Equation (A.36) allows us to rewrite Eq. (A.34) as

1
by, |O)g = exp [ Sljczc]} exp [QSZ'J'CIC}L-] by, exp [ Sljczc]} |0> =0. (A.37)

The interesting part of this expression is
exp [ chzcj] b, exp [ S”cl J} = exp {—S”clcj} (Upncr + V,mck) exp [ chz ]} , (A.38)

where we plugged in the definition b,, = (U}, cx + Vk*ncl) from Eq. (5.135). Since the cl commute with
the even products of ¢/ operators, Eq. (A.38) reduces to

J

1 1
Uy, exp |:25¢jCICT<:| Ccl, exp {2&]‘010;} + Vk*nc;i ) (A.39)

where the non-trivial transformation of the ¢, can be computed as

o (n)
1 1
exp[ S”czcj} Cr. exp[ chz j] = E ~ [(—Qchjc;> ck] (A.40)

n=0
using the Hadamard lemma
1
A —A _ (n)
e“Be " = E ] [A, B] (A.41)

from the Baker-Campbell-Hausdorff formula. Here, we use the notation
[4,B]™ :=[A,[A, .. [A, B]..]| (A.42)
—_——

n times

for the n-fold nested commutator between operators A and B. Explicit calculation shows that

K 15”035) ckr) - _%sm elel e
_ _%sm (cleler — enele])
- —%Sl] (Cj((s_]k; — cxef) = (G — clex) T)
= 35y (el — due))
_ _% (Szkc Spic )
© 7% (S,;kc;r + Sikcj)
_ s (A.43)
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where we used the skew-symmtery Si; = —S;r and renamed summation indices in (¢). With this, we
immediately find

Lo it @1 ot
[(—2Sijcicj> ,ck] = Zsijs"m [Cicj, {CInCIkaH

1 .
= ZSijSmk {cjc}, cin}

=0, (A.44)

such that
1 1
exp [—ZSichc;} C exp {2Sijczc;] =c, — Sikc;r. (A.45)
We can substitute this back into Eq. (A.39) and find

Ui, (ck - Sikc;f) + Vk*nc}; © Up,ck — SikU,jncI + Vk*nc;g

_TT* * —lyrx T * f
- Uknck - ‘/sz;k Uknci + anck

= U}, cr — Vijinémnc;r + Vk*nc;i

) Up.ce — Vk*ncL + Vk*ncL

= U,:nck y (A.46)
where we plugged in the matrix elements Sj, = Vi, U’ ' of the S matrix in (¢) and renamed the

summation index ¢ — & in (x). Combined, we therefore have

1 1
o [ L5 s [ L5,k = )

1)~ g J

If we plug this into Eq. (A.37) we finally get
- 15._TT 15,,TTb 15_.TT 0
n | >b = €xp 5 ijC; C; | €XP 75 ijC;C; | On €XP 5 ijC; €5 | >

1 *
= exp [2Sijc:[c;] Ui |0)
=0, (A.48)

identifying the Thouless state as a valid Bogoliubov vacuum state.
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A.4 Skew-Symmetry of the S-Matrix

The proof of the Robledo overlap formula in Eq. (5.202) and the construction of the Thouless state
itself — in particular, the calculation done in Eq. (A.43) — make heavy use of the skew-symmetry of S.
Here, we show that if S exists, it is always skew-symmetric. To do this, we take UTV* + VTU* = 0 from
Egs. (5.157) and multiply it by UT~! from the left, which yields

Urtutv 4+ttt =0 = v =-U'viun. (A.49)

Here, we made use of the assumption that S exists, in which case U~! and hence UT ~! exist by definition
of S. With this we compute

T —Qq..
ST = S
_ * * —1
- ijaUai

< (i) v
- _U;B_lvgvéw

=-Uly Vi

Y _yrut

_ i?J’UB_jl *

(i) sk —1
= —VigUp,

=—Sij, (A.50)
where we plugged in Eq. (A.49) in (¢) and used that taking the adjoint and complex conjugate of an
inveritible matrix M commute with taking its inverse, i.e. that MT—1 = M~1T and M*~! = M~1* in
(%) and (x). This shows that S is always skew-symmetric if it exists.

219



A.5 The Bloch-Messiah Decomposition

The Bloch-Messiah decomposition (BMD) of an 2L x 2L Bogoliubov transformation matrix

B (g ‘(;) (A.51)

is a factorisation
U v+ C o0\ /U V\ /D' o —
p— pr— JE— JR— = T
B (V U*) (0 C*) (V U)(O DT> CBD (A-52)

of B into a product of block diagonal unitary matrices C and D, which are defined in terms unitary L x L
matrices C' and D, and a real block matrix B, the blocks of which are (block) diagonal real matrices of
the form

@F ]lF
U= D, cpupl2 and V= D, cp ivpoy (A.53)
]lE ®E

where u]% + vf) =1 and up,v, € R for all p € P. Note that we have F'+ 2P + E = L by construction.?
Getting rid of the particle hole redundancy we may compactly rewrite Eq. (A.52) as

U=CUD'!
V =C*V D' (A.54)

This formulation of the BMD is frequently encountered in literature. Perhaps, its popularity stems
from the fact that in this form it is most natural to identify the BMD algorithm as a particle-hole
compatible simultaneous singular value decomposition (SVD) of U and V. For those familiar with SVD
and its applications in physics, this viewpoint immediately suggests that BMD may be a powerful tool for
analysing, partitioning and truncating B to speed up or even enable some kinds of computations involving
it.* However, regardless of what SVD veterans may infer about the usefulness of BMD, the understanding
of BMD as simultaneous and particle-hole compatible SVDs of U and V' provides a powerful construction
scheme for the explicit BMD matrices of a given Bogoliubov matrix B. We will now discuss this SVD
based construction scheme. As a starting point we have some Bogoliubov matrix B as in Eq. (A.51).
First, we use its unitarity

ut vyt U V* 1 0 U V* ut vyt
T = = L = = T
BB (VT UT> (V U*) < 0 ]1L> (V U*) <VT UT) BB (A.55)

to get the conditions

Ut +viv =1, =vut + v*vT
Utv 4+ vivr = 0 =UVI 4 VT
VIU4+UV=0=VU +U*VT
VIV UTU =1, =VVI 4+ U*UT. (A.56)

Next we construct the auxiliary matrices P = UTU and Q = VIV which are Hermitian and positive semi-
definite by construction. Using some of the identites (indicated by parenthesis placement) in Eq. (A.56)

3The exact labels E, P, F of the subscripts anticipate a result about the physical meaning of the corresponding blocks
that we will soon obtain.
4This is, in fact, why we care about BMD too: we need it to define the Bogoliubov ground state in a trouble-free manner!
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we can then show that P and ) commute:

P+Q=1p
PQ+QQ=Q
vtuviv + v (v v =viv
Utoviv + Vi1, - UrUn vV = VIV
vtovitv —viur utvy =0
Utuviv —viur (-VTU) =0
Utvviv + v (-vuhu =0
Utuvty —vivutu = o
PQ—-QP=0. (A.57)

[ A A

As a consequence, P and @ can be simultaneously diagonalised as
P=ADpA" and Q=ADgA' (A.58)
with a unitary transformation matrix A and diagonal matrices

Dp = diag(p1, .., pr) and Dq = diag(¢1, ..., q1) (A.59)

where p;,q; € R>q for all ¢ = 1,..., L. Note that the simultaneous diagonalisation of P and ¢ combined
with P 4+ @ = 1, tells us that

Dp+Dg=1p. (A.60)

Next we briefly discuss a practical solution to the simultaneous diagonalisation problem.

Simultaneous Diagonalisation Scheme for Commuting Hermitian Matrices

In practice, the simultaneous diagonalisation matrix A can be obtained as follows. First one diagonalises
either P or Q. Say we choose to diagonalise P and find

P=BDpB". (A.61)
The next step is to compute
Q' =B'QB. (A.62)

Due to the fact that P and @ are simultaneously diagonalisable, we know that Q' is bound to be block
diagonal with blocks the size of eigenvalue degeneracies of P. This is because if v is an eigenvector of P
with eigenvalue p then

PQv)=QPv=Qpv=p(Qv), (A.63)

tells us that for every eigenvector v with eigenvalue p the vector w := @ v is also an eigenvector of P
with eigenvalue p. Therefore, @@ maps the eigenspaces of P to themselves. Recall that the columns of B
are just the normalised eigenvectors of P with eigenvalues given by the diagonal of Dp so the invariance
of the eigenspaces of P with respect to () means that the worst @) can do to the transformation matrix
B is to mix those column eigenvectors that belong to the same eigenvalue. More explicitly, say P has m
distinct eigenvalues p; with degeneracies n; naturally satisfying Y .*; n; = L and we write the eigenvalue
equations as

Pvf,i =p; v;i (A.64)
for j=1,...,n; and ¢ = 1,...,m then
'Uél,l vty vy wzl,hl wply o wyTy
QB=Q | . o=l r o (A.65)
vzl,l,L ... U;f,L . vg:j’L wzlth . w;f,L . WZZ,L
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where the column vectors Wg)i still satisfy

Pwl =p;w) . (A.66)

i

Since distinct eigenspaces are mutually orthogonal with respect to the inner product, the inner products
between v’s and w’s may be spelled out as

Vil Wy, = Gk ci (A.67)

with an 4, j,/ dependent complex number c¢;;; and we get

Q' = B'QB
1 % 1 *
Upr1 -0 UpiL
. . 1 ni M
w[)hl wpl’l wpm,l
_ ny * ny * . .
= | Yma Up,,L :
. . 1 ni MNom
Wp,,L Wpyr o WL
N, * Ny, *
Upm,l N Upm,L
Q1 0 0
0 Q 0
=[: (A.68)
0 0 ... Om

with the @; being Hermitian n; X n; matrices. In a final step we diagonalise those ; that are not yet
diagonal, i.e. we find matrices C; with ¢ = 1, ..., m such that

Qi =C; Do, Cf (A.69)

with Dg, real diagonal matrices. Defining the block diagonal unitary matrix

c=a, (A.70)

we can finally define a mutual diagonalisation matrix A of P and @ as
A=BC. (A.71)

Importantly, the additional application of C' does not undo the diagonalisation of P since C' only uni-
tarily stirs up the eigenspaces of P. It is worth mentioning that in practice it is the rule rather than
the exception that the matrix @’ is readily diagonal so more often than not the only thing that needs
to be done in order to find a simultaneous diagonalisation for two commuting Hermitian matrices is to
diagonalise either one of them.

The fact that P and @ are positive semi-definite allows us to rewrite Dp and Dg from Eq. (A.59)

as
Dp=:T? and  Dg =:A? (A.72)
with
I := diag(v1, ..., 1) and A = diag(Ay, ..., AL) (A.73)
where
pi=7 and g =X (A.74)

222



and 7;, A; € Rso which combined with Eq. (A.58) promotes SVD’s
U=Wyl'A"  and V =WyAAT (A.75)
of U and V since

P =U'U = ATTW} Wy T AT = ATT AT = AT2AT = ADp AT
Q= VIV = ANW/ Wy AAT = ANAAT = AN2AT = AD AT (A.76)

gives the correct simultaneous diagonalisation due to Wy, Wy, unitary and ', A Hermitian. Now Eq. (A.75)
uniquely defines the left unitary transformation matrices

Wy =UAT™!  and Wy =VAA™! (A.77)

whenever T' and A are invertible. The invertibility of T' (A) is lost if (and only if) there exist zero
eigenvalues of P (Q) that appear again as zero singular values of U (V). The physical situations in which
the BMD creates significant added value are precisely such situations in which V' does have singular
values of zero and it turns out that such situations occur rather commonly in our models of nature, too.
So we are very much interested in creating a BMD algorithm that can function even in the presence of
non-invertible A and I"'. We can approach a solution to this problem by noting that in the presence of [
(m) zero and k = L — 1 (n = L — m) non-zero singular values of U (V') the diagonal matrices I" and A

take the form
r— <®lxl @lxk) and A= [Anxn Onxm (A.78)
Orxi Trxk Omxn  Omxm

where we assumed WLOG that the positive semi-definite singular values on the diagonal of I" are sorted
in ascending order while those on the diagonal of A are sorted in descending order. For convenience, we
denote the total index set by I =[1, ..., L] and define the invertible index subsets as I = [l + 1, ..., L] and

I=11,...,n]. We can then find solutions

Wo,nxk = Urxr ArsiTiie and Wy Lxn = Vixt ArxnAy s (A.79)
for rectangular left unitary matrices. Here we defined the invertible submatrices Dpxk = I, of T and
Apxn = Al o of A, i.e. those diagonal submatrices accounting for the non-zero singular values, and

the corresponding rectangular simultaneous diagonalisation matrices Apx = Al; ;7 and Apx, = A| Ix}

that are obtained by removing those columns of Ay that correspond to zero singular values of I' and
A respectively. Note that the restricted invertible index sets I and I do not coincide. Their overlap
contains the fully paired indices I, = Inl= [l +1,...,n] that are signified by singular values strictly
greater than zero and strictly smaller than one and that will become important later on.® Now we
can extend the rectangular left unitary matrices Wy and Wy to quadratic left unitary matrices by
adding the respectively required number of I and m appropriate columns them. Of course there is a
considerable degree of freedom in this precedure: any collection of I (m) column vectors that constitutes
an orthonormal basis of the orthogonal complement of the sub Hilbert space spanned by the k (n) existing
column vectors will yield a viable left unitary matrix. Another way to put this is that any orthonormal
basis of the nullspaces ker(Wg) and ker(Ws;) constitutes a viable extension of the rectangular unitary left
matrices. The computation of nullspaces is therefore one systematic way of obtaining such an extension.
However, it is also a rather resource-intensive endeavour in practice. Luckily, Egs. (A.56) allow us to
obtain a particularly efficient and convenient solution. To see this, we note that while the right singular
vectors AT of the the SVDs in Eq. (A.75) incorporate the simoultaneous diagonalisation of P and Q via
Eq. (A.76) the left singular vectors Wy and Wy provide diagonalisations

UUt = Wy TATATT W, = Wy TTW,, = Wy DpW
VVT = Wy AATANTW, = Wy AAW, = Wy DoW, (A.80)

5As an exception, we included subscripts indicating the matrix dimensions to aid the discussion in this paragraph. We
will drop these subscripts asap because they hurt the eyes.

223



of the Hermitian matrices UU' and VV. Then

(UUNWy = Wy Dp
U)W = Wi Dp
(UUT)W(; = Wi Dp
(1, —VVOW = Wi Dp
~VVIWg = Wi Dp — W
VVIWg = Wi (1, — Dp)
VVIWg = Wi (1, — Dp) (A.81)

froeee

tells us that if v is an eigenvector of UU' associated with an eigenvalue v € [0, 1] then its complex
conjugate v* is an eigenvector of V'V associated with the eigenvalue (1 — v) € [0, 1]. Accordingly, if v is
a left singular vector of U that is associated with a singular value o € [0, 1] then its complex conjugate
v* is a left singular vector of V' associated with a singular value (1 — o) € [0,1]. Thus, we may simply
choose the complex conjugate of the left singular column vectors associated with unity singular values of
U for the missing left singular column vectors associated with zero singular values of V' and vice versa,

i.e. we define

Wunxr 1= {(WV,LM)RFJLX[ * Wu.nxk

Wy nxr i = Wy Lxn * {(WU,ka)mi:l} (A.82)

Lxm

where the restriction onto Iy,=1 = [1,...,!] and I,,=1 = [n+ 1, ..., L] signifies the restriction on the index
subsets associated with the respective unity singular values and where the operator x simply attaches
one L X x matrix to another L X y matrix along the second axis, i.e. the column axis. Note that due to
l+k =m-+n = L the result of this procedure is in fact two L x L matrices. Furthermore, we have to
attach the missing columns for the unitary left singular transformation matrix of U (V') on the left (right)
because we assumed the singular values U (V') to be ordered in ascending (descending) order. Now in
order for Eq. (A.75) to properly resemble our desired BMD equations in Eq. (A.54) we still have to put
in some work. The shared right unitary transformation matrix A seems to be neatly in place and the
singular value matrices I' and A are already real, although both are still diagonal instead of one being in
diagonal and the other in canonical form. We will consider this to be a minor issue. The most serious
deviation from the intended BMD form is the lack of a mutual relationship

Wy = Wi (A.83)

between the left unitary matrices. Let us accept the issue of the diagonal/canonical form of T' and A for
the time being and concentrate on the more pressing absence of the conjugation relation Eq. (A.83).5 To
solve this problem, we follow the idea of [DIG UP] and promote Eq. (A.83) to a balancing condition

Wy = W3 (A.84)

by sticking an exclamation mark on top of the equal sign. We will see that the implementation of this
condition will, indeed, involve a necessary manipulation of (either I" or) A that readily puts it into the
wanted “canonic” form.” Note that our specific extension strategy in Eq. (A.82) conveniently ensures
that Eq. (A.83) is automatically fulfilled everywhere but in the paired index sector I, = [l + 1, ...,n] so
we only need to work out the paired index sector now. Let us outline the overall balancing strategy in
advance to make it easier to follow. The idea is to find a unitary matrix G of the same block diagonal
structure as I and A such that

Wi = Wy G (A.85)

6As is good scientific practice, we will secretly hope that the smaller (diagonal/canonic form) problem will resolve itself
in the course of solving the bigger, but related (conjugation relation) problem. (It will.)

"Following the canonic way of doing things, we will choose to manipulate A such that V will be the one given in canonic
real rather than diagonal real form.
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and
V =Wy AAT = Wy GGTAAT = WEGTAAT = Wi AGTAT (A.86)

where we used that A and G have the same block diagonal structure for the last equality. At this point
V has the correct left unitary matrix Wy in its BMD but only at the expense of the right unitary matrix
changing to GTAf. To make up for this, we need to find a factorisation of the unusual form

G=XKXT (A.87)

with another block diagonal unitary matrix X and some well-behaved auxiliary block diagonal matrix K
such that

V = WHAGTAT while U= WylA'
= WHAXKXT)TAT = WyXXTAT
= Wi AX KTXTAT = (WuX)T (X*A*)
- (W5 X7) (AKT ) (XT Af ) = cUD'
— vt (A.88)

where we used that [A, X] = [[', X] = 0 due to the shared block diagonal form of all these matrices and
where we defined

C=WyX and D=AX (A.89)
along with
V=AK'" and U=T. (A.90)

Note that the we require the peculiar combination of unitary X and X7 to incorporate the complex
conjugation relation. For this to be a useful scheme we would of course need a systematic a way to come
up with the required unitary matrix G and its factorisation Eq. (A.87) - so how do we do this in practice?
From Eq. (A.85) we may naively guess G as

G =WIwg, (A.91)
which clearly satisfies Eq. (A.85). For a start this definition of G is readily unitary because
GG = wiwrWiwp) = wiwgwiwy =1g
GG = (Wiwy) Wiwg = wiwywiwg =1g (A.92)
due to the unitarity of Wy and Wy,. Furthermore, we can show that it has the same block diagonal
structure as Wy and Wy too. To achieve this, we once again rely on the fact that if v is a left singular
vector of V' associated with a singular value o € [0,1] of V then v* is a left singular vector of U
associated with the singular value v/1 — o2 € [1,0]. This tells that even if the o column vectors of Wy,
are not generally going to be equal to the complex conjugate (1 — o) column vectors of U they still
span the same sub Hilbert space, i.e. if o is a 2N fold degenerate singular value of V' with left singular

vectors Ve 1, ..., Vo on spanning a sub Hilbert space H|, = span(vy 1, ..., Vo on) and if 4 = /1 — 02 is the
associated 2N fold degenerate singular value of U with left singular vectors w, 1, ..., Wy 2n Spanning a

sub Hilbert space H|,_ j—z = span(w,_ j=5 1: - W, 752 o) then

H\H:m = span(wH:mJ, ""Wu=\/§72N) =span(vy 1,...,Voan) = H|s. (A.93)

We may therefore expand each W, /i=sz,; in the v as
2N
WimV1-02,i = D iV (A.94)
j=1

225



and vice versa. Thus, we can write the matrix elements of G from Eq. (A.91) as vector products
Gu = iji,na,i memw

T *
= V.. w
TiNo; /170127»,,1‘”
2N; *
_ o ~F
- vUimai Cmul SALIN
Jj=1

2N,
— * T .
- Cmul,jvoi,ngivﬂ'la]
j=1

2N,

*
:E Cmu“jéo'ivalénal’j
Jj=1
*
= Cmyyno, 00,00 (A.95)

where we used a multi index notation ¢ = (0, n,,) with o; € {01, ...,0} refers to the complete collection
of singular values (including degeneracies) while n,,, labels the distinct left singular vectors of o; to keep
track of degeneracies. The d,, ,, in the final line of Eq. (A.95) reveals that G has indeed the same block
diagonal structure as Wy and Wy,. Note again that due to our construction of Wy and Wy, the matrix G
is equal to the identity everywhere but on the blocks corresponding to paired singular values o, u € (0, 1).
Finally, without assuming anything other about GG than its unitarity we get

V =Wy AAT
= Wy GGTAAT
= WiGiaAl (A.96)
so we have
VU = A*AG*W} Wy T AT and UTV = A TWIW;GTAAT
= A*AG*T AT = A'TGTAAT (A.97)

which together with 0 = UTV + VU from Egs. (A.56) tells us that

0=A'TG'AAT + A*AG*T AT
=TG'A + AG'T
=TGTA + AGT. (A.98)

If we use Einstein summation notation to write this in components we get

0 = Dy GTAwt + Ay Gyl
= T30iG 0k A1 + Aidij G ol
=TGI A + NGyl
=TNG] +TiNGy

© 2D, G, +2D;Gy

=2DyG], +2D;;Gy + DGl — DGl + Dy Gy — +Dy Gy
= (Dy + Di)(G], + Ga) + (Dyy — D) (G], — Ga)
=0a(G], + Ga) + Au(G], — Ga) (A.99)

where we used that I and A are diagonal, then for convenience multiplied the whole equation by 2 in (x)
and finally defined an auxiliary matrix D; = I';A; along with its symmetric and skew-symmetric parts
Dil = (Dil + Dli) = (Dz'l + D;rl) and Ail = (Dil — Du) = (Dil — D;rl)
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Now we differentiate between two cases:
1. Dil = Dli =:D:
(a) D>0: 2D(G;rl + Gil) =0 = G;rl = -Gy
(b) D=0: always fulfilled = G;; arbitrary
2. Dy # Dy; where WLOG we assume that D;; > Dy; so Oy > 0 and Ay > 0:

0= Dil(G;-rl + Gil) + Ail(G;-rl - Gil)
= 0= (G}, +Ga) = (G] — Gu)
- 0= G;rl = Gil = *Gil~ (A.lOO)

Usinig the definitions D; = T';A; and I'? + A? = 1 we may rewrite D;; = Dy; as

I; Fl
A — , T2 =1, /1 -T2 i
DA =TA, =T\ /1-T?=Ty/1 -T? — = =7 : (A.101)

which for T';,T; € [0,1) only admits the solution®

r; =T, (A.102)

With this the 2. case where D;; # Dj; just becomes another argument to show that G; = 0 whenever
I; # T, ie. that G = W‘T/Wl}‘ has the same block diagonal structure as Wy and Wy. However, the 1.
case where D;; = Dy; = D tells us something new. While for D = 0, i.e., for I';, A; € {0,1}, we only find
that G is arbitrary, the D > 0 case, i.e., for I';; A; € (0, 1), shows that G is nexessarily skew-symmetric on
the possibly degenete fully paired blocks. In summary, the matrix G as defined in Eq. (A.91) is unitary,
has the same block diagonal structure as Wy and Wy, is equal to the identity on the singular value
blocks associated with singular values o, u € {0,1} and is skew-symmetric on the fully paired blocks. We
may write

G=1,0G1®--- G, 1, (A.103)

where 1; and 1,, are the unity blocks associated with the zero and one singular values and where the G; are
2N; x 2N; skew-symmetric blocks associated with the IN;-fold degenerate i-th singular value respectively.’
Having found a legitimate matrix G we are now in a position to think about how to factorise it in the
desired fashion of Eq. (A.87). The unity blocks of G are of course trivial and pose no problem. The skew-
symmetric blocks do need some treatment but due to the block diagonal structure of G we can fix them
one at a time. Therefore, the problem of factorising all of G at once becomes the much smaller problem of
factorising the individual blocks G;. This is rather useful because the G; blocks are not only much smaller
and easier to handle, but also have the strong symmetric property of being skew-symmetric, which is a
significant advantage over G as a whole. For example there is a pretty elegant and wel-known solution
of the factorisation problem Eq. (A.87) for symmetric matrices which is called the Takagi factorisation.
It asserts that any complex symmetric matrix M may be written as

M =UDUT (A.104)

where D is diagonal and where U is unitary. Luckily, there is an analogous version of Takagi’s symmetric
matrix factorisation that works for skew-symmetric matrices. It is called the Youla decomposition of a
skew-symmetric matrix and it states that any complex skew-symmetric matrix S can be factorised as

S=UKUT (A.105)
with a unitary matrix U and a skew-symmetric matrix

K=0® - -oKi1®  -dK, (A.106)

8The domain [0, 1) of these functions does of course not cover all possible values of the I € [0, 1] but this issue is easily
resolved: either one changes from I" to A = +/1 — I'2 which accounts for I = 1 through A = 0 or one rewrites the functions
as A;/T"; the domain of which is (0, 1] and which support the same line of argument.

9In this notation we therefore have L =1+ m + > 7_, N;.
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where the K; are blocks are of the form

K; = ( 0 ZZ) =z (ioy) (A.107)
—Zi 0

and z; € C. Like the Takagi factorisation of symmetric matrices, the Youla decomposition combines a

unitary transformation matrix U with its transposed counterpart UT rather than its adjoint partner U'

which is why we can absorb the complex phase of the z; into U and thus make the K; into real matrices.

In our case the skew-symmetric start matrices G; are not only skew-symmetric but also unitary which

means that the Youla decomposition provides us with a factorisation

G = X;K;X] (A.108)
where X; is unitary and where K; is a skew-symmetric matrix
K, = Ki,l S---D Ki,2n (A.109)

without zero blocks and with two by two diagonal blocks

K, = ( 0 ;) (A.110)

—z

where z; € U(1) C C such that an absorption of the complex phases into X produces even simpler blocks
0 -1 .

K;, = (1 0 ) = —ioy,. (A.111)

These properties are a direct consequence of the G;’s unitarity which can be seen as follows. Let S be
skew-symmetric and unitary then

1=578
=U*K'WUIUKUT
=U*K'KUT
= U*diag (|21]?, [21]?, .-y [2a %, |20]?) UT
= diag(|z1/%, |211%, -, |20 %, |20]?)- (A.112)

The Youla decomposition of G as a whole therefore reads
G=1,0G1®--- G, D1,
=(LeX19 - 00X, 0ly)(LoKi® - 0K,®1ly,) (Lo X] & ®X] &1y)

=XKXT. (A.113)
If we plug in this K into the definition Eq. (A.90) of V that we anticipated earlier we get
V =AK!

1, O 0 1, 0 0

=10 Ap O 0 Kp O
0o 0 0, 0 0 1,
]ll 0 0 ]ll 0 0

= 0 69?:1 Ajﬂg 0 0 69?:1 in 0
0 0 0 0 0 1
1, 0 0

=10 @?:1 iNjo, O (A.114)
0 0 Om

which is precisely the canonic form of V that is part of the BMD statement. Numerically, the Youla
decomposition of the G; blocks can be efficiently achieved using the pfapack package subroutine pfa-
pack.pfaffian.skew_tridiagonalize which yields the unitary matrix U and a complex matrix K. The
complex phases of the K blocks have to be removed by hand but once that is done we are left with the
desired decomposition of G that finally gives us the matrices C,D,V and U as defined in Eq. (A.89) and
Eq. (A.90).
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A.6 The Relation Between the Product State and the Thouless State

To prove Eq. (5.155), recall that the product and the Thouless state are only simultenaously defined
when both U and V are invertible. According to the BMD algorithm, this is only possible when the
Bogoliubov vacuum is fully paired, i.e. if dg = dp = 0 and 2dp = N. In that case, we know that the
product state of the Bogoliubov vacuum takes the form

N/2
10)y = det(DT) T byb50)
p=1
N/2 N/2
© qet(DM) 0|11 (up + vpéj,é}) |0)
p=1 p=1
N/2 N/2 ;
@ det(D) | T vour | T1 (1 i ;;) 10)
p=1 p=1 Up
o N/2 N/2 ;
= det(DT) H Uplp H exp [p _;E;;] |0)
p=1 p=1 ’U,p
N/2 N/2 "
Y det(DN [ T[ vpup | exp [ 2 gleh| 10). (A.115)
p=1 p=1 p

where we plugged in Eq. (5.189) in (¢) and used that uy,v, > 0 for all p in (). After that, we utilised
that

2
(eeh) =0, (A.116)
such that

exp [vp TCT:| =1+ 2ggt (A.117)

in (). Finally, we made use of the fact that pairs el E;; of creation operators commute such that

P

N/2
v

exp {p cl,c;,] = exp
Up

(A.118)

<

”G: "E
Ol
= =+
"S\—‘l—

p=1
in (A). Now, we can use the BMD to show that

exp [; () scf] — exp [

Q)
= exp

| —

(CT)T VU1t CT:|

(T ctv DT 'C* cf]

N = N N

)

D exp | (@) VO a*}

=2
~
[ V)

@ exp " gtat (A.119)

=
Il
—

where we plugged in the BMD U = CTUD and V = CTVD in (e), used that D is unitary so that
D*DT =1y in (V), and finally spelled out the matrix product in elements, using that U, = i ok and

Vpk = vp(0p — 65,) in (). Combined, we get

N/2
|0)} = det(DT) H vpUy, | exp B (c)7 SCT:| |0) . (A.120)
p=1
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The only thing left to show is that

Pi(UTV*) < PHDITCCTV D)
= Pf(DTUV D*)
@ det(D*)PHTTV)
N/2
© det(D*) H UpUp, (A.121)
p=1

where we once more plugged in the BMD of U and V in (¢), and used the Pfaffian identity
P{(BABT) = det(B)Pf(A) (A.122)

in (). For (%) we used that the Pfaffian of a 2n x 2n skew-symmetric tridiagonal matrix is given as

0 m 0 0
—a; O 0 0
0 0 0 a .
pt| 0 0 —ar O =[] a (A.123)
p=1
0 an
—a, 0

and that UV is precisely of that form with a, = u,v,. If we plug Eq. (A.121) into Eq. (A.120) we get
the desired relation

0)P = PEUTV*) exp B (c7 scf] 0y = PEUTV*) |0),) (A.124)

we claimed in Eq. (5.155).
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A.7 The Robledo Overlap Formula for Product States

In order to prove the Robledo overlap formula for product states, we substitute the relation Eq. (5.155)
between the Thouless and the product state into Eq. (5.202). This gives

bO0)) = PRU'TV!) PEUTV) (0']0),

- (-1)

S pHU TV PHUTY ) PE (ﬂs _gfv*) . (A.125)
-

To bring this into a more convenient form similar to that of Eq. (5.202) we follow the supplemental
material of [93] and write

S —1y . Iy 0 S 0 jIgN: 51
o (ﬂN —S’*) - ((S ﬂzv) (0 N S-1> ( 0 1y ))
) Iy —-571 S 0
= det ( 0 1y ) Pf(o —5" + Sl>
© PHS) PEH—S"* + 571, (A.126)

where used the Pfaffian identity Eq. (A.122) together with the skew-symmetry ST = —S in (A), and
computed the determinant

det ﬂi\’l 0 = det(1y)det(1y) =1 (A.127)
5711y
in (e). This allows us to write
P[0YP = (—1) = P TV PRUTV ) PE(S) PE(—S* + SV, (A.128)

Next, we use the relation

PHU'TV!) = PE((V/ V)TV (V)
=Pf(V'TV'TIUTVV THY)
=PV TV TTIU TV

@ det(v') PE(V/TLU'T)
@ det(v') Pf (51 1)
(») det(V")
= P (A.129)
where we have used Eq. (A.122) in (¢) and
St = (v = Tty T sy (A.130)
in (x). The final equality (*) is achieved using the identities
Pf(—A) = (=1)"Pf(A)  and  Pf(A47!) = (=b" (A.131)
Pf(A) '
for an n x n skew-symmetric matrix A. Specifically, we rewrite
-1 /s —1 N /% —1 (_1)2N 1
Pf(S ) = Pf(—S )= (—1)" Pf(—S )= = (A.132)

T PIS™T)  PH(STY)
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using the skew-symmetry to substitute S'T = —S'*. We can plug Eq. (A.129) into Eq. (A.128) to get

~ovey det(V') det(V¥) 1% g1
B pig) DI PHS" +57)

N(N+1) 1
2

et (V') det(V") s
(é)( )N(N+1) det(V)det(V ) (( I)NPf(S/*fl)) ((*DNPf(S'* 7571))

Q) N Iy S st 0

= (—1) det(V') det(V*) det ( 0 11N> Pf( 0 S+ g-1

() ( N(N+1) v’ Iy 0 §x—1 0 1y S’*

N 0 A Y 0 S-S5t 0 1y

_ ( N(N+1) V/ S/*71 ]lN

- 0 -1y —5-1

V’T R B V0

—1n —g! 0o v

N<N+1> Pt V’T Uv'v'—1t 1y V0
-Iy  vuUt-urvet) oo v

3010}, = (1)

Pf(—S"* +S71)

(D) N(N+1>

N<N+1> vty vty
_ Vo UTV*>’ (A.133)
where we used Eqs. (A.131) in (A), and combined
Sl* —1 0
Pf(S"* ) Pf(S'* —S71) = Pf( 0 g s—1> , (A.134)
while inserting a one of the form
1 = det (_ﬂéf* &) (A.135)

in (o). In (V) we wrote the product of det(V') and det(V*) as the determinant of a suitable block matrix

det(V") det(V*) = det (‘g ‘9) . (A.136)

Then, we used Eq. (A.123) to write

ILN S/* S/*—l 0 ILN 0 S/*—l 0 ILN S/*
det Pf =Pf Al
¢ (o 11N) ( 0 S’*—Sl) ((—S’* 1y 0 s—s1)\o 1y)) @D
in (V) and
V/ S/* S/*fl 0 V/T 0 S/*fl ﬂN V/ 0
Pf = Pf Al
(o v o sl (0 w) Chy 50) (0 )

in (O). In summary, we arrive at the neatly arranged formula

N(N+1) vty vty

for the overlap between two distinct product states that Robledo presented in [90].
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A.8 TRS, Fourier Transform and Topology of the Haldane Model

Here, we provide a collection of explicit calculations for Chap. 7.

TRS Transformation of the spinful Haldane Term

The TRS transformation of the spinful Haldane term in Eq. (7.15) transforms as

TtMF Z eigjkC}aCka TT = tMF Z €_i£jkTC;aTTTCka TT
A A

{4,%)

a,y,n

) —i€ik a o
) 5 (00
((Lk»
w —tMer 15”‘5“/71 CjnChn
(4,5
@,7y,M
= —tumF Z e ik c;.,yck,y (A.140)
<<j;yk>>

where we plugged in Eq. (3.15) in (o), applied the skew-symmetry o] = —o, of the y-Pauli matrix in (x),
and used the relation oo = 0,5 + i€;50; for the product of Pauli matrices in (x).

Diagonalisation of the Haldane Model in k-Space

We explicitly diagonalise Eq. (7.15) using the Fourier transform ¢; = 1/vV/L'Y", e’*Ecy, of the elementary
annihilation and creation operators. Since the spin degree of freedom factors in trivially, we consider only
one spin projection of Eq. (7.15), i.e. we transform the original spinless Haldane Hamiltonian

= —thop Z cher + VZ ejcjcj + tmE Z Zg“cTck = HyN + HEI:; + HENN . (A.141)
(4:k) (g:k)

Note that the honeycomb lattice structure causes some subtleties in combination with the chiral complex
hopping tyre’s* of the Haldane model. To deal with this, we formally separate the elementary field
operators into sublattice-A operators a; and sublattice-B operators b;, writing

e

3
Hy = —thop Z [a bjtu, + bjﬂ,kaj} + VZ [a;aj - b}bj]
J=1k=1 j
L 3 [ ,
+ tur Z Z e’ [a;Jr#kaj + b;r'bjﬂik] +e [aTaj+uk + b]+uk ] , (A.142)

1

=~
Il

1

J

where j + v denotes the index of the k-th NN site of j and j + uy labels the index of the k-th NNN site
in counterclockwise direction. Specifically, we have

Rj,, =R;+a, and R, =R;,—(-1)fbpy=R;+b, (A.143)

with aj, and k as given in Egs. (7.11) and (7.12) respectively. We also introduced the three counterclock-
wise NNN vectors b}, = —(—1)¥b;, for better readability. Note that k = 1,2, 3 for both NNs and NNNs
because the remaining three NNNs lie in clockwise direction and are treated separately in Eq. (A.228).
This makes it easier to account for the chiral phase £, = £ which is positive (negative) if the hopping
vector AR, = R; — Ry,. Here, we choose to account for the three clockwise NNNs as illustrated in
Fig. A.1. With this choice, the NNN at R;,,, is located in counterclockwise direction (§;; = +¢) if
J € A, whereas it is located in clockwise direction (£, = —¢) if j € B. We determine the Fourier
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Figure A.1: The blue and red dots label the sites of the two distinct sublattices A and B. Green and
pink arrows indicate counterclockwise (£;, = +&) and clockwise (£ = —&) complex hoppings on both
sublattices, while cyan (yellow) arrows mark the three counterclockwise (clockwise) NNN hoppings along
b1, —bs and bj from a given site in sublattice A (B).

transform of the NN hopping-, sublattice potential- and complex NNN hopping-terms of Eq. (A.228)
individually. The NN hopping term yields

Hal - thOp ZZ a; b]+'/k =+ bj+ukaj]

j=1k=1
L 3
1 —1kRJ zk/(R]-&-ak) T —zk(R]-&-ak) ikle T
= —thop Z Z 7 Z e e apb,, +e e by,
j=1k=1  k,k’

~

= —thop Z Z Hl Zez (K’ kz)RJ] ik’ aka};bk' + { Z i(k'—k)RJ} e—ik/akbl’rcak/}

k=1k,k’ j=1

5 (eHonal + e,
1 k

_ 3 eikak ag
= ~thop z_: Z —1kak 0 bk

h

- _thop

HMW

o

3 .
_ ot 0 cos(kay) + isin(kay)\ (ax
= “hhop — Ek: (ax br) (cos(kak) —isin(kay,) 0 by
3
= —thop Y _ Y (af, bl,) (cos(kay)r, — sin(kay)r) (Z:) , (A.144)
k=1 Fk

while the sublattice potential-term becomes
HE = VZ al jaj — bTb

L
1 . . L
_ VZ Z Z |:672k:R ik'R; 1 fap — —ikR; ,ik'R; b‘rkbk’]

J=1" kK
1< 1<
=V Hf Z i(k' k) R; }akak, [Z Zei(k _k)Rj}b,chk,}
kK’ =1 =1
DV (afay - vlby)

(af, b},) 7 (Z:) , (A.145)
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and the complex NNN hopping-term gives

L
NNN_ E E
HHal -
j=1k=
L

fMFZ }J’;

j=1k=1

16[ @541, 05 + b bjﬂu} +e [G’TCLJJFI—L;, + bJ+/uﬁ’T|

w \

i€ [efik(Rj+b') ik' R; aLa 1 e—ikR; eik'(Rjer;c)bLbkl}

. . N . 2 : o . 2 iyl .
L |:67’Lk:R] ik (R3+bk)achak/ 1 o ik(R;+b}) iK' R, bLbk’}]

L

3 L
= tmF Z leig “% Zei(k’—k)RJ] —zkbka ap + | 1 Zel (k' k:)R LiI'Y, blbk/}
j=1

Jj=1

n e_ig[ Z ot (K k)R otk b o f La,, + [% Zei(k'_k)Rj}e—ikb;bLbk/}]

j=1

©, ¥

o> . . / . ’

= tMmF Z Z [elf {e"kbk aLak + ki b};bk]
k=1 k

L [eikb;a;cak 1 oikb kaka

3
=typ YD “g(&—kbp n e—i(f—kb;.)} ala,+
k=1 k
n [ei(5+kb;> + e—i(s+kb;>} bl bk}
X i
= 2tpmE Z Z cos(€ — kbj)ala,, + cos(€ + kb;)bLbkl
k=1 k L

{cos(ﬁ) cos(—kbj,) — sin(€) sin(— kbk)} aa, + [cos(f) cos(kb),) — sin(&) sin(kb%)] bzbk]

= 2tpmE Z Z [cos(f) cos(kbj,) + sin(&) sm(kbk)} aya + [cos(f) cos(kby,) — sin(€) Sin(kb;)} b;rcbkl
k=1 k L
3
B ool cos(§) cos(kb),) + sin(¢) sin(kb},) 0 ak
= 2tmp kz::l zk: (a3, b3 ( 0 cos(&) cos(kby,) — sin(§) sin(kb%)) <bk)
= 2tmp Z Z aj, bl.) (cos(€) cos(kbj,) 1o + sin(€) sin(kbj,)T) (Z:) : (A.146)
k=1 k

Here we denoted the Pauli matrices on sublattice pseudospin by 7; to distinguish them from the Pauli ma-
trices o; describing electron spin. Combined, the total Fourier transformed spinless Haldane Hamiltonian
takes the form

Hya =Y (a, b},) (ho(k)12 + h(k)T) <‘;:> (A.147)

k

where

= 2tmF Z cos (&) cos(kb);) (A.148)

3
ha (k) = thopZCos ka;) , hy(k) = thop Zsm kaj) , ho(k)=V+2tyr Y _sin(¢)sin(kb) .

Jj=1 j=1 J=1

(A.149)
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We can further simplify this expression by defining

ke k
r = V3ag and y= 0%y (A.150)
2 2
with which
ka; =2y , kay=xz—-y , kas=-z-—9 (A.151)
and
kb, =kby=—x+3y , kby=-kby=—-2—-3y , kaj=kby=2x (A.152)
so that

ho(k) = 2tymr cos(§) Y cos(kby)

1

= 2typ cos(§) | cos(—z + 3y) + cos(—x — 3y) + cos(2:1:)]

= 2tpmr cos(§) | cos(—z) cos(3y) — sin(—x) sin(3y) + cos(—z) cos(—3y) — sin(—=x) sin(—3y) + cos(2x)1

= 2tyr cos(§) | cos(x) cos(3y) + sin(x)sit3y) + cos(x) cos(3y) — sin(x)sint3y) + COS(Q%)]
= 2tpr cos(€) | 2 cos(x) cos(3y) + COS(QI)] (A.153)

and

3
hy(k) = —thop Z cos(ka;)
j=1

= —thop | COS(2y) + cos(x — y) + cos(—z — y)]

= —thop | €08(2y) + cos(x) cos(—y) — sin(x) sin(—y) + cos(—x) cos(—y) — sin(—x) sin(—y)]

— —thop | c08(2y) + cos(x) cos(y) + sinfaysttF) + cos(x) cos(y) —Mm@]

= —thop | 2 cos(x) cos(y) + cos(2y) (A.154)

3
hy(k) = thop Y _ sin(kay)

Jj=1

= thop | Sin(2y) + sin(r — y) + sin(—z — y)]

= thop | SIn(2y) + sin(x) cos(—y) + cos(z) sin(—y) + sin(—z) cos(—y) + cos(—=x) sin(—y)]

= thop | sin(2y) + sinfz}eos(y] — cos(x) sin(y) — sinfz)eos(y] — cos(x) Sin(y)]

= —thop | 2 cos(x) sin(y) — sin(2y)] (A.155)
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3
hz(k) =V + 2typsin(€) Y _ sin(kb)
j=1

=V + 2tpmp sin(€) | sin(—x + 3y) + sin(—z — 3y) + sin(2x)]

=V + 2tyrsin(§) | sin(—z + 3y) — sin(x + 3y) + sin(2x)]

=V + 2tymr sin(§) | sin(—z) cos(3y) + cos(—z) sin(3y) — sin(x) cos(3y) — cos(x) sin(3y) + sin(2x)]

=V + 2tyrsin(€) | — sin(x) cos(3y) + cos(a}sint3y) — sin(z) cos(3y) — cos(x)si3y) + sin(2m)]

=V — 2tymr sin(§) | 2sin(z) cos(3y) — sin(2x)] . (A.156)

Chern Number of the Haldane Model

The Haldane model is characterised by the first Chern number, which, as pointed out in Sec. 2.3, obstructs
nowhere vanishing global sections. Here we will utilise the (im)possibility of finding nowhere vanishing
global sections to compute the Chern number explicitly. The diagonalisation of Eq. (7.17) yields the two
valence (—) and conduction (+) eigenstates

1 (ha(k) £ (k)]
w29 = () i) (4.157)

where N, is the normalising factor and |h(k)| = \/h.(k)?+ hy (k)% + h.(k)2. These correspond to
(local) sections of the valence and conduction subbundles. Note that these sections are only locally

K N% (m(Kn) . |hz<Kn>|> _ N% <fi<g<n>) (A158)

defined because we find

the Dirac points K, which vanishes as soon as
Je(Ky) = ho(Ky) £ [h:(Ky)[ = 0. (A.159)

In the conduction bundle, fi(K,) vanishes for h.(K,) < 0. In the valence bundle it vanishes for
h.(K,) > 0. Exploiting the gauge freedom of the states, we construct an alternative, phase-shifted
eigenstate u2 (k) that avoids vanishing at the critical points where the original section fails. The original
eigenstate will be denoted by ul (k) from now on. Each valid gauge, including u3 (k), corresponds to
another section of the subbundle. We now suggestively choose the following U(1) gauge transformation:

h-(k)F|h(k)|
el (k) 7’;((’;));’;(;’;) . (A.160)
| o (k) +ihy, (k) |
With this, the alternative eigenstate becomes
u> (k) = eivx(k) 1 (k) = i <_hf1.(gcl<3)21i}ilgy((l;c))2> (A.161)
* * NZ\h.(K) F |h.(K)| '

with an according normalising factor N2. At the Dirac points this simplifies to

2 _ 1 0
v Ka) = 3 (m(m) E |hz<Kn>|>' (4-162)

By construction, u3 (K,) displays the opposite behaviour of ul (K,): in the conduction band u?% (K,)
vanishes when h,(K,) > 0 while in the valence band u? (K,) it vanishes for h.(K,) < 0. Since the value
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parameters ‘ h.(K.) ‘ uy (k) ‘ u_(k)

V > 3v/3tyr sin(€) >0 | ul(k) | u(k)
V < —3/3tyr sin(€) <0 | ui(k) | ul(k)
—3+/3tyr sin (&) < V < 33ty sin (€) ? ? ?

Table A.2: Global phase choices of u (k) for different parameter regions.

and most notably the sign of h,(K,) depend solely on the parameters V' and ¢yr, we may perform a case
analysis in their respect. Using h. (k) from Tab. 7.1 we can easily identify three cases; these are listed in
Tab. A.2. In the first two cases the respective choice is unique and good for the entire Brillouin torus.
The only configuration of parameters that does not allow for a unique phase choice is given in the third
and last case. For ¢ € (0, 7] we have

he(Ky—t1) > 0
h

(K,—_1) <0 } if  — 3v/3tyrsin (§) <V < 3v3tyr sin (€), (A.163)
z n=-—1

which is reversed for £ € (—m,0] as then the sign of sin(£) is negative. In either parameter range it
is impossible to put down a frame of the subbundle by globally assigning a phase to the state vectors.
We have to cut the Brillouin zone into two disjoint parts K! and K!! such that K,.—,; € K' and
K,._ | € K™, Then we define sections u! (k) on K! and u!!(k) on K'I. For £ > 0 we assign the state
vectors according to regions as follows

S
Ho~
—
z

\
——
N
4
B

and Wl (k) = {”i(k . (A.164)

For ¢ < 0 the assignment is reversed. Note that the valence and conduction sections are oppositely
defined on both regions. While the conduction bundle is cut in the fashion of u!(k) in region I, the
valence bundle takes the form of u?(k) there. The converse situation arises on region I1. Our I and IT
versions of the wave function give rise to a Berry connection each:

A% (k) = —i (us (k)|Ok|u’(k)) with se {I,II}. (A.165)

We observe that u!(k) and u!!(k) are related by a “gauge transformation” that is defined according to
Eq. (A.161). Due to the inverse assignment of u'/?(k) to the conduction and valence bundle on both
regions, however, their phases differ by a sign. Their relation is inherited by the Berry connection as well
so we end up with

ulf (k) = e ol (k) AY (k) == AL (K) £ Ok (K) - (A.166)

Remember that, other than the Berry connection, the Berry curvature F4 (k) is not gauge dependent. It
is given by
Fik) = Fil (k) =t Fu(k). (A.167)

Using Egs. (A.167) and (A.166) in Eq. (2.237) we arrive at a straightforward expression for the Chern
number:

1
Cx =5 [ as) Fali

@_1 { dk AL (k) + / dk Ajg(k;)]
27 OKI OKII

* 1

O [ ak (AL k) - AT (k)

OKI

2 OK T
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For (o) we split the integral over T2 into two integrals over K /TI and used Stokes’ theorem to recover the
boundary integrals over the respective Berry connections. In (x) we utilised that the region boundaries
0K and OK'! coincide on T? and differ only in their opposite orientation, i.e. 9K = —9K!!.

We seek to parameterise 0K as simply as possible. One practical choice is to set up K’ to be a
small circle around K, _; such that we can Taylor expand hg and h for small deviations dk from K,_4:

ho((Sk) ~ _3tMF COS (f), hw(ék) ~ 3;(5]%;, (A169)

hy(0k) =~ t1 3?@5]6?!, h.(0k) ~ V + 733ty sin (). (A.170)

It is natural to parameterise our circular K’ in polar coordinates. Accordingly, it will come in handy to
have a polar coordinate parameterisation of the integrand ¢4 (k) at our disposal. This may be obtained
following Eq. (A.170) and Eq. (A.161):
h.(ok
|h-(0k
R(dk
|[R(0k

T |h(0k)|  |ha(0k) +ihy (k)|
T |h(dk)||  ha(5k) + ih,(5k)
|6k + i0ky|
| Oky +idk,
|0K|[e”]
|0k|ei?
= sign (R(dk)) - e~ 7. (A.171)

ol (0k)

= sign (R(0k)) -

The second to last equality formally adapts polar coordinates in the complex k-plane. Also, we defined
R(0k) := h.(6k) F |h(dk)| and utilised that it is real such that ‘gggg‘ is the sign of R(dk). Obviously,
|h(6k)| > |h.(6k)|. The parameters V and typ are bigger than or equal to zero such that the sign of
h.(dk) is determined by the values of the valley index 7 and angle £. For now, we shall discuss 7 = +1
and & > 0. This choice makes h,(dk) positive and a subsequent closer look reveals that the sign of R(dk)
only depends on whether the phase belongs to the valence band or to the conduction band.

At this point we may absorb the respective sign in the form of a constant, band-dependent term added

to the exponent:

explip. (0k)} = exp {2 (—19 e fzt D 7r> } . (A.172)

It is easily confirmed that this construction does, in fact, make up for the sign, depending on whether the
valence (—) or conduction (+) band is considered. Most importantly it allows us to compare exponents
and find that

o1 (0k) = -0+ X4 with 6 € [0,27m), (A.173)

is independent of dk. Note that we defined a band dependent constant X = U£D 7 Since we designed

2
0K to be a small circle, we employ polar coordinates and find

1

Ci =+— d(Skaktpi(ék)
2T 0K
1 27

—+— [ FdO(B+ %89)%(9)

2T 0

1 27
=+— df 0
27r/0 00 +(0)

1
- 4+ 27
o le+(0) I
1 2m
=+—[-0+£X
o [ :I:]o

In the second line we transformed to polar coordinates and explicitly parametrised the small circular
boundary 0K. In the next-to-last line we plugged in Eq. (A.173) and used that the constant term
vanishes due to definite integration.
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The above computation was done for 7 = +1 and £ > 0. We saw that for £ < 0 the choice of state
vectors is reversed such that, for fixed 7 = +1, this change gives a global sign for ¢4 (dk) and hence for
C. The choice of 7 = +1 in itself is a more technical issue as it is really only a matter of computing the
invariant. We have chosen to integrate around the K (7 = +1) point but we could have performed the
calculation around K'(7 = —1) just as well. Choosing 7 = —1 instead of 7 = +1 reverses the direction
of the oriented boundary between K! and K!! which results in a global sign for C. This sign, however,
is compensated by the simultaneously reversed phase convention for the valence and conduction states.
Importantly, the above computation shows that for any fixed configuration of parameters, the Chern
numbers of the conduction and valence bundle differ by a sign, that is

C+ == —C, <~ C+ + C, = O (A175)

This result is consistent with an important fact that we have mentioned before: the total Bloch bundle
is always bound to be trivial.
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A.9 The Magnetic Monopole

A spin-1/2 degree of freedom s coupled via an exchange interaction J to a local magnetic field S is
described by the two-level Hamiltonian

o Je T S 8,—iS,
H(S)_JSS_QSU_Z(SI—FiSy s, ), (A.176)
given in the basis {|1},]})} of spin-up and spin-down eigenstates. For convenience we define B := JS/2
and write
B B, —1iB
H(B) = N * Y. Al
B) <Bz +iB,  -B. > (A177)
The eigenenergies of Eq. (A.177) are then defined via
_ B.-FE Bz*iBy _ 2 np2_ p2_ 2
O—det(BI_H,By —BZ—E>_E BX-B2-B?, (A.178)

which yields

Ey=+,/B2+ B2+ B2=:%B. (A.179)

Note that these two eigenenergies become degenerate only for B = 0. The eigenvectors of Ei are
determined by

(H(B) — Ex) |p£(B)) = (H(B) — Ex)(px1(B) 1) + ¢+ (B) 1)) =0. (A.180)
In the {|1),|{)} basis this becomes
B,—-FE B, —iB, e+ 1(B)) 1 (0
(oo, o) (o) = ) s

which provides us with the condition

(B +1iBy)
B)=-—"—"F+ 72 B A.182
v+,(B) (B.+ ) o+.1(B) ( )
for the coefficients. We choose
1 B, +EL
B)= ——- . Al
lp+(B)) (B. + By (B,; +iBy) (A-183)

These eigenvectors are not yet normalised, so we compute their norm

1 . .
lo+(B)| = \/w (B: + E+)? + (By —iBy) (B, +1iBy))

1
= \/(Bz+ElL)2 (B2 +2B.E+ + E1 + B2 + B2)

1

1
= \/w (2B.E+ + E1 + E?)

- \/(BZQfE:E)2 (B + 5)

2k
=4 — A.184
B, + FE4 ’ ( )
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and define the normalised eigenvectors

i (B)) = — i les(B)

lo+ (B
(B.+ Ey) 1 B, + E4
2K (Bz + Ei) B, + ZBy

1 B, +FE
_ (515) (A185)
2E:|:(BZ +E:|:) Bz +ZBy

For B # 0, these states define two independent principal U(1) bundles 1+ — (R3\ {0}). We can use
Eq. (A.185) to determine the Berry connections

A+(B) = (¢+(B)d|¢+(B)) (A.186)

of Y1 —5 (R3\ {0}) explicitly. In components, they read

As(B) = (111 (B) + (Hvoa 1 (B)) [ D ((0u02.4(B)) 1) + (0,04.,4(B)) 1)) dB,

nel

= > (Ve 4(B) (004 1(B)) + b | (B) (9utbs,4(B))) dBy, (A.187)

pnel

where we introduced the index set I = {z,y, 2z} to aid readability. We break this down in steps. To
avoid clutter, we suppress explicit B-dependencies throughout the calculation, writing, for example, E.
instead of F1(B). First, we compute

2B B
8,Ey = +0,,\/B2 + B2 + B2 = + = Sl (A.188)
2./B2+B2+B2 Fx

where pu € I. Next, we find

B, B,
o, JIE (BT T = 2% (B: + BEx) + 2B g _ Bu(B.+2E1) (A.189)
. 2\/2E. (B. + E+) Ei\/2E.(B. + Ey+)
for p = x,y and
28= (B, + 1) +2E+(1+ &= B. + E.)?
9.\/2E+ (B, + Ey) = 2= O+z) +) (A.190)

2\/2E+(B. + E+)  E1\2Ei(B. + Ex)

for the partial derivative in z-direction. With these auxiliary results, we determine the derivatives of ¥4 4
and 14 | separately. We begin with 14 4+ and get

B, +FE
Dot = D ( +)
2Ei .+ Ey)
/ B —|—Ei
— (B, + B1)22-
o —s—Ei 4E%

B,B.
_ —Bu— T
—\ (B. +Ei AE2
\ (B +Ei 4Ei

- (A.191)

2E:|:\/2E:|:(BZ +Ey)
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for p = z,y and
(Bz + E:t)

Doty + = O,
Ve = e B

( )
=9 (Bz + E:t)
N 2E,

B, B,
! 2F. (1+Efi)2Eif(Bz+Ei)2ﬁ
2\ B.rEL) AF2

B2

. 2E:t Bz_Bz_Ei+Ej:
B (Bz + By

)
2K Ei — Bg
(B, + Ex) 4Ei
B2 +B2
_ z y (A.192)
2E:2t 2E. (B, + Ey)

AE2

for the partial derivative in z-direction. Analogously, the partial derivatives of the 1+ | component yield

(By +1iBy)
2FE. (B, + E+)

8xw:|:7$ = az
. B, (B, E
2E. (B, + Ey)
2E+(B.+ E4+)Ey — (By +1By)B,(B. + 2E.)
Es (2B+(B. + B4))*?
_ 2(B? + B})(Ey + B:) + By B. — iB,By(B: + 2Ey) (A.193)
B (2B4(B. + E1))""? |

in the z-direction,

(By +1iBy)

2Ei(Bz + Ej:)

. B . B, (B.+2E1)

in/2EL (B, + Ey) — (B, + sz)—Ei yﬁEi(BerEi)
2Ei(BZ + E:t)

2B (B, + E+)EL — (B, + iBy)By(BZ +2Ey)

Ey (2E4(B, + E4))*/?

 i2(BZ+ B2)(E+ + B.) +iB;B. — B,B,(B. + 2E..)

By (2E4(B, + E1))*?

6y¢i,i - ay

(A.194)

in the y-direction, and

(Bw + iBy)
2E:|:(BZ + Ei)
(B.+2E+)?

B B hn 0

2Ei(Bz + Ei)

. 2
_ (Ba+iBy)(B. +2E) (A.195)

By (2EL(B. + Ex))*?

az'(/)i,i = az

in the z-direction. If we plug these into Eq. (A.187) we get
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As(B) = 3 (¥4 (B) (002.4(B)) + Y1 1(B) (2. (B)) ) dB,

ner
(B: + Ex) B.B:
B ( 2B+ (B. t Bx) 2E%\/2E+ (B. t Ex)
(Br —iB,) 2(B?+ B2)(Ex + B.) + B2B. — iB,B,(B. + ZEi)>dB
2E+(B. + B+) Es (2B+(B. + E+))*/? ¢
N < (Bt Ew) B,B.
V2E+(B: + E1) 2E3\/2E+(B. + Ex)

2E1(B. + Ex) E+ (2E+(B. + E4))*?
(B: + E+) B} + B;
V2E+ (B, + Ex) 2Ei\/2Ei (B: + Ex)
_ (Ba—iBy)  (Bs+iBy)(B: + Ex)?
V2E1(B. + B+) Ex (2E+(B. + E1))*?

—(B: 4 E+)’ByB. + (B — iBy) (2(B2 + By)(E+ + B.) + B2B. — iB.By(B. + 2E-))
4F3(B. + E+)?

(B, —iB,)  2i(B2+ B2)(E+ + B.) +iB2B. — B, B,(B. + QE:E))dB
Y

dB;

4F3 (B. + F+)?

B2 B. 2 B2
P B) (Bt 2 y>>de

< .+ E+)?B,B. +(By+iBz)(2(B§+B§)(Ei+Bz)—I—BZBz—i—iBsz(BZ—FQEi)))dB
Y

< 4F3 (B. + Ey)?

= Ayg,

B)dB, + Ay ,(B)dB, (A.196)

where we defined the coefficients

—(B: + E+)’ByB. + (Bo — iBy) (2(B? + B;)(E+ + B.) + B;B. — iB. B (B: + 2E))
4E3 (B + E1)?

—(B:+ E+)’ByB. + (By + iBz) (2(B2 + B2)(E+ + B.) + By B + iB.By(B. + 2E+))
4AE3 (B, + E+)?

Ay 2 (B) =

Agy(B) = (A.197)

of the Berry connection. Note that the A+ ,(B) and A4 ,(B) are the same up to a coordinate rotation By — By
and By — —B,. This allows us to compute A+ ,(B) and A4 ,(B) simultaneously. Specifically, we compute
Ay . (B) first,

—(B:+ E+)’ByB. + (Bs — iBy) (2(B2 + By)(E+ + B.) + BiB. — iB.By(B. + 2E1))

T B) =
At (B) AE3(B. + E+)?
_( —2i(Bx + B.)Bj + (—BeB7 + 2BvEs + 2B+B. — BB — 2B-H.) B2
- AE3 (B, + F+)?
N (—2iB2B, — 2iB2E+ — 2iB?E+ — 2iB?B,)B,
AE1(B. + E4)?
(—BiB; — 2B*BoEy — B¥E, — BoBY + 2BiBiE, +2B:B7 + B¥R.)
4E3 (B. + E+)?
o 2i(E+ + B:) (B} + (B 4+ B2)By)
- AE3 (B + E1)?
_ (B B? + B?)By)
N 2E3(B. + Ex)
0  iEiB,
iB,

_ , A.198
2Ei(BZ +Ej:) ( )
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where we have used E2 = B2 = B2 + Bg + B?%in (¢). Then we perform the coordinate rotation B, — B, and
B, — —B, on the result to get

1B,

A B = op B B

(A.199)

where we used that Fy only features Bg so that F+ — FE1 under the coordinate transformation. Com-
bined, we find

As(B) = Ai .(B)dB, + A+ ,(B)dB,
i BydB, — B,dB,

=—= . A.200
2 Ei(Bz + Ei) ( )
If we plug in Eq. (A.179) we get
_ _i BydB, — B,dB,
AL(B) = ¥5 B(B. = B) (A.201)

This tells us that in the current gauge choice, i.e. in the current choice Eq. (A.185) of eigenstates, the
Berry connections Ay (B) of the ¢y — (R*\{0}) bundles are only well-defined if B # T B,. Specifically,
A, (B) is only well-defined away from the negative z-axis, while A_(B) is only well-defined away from
the positive z-axis. This singularity in the Berry connection is famously known as the Dirac string [2].
The location of the Dirac string can be manipulated through gauge transformations. However, it can
never be removed. This is a prototypical example of a topological obstruction: as we will see shortly, the
first Chern number of the principal U(1) bundles ¢4+ — (R3\ {0}) is non-zero. We mentioned in Sec. 2.3
that a non-zero first Chern number obstructs the definition of a nowhere-vanishing global section. In the
associated principal U(1) bundle this manifests as a singularity because the U(1) phase of the zero vector
(which necessarily exists somewhere as no nowhere-vanishing global sections exist) is ill-defined. To see
that the Chern numbers of the ¢-. — (R®\ {0}) bundles are non-zero, we compute the Berry curvature

= 8, A4+, (B)dB, AdB, + 9, A+ ,(B)dB, A dB,
+ 0. A+ ,(B)AB. AdB, + 0. A+ ,(B)dB. A dB,

iB iB
—o, (— P \4qp, rdB "y \4B AdB
0 <2Ei(Bz+Ei)) w A y+ay( in(BerEi)) y N dBe
iB iB.
o, (—— v Nap.pdB,+0. [ ——2  \dB.AdB
+ ( 2Ei(Bz+Ei)) + <2Ei(Bz+Ei)> Y

(©) 1By 1By
o [a“ (QEi(BZ + Ei)) +0y <2Ei(BZ + Ei)>] dBy A dBy

—iB iB
0, | ————%—)dB,AdB; — 0, | ————————— | dB, AdB,
+ <2Ei(BZ+Ei)> (2Ei(Bz+Ei)> Y
= Fi 2y(B)dB, AdB, + Fi.o(B)dB. AdB, + Fi,.(B)dB, AdB. , (A.202)

where we defined the Berry curvature coefficients Fx ., (B) with respect to the standard order zyz of
indices. In (o) we used dBy AdBg; = —dB, AdB, to combine the first two terms into Fi g, (B). In order
to compute this explicitly, we first use Eq. (A.188) to compute the auxiliary result

B, 6 2B(B. + B) - B, (253 (B. + B) + 2B(6,.. = %))
8“2(iB)(BZ B ° 4B2(B, + B)?
_ , 9w2B*(B. £ B) — B, (2B,(B. £ B) + 2B(5,:B £ B,))
1B3(B, + B)?
_ 0w?2B*(B. £ B) — B, (2B,(B. +2B) +25,.5%)

= 555,15’ (A.203)
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With this we get

and

iB,
0z At y(B) = 0, (QEi(B,z‘FEi))

_; [2B°(B: £ B) - 2B(B. +2B)
N 4B3(B, + B)?
. (2B - 2B2) (B, + B) ¥ 2B2B
4B3(B, + B)?
[ (2B2 +2B2) (B, + B) ¥ 2B2B
=+ (25, ) ) ¥ 25, , (A.204)
4B3(B, + B)?
—iB
o +(B) =29 7Yy
yAsa(B) =0y (2Ei(BZ +Ei))
[2B*B. + B) - 2B(B. +2B)
-7 4B3(B, + B)?
o (2B — 2B2) (B, + B) ¥ 2B2B
4B3(B, + B)?
[(2B2 +2B?) (B, + B) + 2B2B
= Fi z z A.205
+ iB3(B, £ B)? ’ (4.205)

for the partial derivatives in the z- and y-directions. The partial derivatives in the z-direction immediately
yield the corresponding coefficients of the Berry curvature — they become

and

iB,
]:i,yz(B) = —8zAi7y(B) == —82 (w)

B, (2B.(B. £ 2B) + 2B?)

- 4
! AB3(B. + B)?

B, (2B2 +4B.B + 2B?)
4B3(B, £+ B)?

2B, (B, + B)®

4B3(B, + B)?
B

- i;?’; : (A.206)

_ _ _iBy
f:ﬁ:,zm(B) - 8z~/4:|:,a:(B) - az <2Ei )

(Bz + Ei)
B, (2B.(B. + 2B) + 2B?)
iB3(B, £ B)?

B, (2B% + 4B.B + 2B?)
4B3(B. + B)?

2B, (B. + B)?

AB3(B, £ B)?
B

- ﬁ:;?% , (A.207)

respectively. Next, we determine the combined coefficient 4 ., (B) of dB, A dB, in Eq. (A.202).
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We find
1B, 1By
Fay(B) = 0: <2Ei(BZ T Ei)> + 9y <2Ei(Bz + Ei)>
[(2B2 +2B2) (B. + B) ¥2B?B  (2B% +2B?) (B. + B) ¥ 2B2B
: n ‘ :
4B3(B, + B)? 4B3(B, + B)?

[(2B2 +2B?) (B, + B)  2B2B + (2B? + 2B?) (B, + B) ¥ 2B2B
4B3(B, + B)?

[ (2B2 + 2B2 + 2B?) (B, + B) T 2B2B + 2B%(B, + B) T 2B2B
T Y z z z Y
4B3(B, + B)?

© 2B*(B. + B) F (2B} + 2B; + 2B2)B + 2BZ(B. + 2B)
4B3(B, + B)?

[2B%*(B. + B) T2B*B + 2B%(B. + 2B)

I 4B3(B, + B)? ]
[2B%B. +2B?B. +4B?B

| 4B3(B, + 2B)? ]
[2B. (B*+ B2+ 2B.B)
4B3(B, + B)?

[ B.2(B. £ BB)?
AB3(B. + B)?

BZ

2B3

=i (A.208)

If we plug Eqgs. (A.208), (A.207), and (A.206) into Eq. (A.202) we arrive at the simple expression

: dB. AdB, + B,dB, A dB
]:i(B):i%Bdex/\dBy+By B?»A + + BydB, A dB. (A.209)

for the Berry curvature of the magnetic monopole, cf. e.g. Ref. [39]. Several remarks are in order.
The first one is that one can rewrite the Berry connection A4 (B) from Eq. (A.201) as

i B,dB, — B,dB,

A<(B) =F3 =55 1 By

i (B, -B, 0) 3?

~ Taope (B +1) dBZ
B i [BxeT

T B2 (e.B/B+1)
i [e.x B|T

2B2 (e,B/B £ 1)

= A, (B)TdB, (A.210)

dB

where we identified the numerator as an inner product between the two vectors [Bxe.]T = (B, —B, 0)
and dB = (de dB, de)T and defined the coefficient field

) e, x B

A+(B) = B e.B/BL1)

(A.211)

This form of the Berry connection A4 (B) is more familiar to most physicists and makes the analogy
with the electromagnetic gauge potential more transparent. Note that it is usually the coefficient field
A_(B) that is quoted as the electromagnetic gauge potential.
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Along the same lines one can rewrite the Berry curvature 74 (B) from Eq. (A.209) as

i B.dB, AdB, + B,dB, AdB, + B,dB, A dB,

Fi(B)=+

2 B3
i (B:c B, Bz) dB, AdB,
= iT dB, ANdB,
dB, AdB,
1BT
—: F.(B)TdS, (A.212)

where we used the hodge operator x : AP T*M — A" P T*M to translate the vector dB of one-forms
into a vector

*d B, dB, ANdB,
dS :=«dB = [ xdB, | = | dB, AdB, (A.213)
*dB, dBy, ANdB,

of two-forms. We also defined a coefficient field

iB
Fi(B) =43 (A.214)

of the Berry curvature. By definition, this is equal to the curl
Fi(B) = CuﬂAi(B) =V X Ai(B) (A.215)

of the coefficient field A4 (B) associated with the Berry connection. This can be seen through explicit
calculation (see above) or via the fundamental definition of the exterior derivative: if we write

AL(B)=A4(B)'dB = Ay ,(B)dB, + Ay ,(B)dB, + Ay .(B)dB, , (A.216)
then we automatically get

Fi(B) =dAL(B)
= (0;A+ y(B) — 0yA+ »(B))dB, NdBy
+(0:A4 2(B) — 0, A4 .(B))dB. NdB,
+ (0yAx .(B) — 0.A+ ,(B))dB, NdB,
— F.(B)'dS, (A.217)

and hence the coefficient vector

Do Asy(B) — 0,Ax.+(B)
Fy(B)=|0,Ay.(B)— 0,41 .(B) | =curlAL(B), (A.218)
(’)yAi’Z(B) — 8ZAi’y(B)

by the skew-symmetry of the wedge product. The curvature Fi (B), and in the physics literature often its
coefficient field Fy (B), is then usually compared to the magnetic field. The form of the gauge potential in
Eq. (A.211) and the curvature vector field in Eq. (A.214) are strongly reminiscent of the gauge potential
and magnetic field of a magnetic Dirac monopole.

It is worth conceding that the vector of two-forms in Eq. (A.213) is an unusual sight. In physics, we
are accustomed to expressions like f o F'dS representing the flux of a magnetic field F' through a surface
S. This leads to shorthand statements like “integrating a magnetic field over a surface.” However, the
mathematical theory of integration on manifolds does not assign meaning to the integration of vector
fields over surfaces. The proper objects for integration over two-dimensional manifolds are two-forms. To
translate these kinds of shorthand statements into the language of differential forms, we typically rely on
two central tools: the musical isomorphism b : TM — T*M, which maps vector fields X = X,,0,, on an
n-dimensional manifold M to one-forms v = X,dz*, and the Hodge star, which maps p-forms on M to
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(n — p)-forms. If we choose to understand the curvature coefficient field Fiy(B) from Eq. (A.214) as a
vector field
1B,

B
== k) (A.219)

Fi(B):Fi,:r(B)aa:+Fi,y(B)ay+Fj:,z(B)az B3 Z

iB,
then its integral over a two-dimensional manifold S € R3\ {0} corresponds to the expression
) ) . b
iB 1B iB
*F(B)’ = / *(IBI + =29, + 282>
/S s\ B B3 B3

B 1B 1B
= | x[ =24dB, + =%dB, + ZBZ>
/S ( B3 B3 YT B3

iB, iB, iB,
= /S (BSdBy NdB. + 53dB. AdB, + 27d B, A dBy)

= / F.(B)'dS, (A.220)
S

and hence the integral of the Berry curvature two-form from Eq. (A.212).

The second remark is that one can integrate the Berry curvature Fi(B) over any closed two-
dimensional surface S C R3\ {0} to get a Chern characterising the principal U(1) bundle over S.
Choose, for instance, the standard embedding {B € R?\ {0} | |B| = 1} of two-sphere $? C R?\ {0}. To
compute the Chern number over $? we assume spherical coordinates

B, = Bsinfcos ¢
B, = Bsinfsin¢
B, = Bcos#, (A.221)

where ¢ € [0,2n] and 6 € [0, 7]. With this, we find

dB, = sinf cos dB + B cos ) cos ¢df — B sin 0 sin ¢d¢
dBy = sinfsin ¢dB + B cos 0 sin ¢df + B sin f cos ¢pd¢ , (A.222)

such that the Berry connection becomes

i B,dB, — B,dB,

A+(B) = F3 =55 1 By
_ i | (Bsinfsing)([sin 6 cos ¢dB + B cos f cos ¢df] — Bsin fsin ¢dg)
2 (£B)(£B + Bcost)
_ (Bsinfcos ¢)([sinfsin ¢dB + B cos sin ¢do] + Bsinf cos ¢dg)
B2(1+ Bcosf)

i B2(sin? 0 sin” ¢ + sin? 0 cos? ¢) do

2 B2(1 + cosb)
i sin’f 5
~ 2(1+cosb)
_ £<1_C0829)d¢

2 (1£cosh)
_ i (1+cost)(1— cosQ)d¢

2 (1 £ cosb)
= %(1 Fcosf)do . (A.223)

If we compute the Berry curvature from this we obtain a similarly simple expression

Fi(B)=d [;(1 F cos H)dqﬁ] = :I:% sinfdf A d¢ . (A.224)
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The first Chern number of the principal U(1) bundle over S? C R3 \ {0} is then

7

C1(Fe(B)) = {[e1(F=(B)L [S?]) = 5 g F+(B)

2 2
—i/w/% i 6do A do
_27T o o 2bln

_ q:i/ sin 6d6 do
47 0

2
=3 [ sin6do
4 J,

= $% [ — cos 0}2
=71. (A.225)

Note that the first Chern number is also equal to the first Chern character, i.e.
Ci(F+(B)) = Chi(F+(B)) . (A.226)

The fact that this Chern number is non-trivial tells us that there exists no nowhere-vanishing global
section. There always has to be at least one point where the section is zero and the phase is ill-defined.
Intuitively speaking, this point is where the Dirac string of the monopole that sits at 0 € R3 punctures
the enveloping two-dimensional surface S C R3\ {0}, here: S = S2.
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A.10 TRS, Fourier Transform and Topology of the Kane-Mele Model

Here, we provide a collection of explicit calculations for Chap. 8.

TRS Invariance of the Kane—Mele Hailtonian

First we show that the Kane-Mele Hamiltonian from Eq. (8.1) is invariant under the TRS transformation
Eq. (3.15) of spin one-half fermions:

THKMTT =7 ( — thop Zcmcka + VZEJC]ana + itso Zujkaaﬂc;ackg)TT

{3,k Ja 4, l;»
= —thop Tl TT ek TH+ VY e, Tel T TejaTt —itso Y vino2® Tel, T Ters T
(1K) Ja <<j,lg>>

(©)
= thop Z UO‘B y'yc 5Chy — VZE 0’ y JﬁcrY + itso Zujkaaﬂ ;"’aﬂ"c;(,yckn
(2

a,B,w o3 o,B8,7:m
S T 4
= —thop Z Uﬁ"‘ oy Jﬁc;m + VZ&‘] oy Yoy ey — itso Zujka'yo‘ (o2P B”) CjChn
(3.k) {3:k)
B,y 0B o,B,7:m

) —thop Z 38 chkv +V Zgaéﬁv 5Cjy — itso Z VKo, (—io2™) c;rﬁckn
(J k) {4,k

ﬂ o @,Y,mn
= 7th0pz C;Ckp +VZ€] C;gCip — tSOZV]k O"YaO'_Om ijckn
<(J, )
@,7,M
_—thopZC Cka"’VZ@J CigCip — tSOZVk 0-’777 C;,YC]W,
(g,k)
o
= —thop Z CinCha TV Z sjc;facja + itso Z l/jkag"gc;acw
(J k) Jrex {4,k
o,
— Hiu . (A.227)

Here, we plugged in Eq. (3.15) in (o), applied the skew-symmetry o] = —o, of the y-Pauli matrix in (%),
and made repeated use of the relation oo = J;i + i€ji0; for the product of Pauli matrices from (x)
onwards.

Diagonalisation of the Kane-Mele Model in k-Space

We explicitly diagonalise Eq. (8.1) using the Fourier transform cj, = 1/ VL > €% Fcy,, of the elementary
annihilation and creation operators. Like in the Haldane model, the honeycomb lattice structure causes
some subtleties in combination with the SOC hopping  itgo of the Kane-Mele model. To deal with
this, we formally separate the elementary field operators into sublattice-A operators a; and sublattice-B
operators b;, writing

3
Hyn = —thop Y Y [0l bjia + b 0ta] +V > [af a0 — bl bja]
Ja k=1 R

T T
+itso Z Z Jaﬂ j+uko¢a’3ﬁ + b]abj+#k5] - [a’jaa’jﬂL#kﬁ + bj+ukozbjﬁ]
s, B k=1

= Hin + Hip + Hivr (A.228)
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where j + vy denotes the index of the k-th NN site of j and j + p labels the index of the k-th NNN site
in counterclockwise direction. Specifically, we have

RjJrVk = Rj + ag and Rj+uk = R]‘ — (—1)kbk = Rj + b;c s (A229)
as in Eq. (A.143). Apart from the extra spin index in the Kane-Mele model, we find that
HRN ~ HYN and  HESy ~ HEO (A.230)
so we can adapt Eq. (A.144) to get
3
. a
HYN = thopzz aka kaa ) (cos(kak)T, — sin(kay)Ty) (b:@> ’ (A.231)
k=1 k,« «
and Eq. (A.145) to get
ot _ T t ag
HII;M - sz (ak:a bka)TZ <ka) . (A232)
Similarly, we may modify Hxnn from Eq. (A.146) to obtain
HES = 2tso o%?(al,, b)) sin(kb (“’“5) A.233
KM kzlk;ﬂ ka k:a) ( ) bk,B ( )

Note once more that we write 7; for the Pauli matrices associated with sublattice pseudospin and o}
for the Pauli matrices describing electron spin. Combined, the total Fourier-transformed Kane-Mele
Hamiltonian takes the form

At
b
Hin =Y (af, b}, af, b}, (ho(k) 0. @7+ 1, ® [h(k)r]) a’z (A.234)
k
bk:i
where
3
ho(k) = 2tso Y _ sin(kb)) (A.235)
j=1
and
3 3
ha(k) = —thop »_cos(ka;) , hy(k) =tuep ¥ _sin(ka;) , h.(k)=V. (A.236)

j=1
Analogous to Egs. (A.153) and (A.154 - A.156) we can use Eq. (A.150) to simplify Egs. (A.235) and
(A.236) as

ho(k) = —2tso {2 sin(x) cos(3y) — sin(Qx)] (A.237)
and
he(k) = —thop [2 cos(z) cos(y) + cos(2y)] , hy(k) = —thop [2 cos(z) sin(y) — sin(2y)] ,ho(k)y=V. (A.238)

As the two spin projections in Eq. (A.234) do not mix we can diagonalise the spin-up and spin-down
blocks separately. This yields the familiar energy dispersions

— e\ B (R)? + iy ()2 + (ha(R) + ho(R))®

=\ ha ()2 + hy (k)2 + (hak) — ho(k))?, (A.239)

which may be combined as

= £\l (k)2 + By ()2 + (ha (k) + 1oho (K)) (A.240)

where 7, = +1 is positive (negative) for o =1 (o =|).
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The Fourier transformed Kane-Mele Hamiltonian in Eq. (A.234) is given in terms of the four tensor
basis matrices

Uz®7-27]12®71512®7y>]12®7-z- (A241)
In this basis, the TRS operator takes the form 7 = (io, ® 12)K and the individual matrices transform as

T (0.©7.) T' = (ioy © 1)K (0. @ 7.) K((i0) © 1)
= (o, ®12) (0.0 7:) (0y ® 1)
(

>

Oy0,0y & Tz)

(o

N

(
(
(iQUZ ® 'rz)
=—(0-@7)

10,0y @ Tz)

I
|
—~
=
[N~}
&
<
SN—

T (lawr)Th =

ioy ® 12)K (12 ® 72) K((—ioy) @ 1)
oy @ 12) (L2 ®7:) (0y ® 12)
o2

1,®7), (A.242)

P e

where we repeatedly used 001, = di1 + t€ji07 in (o) and K7, = —7, while K7, = 7, and K7, = 7.

The Z5 Invariant of the Kane—Mele Model

Here we closely follow Ref. [181] to determine an explicit formula for the Z, invariant of the Kane—
Mele model. The TRS invariance of the Kane-Mele model means that we must consider “TRS-smooth”
sections, i.e. sections |u,(k)) fulfilling

un(k)) = T [un(0(K))) = T un(=FK)) , (A.243)

with the base space time-reversal involution 6 : k — —k. Just like the Chern number constitutes an
obstruction to global sections, the Zs invariant constitutes an obstruction to define global TRS-smooth
sections. In order to construct TRS-smooth sections we introduce the so-called effective Brillouin zone
&2, which is pictured in Fig. A.2. Generally, the effective Brillouin zone £¢ is a fundamental domain
of time-reversal symmetry, i.e. it contains exactly one representative from each pair k and 0(k) = —k
of momenta related by TRS, up to points I', that are invariant under TRS (time-reversal invariant
momenta, or TRIMs). The boundary 0 of £ still supports a non-trivial action of TRS and we can
again consider a fundamental domain F%~1 of £¢. In the present case, we have d = 2 and £? is a
cylinder St x [0,1] C T? while F! is the interval [0,7]. The concept of the effective Brillouin zone is
crucial for the definition of the Z, invariant.

Recall that the Kane—Mele Bloch bundle decomposes into a direct sum of two rank-two valence and
conduction subbundles. At any TRIM T',, the time reversal operator 7 therefore acts as a skew-symmetric,
anti-linear map on the rank-two fibre over I',,. In a local basis, this map is represented by a 2 x 2 skew-
symmetric matrix. There are several natural quantities associated with such matrices, including their
rank, determinant, and Pfaffian. The latter, though less commonly encountered, is particularly relevant
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Figure A.2: Stylised two-dimensional effective Brillouin zone £2? (shaded) and the fundamental domain of
its boundary F! (red). Illustration created by the author, inspired by Ref. [181].

here. We have seen in Sec. 2.3.5 that the Pfaffian is an invariant polynomial and can therefore be used to
generate topological invariants of a given vector bundle. For a 2 x 2 skew-symmetric matrix, the Pfaffian
is especially simple: it equals the upper right entry.

if A:(O g) then Pf(A) = a. (A.244)
—a

Note that the actual choice of basis does matter because the sign of the Pfaffian changes for instance when
two basis states are interchanged. The Kane-Mele invariant can be understood as a way of normalising
and comparing these choices of Pfaffians at all four fixed points simultaneously. To see this, we utilise

the fact that the Kramers pairs {|ul(I'y)),|u2(I's))} are linearly independent for any fixed point I'y, so
that we can choose them to satisfy

Tlup(Ta)) = lup(Ta))  and  Tlug(Ta)) = = Juy(Ta)) - (A.245)

We noted earlier that we would have to make sure that the sections |u,(k)) are TRS-smooth, i.e. properly
related between regions that are “time-reversed counterparts” of one another. To rigorously identify and
connect these regions we make use of the notion of time-reversal stable, or #-stable, regions. A subset
V C T? of the Brillouin torus is said to be stable under @ if it fulfils (V) = V. Let us denote those
§-stable regions V' that do not contain fixed points T'y, by V, i.e. VN {4} = 0. Over every V we then
have

2 _
(T2=2)

lul?(—k)) = X" CRT L2 (k) eXn* (=) = _eixn® () (A.246)

with phase functions y.?(k). One can show that these sections do not continuously extend to stable
regions V that do contain fixed points, cf. Ref. [181]. However, it is possible to patch up a section using
both |ul(k)) and |uZ(k)) to bridge the TRIMs. To see this, we take some stable path P containing a
fixed point 'y, and decompose it as P = P~IIPT where (V™) = VT and V- NV*T =T,. We then fix
local sections over P~ and PT independently and continuously extend both sections to I',, from either
side. Importantly, these combined sections can be chosen such that they match over T'y, such that the
sections over P~ and P can be “glued together” at I',. In this way we can find two TRS-smooth sections
that extend past I',. Specifically, we denote the two combined sections by Roman numbers |ul (k)) and
|ull(k)) and define

I S lug (k) on P - e | |uZ(k)) on P*
lun (k) = {|u%(k)> o P- d  u, (k) = {Iui(k» o P (A.247)

where we glue together the functions x.(—k) and x2(k) at T, to form a function y,, (k). With this we
get
[l (—k)) = e CRT [Wl (k) and  |ul(—k)) = —eX P T |ull(k)). (A.248)

n
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In this basis, the U(2) matrix representation of 7 reads

s : 0 _e_'LX7z(k)

n(k) = ((u(=k) Tty (k) smr,11 = (e%(k) ) ) , (A.249)
which is skew-symmetric over the fixed point T'y. Its Pfaffian is Pf(w,(T'y)) = —e »(T«)  From
|uy, (k)) o7 ;7 Wwe may define Berry connections

A (k) = i (ug, (R)[ Ok |uz, (F)) - (A.250)
With these we can compute so-called partial polarisations
= % AS (k)dk (A.251)
c

over every closed curve C' C T2. We can use the partial polarisations to define the charge polarisation
Pc = P! + P and the time-reversal polarisation Pr = P! — P!, Now, the effective Brillouin zone
boundary 9% = {(k,0) | k € [-m, 7]} C T2 corresponds to a closed curve C C T2, which is also a
fundamental domain for the time-reversal involution 6. As a closed curve, 92 contains two fixed points
I't =(0,0) and I'y = (7,0). Its time-reversal polarisation takes the form [181]

1 1 det(wy, () Pf(wy, (7))
Pr=— ! ” =— |1 - 21 A.252
= 27r/ (An(k) = A (R))dk = 57 [n det(wn(0)) " P(wn(0)) (4.252)
Exponentiating both sides and using '™ = —1 gives

=11 \/m I sign (Pf(wn(Ta)))- (A.253)

To=01.T Pf w" O‘)) Io=I1,Is
The Kane—Mele invariant is then a mod two reduction
v:=Pr mod 2 (A.254)

of the time-reversal polarisation Pr.1® There is are mode formulas for the Kane-Mele invariant available
in the literature, that highlight different properties. One wide-spread formula is

vi= 1 (7{ Adk —/ ]—'dk) mod 2 (A.255)
2w oE2 £2

with the Berry connection A and Berry curvature F, see e.g. [181]. This formula is reminiscent of those
yielding the Chern number as it solely depends on the Berry connection and curvature.

107t is important to point out that this is based on a continuous choice of the square root along the considered path.
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A.11 Diagonalisation and Product Vacuum of BCS and Kitaev Chain Hamiltonians

Here, we provide a collection of explicit calculations for Chap. 9.

Bogoliubov Diagonalisation of Reduced BAG Hamiltonian

To begin with, we prove that the reduced BdG Hamiltonian Eq. (9.1) is diagonalised by the Bogoliubov
diagonalisation Eq. (9.2). First, we show that the transformation matrix

U(k) = (;‘((k’“)) 72?) (A.256)

is actually unitary. This is a direct consequence of Eq. (9.7), as

<U(k) v(k)> < u(k) v(k)) _ < u(k)? + |v(k)[” u(k)u(k) —v(k)U(k))
v(k)* u(k) v(k) u(k) —u(k)v(k)  |v(k)[* + u(k)?

- ((1) 2) . (A.257)

Second, U(k) actually diagonalises the reduced BdG matrix as indicated which we will show by brute
force in the following. For this, we drop the functional dependence on crystal momentum k to make the
whole experience more readable and less painful. We get

o= (G D e 0
(e ) @ %)
(-

(5

u
v*
Eu? + Av*u + vA*u — E|v]? —&uv + Au? — A*? — Eww
uv* — Av*? + A*u? — &v*u E)? — Avtu — vA*u — Eu?

o ) . (A.258)
For A and B we find

A= &u? + Avu + A%vu — Efv)?

-5 (1 é)ﬂf( éhﬁ(wé)
+A\/; I |A|\/ )6 () an
(s 2 an0-5): 0+ 5)

52
€ 1 (1-€)

€y ESE
|A‘ E2
\A\

2
5 INEIN

B 52 + AP
- FE
= F (A.259)
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and

B = —fuv + Au® — A*v? — Euw
= —26uv + Au® — A*v?

B 1 e\ 1 £\ A 1
_—25\/2 <1+E>\/2 (1—E)M|+A2
AL £
- 5% (1+E)
_ A§ 9
RN (”E)

_ Ag £ A § §
= A 1—E2+2(1+E—1+E>

AE E2 52 A%
|A| 2 F
IAI2

IAI E
,%H

Al E E

¢4 €A

E ' E
=0. (A.260)

so Eq. (A.258) becomes

o (5 D D DG e

Fourier Transforming the BCS Chain Hamiltonian

Next, we explicitly Fourier transform the BCS tight-binding Hamiltonian from Eq. 9.8 using

1 ikR;
Cjo = —= Zel I Cloor (A.262)
VL 4
to get
1 kR 1 ; _IR.
Hgcs = Z ( [L ez(zRﬁl kRJ)C;erlU + b ZGZ(I:RJ lRJ+1)C;fJCkU]
J,o Kyl k,l

1
o [L k.l AT Clg])

Z i(LR; +kR;) I A %Z 6i(sz+kR])cMCu] )

+ A*
k,l k,l

. 1 i(—k)R;
( z(lk)R]) Zlac]-t;o—clﬂ + (L Z il k)Rg) ”aCI Cka‘]
J

( 611 k)R; ) CLUq”])
1 .
(A (L Z —i(l+k)R; ) Ck ClT (L Z ez(l+k)Rj> CkTCli] ) . (A.263)
Kl I
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which, using + > e k) R; — 5., can be simplified to

Hpos = Z (—t [ *ach cro + e zkaCLaCka} MCLaCko) -2 (AChCT—m + A*CMC—M)
k

_ Z zka —zka} _ 'u) Clt:crckf’ — Z (ACLiCLkT + A*Ck:TC—kJ,)
k,l

= Z —2t cos(ka) )c;rwck[, — Z (AC,TQCT_M + A*cmc_u)
k

= Z (S(k)(CLTCkT + C]L_kic_ki) — ACI]::,LCT—I;:T — A*CkTC—k,L)
k

-7 =]

({(k})(c}tﬁcm +1-— Ck’lch,L) + AC,TCTCT_M( + A*C—kwm)

i fk) A ) Gt
= Cpry C—k . + ¢k A.264
(S e-t) (A ) () T2 (200
Note that we are considering a one-dimensional chain so that ka = |k||a|. Moreover, we usually set

a = |a| =1 so that ka = |k| = k. As a result, we have

&(k) = —2tcos(ka) — p = —2tcos(k) — i (A.265)

Product Form of the BCS Vacuum

Moving on, we briefly show that the BCS product vacuum does indeed take the form given in Eq. (9.15):

= [ (w(k)crr + vk)cl ) ) (—v(k)ehy +u(k)e—k, ) |0)
(

p
= 1;[<fu<l~c>v<k>c,ﬁc2T + ulk)2 e, - 9 v(k)%ely chy + W ?o>
= 1;[<—u<k>v(k><1 ~ cheeir) . v(k)2cly, chy) [0)
= 1;[<—v<k>> 1;[<u<k> +vo(k)e el cky) [0)
=[J(—v(k)e®) ] (u(k)e™™ + vo(k)cl k) [0) (A.266)
where k k
N =[] (—v(k)e®) (A.267)

k

is the norm since

»(0/0), = H lo(k)[* < *+ UO(k)CkTC—kL)> (H (u(k)e—ié + Uo(k)cT_kLcLT) |0>>
k
= W OITT ((utk)e” + votkemremny) (ke + so)el el ) 10
0 0
WP o) (u M + W + oK) exrenicl el | 10)
= H (u k)2 + Uo
k
=N (A.268)
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Fourier Transforming the Kitaev Chain Hamiltonian

The Kitaev chain Hamiltonian from Eq. (9.26) Fourier transforms as

— E _t E el(lR]+1 kR C cl E k!R 7lR]+1)CTCk
k,l

J k,l
y lzemR KBy
L

1 : , . 1 - ) ,
_ Z e_z(kRJ +lRJ+1)CICL _ Z Z e—l(kR_7+1+lR_7)C;fc;fc
k,l

=

1 (LR A 1 (IR .
_ €Z(lRJ+1+kR'7)CkCl R el(lRJ+kR'7+l)CkCl
L

[\

1 . 1 )
_ _ - i(l—k)R; zla T - i(l—k)R; —1la T
= g t I g e J LClL T i E e J €y Ck

Kyl J J

.y %Zevza—k)& et
J

A
a —i(l+k)R;
30z Z

)
N )]

_”aCTCL L Z e—i(k-{—l)Rj —1kac;‘c;rc

1 AN
Ckcl E ez(k+l)R] ezkackcl

J

_|_

Zeq(l+k)R
2
=3 ([t (e k) —
k
(eika - efika) CT_ka + 5 (efzka - ezka) Ckc—kz)

[—2t cos(ka) — u] c};ck +iA sirl(l<:(1)ch_kc}Lc —iA” sin(ka)ckc_k)

Il
pe

—~
o
<

&(k) (c;cck + c,tck> — 2iA sin(kza)c,tcT_k + 2iA* sin(ka)c_kck)

—
*
s

£(k) (c};ck +1-— ckck) + Ak )ckc T A(k)" C—kck>

/N /N

W= N= NDIE olR e

-7 - -1 =1 -1

{(k)c;cck — f(k)ckc;c + A(k)chT_k + A(k) e kck) Zf k)

€(k)clcr — E(—k)e_pcl , + A(k)chel , + Ak )c_ka)+E0

/N N N

§(k)c£ck—§(k)c et —l—A(k) c k+A(k)*c_kck)+Eo
A e §(k)  Ak) ) [ : A
o0 (Smr o) ( k> o (4269

where we defined ¢(k) = —2t cos(ka) — p in (¢), A(k) = —2iAsin(ka) in (%), and made repeated use of
the fermionic anticommutator relations throughout.

N =
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Rearranging the Diagonalised Kitaev Chain Hamiltonian

The rearrangement of Eq. (9.30) into Eq. (9.34) reads

1 E(k 0 b
Hy = 5;(1);7 b—k) ( E) ) —E(k)) (bi>
k

%ZE(I@) (bLbk —a-bt, b_k))
k

% > E(k) (bbe + 6Ly i) + 0 E(R)
X k

1

5> E(k) (Blow + v, ba ) + B
k

=" E(k)blbk + E (A.270)
k

Product Form of the Kitaev Vacuum

The product vacuum of the Kitaev chain can be written as

0, = T oxb-rl0)

O<k<m
= H (u(k:)cm—l—v(k)cT_ki) (—v(k)cLT—i-u(k)c_M) |0)
O<k<m
0 0
= T (ulkoliensely + ulk e, — kel ey + o(R)utkie5e ) 0
O<k<m
0
= I (~ulk)otk)(1 - cheeir) — v(k)*c,chy) [0)
O<k<m
= I o) [Julk) +vk)cl ey [0)
O<k<m k
= [[ (~vR)e®) [J(ulk)e™™ +vo(k)cl, k) 10) (A.271)
O<k<m k
where
V= ] (~v(k)e?) (A.272)

O<k<m

is once again the norm because

O<k<m <k/<m O<k<m

J000, = T Ivte)? <<o I1 (u(k’)am+vo<k’>ck/c_k/)> ( [T (uk)e™ +vo(k)el el o>>
o

=Pl I ((u(k)e” + vg(k:)ckc_k) (u(k)e—” + vo(k)chCL)) o)

O<k<m

0 0
=Wl T (“““)2 * W W vo(kfckc_kc*_kc;) 0)
O<k<m

=P I (u(k)2 + vo(k)z)
O<k<m
=N (A.273)
One normalised Kitaev ground state is therefore

00g= ] (uk)e™ +wvo(k)cl c}). (A.274)
O<k<m
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A.12 Technical Aspects of the Kitaev Chain Model

Here, we provide a collection of explicit calculations for Chap. 10.

Majorana Representation of the Kitaev Chain

Following Sec. 5.5, we may introduce self-adjoint Majorana operators

W=cteg=a" and AP =i -e) =", (A.275)
which give
1 . 1 .
¢ =508 +if)  and =5 —if). (A.276)

If we plug these into Eq. (10.1) we get

—

L—-1
1 . . ‘ .
Hige = ( Sl =t((h — i) + i) + (5 — i) (0 + i)

A . A - A A - A . A
— t (YT — vEan + i TR+ P + P — P + RS

A . A - A
Do (yp75a +iv v 17597 + )
A

0 (M— i7f+17f — 1'7]]‘117}4 +M)}

—u ) (g i =it ) - 2))
j=1

Il

| =
+ +

M

L—1 L
1 _ _ ) .
=7 ( { —2it (B —ivPyh) + 2000 (VPR + vf‘»yﬁl)} —py (2P + 2 - z)>
j=1

Jj=1
L—1 L
(Ao + )7 F v + (Do = )P | — u Zv}“vf’) : (A.277)

j=1

—
<
Il
—_
—

where we have repeatedly used {%X , fy,z/} = 20j10xY -

Energy Gap in the Kitaev Chain Model

From

O (k) = (403502 (k) + e+ 21 cos(k)?)

= 8Af cos(k) sin(k) — 4t sin(k) (u + 2t cos(k))

= 4sin(k) {QAg cos(k) — t(p+2t cos(k))}

=0 (A.278)
we get two types of extrema, namely

4sin(k) =0 =  kei(n)=nm with nez, (A.279)

which exists for all values of ¢, u and Ag, and

2A¢ cos(k) — t(p + 2t cos(k)) =0 = ke 2 = £ arccos (M) ) (A.280)
P
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which only exists if

’m‘ <1. (A.281)
With
[k (n))? = 4A8 sin® (ke,1) + (1 + 2t cos(ke,1))?
= (p+ (—=1)"2t)2 (A.282)
and

|h(keo)|? = 4A2 sin(ke2) + (1 + 2t cos(ke2))?
= 4A%(1 — cos®(ke2)) + (pu + 2t cos(ke 2))?

:4A3(1 — ’%A(%w_ﬂ)‘2> + (u+2t[2(A§#_152)D2

L6AG(AF — t°)° — 4A3t° 1> + (2u(AF — #) +2070)°

4(A% —12)2

16A2(A3 —12)2 — 4A2t2 2 + 42 A}
- A(AZ = 12)2

16A3 (A — %) + 4A%u2 (Af — t2)
- 4(AF - 22

AN3(A3 — 1) + Ay
B (A3 1)

2 p

=A2 (4 + (Agtg)) (A.283)

we then get a band gap of

. / w2
AE =2 2t —2t|, |A 44 ———7 | . A.284
min <:U’+ ‘7 |/’(‘ |a | 0| + (A%t2)> ( )

Depending on which of these is realised, the band gap is situated at

2| + 21| at k=0
AE = { 2|u— 2t at k=+m (A.285)
2| Ao 4+(A§‘7:2) at k= darccos (ﬁ) .

For Ay > 0 we get band closures at k = 0 (k = &) when p = —2¢ (u = 2t). If Ag = 0, we additionally
get band closures at

(_F
k = £ arccos ( 2t> (A.286)
when || < 2[t].

Degree Invariant of the Kitaev Chain Model

To compute the degree of m : S,lc — SL from Eq. (10.38), we first need to determine a normalised volume
form on the target manifold S}, C R3. To this end, we observe that m(k) traces out a circle lying in the
two-dimensional plane

sin(¢) 0
P = span cos(p) |, 10 CR3. (A.287)
0 1
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We may therefore set ¢ = 0, noting that (i) |h(k)| is independent!! of ¢, and (ii) the vector

2A¢ sin(¢) sin(k)
h(k) = | —2A¢ cos(¢) sin(k) (A.288)
u~+ 2t cos(k)

from Egs. (10.20) and (10.21) itself induces a homotopy between m(k) at ¢ = 0 and m(k) at any other
value of ¢. Taken together, (i) and (ii) ensure that the map m remains well-defined and that its degree
deg m remains invariant under variations of ¢. For ¢ = 0 we get

m:Sy — S, CR? | ke (A.289)

with

h(k) = (;iAziii((ll?)) . (A.290)

1< R2. The canonical normalised volume

This allows us to limit our calculation to the target manifold S,

form of S' ¢ R? reads

1 1
n= % (5131 dl’g — X2 dSCl) = % Eab $ad$b (A291)

b — —eb for convenience. Now for the pullback.

The pullback of a differential form by some map is something us physicists tend to be rather wary of.

where we introduced the totally antisymmetric tensor €*

Let me break down the rough pullback recipe before we actually plunge into business and use it. Let
X be a one-dimensional space and let by Y a two-dimensional space like in our case. Given a smooth
map m : X — Y and a one form w € Q'(Y) then the pullback m*(w) of w by m is a one form of X, i.e.
m*w € QY(X). We call m* a pullback map with respect to m because it points the opposite direction of
m: while m goes from X to Y the pullback m* points from Q!(Y) to Q}(X). A one form w € QYY)
evaluated at y = (y1,y2) € Y reads

wly] = wi(y)dys + w2 (y)dy: (A.292)

where (w;(y),w2(y)) € R? and dy;,dys € T, (Y)* form the dual basis to the basis {9/ay:, ?/ay.} of T,(Y).
Recall that w(y] € T,,(Y)* eats one vector v € T,,(Y') (a tangent vector at y € Y) as
0 0
wly](v) = wly](v' =— +v* =—
WI00) =l o+ 07 )
= wi(y)v' +wa(y)o” (A.293)

which is a real number, i.e. wly](v) € R. The pullback is going to be our solution to the problem of
associating a one form m*w € Q' (X) to any given w € Q}(Y) by our map m : X — Y. So what could be
a natural course of action facing this? Given a point € X and a vector u € T,,(X), the natural idea is
to use the point y = (my(x), mz2(z)) € Y and to push forward the vector u as m.(u) € Ty, () (Y). This is
exactly how the pullback is defined, i.e.

(mw)fa](w) = wim(a))(m. (w)). (A.294)

Now we “only” have to compute the push forward m, (u) which is a much easier problem. It is defined as

1 (11) = dimy ()] (1) = + dmafom(2)) (1) 2

o B (A.295)
which yields
(m*w)[z](u) = wi (m(z))dy1dm, [77%(33)](@6%1 + wa(m(x))dyadmy [m(x)](u)a%g- (A.296)

U As h(k)| = /483 sin? (k) (sin% (6) + cos2(9)) + (s + 2t cos(k)) = /483 sin® (k) + (i + 2t cos(k))?.
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By definition, the terms dy; 9/ay; cancel out and we get
(m*w)lz](u) = wi(m(x))dma [m(z)](u) + wz(m(x))dma[m(z)](u) (A.297)

and since we are interested in what happens for the one form itself we can drop the test argument
u € T,(X) and end up with

(m*w)[z] = wi(m(z))dmy[m(x)] + wa(m(x))dms[m(z)]. (A.298)

In our case we have the mapping m : k +— (mqy(k),m2(k)) and the normalised volume form n =

5 (—z2,21) of S' C R? which is given in the {dz;,dz>} basis of T,(S' C R?)*. Let us compute

the individual parts of Eq. (A.298). Namely, we get

1 1
(mlm(k)], n2[m(k)]) = (=5 _—ma(k), 5—m1 (k) (A.299)
as well as
dmym(@)] = 20 g and dmfm(e)] = 2728 g (A.300)
ok ok
which gives
_ i ab 8mb(k)
5 a(k) 9k dk. (A.301)
The degree of m is then the integral
degm = m*n
st
1 b omp (k)
= — a A. 2
o7 Jor s € mq (k) Dk dk (A.302)

In order to efficiently compute this integral we will use a trick: we will rewrite Eq. (A.302) as a complex
integral and use Cauchy’s argument principle for meromorphic!? functions. To do this consider

omy(k) dma(k) Gml(kz)-

ab _
€ mq (k) Ok = my (k) 9k ma(k) Ok

(A.303)

With Eq. (A.289) we get

m = - -
COk - mmg \ViieR Ok (VR R
87711 h2 hll 8 1
m = +h— | —/—| |- A.304
ok iR (mma KNG -

Here we dropped the k-dependence for better readability. We will stick to that convention for most of
the remainder of the paragraph. When taking the difference between both terms in Eq. (A.304) to get
to Eq. (A.303) the terms with derivatives on 1/y/h? + h3 cancel out and we get

0mb(k) o hlhIQ — hghll

ab
o(k = A.305
mah) =5 n3 + h3 (4:509)
Note that denominator equals the squared energy dispersion from Eq. (10.24) as
h? + h3 = 4A2sin(k) + (u + 2t cos(k))? = E(k)%. (A.306)

12 A meromorphic function f on an open set U is a function that is holomorhpic on all of U except for a set of isolated
points {p} which are poles of f. A holomorhpic function is a complex valued function that is complex differentiable in an
open neighbourhood of each point in its complex domain.
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This already tells us that the degree of m is only going to be well-defined for as long as the bulk spectrum
remains gapped. In order to enter the realm of complex analysis we convince ourselves that the following
equality holds:

0 . . )
ﬂ [(hl + Zhg)] (hl + Zhg) = h/lhl + th/Q + Z(h/lhg — hIth) (A307)

where the derivative with respect to k acts on the first factor only and where the 4+ and F signs signify
that there is an ambiguity in our description. Namely, the notation is supposed to show that there are
two versions of the equation: we could either choose plus in the first factor and minus in the second factor
or minus in the first factor and plus in the second. Above, we claimed that this choice is but a description
ambiguity so we should be able to use either version of Eq. (A.307) and obtain the same result eventually.

We will put up with the notational overhead in order to show that this is, indeed, the case. Comparing
Eq. (A.307) to Eq. (A.305) we find

(k) _ . [ )

€ myg (k) 57 —— [(h1 £ iho)] (hy Fiha) — hihy — hohl (A.308)

ok

which gives

[ [ £ iho)] (b T ihe) — (Wihy + hohf
degm:ii/ ox [ £ iha)] (hn % iha) = (haha - hala) ) (A.309)
Sl

27 h% + h%
The second term is easily evaluated as
i (hih1 + hohly) i ) o\q27
Py ————=dk=F—|In(h{+h = A31
Tor s WA R F o (b h3)] =0 (A.310)

because the bulk dispersion h? + h% = E(k)? is 27 periodic. This leaves us with

. ) . .

2 5 [(h1 + Zhg)} (hl F th)

degm=+— [ 2k
e = or /S h? + h2

i [ 25 (A £ iho)] (h F ihg)
2 §11C (h1 + Zhg)(hl + Zhg)
R D)
S 2w st (o Eiho)

dk

dk. (A.311)

where in the second line we added a bit of trivial notation for the denominator to clarify that the spare
F terms cancel out to yield the last line of the equation. Let us reintroduce the k-dependence and define
the complex valued function

ME(E) := hy(k) £ iha(k) (A.312)
and use it to evaluate Eq. (A.311) as
. 1é) +
P MER)
degm=4— [ k= “dk
ET o Jo T ME®R)
i 0
=+— [ — InM*(k)dk A.313
o L, 7 A (A313)
This expression for the degree of m is a complex contour integral of the form
- !/
Y RO R (A.314)
2m Jo f(2)

where f(z) is any meromorphic function on C'|JC° and where C' is a simple'3 contour. The sweet thing
about complex contour integrals of the type in Eq. (A.314) is that for them Cauchy’s argument principle
applies. It states that
i [ f(2)
2r Jo f(z)

13 A simple contour is a counterclockwise oriented contour without self-intersections. In our case, we deal with the contour
S! € € ~ {z € C||z| = 1} which is the stereotypical example of a simple contour.

dz = Pf — Zf (A.315)
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where Py and Z; denote the number of poles and zeros of f(z) inside the contour C' with each pole and
zero counted as many times as its order and multiplicity indicate. Using Cauchy’s argument principle on
Eq. (A.313) we get

0

v I +
degm = :t277 o OF In M= (k) dk
_ 9 *(
i27r]{ In M*(z) dz

where we embedded §,1€ — C as k — z = e'* to parameterise the contour
C:={z€eC:|z|=1}cCC (A.317)

and where Py, and Z,q denote the number of poles and zeros of M*(z) inside the complex unit circle.
We can now write down our function M*(z) as

ME(E) = hy (k) + iho(k)
= —2Apsink £ i(p + 2t cos k)

1, , 1, . .
= —2A0% (e —e ™) Li(u+ 2t§ (e +e7*))
ik 1 1
=il (z— ) +i(p+t (z—i— z))
=4 [(AO +t)z— (Ao F t)1 + u} (A.318)
z

and examine its poles and zeros for its analytic continuation to the embedding z € C|;|<; of the unit disc
into the complex plane. Clearly, the zeros and poles of M (z) are dependent on the parameters t, A
and p. In order to explicitly determine them, we first take

M*(z) =i [(Ao Ttz — (Mg — t)% + 4 (A.319)

and find that it has a pole at z = 0 iff t # Ay and that it has no zeros iff t = —Ay. For t # —A(y we can
determine the zeros via

1

5 (Ag—1) H
=z = + A.320
T Ber ) By’ (4.520)
which gives
—pE 2+ 4(AL - 1?)
= A.321
= 2(Ag + 1) ( )
For u = 0 we can simplify this further and get
(A§ —12)
=+
==\ a e
(Ao — )
=+ A.322
Bord) -
With this we can compute degm for the two special points associated to phases (A4) and (B)
(4): Ap=t=0,p#0 = Py+=0,Zy+ =0 = degm =0
(B): Aog=t#0,u=0 = Puy+ =0, Zy+ =1 = degm = —1. (A.323)
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Figure A.3: Location of the zero (white plus) of the analytic continuation of M(z) := M™(z) in the
square region [—1,1] x [—4,4] C C. Parameters are listed in the top of each panel. Critical poles and zeros
that are located on the unit circle are indicated by red markers of the respective type. The values of the
degree and topological invariant of the Kitaev chain are shown in the top right corner. The contour of
integration, the unit circle, is shown in black and the background heatmap shows the absolute |[M(z)| on
the unit square.

If we take
M7(z2) =i |[(Ag—t)z — (Ao + t)% — W (A.324)

instead of M™(z) we find that it has a pole at z = 0 iff t # —A, and that it has no zeros iff t = A. For
t # Ag we can determine the zeros in the same fashion as before obtaining

W+ A(AL — 12)

2B —1) (A.325)
which for y = 0 becomes
2e ==+ m. (A.326)
Using this we get
(4): Ag=t=0,p#0 = Py- =0,Zy-=0 = degm=0
(B): Ap=t#0,p=0 = Py+=1,2Zy-=0 = degm = —1. (A.327)

for the two special points associated to phases (A) and (B). This is the same result that we got when we
used M™(z) instead of M~ (z), namely

(A) AO:tZO,M#O - PMiZO,ZMi:O - degm:O

{PM+ =0, Zpr =1

B) : Ng=t 0, =0 —
() 0 #0,pu Pu- =1, Zye =0

= degm = —1. (A.328)

which shows that the degree is in fact independent of the arbitrary sign we introduced earlier. The
above considerations identify phase (A) to be topologically trivial and phase (B) to be topologically
non-trivial. Note that our embedding S' < C determines the global sign of the degree. For example,
using k — z* = e~ ** clearly reverses the unit circle direction and, indeed, we find that

MEE) =i [(Ao + 1) L

-

(AgFt)z"tp (A.329)

produces an overall sign yielding degm = +1 in the topologically non-trivial region. This is expected
because the embedding is an inherent part of the map m itself. Different embeddings define different
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Figure A.4: Diagram of degm in the (¢, u) plane for Ag = +1 (left) and Ag = —1 (right).
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maps with (potentially) different degrees.* In case of the Kitaev chain, the presence of an antilinear
particle hole symmetry (PHS) induces a relation z < z* between a complex number and its complex
conjugate so the two solutions degm = +1 and degm = —1 correspond to the same topological phase.
The topological index v of the physical Kitaev model is therefore not determined by the degree degm
of the map m itself, but rather by its modulus | degm|. If we continuously move away from the special
phase (A4) and (B) points in the parameter space

P = span {t, u, Ao} , (A.330)

we effectively push around the locations of zeros or poles of M*(2) in the interior C° = {z € C : |2| < 1}
of C. According to Cauchy’s argument principle, this cannot change the value of the integral, and hence
the degree degm of m. Conversely, the only way to change the value of degm is to tune parameters
such that a zero or a pole leaves the region enclosed by our contour C. However, the only way to
continuously push a zero or a pole out of that region is to make it cross the contour C' at some point.
This is shown in Fig. A.3. Recall that the absolute value of our complex valued function M*(z) from
Eq. (A.312) equals the absolute value of the bulk energy dispersion E(k = iln z) for all z on the contour
C ={z€C : |z| = 1}. A parameter configuration p € P for which there exist z € C' where |M*(z)| = 0,
like the one in the middle panel of Fig. A.3, therefore signifies a band closure of the physical model. At the
same time, the degree becomes ill-defined at such a parameter configuration because Cauchy’s argument
principle forbids the function to have zeros or poles on the contour of integration. Fig. A.4 shows the
degree of the map m(k) in the (¢, ) plane for Ag = +1 and Ag = —1. As expected, we find degm =0
for 2|¢| < |u| and degm = £1 for 2|t| > |u|. Any two regions with different degm are separated by a
gap closure either due to |u| = 2|t| or Ay = 0, cf. Eq. (A.285). There are two noteworthy subtleties
to consider here. The first one is that there are parameter regions, such as 2t > |u| at Ag = +1 and
—2t > |u| at Ag = —1, that have the same degree degm = +1, but are still discontinuously separated
by an energy gap closure. At first glance, this seems to conflict with the completeness of the degree as
a homotopy invariant, which ensures that any two maps f,g : S® — S™ are homotopic if and only if
deg f = deg g. The resolution lies in the fact that our maps m(k) : St — S! are far from arbitrary: they
arise from specific parameter-dependent Hamiltonians and are therefore fully determined by points p in
our parameter space P. The existence of discontinuously (by gap closure) separated parameter regions
with the same degree does not contradict the completeness of the degree as a homotopy invariant because
it only precludes the existence of a continuous path within the highly specialised family of Hamiltonian
maps m(k). In particular, the matching degree still guarantees that fo(k) = mp, (k) and fi(k) = mp, (k)
are homotopic as abstract maps f : S — S! — just not through any homotopy confined to the “physical”
subset of Hamiltonian maps.

The second subtlety in Fig. A.4 is that degm — — degm under A — —A. This appears to contradict
the fact that mg—o(k) for ¢ = 0 is homotopic to mg(k) for any other value of ¢, which should render the
sign of the superconducting gap A irrelevant, since Ag—g = —Ay—- while degmy—o(k) = degme=n~ (k).
To resolve this, we note that, despite being closely related, the “two-dimensional” mapping m : S, — S} C
R? from Eq. (A.289) and the “three-dimensional” mapping m : S; — S}, C R? from Eq. (10.38) define
distinct maps. In particular, either map is based on a specific choice of orientations for S;, and S' C R”,

141 contrast, the choice of whether we use M* to compute the integral is a technical one that does not effect the result
as is seen in Eq. (A.328).
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Figure A.5: Location of pole (black cross marker) and zeros (white plus markers) of the analytic contin-
uation of M(z) :== M™(z) in the square region [—1,1] x [—i,i] C C. Parameters are listed in the top of
each panel. Critical poles and zeros that are located on the unit circle are indicated by red markers of
the respective type. The values of the degree and topological invariant of the Kitaev chain are shown in
the top right corner. The contour of integration, the unit circle, is shown in black and the background
heatmap shows the absolute |M(z)| on the unit square.

which has to be carefully accounted for in any comparison between them. To see this, we point out that
at any arbitrary but fixed value of ¢, the associated three-dimensional mapping m : S,lc — Sl c R?
can be restricted to a two-dimensional mapping m : S,lc — S1 c R2. Specifically, each three-dimensional
map is actually a map

mg: S, = S;, C Py CR? (A.331)

from S}, to the ¢-dependent plane P, C R® from Eq. (A.287). Using that P, is readily isomorphic to R?,
we then get a two-dimensional map

mg : Sk, — Sk, C R?, (A.332)

where the ¢ subscript indicates that the orientation of S1, C Py C R? is taken into account. The subtlety
arises precisely for pairs (¢, ¢ + m) where P, = Py, but with opposite orientations. This is easily seen
considering P from Eq. (A.287) for ¢ =0 and ¢ = T,

0 0 0 0
Py = span 1],10 and P, = span -1].,10 , (A.333)
0 1 0 1
whose canonic orientations
O¢ = Vgp,1 X Vg2 (A334)
as subspaces of R? are
0 0 1 0 0 -1
Oy=1[1| x [0o]={o0 and O,=[|-1] x[|0]=1]0], (A.335)
0 1 0 0 1 0
readily satisfying
Oy=-0,. (A.336)

The relative sign flip of the degree between Ay = +1 and Ag = —1 in Fig. A.4 does not contradict the
homotopy equivalence between mg—o(k) and me—~(k) because it is undone by taking into account the
reversal of orientation between mg—o(k) and mg=~(k). This is illustrated by Fig. A.5, which shows how
the two zeros of the Kitaev map first lie inside the unit circle contour C' for Ay = 0.1, then cross C' at
z = +i at Ag = 0 and eventually lie outside C' at Ay = —0.1. Throughout this transition, the degree
changes from degm = —1 (v = 1) over degm = v = n.d. to degm = 1 (v = 1) in the process. The
relative sign between degm = —1 at Ag = 0.1 and degm = +1 at Ag = —0.1 can be undone by reversing
the orientation of the integration contour, cf. Eq. (A.315).
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The Form of the Topological Majorana Boundary Modes

Here we motivate the form Eq. (10.44) of the topological Majorana boundary modes in the Kitaev chain.
Following [264], we start with the Majorana representation of Hk;; from Eq. (A.277). For now we assume
the translationally invariant limit L — oo such that we can Fourier transform the Majorana field operators
as

A/B _ —i A B
7; / \F Ze kR A/ (A.337)

Note that due the Majorana reality condition y; = ’y;f in real space we get

L L
A/B 1 _ A/B A/B A/B
71@/ T ﬁze szJ,yj/ T TZ szwj/ =Y / (A.338)

in (quasi-)momentum representation. With this the Kitaev chain Hamiltonian in Eq. (10.4) becomes

Hyyy =

N | .

L—-1 L
( > [(Ao+ 7Pk + (B0 = )3 P | - w Zﬁ‘ﬁ)

Jj=1 Jj=1

= 57 20 [ e IR ANE (Mg + ) IR R ag B (Mg — e HEORs ¢k e B
j.k.k’

(0) i » .
=3 Z [— B + (Ao + t)e * By + (Ag —t)e ’my;;‘ﬁk}
i p
=52 [* 5 (e + k)
k

+ (AO + t) efika
2

(\}

DNo—t) _,
(s +Afr) + Btk

5 WP+ i) |

=5 (B +7%E)

+ (AO + t) (e—ika
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2

-

Ag—t
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=12 {u (V2 = v 2%)
k
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k)hxic(k)o(k) , (A.339)

.
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where we repeatedly used the general delta summation identity
1 ik VR
7 D e ERIR = 5k — k) (A.340)
J
in (¢), and deployed the anticommutation relation of Majorana operators along with a renaming of
k — —k in some parts of the expression to arrive at a form where we may define a 2 x 2 BdG matrix
hxit (k) = —2Ag sin(ka) o, + (1 + 2t cos(ka)) oy (A.341)

in (x). Note that because of Eq. (A.338) we can indeed understand Eq. (A.339) in the usual BdG sense.
Now, we are interested in exponentially localised MZMs of Hk;; that appear when we consider large but
finite instances of the topological Kitaev chain. Following [264], we can find such localised modes by
looking for non-oscillatory solutions W4/ B (k) of

hicit (k) U4/ B (k) = 0 (A.342)

where A/B refers to the two Majorana species in the system. To probe for such solutions, we simply
replace the plane-wave factor e?*® by

etk emka — omq (A.343)

This means that we are effectively attempting to diagonalise a Hamiltonian without translation invariance
using eigenstates of the translation-invariant problem. As we will see shortly, this is possible but only if
suitable boundary conditions can be satisfied. Namely, we have to ensure that the wave function cannot
leave the lattice.

If we substitute Eq. (A.343) into Eq. (A.341) we get

hxit(q) = 2iA¢sinh(q)o, + (1 + 2t cosh(q)) oy (A.344)

the zero solutions of which are easiest obtained by squaring the BdG matrix hxk;t(q) first. Due to the
algebra of the Pauli matrices we get

hpac(q)? = —4A2sinh?(¢)o2 — 2iA¢ sinh(q) (1 + 2t cosh(q)) (o 20z) + (1 +2t cosh(q))Zaj
= ( — 4A2sinh?(q) + (n+2t cosh(q))2> 1 (A.345)
so we need to solve
0 = —4AZsinh?(q) + (1 +2t cosh(q))2 , (A.346)
which, after rearranging and taking the square root, reads
(1 + 2t cosh(q)) = +2A¢ sinh(q). (A.347)
If we choose the positive solution and spell out the hyperbolicals we get
p+t(e?+e9) < Ao (e9—e79). (A.348)

Now we may solve this equation for either e? or e~%. We settle for e~¢ and get

0= (t+ Age 2T + pe™ T+ (£ — Ag)

— »—2q M —q (t - AO)

S Ty R (V)

2 H (t—Ao)
_ 7 A.349
* Jr(H'AO)SEJF(L‘—FAO) ( )
which is readily solved by
1 s (t—A)  —pE/p?—4(12 — A7)

e 2(t + Ao) \/4(t—|—A0)2 (t+ Ao) 2(t + Ao) ( )
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These are precisely the decay parameters we encountered in Eq. (10.45). In order to motivate the solutions
given in Eq. (10.44) we first note that Eq. (A.350) defines “quasi-momenta”

gy = —iln(xy). (A.351)
with which
1 & A R; A © 1 -
B B (¢
P = g e - LS S (na5
j:l
where we plugged in R; =a-j o=! j at (¢). Using this, make an ansatz
A/B A/B
WA (qe) = g PP 2P (A.353)

for UA/B (k) from Eq. (A.342). Here, (14,1 ) are real coefficients. To arrive at a general solution, we
will have to consider superpositions of the form

U (ge) = iy + vyt
1 1 &
A J A A J
=Yi—=—=) iy tYil—=> ol
v \/QL; By \/2L;
L

=3 (v + vl ) o
j=1
\II ( ) w+7q+ +¢B 5

*WrZ +7J +wB\ﬁZ —’Vy

I
KM“

(wfxi + w_ij_) VB, (A.354)

1

J

where we have absorbed the prefactors \/% into the real coeffiecients wﬁ/ B for better readability. Now,

we are looking for two Majorana zero modes that are localised on opposite ends of the chain. Thus, we
make the ansatz

L L
4= Z (agti_ + a,xj_) 'yf and B = Z (5#& + 5,xj_> A (A.355)

for our boundary Majorana zero modes I'4 and I'B. These are normalisable for L — 0o, and therefore
viable solutions, if |x4| < 0. In that case I'* is localised near j = 1 and I'? is localised near j = L. The
coefficients (a4, _) and (B4, S—) can be determined via the zero-mode constraint

[Hye, T4/B] 2 0. (A.356)

Specifically, we find

T
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(a+x+—|—a z_ )[FY] Vi 7’}/16]
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) L—-1 L L
Do 3> (awak +amab) (= Do)afhr + (+ A0)dnal) + Y (vl 4+ amat )8
j=1 k=1 j,k=1
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[\
o
'M~

<.
Il
—

{(a.,.xfl + o a7 — No) + (a.;.;rﬁ'l + o T+ No) + (a+aﬂr + oz_xj_)u}’yf

— (aral +a_z2)(t — Do)yP — (arzit +ac a:L+1)(t+Ao)'yf] , (A.357)
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where we have used {’yJX,fy,z/} = 20;x0xy and {A, B} = [A.B] — 2BA to rewrite
A = i A ) + Al
=7 ({0 A7 =28 0) + (A - 20w
=y A7+ AT 2008 )
= AT+ A =25 A
= A AT = A
= 2(0kiby 27y — Su0x 2% ) (A.358)

such that

VP ] = =260 Pn . [P l] =20i07f [P = —26F (A359)
in (x). For (x), we included additional terms oc v and o 72 to get a simpler sum over all the sites
j = 1,...,L of the chain. For Eq. (A.357) to vanish, i.e. for Eq. (A.356) to be satisfied for I'4, we
therefore require

0L (ay el I~y A J+1 1A i i
L (apal T +asad T — Ao) + (aslT + amad T+ Ao) + (asad, +aal
0= (arzd +a_a)(t — A)
0= (apal™ 4 a e (t+ Ag) (A.360)
separately. If we rearrange the first constraint as
! -1 -1 J+1 J+1 J J
0= (ayx) " +a_z!")(t —A¢) + (g™ +a_z!7)(t+ Do) + (agx), + a2l )p
=ay|(t+ Ao)an‘ﬂj'1 + umi +(t— Ao)xi_l] +a_ [(t + A& 4 pa? + (¢ — Ao)xj__l} (A.361)

we find that it is automatically satisfied because

0= (t+ Ao)ai™t + pad, + (t— Ag)al!
= 0= (t+ Ag)ad + pas + (E— Ag)
! p (t —Ao)
= 0=a3 + A.362
Y G A" T (11 A (4.362)

is readily solved by zy from Eq. (A.350). The coefficients can then be determined by the remaining
constraints from Eq. (A.360). Concretely, since

0= a zlt 4o gt (A.363)
is trivially satisfied for L — oo when |z1| < 1, the coefficients are determined by
! 0 0
O0=a4r] +a_x_ . (A.364)

An analogous calculation shows that the coefficients (3, 3_) of I'? are determined by

0=B4a% + B a2 . (A.365)
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Torus Gauge-Equivalence to the X-Gate

Here we demonstrate the validity of Eq. (10.124) through explicit calculation:

er 0 0 0 0 e 0 0
, 0 ¥ 0 0 , eia 0 e—wz 0 0 ,
0,1 T a6 _ 0 )
Ulhwa(CT) U™ = |00 g dies o |7 0 0 eies o |€
0 0 0 e 0 15 0 0 e—iva
et 0 0 0 e 0 0 e e 0 0
@ 0 e 0 0 0 em 0 0 0 0 e“"l 0 0 it
- 0 0 evs 0 0 0 0 0 0 et
0 0 0 e ivs 0 0 ef o 0 0 0 eivs
0 eilem2) 0
® eila—2¢1) 0 0 0 Li(5+6)
0 0 0 e~ H(B—2¢3)
0 0 et (B—2¢3) 0
0 e ila-a) 0 0
(%) Gi(aia) 0 0 0 i
= . e’ 2
0 0 0 e~ H(B—=B+m)
0 0 et (B—B+m) 0
0 ¢ 0 0
i 0 0 0
oo o o | (A.366)
00 —i 0

where we used 1 = —ps and @3 = —p4 in (¢) and plugged in 6 = 7/2—0, p1 = /2 and 3 = (f—7)/2
n (x). If we instead plug in § = —6, ¢1 = —p2 = @/2 and ¢35 = —p4 = 5/2 in (x) we readily get

0100
U Uwz(COY) UTe® = é 8 8 (1) (A.367)
0010
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